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Abstract

A mobile sensor network is composed of a distributed collection of nodes, each of which is capable of sensing many types of information from the environment, including temperature; light; humidity; radiation etc. Nodes are densely deployed either inside the phenomenon or very close to it. Each node monitors its surrounding area, gathers application-specific information, and transmits the collected data to a “master” node. Also these nodes possesses self organizing capabilities e.g. starting from some compact initial configuration, the nodes in the network can spread out to collect the desired information.. This allows random deployment in inaccessible terrains or disaster relief operations .These could involve: in the air, under water, on bodies, in vehicles, and inside buildings. Another unique feature of sensor networks is their cooperative effort and onboard processing in response to queries. So instead of sending the raw data to the nodes responsible for the fusion, they use their processing abilities to locally carry out simple computations and transmit only the required and partially processed data. Two types of queries are addressed in the current work:

Region-based queries and Mobile target tracking based queries.

The benefits of a query processor are like interface to sensor networks. Sensor Networks are essentially data-centric networks. Unlike in standard communication networks, we are interested in monitoring some phenomena or events of interest, and not just send data from one node to another. In other words, we as end users are interested not in data from a specific node, but data based on certain attributes. Sensor Networks find their use in a host of applications such as environment monitoring, object tracking, and battlefield surveillance, to name a few. Due to the adverse operating conditions it is imperative to use system resources, such as power, judiciously. It is also desired that sensor networks should be autonomous at the same time as being scalable and fault tolerant. Nature offers several examples of such Self-Organizing systems that automatically adjust to changing conditions without adversely affecting the system goals. We present, in this report, a Self-Organizing Sensor Network, that is inspired from real life systems, for sampling a region in an energy efficient manner. Mobile nodes in our network execute certain rules by processing local information. These rules enable the nodes to divide the sampling task in a manner such as the nodes self organize themselves to reduce the total power consumed and improve the accuracy with which the phenomena is sampled. The Digital Hormone based Model that encapsulates these rules, provides a theoretical framework for examining this class of systems.  Algorithm is designed and model has been simulated in the present work. Our results indicate that the model is more effective than a conventional model. The project is unique in the sense that it has involved an end to end development of the network.
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