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Wireless networks have become popular in recent years due to advances in portable 
computing and wireless technology. But the presence of a fixed supporting structure 
limits the adaptability of wireless systems.  In other words, the technology cannot 
work effectively in places where there is no fixed infrastructure. For example, a class 
of students may need to interact during a lecture, friends or business associates may 
run into each other in an airport terminal and wish to share files, or a group of emer-
gency rescue workers may need to be quickly deployed after an earthquake or flood 
[12]. In such situations, a collection of mobile hosts with wireless network interfaces 
may form a temporary network without the aid of any established infrastructure 
or centralized administration. This type of wireless network is known as an Ad-hoc 
network. The infrastructure less networks, commonly known as “Ad-hoc networks”, has no centralized controller or a fixed router.

1.1 Mobile Ad-hoc Networks 

Mobile Ad-hoc networks (MANETs) are self organizing, infrastructure less and multi-
hop packet forwarding networks. There is no concept of fixed base station. So, each node in the network acts as a router to forward the packets to the next node. Ad-hoc networks are capable of handling of topology changes and malfunctions in nodes. It is fixed through network reconfiguration. For instance if the node leaves the network and causes link breakages, affected nodes can request new routes and problem will be solved. This will slightly increase the delay, but the network will still be operational.

1.1.1 Characteristics of MANETs 

The following are the characteristics of mobile ad-hoc networks [4]. 

· Dynamic topology: The nodes are mobile and connected to the network dynamically and arbitrarily. As a result, network topology changes randomly with time and will be unpredictable. It may result in disconnection of nodes from the network. 

· Bandwidth constraints: The less capacity of links will result in congestion and packet loss in the network. 

· Energy constraints: The mobile nodes rely on the batteries as a source of power. It is invariably inadequate as per the needs of nodes. 

· Limited physical security: Mobile network is more error prone to security threats because devices may be stolen or the data traffic may have to pass through the insecure links. 

· Autonomous and self-operating: There can be no central entity to manage the nodes. All the nodes should take care of managing itself with respect to the network.
1.1.2 Why MANETs

Some of the significant reasons behind the widespread use of MANETs are [17]: 

· Ease and Speed of deployment: Since there is no need for fixed infrastructure support or support for core administration, MANETs are easily deployable. 

· Cost of deployment: There is no incremental cost for the deployment or augmentation as required in fixed networks. However, greater associated with the node itself. 

· Anywhere, Anytime: A MANET can be formed anywhere at anytime. It is even deployable in certain possible situations where fixed network deployment will not be easy or, in some times, impossible.  The examples include deployment of network in flood affected or earth quake effected areas. 

1.1.3 Applications of MANETs

There is no clear picture of what these kinds of networks will be used for. The suggestions vary from document sharing from conferences to infrastructure enhancements and military applications. In area where no infrastructure such as internet is available an Ad-hoc network could be used by a group of wireless mobile nodes. This can be the case in areas where network infrastructure may be undesirable due to reason such as crisis, cost and inconvenience. Examples of such situations include disaster recovery personnel or military troops in cases where normal infrastructure is either unavailable or destroyed. 
Other examples include business associates wishing to share files in airport terminals, or class of students needing to interact during a lecture. If each mobile host is wishing to communicate is equipped with wireless local area network interface, the group of mobile hosts may form an Ad-hoc network. Access to Internet and access to resources in network such as printers are features that probably also will be supported.

1.1.4 Routing in MANETs 

Routing plays an important role in MANETs.  The routing decisions in MANETs face considerable challenges due to the characteristics and constraints in MANETs [16] [4].  In this section we will see the different types of MANET routing protocols, properties of MANET routing protocols and parameters that are used for the evaluation of routing protocols. MANET routing protocols are classified into three categories based on how routing information is acquired and maintained by the mobile nodes [16]. These are proactive routing, reactive routing and hybrid routing. Proactive routing protocol is also called”table driven” routing protocol. Using a proactive routing protocol, nodes in a mobile Ad-hoc network continuously evaluate routes to all reachable nodes and attempt to maintain consistent, up-to-date routing information.  Therefore, a source node can get a routing path immediately if it needs one. Reactive routing protocols for mobile Ad-hoc networks are also called”on-demand” routing protocols. Reactive routing protocols do not update the routing tables periodically through advertisement messages. Routing in reactive protocols preformed in two phases, route discovery phase and route maintenance phase. When a source node wants to communicate with destination node, firstly it checks for entry to the destination in its routing table. Then it starts sending data to the destination. If the source node is not able to find an entry to the destination in routing table, it starts the route discovery process by broadcasting a route request packet to its neighbors. Those Neighbors having route to the destination responds with sending a route reply to the source node. Routes may be disconnected due to the node mobility. In that case failure link’s downstream node informs the failure notification to the source node. Hybrid routing protocols are proposed to combine the merits of both proactive and reactive routing protocols and overcome their shortcomings.  Normally, hybrid routing protocols for mobile Ad-hoc networks exploit hierarchical network architectures. Proper proactive routing approach and reactive routing approach are exploited in different hierarchical levels, respectively 

1.1.5 Properties of MANET routing protocols 

The desirable properties of MANET routing protocols are [4]: 
· Distributed operation: The route computation should be distributed because centralized routing is not suitable for infrastructure less network. 

· Freedom from the loops: It is desirable to avoid the problems like packets looping. 

· Demand based operation: The routing algorithm should adapt to traffic on demand for efficient utilization of network energy and bandwidth resources. 

· Sleep period operation:  Nodes of a MANET may be forced to remain inactive.  During this period nodes may stop transmitting and receiving for arbitrary amount of time. A routing protocol should be able to accommodate such sleep periods. 

1.1.6 Performance evaluation of MANET routing protocols 

The following metrics are used for assessing the performance of MANET routing protocols [14]. 

· Packet Delivery Fraction - number of packets received divided by the no of packets transmitted. 

· End-to-end delay - this includes all possible delays (interface queue delay, radio access delay, route discovery delay etc.). 

· Routing overhead - the total number of routing packets transmitted during the simulation. 

· Packet delivery ratio - the ratio of number of packets received by the destination to number of packets sent by sender. 

1.2 Overview of the Thesis

Organization of thesis is as follows. 
· Chapter 2 - gives the Overview of various Ad-hoc Routing Protocols. 

· Chapter 3 - gives the Problem Statement and Related work
· Chapter 4 - discusses about Proposed Scheme to the AODV protocol. 

· Chapter 5 - gives overview of simulator NS-2 and NAM(Network Animator)

· Chapter 6 - discusses about the Simulation environment, results  And finally, 

· Chapter 7 - provides Conclusion and future work of the thesis.



Chapter 2 

2 Overview of Routing Protocols 
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A mobile Ad-hoc network (MANET) is a collection of nodes, which have the possibility to connect on a wireless medium and form an arbitrary and dynamic network with wireless links. That means that links between the nodes can change with time, new nodes can join the network, and other nodes can leave it. A MANET is expected to be of larger size than the radio range of the wireless antennas, because of this fact it could be necessary to route the traffic through a multi-hop path to give two nodes the ability to communicate. There are neither fixed routers nor fixed locations for the routers as in cellular networks - also known as infrastructure networks. Cellular networks consist of a wired backbone, which connects the base-stations. The mobile nodes can only communicate over a one-hop wireless link to the base-station; multi-hop wireless links are not possible. By contrast a mobile node has no fixed infrastructure. A MANET is highly dynamic. Links and participants are often changing and the quality of the links as well. Furthermore, asymmetric links are also possible. New routing protocols are needed to satisfy the specific requirements of mobile Ad-hoc networks. There exists a large family of Ad-hoc routing protocols.
2.1 Protocol stack 

In this section the protocol stack for the Mobile ad-hoc network has been shown. Figure 2.1 shows the protocol stack which consists of five layers: Physical layer, Data link layer, Network layer, Transport layer and Application layer. It has similarities to the TCP/IP protocol suite [8]. As can be seen the OSI layers for session, presentation and application are merged into one section, the application layer. The Protocol stack of the TCP/IP and MANET resemble with each other with difference in the Network layer. The Routing protocols for the MANET are different from the routing protocols of the Network layer in there TCP/IP Model [22]. 
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Figure 2.1 Comparison of Protocol Stacks 
In the figure2.1(a), the OSI model [8] is shown. It is a layered framework for the design of network systems that allows for communication across all types of computer systems. In the figure2.1 (b), the TCP/IP suite is illustrated. Because it was designed before the OSI model, the layers in the TCP/IP suite do not correspond exactly to the OSI layers. The lower four layers are the same but the fifth layer in the TCP/IP suite (the application layer) is equivalent to the combined session, presentation and application layers of the OSI model.
In the figure2.1 (c), the MANET protocol stack [8]  which is similar to the TCP/IP suite, is shown.  The main difference between these two protocols stacks lies in the network layer.  Mobile nodes (which are both hosts and routers) use an Ad-hoc routing protocol to route packets in the mobile Ad-hoc network. In the physical and data link layer, mobile nodes run protocols that have been designed for wireless channels. Some options are the IEEE standard for wireless LANs, IEEE 802.11, the European ETSI standard for a high-speed wire-less LAN, HIPERLAN 2, and Bluetooth. In the simulation tool used in this project the IEEE 802.11 protocol is used.

In this Thesis we have studied the network layer of the Mobile Ad-hoc networks. The Network layer of the MANET is divided in to the two parts Network and Ad-hoc Routing layer. The Protocol used in the Network layer is the IP protocol and protocol used in the Ad-hoc Routing Layer is the Ad-hoc On Demand Distance Vector Routing Protocol. Other Routing protocols like DSR, DSDV, OLSR, ZRP can also be used in this Ad-hoc routing layer. One of the reasons why AODV has been used in this study is that it is one of the most developed routing protocols for mobile Ad-hoc networks. A second reason is that the Internet draft “Global6” [3] Uses AODV as an example when illustrating how to extend the route discovery messaging of a reactive routing protocol for discovering Gateways. In the transport layer in the Mobile Ad-hoc Networks the User Datagram Protocol (UDP) is used rather than the Transmission Control Protocol. The Transmission Control Protocol (TCP) is not used because research has shown that TCP does not perform well in mobile Ad-hoc networks. One reason to this is that in wired networks, lost packets are almost always due to congestion but in mobile Ad-hoc networks lost packets are more often caused by other reasons like route changes or transmission errors [6], [13]. 
2.2 Internetworking

Whenever a mobile node is to send packets to a fixed network, it must transmit the packets to a gateway [3].  This will be discussed in more detail later in Chapter 4, but here the protocol stacks involved during communication between a mobile Ad-hoc network and the fixed Internet node are shown. A gateway acts as a bridge between a MANET and the Internet. Therefore, it has to implement both the MANET protocol stack and the TCP/IP suite, as shown in the middle of Figure 3.2 [22]. Although the figure shows that all the layers are implemented for the gateway, it does not necessarily need all of the layers.
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Figure 2.2: The protocol stacks used by mobile nodes, gateways and Internet nodes. 

The protocol stack used by the mobile node is the MANET protocol stack discussed previously and shown on the right of Figure 3.1.  The fixed Internet node uses the TCP/IP suite. A gateway, that must be able to translate between these two “languages”, must understand the both architectures. 

2.3 Routing protocols

The conventional routing protocols [14] are link state and distance vector routing protocols. They are designed for static topology, which means that they would have problems to converge to steady state in an Ad-hoc network with a very frequently changing topology.

Link state and Distance vector perform well in Ad-hoc network with low mobility, i.e. the network where the topology is not changing very frequently. These protocols are highly dependent on periodic control messages .As the number of nodes can be large, the potential no of destinations are also large. This requires large and frequent exchange of data between nodes. This is the contradiction with the fact that all updates in a wireless interconnected Ad-hoc network are transmitted over air and thus costly in resources such as bandwidth, battery power and CPU. Because both Link state and Distance vector protocols try to maintain routes to all reachable destinations, so they waste resources.

Another characteristics of conventional protocols is that they assume bi-directional links for example the transmission between the two mobile hosts work equally well in both directions. In wireless radio environment this is not always the case. To overcome these limitations separate protocols have been proposed for MANETs, which we discuss in coming chapters.

2.3.1 Classification of the MANET routing protocols 

Ad-hoc wireless network routing protocols can be classified into three major categories based on routing information update mechanism. They are:
1. Reactive or on-demand routing protocols: Protocols that fall under this category do not maintain the network topology information. They obtain the necessary path when it is required, by using a connection establishment process. Hence these protocols do not exchange routine information periodically. The two main reactive protocols discussed in this thesis: Dynamic Source Routing (DSR) and Ad-hoc On-Demand Distance Vector Routing (AODV). 

2. Proactive or table-driven routing protocols: In table driven routing protocols, every node maintains the network topology information, in the form of routing tables by periodically exchanging routing information. Routing information is generally flooded in the whole network. Whenever a node requires a path to a destination, it runs an appropriate path finding algorithm on the topology information it maintains. The main proactive protocols discussed in this thesis are Destination Sequenced distance Vector (DSDV) and Optimized Link State Routing (OLSR)
3. Hybrid routing protocols: Protocols belonging to this category combine the best features of the above two categories. Nodes within a certain distance from the node concerned or within a particular geographical region are said to be within the routing zone of the given node. For routing within this zone, a table-driven approach is used. For nodes that are located in this zone, are on-demand approach is used. Zone Routing Protocol (ZRP) is a famous hybrid routing protocol, which is discussed in this thesis.

2.4 Ad-hoc On Demand Distance Vector Routing

Ad-hoc On Demand Routing (AODV) is a reactive routing protocol like Dynamic Source Routing (DSR) [5] and Associative Based Routing (ABR). It is pure on demand route acquisition system.  In this protocol, nodes that do not lie on the active paths neither maintain any routing information nor participate in any periodic routing table exchanges. Further a node does not have to discover and maintain a route to another node until the two needs to communicate or the node is offering its services as an intermediate forwarding station to maintain connectivity between two other nodes [15]. Local Connectivity in AODV is performed with periodic local broadcasts called as hello messages or link layer detections. With this each mobile node can become aware of the other nodes in its Neighborhood. The algorithm’s primary objectives are [2] 

· To broadcast discovery packets only when necessary. 

· To distinguish between local connectivity management neighborhood detection 
and general topology maintenance. 
· To disseminate information about changes in local connectivity to those neigh-
boring mobile nodes that is likely to need the information 

One distinguishing feature of AODV is its use of a destination sequence number for each route entry.  The destination sequence number is created by the destination to be included along with any route information it sends to requesting nodes. Destination sequence numbers ensures loop freedom [7]. 

2.4.1 Message types in AODV

AODV defines three types of messages [2]. 

1. Route request - RREQ 

2. Route reply - RREP 

3. Route error – RERR 




0                   1                   2                   3

   


 0 1 2 3 4 5 6 7 8 9 0 1 2 3 4 5 6 7 8 9 0 1 2 3 4 5 6 7 8 9 0 1

   


+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+

   


|     Type      |J|R|G|       Reserved          |   Hop Count   |

   


+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+

   


|                   32-bit Flooded Packet ID                    |

   


+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+

   


|              32-bit Destination Sequence Number               |

   


+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+

   


|                 32-bit Source Sequence Number                 |

   


+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+

   


|                                                               |

  

 
:                128-bit Destination IP Address                 :

   


|                                                               |

   


+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+

   


|                                                               |

   


:                   128-bit Source IP Address                   :

   


|                                                               |

   


+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+





Figure 2.3 RREQ message format. 

The format [2] of these RREQ, RREP and RERR message is shown in the figure 2.3, 2.4, 2.5 respectively. As long as the end points of a communication connection have valid routes to each other, AODV does not play any role. When a route to a new destination is needed, 
the node broadcasts a RREQ shown in figure 2.3 to find a route to the destination. A route can be determined when the RREQ reaches either the destination itself, or an intermediate 
node with a ’fresh enough’ route to the destination.  A ’fresh enough’ route is a 
valid route entry for the destination whose associated sequence number is at least as 
great as that contained in the RREQ. The route is made available by unicasting a 
RREP , shown in figure 2.4 back to the origination of the RREQ. 



0                   1                   2                   3

    


0 1 2 3 4 5 6 7 8 9 0 1 2 3 4 5 6 7 8 9 0 1 2 3 4 5 6 7 8 9 0 1

  


+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+

   


|     Type      |R|A|   Reserved | Prefix Size |   Hop Count   |

   


+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+

   


|              32-bit Destination Sequence Number               |

   


+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+




|                                                               |

   


:                128-bit Destination IP Address                 :

   


|                                                               |

   


+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+

   


|                                                               |

   


:                   128-bit Source IP Address                   :

   


|                                                               |

   


+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+

   


|                           Lifetime                            |

   


+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+


                                                Figure 2.4 RREP message format.





0                   1                   2                   3

    


0 1 2 3 4 5 6 7 8 9 0 1 2 3 4 5 6 7 8 9 0 1 2 3 4 5 6 7 8 9 0 1




+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+




|     Type      |N|          Reserved           |   DestCount   |




+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+




|         Unreachable Destination Sequence Number (1)           |




+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-|




|                                                               |




:      Unreachable Destination IPv6 Address (1) (128 bits)      :




|                                                               |




+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+




|Additional Unreachable Destination Sequence Numbers (if needed)|




+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+




|                                                               |




: Additional Unreachable Destination IPv6 Addresses (if needed) :




|                                                               |


           +-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+

                              Figure 2.5 Route Error (RERR) Message Format
Each node receiving the request caches route back to the originator of the request, so that the RREP can be nicest from the destination along a path to that originator, or likewise from any intermediate node that is able to satisfy the request.
Nodes monitor the link status of next hops in active routes. When a link break in an active route is detected, a RERR message is used to notify other nodes that the loss of that link has occurred. The RERR message indicates those destinations which are no longer reachable by way of the broken link.  In order to enable this reporting mechanism, each node keeps a” precursor list”, containing the IP address For each its neighbors those are likely to use it as a next hop towards each destination. The information in the precursor lists is most easily acquired during the processing for generation of a RREP message, which by definition has to be sent to a node in a precursor list [2]. 

2.4.2 Routing Table in AODV 

AODV maintains the following fields in its routing table [2]. 
- Destination IP Address 

- Destination Sequence Number 

- Valid Destination Sequence Number flag 

- Other state and routing flags (e.g., valid, invalid, repairable, being repaired) 
- Hop Count (number of hops needed to reach destination) 
- Next Hop 

- List of Precursors 

- Lifetime (expiration or deletion time of the route) 

2.4.3 Maintaining Sequence Numbers 

Like Destination Sequence Distance vector (DSDV) [9], AODV also uses sequence numbers for the freshness information about the routes.  Every route table entry at every node must include the latest information available about the sequence number for the IP address of the destination node for which the route table entry is maintained. This sequence number is called the “destination sequence number”. It is updated whenever a node receives new information about the sequence number from RREQ, RREP, or RERR messages that may be received related to that destination. With the help of sequence numbers AODV guarantees the loop-freedom of all routes. 

A node in AODV increments its own sequence number in two situations [2]. 

1.  Before originating a route discovery, a node must increment its own sequence number. This prevents conflicts with previously established reverse routes towards the originator of a RREQ. 

2.  Immediately before a destination node originates a RREP in response to a RREQ, it must update its own sequence number to the maximum of its current sequence number and the destination sequence number in the RREQ packet. 

Operation of AODV can be classified into four types. 

1.  Route discovery process 

2.  Route table management 

3.  Route maintenance 

4.  Local connectivity 

2.4.4  Route discovery process 

Route discovery process is initiated whenever a source node needs to communicate with another node for which it has no routing information in its routing table. Every node maintains two counters: 1. a node sequence number 2. A broadcast id. The source node starts the route discovery by broadcasting a RREQ packet to its neighbors, which is heard by all the nodes that are currently within the transmission range of the source node. 

The RREQ contains the following fields [15] as shown in the figure 2.3
<source addr, source sequence no, broadcast id, dest addr, dest sequence no, hop count> 

The pair <source addr, broadcast id> uniquely identifies a RREQ. The broad-
cast id gets incremented whenever a source issues a new RREQ. The destination sequence no 
field in the RREQ message is the last known destination sequence number for this 
destination and is copied from the Destination Sequence Number field in the routing 
table.  If no sequence number is known, the unknown sequence number flag must 
be set.  The source sequence no in the RREQ message is the node’s own sequence 
number, which is incremented prior to insertion in a RREQ. The hop count is set 
to zero. Each neighbor that receives the RREQ, it responds by sending a route reply RREP back to the originator of the RREQ if it has route to the destination in its Routing table or if it is not, it broadcasts RREQ further to its neighbors. A node may receive multiple copies of the same route broadcast packet from various neighbors. When an intermediate node receives a RREQ, if it has already received a RREQ with the same broadcast id and source address it drops the redundant RREQ and does not rebroadcast it. 

If a node cannot satisfy the RREQ, it keeps track of the following information in order to implement the reverse path setup as well as the forward path setup that will be used for the transmission of the RREP later [2]. 

• Destination IP address 

• Source IP address 

• Broadcast id 

• Expiration time for reverse path route entry 

Reverse Path Setup 

When a node receives a RREQ it gets two sequence numbers, one is the source sequence number and another is destination sequence number that is last known to the source in addition to broadcast id.  The source sequence number is used to maintain freshness information about the reverse route to the source and the destination sequence number specifies how fresh a route to the destination before it can be accepted by the source. As the RREQ travels from a source to various destinations, it automatically sets up the reverse path from all nodes back to the source.  To setup a reverse path a node records the address of the neighbor from which it received the first copy of the RREQ. These reverse path route entries are maintained for at least enough time for the RREQ to traverse the network and produce a reply to the sender. The following Figure 2.6 shows the process of reverse path setup as RREQ traveling from Source node N1 to destination N3. 



                                              Figure 2.6: Reverse path setup

Forward Path Setup 
As RREQ broadcasts over the network, eventually a RREQ will arrive at a node that 
may be intermediate node or destination itself that posses a route to the destination. 
If an intermediate node has a route entry for the desired destination it determines 
whether the route is current by comparing the destination sequence number in its 
own route entry to the destination sequence number in the RREQ. If the RREQ’s 
sequence number for the destination is greater than that recorded by the intermedi-
ate node, the intermediate node must not use its recorded route to respond to the 
RREQ. Instead, the intermediate node rebroadcasts the RREQ. The intermediate 
node can reply only when it has a route with a sequence number that is greater 
than or equal to that contained in the RREQ. If it does have a current route to 
the destination and if the RREQ has not been processed previously, the node then 
unicasts a route reply packet RREP back to its neighbor from which it received the 
RREQ.

If the RREP generating node is the destination itself, it must increment its own sequence number by one if the sequence number in the RREQ packet is equal to that incremented value.  Otherwise, the destination does not change its sequence number before generating the RREP message. The destination node places its (newly incremented) sequence number into the Destination Sequence Number field of the RREP, and enters the value zero in the Hop Count field of the RREP. 

RREP contains the following information [15] as shown in the figure 2.4
<source addr, dest addr, dest sequence no, hop cnt,lifetime> 

As the RREP travels back to the source, each node along the path sets up a forward pointer to the node from which the RREP came, updates its timeout information for route entries to the source and destination and records the latest destination sequence number for the requested destination. 



Figure 2.7: Forward path setup

The Figure 2.7 shows the forward path setup as the RREP travels from the destination N3 to the source node N1. Nodes that are not along the path determined by the RREP will timeout after ACTIVE ROUTE TIMEOUT (3000 msec) and will delete the reverse pointers. A node receiving an RREP propagates the first RREP for a given source node towards that source. If it receives further RREPs it updates its routing information and propagates the RREP only if the RREP contains either a greater destination sequence number than the previous RREP or the same destination sequence number with a smaller hop count. It drops all other RREPs it receives. This decreases the number of RREPs propagating towards the source while also ensuring the most up to date and quickest routing information. The source node can begin data transmission as soon as the first RREP is received and can later update its routing information if it learns of a better route.

When searching for a route to the destination node, the source node uses the expanding 
ring search technique to prevent unnecessary network-wide dissemination of RREQs. 
This is done by controlling the value of the time to live (TTL) field in the IP header. 
The first RREQ message sent by the source has TTL=TTL_START. 
The value of TTL defines the maximal number of hops a RREQ can move through the 
mobile Ad-hoc network, i.e.  It decides how far the RREQ is broadcasted.  In other 
words, it implies that the RREQ which is broadcasted by the source is received only 
by mobile nodes TTL hops away from the source (and of course all mobile nodes 
less than TTL hops away from the source).  Apart from setting the TTL, the time-
out for receiving a RREP is also set.  If the RREQ times out without reception of 
a corresponding RREP, the source broadcasts the RREQ again.  This time TTL is 
incremented by TTL_INCREMENT, i.e.  The TTL of the second RREQ message is 
TTL_START + TTL_INCREMENT. This continues until a RREP is received or un-
til TTL reaches TTL_THRESHOLD. If TTL reaches TTL_THRESHOLD a RREQ is 
sent with TTL=NET_DIAMETER, which disseminate the RREQ widely, throughout 
the MANET. Broadcasting a RREQ with TTL=NET_DIAMETER is referred to as a 
network-wide search. If a source node does a network-wide search and still does not re-
ceive a RREP, it may try again to find a route to the destination node, up to a maximum 
of RREQ_RETRIES times. 

2.4.5 Route Table Management 

In addition to the source and destination sequence numbers, other information is also stored in the route table entries. A timer is associated with reverse path entries called route request expiration timer. The purpose of this timer is to purge reverse path routing entries from those nodes that do not lie on the path from the source to the destination. The expiration time depends upon the size of the Ad-hoc network. Another important parameter associated with routing entries is the route caching timeout or the time after which the route is considered to be invalid. 
For each valid route maintained by a node as a routing table entry, the node also maintains a list of precursors that may be forwarding packets on this route. These precursors will receive notifications from the node in the event of detection of the loss of the next hop link.  The list of precursors in a routing table entry contains those neighboring nodes to which a route reply was generated or forwarded. 

Each time a route entry is used to transmit data from a source toward a destination, the timeout for the entry is reset to the current time plus active route timeout. If a new route is offered to a mobile node, the mobile node compares the destination sequence number of the new route to the destination sequence number for the current route. The route with the greater sequence number is chosen. If the sequence numbers are the same, then the new route is selected only if it has a less number of hops to the destination. 

2.4.6 Route Maintenance

In mobile Ad-hoc networks nodes may move from one place to another place. Movement of the nodes not lying on the along the active path does not affect the routing path to the destination.  If the source node moves during an active session, it can reinitiate the route discovery procedure to establish a new route to the destination. When either the destination or some intermediate node moves, a special RREP is sent to the affected source nodes.  Periodic hello messages and link layer acknowledgments LLACKS are used to detect link failures [15]. 

Once the next hop becomes unreachable, the node upstream of the break prop-
agates an unsolicited RREP with a fresh sequence number (i.e. a sequence number 
that is one greater than the previously known sequence number) and hop count of 
¥ to all active upstream neighbors. Those nodes subsequently relay that message 
to their active neighbors and so on.  This process continues until all active source 
nodes are notified. 

After receiving the route failure notification, source nodes restarts the route discovery process if they still need a route the destination.  The source sends a RREQ with a destination sequence number one greater than the previously known sequence number. 

2.4.7 Local Connectivity Management 

In AODV protocol nodes learn their neighbors in one of two ways. Whenever a node receives a broadcast from a neighbor, it updates its local connectivity information to ensure that it includes this neighbor. In the event that a node has not sent any packets to all of its active downstream neighbors within hello interval, it broadcasts to its neighbors a hello message, (a special unsolicited RREP) containing its identity and sequence number. The node’s sequence number is not changed for hello message transmissions. This hello message is prevented from being rebroadcast outside the neighborhood of the node because it contains a time to live (TTL) value of 1 [15]. 

Neighbors that receive this packet update their local connectivity information to the node.  Receiving a broadcast or a hello from a new neighbor, or failing to receive allowed-hello-loss consecutive hello messages from a node previously in the neighborhood, is an indication that the local connectivity has changed.  Failing to receive hello messages from inactive neighbors does not trigger any protocol action. If hello messages are not received from the next hop along an active path, the active neighbors using that next hop are sent notification of link failure. 

2.5 Dynamic Source Routing (DSR) 

Dynamic Source Routing, DSR, is a reactive routing protocol that uses source routing to send packets [5]. It is reactive like AODV which means that it only requests a route when it needs one and does not require that the nodes maintain routes to destinations that are not communicating. It uses source routing which means that the source must know the complete hop sequence to the destination. Each node maintains a route cache, where all routes it knows are stored. The route discovery process is initiated only if the desired route can not be found in the route cache. To limit the number of route requests propagated, a node processes the route request message only if it has not already received the message and its address is not present in the route record of the message. As mentioned before, DSR uses source routing, i.e. the source determines the complete sequence of hops that each packet should traverse. This requires that the sequence of hops is included in each packet's header. A negative consequence of this is the routing overhead every packet has to carry. However, one big advantage is that intermediate nodes can learn routes from the source routes in the packets they receive. Since finding a route is generally a costly operation in terms of time, bandwidth and energy, this is a strong argument for using source routing. Another advantage of source routing is that it avoids the need for up-to-date routing information in the intermediate nodes through which the packets are forwarded since all necessary routing information is included in the packets.  Finally, it avoids routing loops easily because the complete route is determined by a single node instead of making the decision hop-by-hop. 

2.5.1 Route Discovery

Route Discovery is used whenever a source node desires a route to a destination node. First, the source node looks up its route cache to determine if it already contains a route to the destination. If the source finds a valid route to the destination, it uses this route to send its data packets. If the node does not have a valid route to the destination, it initiates the route discovery process by broadcasting a route request message. The route request message contains the address of the source and the destination, and a unique identification number. An intermediate node that receives a route request message searches its route cache for a route to the destination. If no route is found, it appends its address to the route record of the message and forwards the message to its neighbors. The message propagates through the network until it reaches either the destination or an intermediate node with a route to the destination.  Then a route reply message, containing the proper hop sequence for reaching the destination, is generated and unicast back to the source node. 

2.5.2 Route Maintenance 
Route Maintenance is used to handle route breaks.  When a node encounters a fatal transmission problem at its data link layer, it removes the route from its route cache and generates a route error message.  The route error message is sent to each node that has sent a packet routed over the broken link. When a node receives a route error message, it removes the hop in error from its route cache. Acknowledgment messages are used to verify the correct operation of the route links. In wireless networks acknowledgments are often provided as e.g. an existing standard part of the MAC protocol in use, such as the link-layer acknowledgment frame defined by IEEE 802.11. If a built-in acknowledgment mechanism is not available, the node transmitting the message can explicitly request a DSR-specific software acknowledgment to be returned by the next node along the route. 

2.6 Destination Sequenced Distance Vector (DSDV) 
DSDV is a proactive mobile Ad-hoc Routing Protocol. The DSDV algorithm is modification of Distributed Bellman Ford algorithm, which guarantees loop free routes. It provides a single path to destination that is selected using the distance vector shortest path routing algorithm. Two types of update packets are transmitted in order to reduce the amount of overhead through the network. These are referred to as a “full dump” and “incremental” packets. The full dump packets carry all the available routing information and the incremental packets carry only the information changed since the last full dump. The incremental update packets are sent more frequently than the full dump packets. DSDV introduces large amount of overhead to the network due to the requirement of the periodic update messages. Therefore the protocol does not scale in large network since large portion of network bandwidth is used in updating procedures.

2.6.1 Routing Table Management

The routing table in each node consists of a list of all available nodes, their metric, the next hop to destination and a sequence number generated by the destination node. The routing table is used to transmit packets through the Ad-hoc network. In order to keep the routing table consistent with the dynamically changing topology of an Ad-hoc network the nodes have to update the routing table periodically or when there is a significant change in the network. Therefore mobile nodes advertise their routing information by broadcasting a routing table update packet. The metric of an update packet starts with metric one for one-hop neighbors and is incremented by each forwarding node and additionally the original node tags the update packet with a sequence number. The receiving nodes update their routing tables if the sequence number of the update is greater than the current one or it is equal and the metric is smaller than the current metric. Delaying the advertisement of routes until best routes have been found may minimize fluctuations of the routing table. On the other hand the spreading of the routing information has to be frequent and quick enough to guarantee the consistency of the routing tables in a dynamic network. 

Responding to Topology Changes DSDV responds to broken links by invalidating all routes that contain this link. The routes are immediately assigned an infinite metric and an incremented sequence number. Broken links can be detected by link and physical layer components or if a node receives no broadcast packets from its next neighbors for a while. Then the detecting node broadcasts immediately an update packet and informs the other nodes with it. If the link to a node is up again, the routes will be re-established when the node broadcasts its routing table

2.7 Optimized Link State Routing Protocol (OLSR) 
Optimized Link State Routing Protocol, OLSR, is another routing protocol developed 
for mobile Ad-hoc networks [18]. It is a proactive protocol, which means that the mobile nodes exchange topology information with each other regularly. As mentioned earlier in Section 3.2, there is a big disadvantage of proactive routing protocols. To keep the routing tables updated the network is flooded and every mobile node receives the same message from each of its neighbors. Thus, bandwidth and energy are wasted for useless messages. To avoid too many redundant retransmissions, the flooding process is optimized in OLSR. In OLSR, only some selected nodes forward the broadcast messages 
during the flooding process. These selected nodes are referred to as multipoint relays 
(MPRs).

2.7.1 Multipoint Relays

The use of Multipoint Relays (MPRs), as the only nodes that forward broadcast mes-sages, substantially reduces the message overhead as compared to a classical flooding 
mechanism, where every node retransmits each message when it receives the first copy 
of the message. Another optimization is achieved by minimizing the set of links flooded 
in the network. As contrary to the classic link state algorithm, a mobile node declares 
only the MPR links to its neighbor nodes, rather than all links to all neighbors. In sum-
mary, multipoint relaying allows to reduce the utilization of bandwidth in two following 
ways: 

· The number of redundant retransmissions when flooding the network is greatly 
reduced.

· Redundant topology advertisements are reduced. 

2.8 Zone Routing Protocol (ZRP) 
Zone Routing Protocol (ZRP) [20] is hybrid routing protocol. Hybrid routing protocols is a new generation of protocol, which are both proactive and reactive in nature. These protocols are designed to increase scalability by allowing nodes with close proximity to work together to form some sort of a backbone to reduce the route discovery overheads.
In ZRP the nodes have a routing zone, which defines a range (in hops) that each node is required to maintain network connectivity proactively. Therefore, for nodes within the routing zone, routes are immediately available. For nodes that lie outside the routing zone, routes are determined on-demand (i.e. reactively), and it can use any on-demand routing protocol to determine a route to the required destination. The advantage of this protocol is that it has significantly reduced the amount of communication overhead when compared to pure proactive protocols. It also has reduced the delays associated with pure reactive protocols such as DSR, by allowing routes to be discovered faster. This is because, to determine a route to a node outside the routing zone, the routing only has to travel to a node, which lies on the boundaries (edge of the routing zone of the required destination). Since the boundary node would proactively maintain routes to the destination (i.e. the boundary nodes can complete the route from the source to the destination by sending a reply back to the source with the required routing address). The disadvantage of ZRP is that for large values of routing zone the protocol can behave like a pure proactive protocol, while for small values it behaves like a reactive protocol.

Chapter 3 

3 Problem Statement and Related work


This chapter discusses about the problem statement. Further this chapter discusses about the previous work done related to the Ad-hoc on demand Distance Vector routing Protocol (AODV) to enable it to communicate with the wired network

3.1 Problem Statement

Problem Statement: “Proposal and analysis of different Approaches namely Mobile Node initiated, Fixed Network Gateway initiated, Mixed mode for connectivity of  Ad-hoc On demand Distance Vector Routing Protocol  with Wired Networks.”
Ad-hoc on demand Distance Vector Protocol (AODV) is the most promising routing protocol used in the Mobile Ad-hoc networks. Since there is interest in communication not only among the mobile nodes but also between the mobile nodes and devices in the wired networks (e.g. Host nodes, resources, internet). Ad-hoc On Demand Distance Vector Routing (AODV) protocol has been studied and modified to provide the connectivity to the wired network. In the AODV protocol the mobile nodes maintains the path to the other mobile nodes with whom they want to communicate. When ever there are any link breakages or link failure, mobile nodes update the information and next time they will not use the old path rather they will look for a fresher path to the destination node. So, for better performance of the system the mobile nodes must always have the fresher routes to the destination. The main idea is to enable the mobile node to always have the fresher route to the wired network gateway. Due to movement of the mobile nodes in the Mobile Ad-hoc network various link breakages take place. An Attempt has been made to enable Mobile nodes to always have the fresher routes to the Gateway.

All the traffic from the mobile node to the wired network will pass through the Gateway which understands the protocol of both wired networks and Mobile ad-hoc network .Three different approaches have been proposed to update the information with the mobile nodes about the wired Gateways. An Attempt has been made to enable Mobile nodes to always have the fresher routes to the Gateway. The first approach proposes that mobile nodes request a route to the wired network only when it has some data to send to the destination host node on the wired network. Second approach proposes that the gateway keep on sending the advertisement message to the mobile nodes in the network after a regular interval of time. In the third approach the mobile nodes which are near to the wired network gateway get the advertisement message from the Gateway and mobile nodes which are at a distance from the gateway use the first approach. This implementation has been done in a simulation environment .For the simulation purpose we have used the Network Simulator (NS-2) [21], a widely available simulation tool.

3.2 Background
An independent mobile Ad-hoc network is very useful most of times but in many cases, a mobile Ad-hoc network connected to the fixed network is much more desirable. So far, most of the research concerning mobile Ad-hoc networking has been done on protocols for autonomous mobile Ad-hoc networks. However, during the last few years, some work has been done concerning the integration of mobile Ad-hoc networks and the fixed networks. In this thesis the access to the fixed network from a multi hop wireless network is investigated. To achieve these network interconnection, gateways that understand the protocols of both the mobile Ad-hoc network stack and the TCP/IP suite (see Figure 2.1 and 2.2) are needed. All communication between a mobile Ad-hoc network and the fixed network must pass through the gateways. The draft for Global Connectivity for IPv6 Mobile Ad-hoc Networks [3] describes how to provide Internet connectivity to mobile Ad-hoc networks. In particular, it explains how a mobile node and a gateway should operate. Further, it proposes and illustrates how to apply a method for discovering gateways.  In the case for reactive routing protocols, the idea is to extend the route discovery messaging, so that it can be used for discovering not only mobile nodes but also gateways. 

There has been a lot of work done for the Mobile Ad-hoc network routing protocols but there has not been much work done for the communication with the fixed network. There are some works where Mobile IP [11] is used to provide Internet access to the mobile nodes. One solution is presented in the master's thesis “MIPMANET - Mobile IP for Mobile Ad-hoc Networks” [10]. This solution provides Internet access by using tunneling and Mobile IP with foreign agent care-of addresses. Mobile nodes that want to communicate with the wired network access register with a foreign agent and tunnel all packets destined for the destination to the registered foreign agent. The foreign agent decapsulates the packets and forwards them to the destination. The Ad-hoc routing protocol AODV is used within the mobile Ad-hoc network and to deliver packets between mobile nodes and foreign agents. 

In Global Connectivity for IPv4 Mobile Ad-hoc Networks (often simply referred to as “Global4”) [1] a solution is presented where AODV cooperates with the Mobile IP protocol.  Mobile IP is used for mobile node registrations with a foreign agent, while AODV is used for routing within the mobile Ad-hoc network and for obtaining routes to the foreign agent. In this solution, the foreign agent discovery mechanism is incorporated into the Ad-hoc routing protocol. 

The description given in the Internet draft Global Connectivity for IPv6 Mobile Ad-hoc Networks [3] has been used to communicate with the fixed networks which can further be used to access internet and access the other resources of the network. Hence, in this project, the necessary parts of this draft have been implemented in NS2[21], in order to provide fixed network access to mobile nodes. However some issues in the draft have not been discussed the possible solution to this draft has been provided in this thesis and implemented.
This thesis also considers different ways to communicate with the wired network. Just like there are three approaches for the routing in the Ad-hoc networks i.e. Proactive Ad-hoc routing, Reactive Ad-hoc routing, and Hybrid Ad-hoc routing. On the same line three approaches have been used for the Discovery of the wired network. As in the Reactive routing strategy in which the mobile node request for a route to the destination only when it needs to communicate with that node on the same line a Mobile node initiate the process of finding the fixed network gateway only when it has some data packets to send to the fixed network.  In the second approach, just like in the Proactive routing protocol (table driven routing) nodes keep on exchanging the routing tables among themselves and their routing tables are always updated, on the same line fixed network gateways keep on sending the advertisement messages about themselves to the mobile nodes and mobile nodes keep their routing information about the fixed networks updated at all the times. In the third routing strategy i.e. Hybrid routing protocols a combination of both reactive and proactive strategy is used. The same approach is used for the discovery of the fixed network gateway. The mobile nodes which are in the vicinity of the fixed network gateways get the continuously the advertisement packets from the fixed network gate way and mobile nodes which are not in the range of the fixed gateway transmit the RREQ packets when they want to communicate with the wired network. In all these approaches an attempt has been made to enable the mobile nodes to keep their information about fixed network gateways updated.
Chapter 4 

4 Proposed Scheme


Various internetworking issues that are to be taken care when the Mobile nodes communicate with the fixed networks have been discussed in this chapter. Section 4.1 discusses various modifications in the route request packet and route reply packet .Section 4.5 discusses the various problems we faced and the conceivable solutions we followed for those problems when we tried to integrate the mobile ad-hoc networks with the Fixed network. . 
4.1 Modified Route Request Message
The RREQ message has been modified [3] to RREQ_I to include an additional flag variable I known as the Internet Global Address resolution flag .This Flag when set indicates that the mobile node is willing to communication with the fixed network. All other fields in the Route request Packet and RREQ_I are same as shown in the figure 2.3. The Format of the modified RREQ_I packet is shown in the fig 4.1 [3] below.
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Figure 4.1 Modified RREQ message format.

The RREQ_I message plays the same role as the router solicitation message of ICMP. Section 4.5 describes how the RREQ_I message is used to reactively discover a gateway. 
4.2 Modified Route Reply 

The default route Reply RREP message of the AODV protocol has been modified [3] to RREP_I to accommodate another flag variable I known as the Internet Global Address resolution variable. This I-flag variable when set indicates that the RREP_I message contains information about the fixed node .All other fields in the RREP_I packet are same as in the RREP packet of the AODV. The RREP_I message plays the same role as the router advertisement message of ICMP. When ever an intermediate node receives an RREP_I flag with the I flag set it knows that this packet is coming from a fixed node gateway and it updates the route to the fixed gateway Section 4.5 describes how the RREP_I message is used to update the routing information. So when this flag variable is set then this packet contains information about the gateway. The Format of the modified RREP_I packet is shown in the fig 4.2 [3] below.
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                                                Figure 4.2 Modified RREP message format.

4.3 Finding the Default Route 

A mobile node needs to learn the location and address of a gateway to be able to have access to the fixed network. A gateway is a kind of interface between the wired network and mobile Ad-hoc network which can understand the protocol of the wired network as well as the Mobile Ad-hoc network. In other words, the mobile node needs a route to a gateway, which it uses as its default route, to be able to send packets to the fixed network. This gateway information can be obtained in a various ways. The Gateway in the fixed network can broad cast the packets periodically called Fixed Node Initiated Discovery. A  RREQ_I can be sent to the entire Gateways by sending it to the ALL_MANET_GATEWAY address also called Mobile Node initiated discovery
When a mobile node discovers a gateway, i.e. When it receives some message that, among other things, contains the address of the gateway, it creates a default route with the address of the gateway as the next hop. In the forth coming sections we have describes three different methods for determining the discovery of fixed network gateway. 

4.4 Problems and Adopted Solutions 

As the original AODV protocol is designed to interact with the mobile nodes only. So to enable this protocol to interact with the wire network a number of changes are required. In this section the various issues have been discussed and various details have been discussed for the implementation of the Global Connectivity for IPv6 Mobile Ad-hoc Networks [3].
Mobile Node versus Fixed node 

If a Mobile node A seeks communication with another node B. Now this Node B may be a mobile node or this may be a host node on the fixed network (wired network).According to the AODV protocol the mobile node A sends a Route request (RREQ) packet to the node .If node B is a mobile node then either B or some other mobile node which has a valid route to the node B replies this RREQ node with a RREP message. But the problem comes when B is fixed node located on the fixed network( wired network).According to the “Global6” if A sends a RREQ and it does not get  back any RREP packet then mobile node A assumes that the B is on the fixed network.

But the problem with this approach is that how many RREQ packets the mobile node A should send for the node destination node B before realizing that the node B is located on the wired network. To solve this problem the Expanding Ring Search technique (discussed in the section 2.4.4).So Node A should perform at least one network wide search before assuming that the node B is located on the wired network (fixed network).But the problem with the Network wide search is that it consumes a lot of link bandwidth and time. So this network wide search should be done only once.

This network wide search performed by the mobile node A consumes a lot of time if the mobile node A have to communicate most of the time with the fixed nodes. Here the value of the TTL_START parameter plays an important role. TTL_START indicates the maximal no of hops one RREQ packet can move through the mobile Ad-hoc network before being dropped .So modifying the values of the TTL_START,TTL_INCREMENT,TTL_THRESHHOLD variable can reduce the routing delay if the destination node is a fixed node but if the destination node is mobile node then it may increase the routing overhead. So, if the mobile nodes have to communicate with the fixed network most of the times then the value of the TTL_START should be increased. If the mobile nodes have to communicate with the other mobile nodes then value of the TTL_START should be less other wise it will increase the routing overhead. Because if the value of the TTL_START is higher then the RREQ packet will be dropped after a long time and in the mean time the source node will send the RREQ packet again after the wait period of the source node is over and it didn’t receive any RREP for earlier transmitted RREQ packet. 

Fixed Gateway Response

According to the “Global 6” when a gateway gets a request for the host on the wired network and this gate way does not have route to the requested node then this gateway will reply this RREQ with the RREP_I packet. But if the gateway have route to the host node on the network then this would not send any thing back for the RREQ. But later on this approach of sending nothing was modified in the “Global 6” because sending nothing for a request was not a good idea. So in the implementation in this thesis When a fixed Gateway gets a RREQ packet then it checks its routing table to see whether it has an entry in its routing table for the requested host or not. If gateway does not have entry for the required node then it replies this RREQ packet with a RREP_I packet to the source node which requested the route. A RREP_I packet indicates that it has the information of the fixed gateway and the Global address resolution gateway flag in the RREP_I is set. So, all the intermediate nodes which receives this RREP_I message update their table to store this default information of Gateway. If gate way has a route entry for the host node then it replies the RREQ packet with a RREP and optionally with a RREP_I packet to the mobile node A .Then all these intermediate mobile nodes make an entry for the fixed gateway in their tables. Now these intermediate mobile nodes have a default route to the fixed gateway although they have not requested for the route to the fixed network. This default route can be used by these mobile nodes to communicate with the fixed network later in the future without searching for a fresh route if this route has not expired.

Duplicate Route request received by the gateway

As we are using the Expanding ring search technique so fixed network gateway may receive more than one RREQ packet for the same host node on Fixed Network. Then how many RREQ packets should the Gateway reply with the RREP_I packet. If gateway replies all the RREQ packets then the default route are always updated but replying all the RREQ packets consume a lot of network resources like bandwidth and node resources’ like Battery power . But these RREP_I packets are not rebroadcast if the intermediate node has already sent this packet, so there is not much traffic generated on the network. So in our implementation in this thesis, gateway will reply all the RREQ_I packets.

Neighbor node response

Another issue which needs to be discussed is the response of the intermediate nodes when they receive the RREQ packets. In the AODV protocol, when a mobile node A gets a RREQ packet for another mobile node B, If A has a valid route to the destination node B then A replies with a RREP packet to the B. But if the destination node B is a fixed node then this implementation won’t work because the Source node which sent the request will never come to know that the destination is a wired node or the mobile node. Hence in the implementation used in this project if the intermediate node receives a request for the fixed node and it has a valid route to the fixed node even then it must not send the route reply back to the source. This is necessary to enable the source node to know that the destination is a fixed node because some times these fixed nodes are processed differently.

Out of Range gateway

Another problem which we faced was of the unreachable Gateway. If there is no mobile node which is neither in the range of the any of the gateway nor there is any other mobile node through which it can reach the Gateway then the Mobile node sends the RREQ_I message to the ALL_GATEWAY_ADDRESS. i.e. to the IP address of the entire Gateway. But since this node is not in the range of the any of the gateway it will not receive the RREP_I packet back. So this node will repeatedly perform the Network wide search with the TTL_START set to the maximum possible value until this source node gets a RREP_I packet from one of the Gateway. So if a mobile node can not reach a gateway it will continuously broad cast the RREQ_I packet until it gets RREP_I back.

Routing table

The Maintenance of the routing table is another problem to be discussed. When mobile node performs the network wide search without receiving the RREP packet back then the mobile node assumes that the destination is on the wired network. Then the mobile node has to make an entry for the fixed node in its routing table with the default route of the gate way. If mobile node does not make an entry in the routing for the fixed node then this mobile node will not be able to reach the fixed for the next packet and it has to perform the network wide search once again which is again time consuming .But the no of fixed nodes with which a mobile node may need to communicate may be extremely high which in turn will increase the size of the temporary routing table. But in AODV this is not a problem since the routes which will not be used for long time will expire with the passage of time. So in the implementation a mobile node will store the routing information for the other mobile nodes and the fixed nodes with whom this node will communicate. So when a mobile node will receive the data packet it will search its routing table for the valid route .If the valid route is not found to the destination which is a fixed node then the mobile node will request for a new route to the fixed node and intermediate nodes will forward RREQ packets towards the Gateway. 

4.5 Fixed Network Discovery

To always keep the mobile nodes updated about the information of the gateways three mechanisms have been proposed to transmit the information about the gateways to the mobilenodes.The configuration phase between the Fixed network(Gateway) and mobile nodes in the mobile Ad-hoc network can be initiated by the Fixed network(Gateway) ,by the mobile node or a mixed approach can be used to configure the mobile nodes and the fixed network.

4.5.1 Fixed network Initiated Discovery

As the name suggests the fixed network gateway discovery process is initiated by the Gateway. In this approach Gateway node continuously at a fixed interval keep on transmitting the gateway Advertisement packets. These Gateway Advertisement [3] message gives the information about the location of the Gateway.

These Gateway Advertisement message are transmitted at a regular interval of time. This ADVERTISEMNET_INTERVAL should be chosen with due care .If this interval is so small then the network will be flooded by these Gateway Advertisement message and a lot of network resources will be utilized. This approach is also called the Proactive approach because in this case at all time mobile nodes which receive this advertisement message will have their route updated in the route table whether they use this route or not. The drawback of using this approach is that the Gateway Advertisement message is sent through out the network which consumes the useful resources of the network like bandwidth and power. Another problem with this approach is that there will be very large no of duplicate Gateway advertisement message Generated.

 Duplicated Broadcast message The problem of duplicate Gateway Advertisement message is handled in the same way as the duplicate RREQ messages are handled in the AODV protocol. In the AODV protocol there may be duplicated Route Request packets. In the RREQ packets the RREQ Id is maintained.  When ever a mobile node receives a RREQ packet it checks the broadcast id of this message. If the Mobile node has received the RREQ with the same RREQ Id and same originator address then this node will discard this RREQ packet.
The problem of duplicated Gateway Advertisement packets (GWADV) packet is solved on the same line. The message format of the Gateway Advertisement packets (GWADV) packet is shown below .The message format of Gateway Advertisement packets (GWADV) is same as the message format of the RREP_I but since the RREP_I message does not have any ID field so a new message has been developed  i.e. Gateway Advertisement packets (GWADV) which contains a ID field. So the message format of Gateway Advertisement packets is the extension of the RREP packet with a RREQ ID field added from the RREQ message format. 
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Figure 4.3: Gateway Advertisement Packet

Now when ever a mobile node receives Gateway Advertisement packets (GWADV) it checks the IP address of the originator of this Gateway Advertisement packet (GWADV) and Broadcast ID (RREQ ID), if the mobile node has received any such packet with the same IP address of the gateway and broadcast Id then this mobile node will discard this duplicate packet. Hence in this way the problem of the duplicated advertisement message is solved but the drawback of using this approach is that AODV protocol needed to be modified. Another disadvantage of using this approach is that the network is periodically flooded with the gateway advertisement packets which consume the network bandwidth.

4.5.2 Mobile Node initiated Gateway discovery 

In this approach the gateway discovery process is initiated by the mobile node when ever mobile node wants to communicate with the fixed network or this mobile node wish to update its information about the gateway. The mobile node send the RREQ_I packet to the ALL_MANET_GATEWAY address which is the IP address of the entire Gateways in the mobile Ad-hoc network. All the intermediate mobile nodes just rebroadcast the RREQ_I packet when they receive this RREQ_I message packet. Since the packet format of this  RREQ_I packet is same as the RREQ packet so every node which receives this packet checks the address of the source node and the broadcast ID if this node has earlier also received such packet then it will discard this packet and will not rebroadcast this packet .Hence the problem of rebroadcast of duplicate message packet is solved .This approach is similar to the reactive routing protocols where a source mobile search for the route to the other mobile node when it has some packet to send to that mobile node. In the Mobile node initiated Gateway discovery also a mobile node finds the route to the destination node when this node need to communicate with the wired network or it wants to update the routing information. The draw back of this approach is the overloading of the Mobile nodes which are near to the fixed network gateways because these nodes have to forward a large no of packets toward the Gateway. This approach is also known as the Reactive Gateway discovery approach.

4.5.3 Mixed Mode Discovery Approach

 The two approaches explained in the section 4.5.1 and 4.5.2 have been combined with each other to minimize the disadvantages of both. For all the mobile nodes with in the range of the fixed gateways the proactive gateway discovery technique is used and for all the mobile nodes which are residing out side this range use the mobile node initiated gateway discovery process. This mixed approach is also known as the Hybrid gateway discovery approach.
In this approach the Fixed network Gateway periodically broadcasts the RREP_I message which is transmitted after expiration of the ADVERTISEMENT_INTERVAL .Now all the mobile nodes lying in the range of the fixed gateway receive this packet and if they do not have a route to the gateway then they create the route other wise they update their route to the gateway. These entire nodes broadcast this RREP_I packet to all the other mobile nodes in their range. The Maximal no of mobile nodes a RREP_I packet can move through depend on the ADVERTISEMNE_ZONE. This variable defines the range with in which the fixed network Gateway discovery is used. Whenever a mobile node which is not in the range of the Gateway wants a route to the gateway then it will broad cast the RREQ_I message to the ALL_MANET_GATEWAY address and then all the intermediate mobile nodes will just rebroadcast this packet. When Gateway will receive this Packet it will send back a RREP_I packet to the source node which sent the RREQ_I message. After getting this RREP_I packet the source node will update the information about the Gate way in its routing table. Now this mobile node will use this path to send the data to the nodes connected on the wired network. 

CHAPTER 5 
5 Network Simulator-2


The Network Simulator 2 (ns2) [21] is a discrete event driven simulator developed at UC Berkeley It is part of the VINT project. The simulator was extended to provide simulation support for Ad-hoc networks by Carnegie Mellon University (CMU Monarch Project). The goal of ns2 is to support networking research and education. It is suitable for designing new protocols, comparing different protocols and traffic evaluations. NS2 is developed as a collaborative environment. It is distributed freely and open source. A large amount of institutes and people in development and research use, maintain and develop ns2. This increases the confidence in it. Versions are available for FreeBSD, Linux, Solaris, Windows and Mac OS X. We have chosen the network simulator (ns2) because it has clear documentation and has some examples of wireless protocols.

5.1 Structure of NS2

 The NS2[19]  is built using object oriented methods in C++ and OTcl (object oriented variant of Tcl). NS2 interprets the simulation scripts written in Otcl. A user has to set the different components (e.g. event scheduler objects, network components libraries and setup module libraries) up in the simulation environment. The user writes his simulation as an OTCL script, plumbs the network components together to the complete simulation.


Figure 5.1 Simplified user’s view of ns

If user needs new network components, he is free to implement them and to set them up in his simulation as well. The event scheduler as the other major component besides network components triggers the events of the simulation (e.g. sends packets, starts and stops tracing). Some parts of ns2 are written in C++ for efficiency reasons. The data path (written in C++) is separated from the control path (written in Otcl). Data path object are compiled and then made available to the Otcl interpreter through an Otcl linkage (tclcl), which maps methods and member variables of the C++ object to methods and variables of the linked Otcl object. Otcl objects control the C++ objects. It is possible to add methods and member variables to a C++ linked Otcl object. A linked class hierarchy in C++ has its corresponding class hierarchy in Otcl. Results obtained by ns2 have to be processed by other tools, e.g. the Network Animator (NAM) and the Perl scripts or AWK scripts. 
5.2 Functionalities of NS2
NS2 [19] provides the Functionalities for wireless networks along with the wired network. Various facilities of the tracing with the help of the trace files and visualization with the help of NAM are available in ns2.

Support for the wired world include

· Routing DV, LS, PIM-SM

· Transport protocols: TCP and UDP for unicast and SRM for multicast

· Traffic sources: web, ftp, telnet, CBR (Constant Bit Rate), real audio

· Different types of Queues: drop-tail, RED, FQ, SFQ, DRR

· Quality of Service: Integrated Services and Differentiated Services

· Emulation

Support for the wireless world include

· Wired-cum-wireless networks

· Mobile IP

· Directed diffusion

· Satellite

· Multiple propagation models (Free space, two-1ray ground, shadowing)

· Energy models

· Tracing

· Visualization

· Network Animator (NAM)

· Xgraph

· Utilities

· Mobile Movement Generator[19]

· Generating Traffic Patterns (CBR / TCP traffic)[19]

  

5.2.1 Wireless Support in NS2
NS2 was first extended to support mobile and wireless networks by CMU Monarch extensions, these extensions were later incorporated into NS. For wireless support, ns defines a Mobile node inherited from basic Node object with additions that Mobile Node is able to move, keep track of its location, and use radio transmission and receptions with several models to communicate instead of using a fixed link to be received or transmitted by Mobile Node, packets have to move through several layers.

Shared Media The extension is based on shared media model (Ethernet in air) as shown in fig 5.2[19]. This means all the mobile nodes have one or more network interfaces that are connected to the channel. A channel represents a particular radio frequency with particular modulation and coding scheme. The channels are orthogonal, meaning that packets sent on one channel do not interfere with the transmission and reception of packets on another channel. The basic operation is as follows[19], every packet that is sent, put on the channel and received, copied to all mobile nodes connected to the same channel. When a mobile node receives a packet, it first determines if it is possible for it to receive the packet. This is determined by the radio propagation model, based on the transmitter range, the distance that the packet has traveled and amount of bit errors. Then this packet is sent from the MAC layer to the Link Layer. Now this link layer sends the packet to the entry point. At the entry point there is an address de-multiplexer .This address de-multiplexer will determine whether this packet contains the IP address of some node or it contains some default address. If it contains some default address then the path for the packet is checked in the routing table. Then this packet is sent to the Link layer which uses the Address resolution protocol to determine the physical address and then this is sent to the MAC layer interface queue where it may have to wait. The channel used by the mobile nodes is the shared communication channel.   
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Figure 5.2 Wireless extension to the NS

                                                       


Fig 5.3 Shared Media Model

Mobile Node

Each mobile node makes use of routing agent for the purpose of calculating routes to other nodes in the Ad-hoc network as shown in the fig 5.4[19]  . Packets are sent from the application and received by the routing agent. The agent decides the path the packet must travel to reach the destination and stamps it with this information. It then sends the packet to link layer. The link layer level uses address resolution protocol (ARP) to decide the hardware addresses of the neighboring nodes and map IP addresses to their correct interfaces. When this information is known, the packet is sent down to interface queue and awaits a signal from Multiple Access Control (MAC) protocol. When MAC layer decides it is ok to send it on to the channel, it fetches the packet from the queue and hands it over to network interface at the time at which first bit of the packet would begin arriving at the interface stamps the packet with receiving interfaces properties and then invokes the propagation model.

The propagation model uses the transmit and receive stamps to determine the power with which the interface will receive the packets. The receiving network interfaces then use their properties to determine if they actually successfully received the packet and send it to MAC layer if appropriate. If the MAC layer receives the packet error and collision free, it passes the packet to mobile entry point. From there it reaches a demultiplexer, which decides if the packet should be forwarded again, or if it has reached its destination node. If the destination node is reached, the packet is sent to a port demultiplexer, which decides to what application the packet should be delivered .If the packet should be forwarded again, the routing agent will be called and the procedure will be repeated.
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Fig 5.4 A mobile node

5.2.2 Network Animator (NAM)

Network Animator [19] is an animation tool which is used for viewing the network simulation traces and real world packet traces. This tool comes with the NS2. Before starting the animation a trace file is created. This trace file is generally created by the NS. This trace file contains the information about the topology i.e. nodes and links, as well as the packet traces.

                                 [image: image3.jpg]



 Fig 5.5 A Screen shot of NAM
Once the trace file is ready then this NAM can be used to animate it. On the startup the NAM will read the topology from the trace file, will pop up a window  and will set up the topology and will pause at the 0 sec. NAM provides control over many aspects of the animation through various GUI option. A screen shot of the NAM is shown in the figure given below. 

CHAPTER 6
6 Simulation and Results


This chapter explains the simulation on the AODV. In this chapter we will see the simulation environment NS-2 [19] and simulation methodology that shows the configuration parameters of our implementation. Basically this chapter will give the description about what we have simulated and what scenario’s we have generated and finally what the results were. For the simulation we have used the NS-2.29 version on the Linux platform.

6.1 Simulation overview

A typical simulation with ns and mobility extension is shown in fig below. Basically it consists of generating the following input files to ns.

· A scenario file that describes the movement pattern of nodes.

· A communication file that describes the traffic in the network.

These files can be generated by drawing them by hand using the visualization tool, or by generating completely randomized movement and communication pattern with script. These files are then used for simulation and a result from this; a trace file is generated as output. Prior to the simulation parameters that are going to be traced during simulation must be selected. The trace file then can be scanned and analyzed for various parameters that we want to measure.

The scenario file (Node Movement file) in the NS-2 can be generated with the help of the CMU’s node movement generator available in the NS at ~ns/indep-utils/cmu-scen-gen/setdest. Different parameter are to be passed to this scenario file generator like the no of nodes ,Pause time,X-dimension ,Y-dimension ,Maximum speed of the nodes  and the simulation time. On the basis of the input given to this node movement generator this will generate the scenario file.


Fig 6.1 Simulation Overview
Communication file or traffic file can also be generated automatically with the help of a tool available in the ns-2 which is known as the CBR generator. This tool generates the traffic on the basis of the parameters passed to the CBR generator. The output generated by the network Simulator is in the form of the trace file and animation can be seen on the Network animator. The Perl scripts will be used to analyze the trace files generated by the simulation.

6.2 Simulation Scenario

For comparing the performance of the three suggested approaches the following simulation scenario has been used on the Network Simulator. A rectangular area of the 800 X 600 m has been used for studying the performance of the system. The rectangular area has been chosen to force the nodes to have the longer routes between the nodes than would occur in the square area with equal node density. The two gateways have been placed on the in the rectangular area at the (200,400) and (600,400) on the 800 X 600 grid.

The simulation have been run for the 15 mobile nodes and the simulation time for all the simulation has been chosen to be 900 sec.In the simulation two gateways, Two router and two host nodes have been taken. Five mobile nodes have been chosen as the source nodes which continuously keep on sending the data packets. The data packets generated by these mobile nodes are destined for the two host nodes located on the wired network. The five source nodes which generate the traffic have been chosen randomly and have been spread randomly in the 800X600 area.

6.2.1 Simulation  Parameters
Fixed Parameter: The following fixed parameters have been used for all the simulations carried out for this simulation

	Parameter Name
	Value

	Environment Size
	800 X 600

	No of Mobile nodes
	15

	No of Sources
	5

	No of Gateway
	2

	Traffic type
	Constant Bit Rate

	Transmission Range
	200 m

	Packet size 
	512 bytes 

	Packet Rate
	5 packet /s

	Speed Range
	0-10 m/s

	No of Destination host 

Fixed Nodes
	2


Fig 6.2(a) The fixed parameter used for the simulation
The transmission range is the maximum distance the two mobile nodes can communicate with each other. If the distance between the two mobile nodes is greater that this distance then these two nodes can not communicate with each other directly.

Movement Model: The Mobile nodes move according to the Random Way Point Model [8].The mobile nodes in this model are initially placed at the random location in the specified area. Then at the start of the simulation these mobile nodes selects a random destination and then these mobile nodes starts moving toward that destination with the random speed chosen from the speed range (0- 10 m/s).After reaching at the destination this mobile node waits for the specified pause time and then this mobile node again chooses a random destination and moves toward that random destination with the random speed. This movement pattern is repeated for the duration of the Simulation. In the simulation the movement have been generated with the Carnegie Mellon University’s movement generator(setdest).


The no of nodes, pause time, maximum speed and the topology size is provided as the argument to this movement generator.

Traffic Source: The traffic source type chosen in the simulation study for this thesis was the CBR traffic  i.e. Constant Bit Rate traffic .In the scenario used in this thesis five mobile nodes have been chosen randomly as the source node and there are two fixed nodes on the wired network which works as the destination node. The mobile nodes generate the five packets per second.  
Variable Parameter: For comparing the performance of the three fixed network gateway detection mechanisms, the two parameters have been varied. The pause time of the mobile nodes has been varied in the range of 0-100 seconds. The pause time is the time for which a mobile node will remain stationary at a location before moving to the location. If the pause time is higher then the mobile network will behave just like the static network. If the pause time is lower then the network nodes are highly dynamic.

	Parameter Name
	Value

	Pause time
	0-100 Second

	Gateway Discovery
	2-30 Second


Fig 6.2(b) Varied parameter used for the simulation



The second parameter varied for the simulation and the comparison of the three approaches is Gateway discovery period .This is the advertisement interval used by the fixed gateway to transmit the Gateway advertisement packet used in the fixed node initiated discovery and the Mixed approach. 

6.2.2 Performance metrics

For the comparison of the three fixed network gateway detection approaches the following three performance metrics were considered. The variation in the performance of the three approaches was studied by varying the pause time [14] of the mobile nodes and the gateway advertisement periods for the Gateway advertisement packets.
· Packet delivery fraction — the ratio of the data packets delivered to the destinations to those generated by the CBR sources.

· Average end-to-end delay of data packets — This includes all possible delays caused by buffering during route discovery latency, queuing at the interface queue, retransmission delays at the MAC, and propagation and transfer times for all the data packets

· Normalized routing load — The number of routing packets transmitted per data packet delivered at the destination. Each hop-wise transmission of a routing packet is counted as one transmission

a. Simulation Results and Analysis

In this section the results of the simulation have been discussed. The effect of varying the pause time of the nodes and the effect of varying the gateway advertisement period has been compared in this section for the various performances metric. For the analysis of the results the graphs have been drawn between the performance metrics properties and the varied parameters .Each point in the graphs have been taken as the average of the nine simulations run on the same set of traffic but with different randomly generated mobility patterns.

6.2.3 Packet Delivery Fraction
Figure 6.3 shows the relationship between the packet delivery fraction (%) and the pause time. The pause time has been varied in the range of 0-100 and simulation has been run for the pause time periods 0, 5, 10, 25, 50, 100.
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Fig 6.3(a) Packet Delivery Ratio (Advertisement interval: 2 sec)
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   Fig 6.3(b) Packet Delivery Ratio (Advertisement interval: 10 sec)
Mobile Nodes – 15, Traffic source -5 


[image: image6.emf]95

96

97

98

99

100

-5 5 15 25 35 45 55 65 75 85 95 105

Pause Time(Seconds)

PDF

Mobile Node Initiated Fixed Node Initiated Mixed Mode

 Fig 6.3(c) Packet Delivery Ratio (Advertisement interval: 30 sec)
Mobile Nodes – 15, Traffic source -5 

In figure 6.3(a,b,c), Packet delivery function has been plotted against the pause time for a particular value of Gateway advertisement period. Each of the three different colored lines corresponds to an approach used for the discovery of the gateway. Three approached used are ‘Fixed node initiated’, ‘Mobile node initiated’ and ‘Mixed mode’. The figures Fig 6.3(a), Fig 6.3(b), Fig 6.3(c), show the variation of the PDF for gateway advertisement periods 2, 10 and 30 respectively. As can be observed from the plots, the packet delivery ratio is quite high (98%-99.99%) for all three approaches. The pattern in the graphs indicates that the packet delivery ratio is low for smaller values of pause time, which corresponds to highly mobile nodes. In case of highly mobile nodes, link failures can happen very frequently. Each link failure triggers new route discovery process since the only existing route (at most one route per destination is store in routing table) has broken down. Thus, the frequency of route discoveries in AODV is directly proportional to the number of link failures. The Packet delivery ratio improves as the pause time increases, which means decreasing mobility and hence fewer link failures.

Though the difference between the three approaches is very less, the fixed node initiated and mixed mode approaches have slightly better packet delivery ratio. As described in the section 4.5.2 and 4.5.3, the mobile node which receives the RREP_I or GWADV packet updates it routing table for the gateway, so this mobile node has fresh route to the gateway and hence the chances of the link breaks are less. Since it takes some time for the source node to identify the link break until it gets the RERR message from the node which has the broken link, by that time source node has transmitted some of the data packets and those packets are lost. So the performance of the fixed node initiated approach and mixed mode approach is slightly better than the mobile node initiated approach.

As can be seen from the Fig 6.3(a), Fig 6.3(b), Fig 6.3(c) the packet delivery ratio of the fixed node initiated approach and mixed mode approach is slightly better than the packet delivery ratio of the mobile node initiated approach particularly at the lower values of the gateway advertisement period i.e. at 2, 10.When the mobility of the nodes is high then the three approaches have almost equal packet delivery ratio irrespective of the Gateway Advertisement period because a large no of route breaks are there. As the Gateway advertisement period increases, the mobile nodes get the information regarding the fixed network after a long delay and they don’t have the fresher routes to the gateway. So the benefit of the fixed node initiated approach and mixed mode approach vanishes as the advertisement period increases.
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Fig 6.4(a) Fixed Node Initiated (Advertisement interval: 2-30 sec)
Mobile Nodes – 15, Traffic source -5 
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Fig 6.4(b) Mixed Mode (Advertisement interval: 2-30 sec)
Mobile Nodes – 15, Traffic source -5 

In figure 6.4(a,b) the graphs have been plotted between the pause time and packet delivery fraction for the fixed node initiated approach and mixed mode approach for the various values of the Gateway advertisement period(2-30).Graphs clearly shows that the packet delivery is better in both the cases when the gateway advertisement periods is less. When the gateway advertisement is sent at the shorter interval of time then the mobile nodes have the  information about the fresher routes to the fixed network. When the mobile nodes have the fresher routes to the fixed network then the chances of the packet losses due to link break is minimum. Hence the performance of these two protocols is better at the lower values of the Advertisement period. But at the very high mobility and the vary low mobility these Gateway Advertisement period does not have significant effect on the PDF.

6.2.4 Normalized Routing Load
he figure 6.5(a,b,c)  the three different color  lines shows the variation in the Normalized routing load for the three approaches used for the Gateway discovery i.e. Fixed node initiated, Mobile node initiated and mixed mode with the Pause time. Fig 6.5(a), Fig 6.5(b), Fig 6.5(c) also shows the variation of the Normalized routing load for the three different values of the Gateway advertisement period (for the gateway advertisement period 2, 10, 30). As can be seen from the fig 6.5(a), Fig 6.5(b), Fig 6.5(c) that as the pause time increases i.e. low mobility, the Normalized routing load slightly decreases for all the three approaches. This decrease in the routing load can be attributed to the less no of link breaks. When the mobility of the nodes is less then there are less no of link breaks so mobile nodes need not to update their information for the fixed network gateway. So, mobile nodes have the fresher routes to the Gateway. So ,less route discoveries take place which result in the less no of RREQ_I packets transmission by the nodes when they want to communicate with the wired network.

As can be seen from the Fig 6.5(a), Fig 6.5(b), Fig 6.5(c) the Normalized routing load of the fixed node initiated and mixed mode approach is considerably higher than the mobile node initiated approach of the network discovery. This is an expected result since in the fixed node initiated and mixed mode approach the gateway continuously keep on sending the gateway advertisement packet to the mobile nodes irrespective of the needs of the mobile nodes. Where as in the Mobile node initiated approach the mobile node sends the route request packets only when it needs to communicate with the wired network. 
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Fig 6.5(a) Normalized Routing Load (Advertisement interval: 2 sec)
Mobile Nodes – 15, Traffic source -5 


[image: image10.emf]0

20

40

60

80

-5 5 15 25 35 45 55 65 75 85 95 105

Pause Time(Seconds)

Routing Load(%)

Mobile Node Initiated Fixed Node Initiated Mixed Mode


Fig 6.5(b) Normalized Routing Load (Advertisement interval: 10 sec)

Mobile Nodes – 15, Traffic source -5 
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Fig 6.5(c) Normalized Routing Load (Advertisement interval: 30 sec)

Mobile Nodes – 15, Traffic source -5 

In the figure 6.6(a,b) the graphs have been plotted between the pause time and Normalized routing load for the fixed node initiated approach and mixed mode approach for the various values of the Gateway advertisement period(2-30).Graphs clearly show that the Normalized routing load is decreases as the Gateway advertisement period increases because less no of Gateway advertisement packets are generated.
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Fig 6.6(a) Fixed Node Initiated (Advertisement interval: 2-30 sec)
Mobile Nodes – 15, Traffic source -5 
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Fig 6.6(b) Mixed Mode (Advertisement interval: 2-30 sec)
Mobile Nodes – 15, Traffic source -5 

When the gateway Advertisement period is small then a large no of advertisement packets are transmitted by the fixed nodes in the network and hence a lot of overhead traffic is generated.

6.2.5 Average End to End Delay

In the figure 6.7(a,b,c) the three different color  lines shows the variation in the average end to end delay for the three approaches used for the discovery of the gateway i.e. Fixed node initiated, Mobile node initiated and mixed mode. Fig 6.7(a), Fig 6.7(b), Fig 6.7(c) also shows the variation of the average end to end delay for the three different values of the Gateway advertisement period(for the gateway advertisement period 2,10, 30). As can be seen from the fig 6.7(a), Fig 6.7(b), Fig 6.7(c) average end to end delay of the fixed node initiated and mixed mode approach is considerably less than the mobile node initiated approach of the network discovery. This kind of result was expected because the Gateway advertisement information transmitted by the fixed network gateway enables the mobile nodes to update their information about the wired networks gateways and they have the updated information and fresher as well smaller routes to the Gateway at most of the time. But in case of the mobile node initiated approach the mobile node has to first look for the route to the wired network and it has to set up the new route to the destination if it doesn’t have the route. All this time increases the delay and wait period for the data packets to be transmitted to the destination. More over in case of the mobile node initiated approach a mobile node continues to use already existing route until it is broken. Sometime, this route can be the longer route and the mobile node will always use this route if it is not broken. It may be the case that the mobile node is very near to some other gateway but it will not use this route. All these data packets will have the longer end to end delay which will slightly increase the average end to end delay of the over all system.  

In the figure 6.8(a,b) the graphs have been plotted between the pause time and Average end to end delay for the fixed node initiated approach and mixed mode approach for the various values of the Gateway advertisement period(2-30).As can be seen that the average end to end delay in case of the fixed node initiated and the mixed approach is slightly higher when the gateway advertisement period was smaller i.e.2. this is unexpected result because when the value of the Gateway advertisement is low then the mobile nodes has the updated and fresh route to the gateway. So end to end delay should be less. But this higher value of the end to   
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Fig 6.7(a) End to end Delay (Advertisement interval: 2 sec)
Mobile Nodes – 15, Traffic source -5
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Fig 6.7(b) End to end Delay (Advertisement interval: 10 sec) 
Mobile Nodes – 15, Traffic source -5 
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Fig 6.7(c) End to end Delay (Advertisement interval: 30 sec) 
Mobile Nodes – 15, Traffic source -5 

End delay can be attributed to the higher no of the advertisement packets in the network. Which will cause the data packets to wait for the longer period of time at the interface queues because the control packets have the higher priority over the data packets. Hence the end to end delay for some data packets increases which increases the Average end to end delay. At the pause to 25 these three protocol’s behavior was unexpected this was largely due to drop of the various packets at the RTR level.
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Fig 6.8(a) Fixed Node Initiated (Advertisement interval: 2-30 sec)
Mobile Nodes – 15, Traffic source -5 
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Fig 6.8(b) Mixed mode (Advertisement interval: 2-30 sec)
Mobile Nodes – 15, Traffic source -5 

As can be seen from the fig 6.8(a,b) that at the higher values of the pause time the Average end to end delay becomes equal irrespective of the Gateway advertisement period. This is the expected behavior because at the higher pause time value the mobile nodes in the adhoc network work just like the wired network and there is no movement and no link breakages so there is no loss of data. So at the higher values of the pause time end to end delay is very small. 
If we compare the graphs in the fig 6.4(a), 6.4(b) with the graphs in the fig 6.8(a) 6.8(a) we see that they are just reverse of each other, which shows that when the end to end delay are more for the packets then the packet delivery ratio is less hence more packets are lost so less packet delivery fraction.
Chapter 7
7 Conclusion and Future Work


The ad hoc routing protocol AODV has been extended to route packets, not 
only within a MANET but also between a wireless MANET and the wired network. Ad-hoc on Demand Distance vector routing protocol has been modified in such a way so as to enable the Mobile nodes to store the information about wired network gateways along with the other mobile nodes. To achieve this some gateway node have been created which works as an interface between the wired network and mobile nodes. All the traffic for the wired nodes must pass through these gateways. When ever mobile nodes need to communicate with the any of the host on the wired network they will use the path to the Gateway and all the packets will be sent through the Gateway. An Attempt has been made to enable the Mobile nodes to always have the fresher routes to the wired Gateway. In this thesis three different methods of the gateway detection have been implemented and compared. The comparison between these three methods gave us the useful information.

The Packet delivery fraction of all the three approaches is quite high and in all the three approaches 98% to 99.99% packets are delivered to the destination. But the performance of the fixed node initiated and the mobile node initiate approach is slightly better than the Mobile node initiated approach. But when the pause time and gateway advertisement period increases then all the three approaches have the same packet delivery ratio. The normalized routing load is least in the case of the mobile node initiated approach when the advertisement period is small. The routing load of the fixed node initiated is higher than the routing load of the mixed approach.

The Result of this project is specific to the scenario used in this project. So it can not be predicted which approach will perform better under the other circumstances and other scenarios. AODV protocol can further be modified to incorporate the load balancing. There are a large no of other parameters which can be varied and there effect can be analyzed. For example in the future the effect of changing the various parameters like the no of mobile nodes in the system, no of nodes generating the traffic in the system, varying the topology of the system. Another parameter which can be varied is the TTL_START time and its effect on the system can be studied. Other parameter of interest is the no of packets generated per second and the size of the data packets. Other routing performance metrics could be used for the comparison like throughput, Routing overhead Route acquisition time Transmission range, throughput (limited by the power consumption).
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Appendix
Glossary of Terms

· Bandwidth- The amount of idea that can be pushed i.e a channel in unit time. Usually measured in the bits or bytes per second.
· Flooding –The process of delivering data or control messages to every node in the data network.
· Fixed Network-A wired data network with the stationary nodes or PC. Technical term for a computer or any other data terminal connected to a wireless LAN using NIC

· Gateway –A Gateway is a network point that acts as an entrance to another network.

· Host- Any node that is not a router.

· Interface-A nodes attachment to link.
· ICMP-Internet control message protocol.ICMP is used for diagnostic in the network. The UNIX program ping uses the ICMP message to detect the status of the other hosts in the net. ICMP message can either be a query or error reports such as when a network is unreachable.
· Link –A communication facility or medium over which nodes can communicate at the link layer.

· Loop free-A path taken by a packet never transits the same intermediate node twice before arrival of destination
· Mobility- Ability to continuously move from one location to another.
· Next hop-A neighbor, which has been designed to forward packets along the way to particular destination.

· Neighbor-A node, which is in the transmission range from the other node on the same channel.

· Node-A device that implements IP.
· Node ID-A unique identifier that identifies a particular node.
· Proactive -Tries to maintain routing map for whole the network all the time.
· Router-A node that forwards IP packet not explicitly addressed to itself .In case of Ad hoc networks; all the nodes are at least unicast routers.

· Routing table-A table where routing protocols keep routing information for various destinations. This information can incl 

· Reactive -Calculates routes only when receiving a specific request.

· RREQ - route request, a message used by AODV for the purpose of discovering new routes to destination.

· RREP- Route Reply. A message used by AODV to reply route requests.

· TCP – Transmission control protocol. TCP is a connection oriented protocol that guarantees that the messages are delivered in the order in which they were sent and that all messages are delivered. If a TCP connection can not delivered a message it closes the connection and inform the entity that creates it. This protocol is layered on top of IP

· TCP/IP- Transmission control protocol/Internet Protocol. This is the suite of the protocols that defines the internet. Originally designed for the UNIX operating system, TCP/IP, software is now included with the every major kind of computer operating system.
TCL Script for the Simulation-aodv_sim.tcl

# ======================================================================

# Define options

# ======================================================================

set opt(namfile)         "./Nam/hyb_cbr_100_50.nam"

set opt(tracefile)       "./Trace50/hyb_cbr_100_50.tr"

set opt(x)               800;               #x dimension of the topography

set opt(y)               600;               #y dimension of the topography

set opt(wirelessNodes)   15;                  #mobile nodes

set opt(wiredNodes)      4;                  #hosts and routers

set opt(gatewayNodes)    2;                  #gateways

set opt(mobility)        "./Mobilty/mob-15-100-10-900-800-600";# mobility file generated by setdest

set opt(traffic)         cbr-15-5;  #traffic file

set val(stop)            900.0;               #simulation time

set opt(gw_discovery)    hybrid;             #gateway discovery method

# ======================================================================

#---------------------------

#Initialize Global Variables

#---------------------------

#create a simulator object

set ns [new Simulator]

$ns color 0 Brown

#----------------------------------------

#Define The Hierachial Topology Structure

#----------------------------------------

$ns node-config -addressType hierarchical

#Nbr of domains

AddrParams set domain_num_ 4

#Nbr of clusters (=subdomains) in each domain

lappend clusterNbr 1 1 1 1

#1 cluster in domain 0

#1 cluster in domain 1

#1 cluster in domain 2

#1 cluster in domain 3

AddrParams set cluster_num_ $clusterNbr

#Nbr of nodes in each cluster

lappend eilastlevel 2 2 9 8

#2 nodes in domain 0 in cluster 0: router1 0.0.0  host1 0.0.1

#2 nodes in domain 1 in cluster 0: router2 1.0.0  host2 1.0.1

#9 nodes in domain 2 in cluster 0: gw1 2.0.0  mobile6-mobile14 2.0.1-2.0.8

#8 nodes in domain 3 in cluster 0: gw2 3.0.0  mobile15-mobile25 3.0.1-3.0.7

AddrParams set nodes_num_ $eilastlevel

#create trace objects for ns and nam

$ns use-newtrace

set nstrace [open $opt(tracefile) w]

$ns trace-all $nstrace

set namtrace [open $opt(namfile) w]

$ns namtrace-all-wireless $namtrace $opt(x) $opt(y)

#create a topology object and define topology (500mx500m)

set topo [new Topography]

$topo load_flatgrid $opt(x) $opt(y)

#Choose method for gateway discovery

if {$opt(gw_discovery) == "proactive"} {

    Agent/AODV set gw_discovery 0

}

if {$opt(gw_discovery) == "hybrid"} {

    Agent/AODV set gw_discovery 1

}

if {$opt(gw_discovery) == "reactive"} {

    Agent/AODV set gw_discovery 2

}

#create God (General Operations Director)

set god_ [create-god [expr $opt(wirelessNodes)+$opt(gatewayNodes)]]

#set the location of the wired hosts and routers

#create wired nodes

set router0 [$ns node 0.0.0]

#$router0 set X_ 200.0

#$router0 set Y_ 150.0

#$router0 set Z_ 0.0

set host0 [$ns node 0.0.1]

#$host0 set X_ 100.0

#$host0 set Y_ 150.0

#$host0 set Z_ 0.0

set router1 [$ns node 1.0.0]

#$router1 set X_ 600.0

#$router1 set Y_ 150.0

#$router1 set Z_ 0.0

set host1 [$ns node 1.0.1]

#$host1 set X_ 700.0

#$host1 set Y_ 150.0

#$host1 set Z_ 0.0

#--------------------------------------

#Configure for Gateway and Mobile Nodes

#--------------------------------------

#Use hierarchical addresses for GWs and MNs

#configure for mobile nodes and gateways

$ns node-config -adhocRouting AODV

$ns node-config -llType LL

$ns node-config -macType Mac/802_11

$ns node-config -ifqType Queue/DropTail/PriQueue

$ns node-config -ifqLen  50

$ns node-config -antType Antenna/OmniAntenna

$ns node-config -propType Propagation/TwoRayGround

$ns node-config -phyType  Phy/WirelessPhy

$ns node-config -topoInstance $topo

$ns node-config -channel [new Channel/WirelessChannel]

$ns node-config -agentTrace ON

$ns node-config -routerTrace ON

$ns node-config -macTrace ON

$ns node-config -movementTrace OFF

#configure for gateways

$ns node-config -wiredRouting ON

#create gateway

set gw(0) [$ns node 2.0.0]

#set initial coordinates

$gw(0) set X_ 200.0

$gw(0) set Y_ 400.0

$gw(0) set Z_ 0.0

$ns at 0.00 "$gw(0) setdest 200 300 20"

#configure for gateways

$ns node-config -wiredRouting ON

#create gateway

set gw(1) [$ns node 3.0.0]

#set initial coordinates

$gw(1) set X_ 600.0

$gw(1) set Y_ 400.0

$gw(1) set Z_ 0.0

$ns at 0.00 "$gw(1) setdest 600 300 20"

#configure for mobile nodes

$ns node-config -wiredRouting OFF

#create mobile nodes in the same domains of gw(0) and gw(1)

set temp {2.0.1 2.0.2 2.0.3 2.0.4 2.0.5 2.0.6 2.0.7 2.0.8 3.0.1 3.0.2 3.0.3 3.0.4 3.0.5 3.0.6 3.0.7}

for {set i 7} {$i < $opt(wirelessNodes)+7} {incr i} {

    set mobile($i) [$ns node [lindex $temp [expr $i-7]]]

}

$mobile(7) base-station [AddrParams addr2id [$gw(0) node-addr]]

$mobile(8) base-station [AddrParams addr2id [$gw(0) node-addr]]

$mobile(9) base-station [AddrParams addr2id [$gw(0) node-addr]]

$mobile(10) base-station [AddrParams addr2id [$gw(0) node-addr]]

$mobile(11) base-station [AddrParams addr2id [$gw(0) node-addr]]

$mobile(12) base-station [AddrParams addr2id [$gw(0) node-addr]]

$mobile(13) base-station [AddrParams addr2id [$gw(0) node-addr]]

$mobile(14) base-station [AddrParams addr2id [$gw(0) node-addr]]

$mobile(15) base-station [AddrParams addr2id [$gw(1) node-addr]]

$mobile(16) base-station [AddrParams addr2id [$gw(1) node-addr]]

$mobile(17) base-station [AddrParams addr2id [$gw(1) node-addr]]

$mobile(18) base-station [AddrParams addr2id [$gw(1) node-addr]]

$mobile(19) base-station [AddrParams addr2id [$gw(1) node-addr]]

$mobile(20) base-station [AddrParams addr2id [$gw(1) node-addr]]

$mobile(21) base-station [AddrParams addr2id [$gw(1) node-addr]]

source $opt(mobility)

source $opt(traffic)

puts "host0 = [$host0 node-addr] = [AddrParams addr2id [$host0 node-addr]]"

puts "host1 = [$host1 node-addr] = [AddrParams addr2id [$host1 node-addr]]"

puts "router0 = [$router0 node-addr] = [AddrParams addr2id [$router0 node-addr]]"

puts "router1 = [$router1 node-addr] = [AddrParams addr2id [$router1 node-addr]]"

puts "gw0 = [$gw(0) node-addr] = [AddrParams addr2id [$gw(0) node-addr]]"

puts "gw1 = [$gw(1) node-addr] = [AddrParams addr2id [$gw(1) node-addr]]"

for {set i 7} {$i < $opt(wirelessNodes)+7} {incr i} {

    puts "mobile($i) = [$mobile($i) node-addr] = [AddrParams addr2id [$mobile($i) node-addr]]"

}

puts ""

$host0 color blue

$host1 color blue

$gw(0) color red

$gw(1) color red

$router0 color orange

$router1 color orange

$gw(0) shape hexagon

$gw(1) shape hexagon

$router0 shape square

$router1 shape square

$host0 shape box

$host1 shape box

$ns at 0.0 "$router0 label \"ROUTER 0\""

$ns at 0.0 "$router1 label \"ROUTER 1\""

$ns at 0.0 "$host0 label \"HOST 0\""

$ns at 0.0 "$host1 label \"HOST 1\""

$ns at 0.0 "$gw(0) label GATEWAY"

$ns at 0.0 "$gw(1) label GATEWAY"

for {set i 7} {$i < $opt(wirelessNodes)+7} {incr i} {

    $ns at 0.0 "$mobile($i) label \"MN $i\""

}

#create links between wired nodes and basestation node

$ns duplex-link $router0 $router1 100Mb 1.80ms DropTail

$ns duplex-link-op $router0 $router1 orient right

$ns duplex-link $router0 $host0 100Mb 1.80ms DropTail

$ns duplex-link-op $router0 $host0 orient down

$ns duplex-link $router1 $host1 100Mb 1.80ms DropTail

$ns duplex-link-op $router1 $host1 orient down

$ns duplex-link-op $router0 $router1 queuePos 0.5

$ns duplex-link $router0 $gw(0) 100Mb 2ms DropTail

$ns duplex-link-op $router0 $gw(0) orient left

$ns duplex-link $router1 $gw(1) 100Mb 2ms DropTail

$ns duplex-link-op $router1 $gw(1) orient right

#-----------------------------------

#Define Node Initial Position In Nam

#-----------------------------------

for {set i 7} {$i < $opt(wirelessNodes)+7} {incr i} {

    $ns initial_node_pos $mobile($i) 40

}

#-----------------------------------

#Tell Nodes When The Simulation Ends

#-----------------------------------

for {set i 7} {$i < $opt(wirelessNodes)+7} {incr i} {

    $ns at $val(stop).0 "$mobile($i) reset";

}

$ns at $val(stop).0 "$gw(0) reset";

$ns at $val(stop).0 "$gw(1) reset";

$ns at $val(stop).0001 "stop"

$ns at $val(stop).0002 "puts \"NS EXITING...\" ; $ns halt"

proc stop {} {

    global ns nstrace namtrace opt

    $ns flush-trace

    close $nstrace

    close $namtrace

    exec nam $opt(namfile) &

    exit 0

}

puts "Starting simulation..."

$ns at 0.0 "$ns set-animation-rate 5ms"

$ns run

Modification points in the source code of the AODV Protocol

//Fixed Node initiated

void AODV::sendAdvertisement() {

/*

Only gateways broadcast GWADV messages

*/

if(index != thisnode->base_stn()) { 

//I'm not gateway; return 

return; 

} 

//Allocate a GWADV message 

Packet *p = Packet::alloc(); 

struct hdr_cmn *ch = HDR_CMN(p); 
struct hdr_ip *ih = HDR_IP(p); 

struct hdr_aodv_advertisement *ad = HDR_AODV_ADVERTISEMENT(p); 

ad->ad_type = AODVTYPE_ADVERTISEMENT; 

ad->ad_hop_count = 1; 

seqno++; 

if(seqno%2) seqno++; 

ad->ad_dst_seqno = seqno; 
ad->ad_src = index; 

ad->ad_lifetime = (1 + ALLOWED_HELLO_LOSS) * (u_int32_t) 

ADVERTISEMENT_INTERVAL; 

ad->ad_bcast_id = ad_bid++; 

ch->ptype() = PT_AODV; 

ch->size() = IP_HDR_LEN + ad->size(); ch->iface() = -2; 

ch->error() = 0; 

ch->addr_type() = NS_AF_NONE; ch->prev_hop_ = index; 

ih->saddr() = index; 

ih->daddr() = IP_BROADCAST; ih->sport() = RT_PORT; 
ih->dport() = RT_PORT; 

//The GWADV is flooded through the whole MANET ih->ttl_ = NETWORK_DIAMETER; 

Scheduler::instance().schedule(target_, p, 0.0);

}

//Mobile Node Initiated 

void AODV::sendRequest(nsaddr_t dst, u_int8_t flag) { 

// Allocate a RREQ message 

Packet *p = Packet::alloc(); 

struct hdr_cmn *ch = HDR_CMN(p); struct hdr_ip *ih = HDR_IP(p); 

struct hdr_aodv_request *rq = HDR_AODV_REQUEST(p); aodv_rt_entry *rt = rtable.rt_lookup(dst); 
assert(rt); 

/* 

Return if 

1. route is up 

2. RREQ_I has already been sent 

3. network-wide search has been done 3 times 

rt_req_cnt is the number of times we did network-wide search.

RREQ_RETRIES is the maximum number we will allow broadcasting RREQs

Before going to a long timeout.

*/ 

if(rt->rt_flags == RTF_UP) { 

assert(rt->rt_hops != INFINITY2); Packet::free((Packet *)p); 
return; 

} 

if(rt->rt_req_timeout > CURRENT_TIME) { 

Packet::free((Packet *)p); 

return; 

} 

if((rt->rt_req_cnt > RREQ_RETRIES)) { 

rt->rt_req_timeout = CURRENT_TIME + MAX_RREQ_TIMEOUT; rt->rt_req_cnt = 0; 

Packet *buf_pkt; 

while ((buf_pkt = rqueue.deque(rt->rt_dst))) { 

drop(buf_pkt, DROP_RTR_NO_ROUTE); 

} 

Packet::free((Packet *)p); 
return; 

} 

//...OMITTED CODE NOT RELEVANT FOR REACTIVE GATEWAY DISCOVERY...// 

// Determine the TTL to be used this time. 

if(rt->rt_last_hop_count < INFINITY2) { 

rt->rt_req_last_ttl = max(rt->rt_req_last_ttl, rt->rt_last_hop_count);

}

if (0 == rt->rt_req_last_ttl) { 

// First time query broadcast 

ih->ttl_ = TTL_START; 

} 

else { 

// Expanding ring search 

if (rt->rt_req_last_ttl < TTL_THRESHOLD) 

ih->ttl_ = rt->rt_req_last_ttl + TTL_INCREMENT; else { 

// network-wide broadcast 

ih->ttl_ = NETWORK_DIAMETER; 
rt->rt_req_cnt += 1; 

} 

} 

// remember the TTL used  for the next time rt->rt_req_last_ttl = ih->ttl_; 

// PerHopTime is the roundtrip time per hop for route requests. 

// Also note that we are making timeouts to be larger if we have 
done // network wide broadcast before. 

rt->rt_req_timeout = 2.0 * (double) ih->ttl_ * PerHopTime(rt); if (rt->rt_req_cnt > 0) 

rt->rt_req_timeout *= rt->rt_req_cnt; rt->rt_req_timeout += CURRENT_TIME; 

// Don't let the timeout to be too large, however 

if (rt->rt_req_timeout > CURRENT_TIME

rt->rt_req_timeout = CURRENT_TIME + rt-expire=0;

// Fill out the RREQ message 

ch->ptype() = PT_AODV;

ch->size() = IP_HDR_LEN + rq->size(); 

ch->iface() = -2;

ch->error() = 0;

ch->addr_type() = NS_AF_NONE; 

ch->prev_hop_ = index;

ih->saddr() = index;

ih->daddr() = IP_BROADCAST; 

ih->sport() = RT_PORT;

ih->dport() = RT_PORT;

// Fill up some more fields 

rq->rq_type = AODVTYPE_RREQ; 

rq->rq_hop_count = 1;

rq->rq_bcast_id = bid++;

rq->rq_dst = dst;

rq->rq_dst_seqno = (rt ? rt->rt_seqno 

rq->rq_src = index;

seqno += 2;

assert ((seqno%2) == 0);

rq->rq_src_seqno = seqno;

rq->rq_timestamp = CURRENT_TIME;

//the I-flag is set for RREQ_I messages 

rq->rq_flags = flag; 

Scheduler::instance().schedule(target_,
p, 0.);

}

//Mixed-mode approach

void AODV::sendReply_I() {

/*

Only gateways broadcast RREP_I messages

*/

if(index != thisnode->base_stn()) { 

//I'm not gateway; return 

return; 

} 

//Allocate a RREP_I message 

Packet *p = Packet::alloc(); 

struct hdr_cmn *ch = HDR_CMN(p); 

struct hdr_ip *ih = HDR_IP(p); 

struct hdr_aodv_reply *rp = HDR_AODV_REPLY(p); 

rp->rp_type = AODVTYPE_RREP; 

//The I-flag is set for RREP_I messages rp->rp_flags = RREP_IFLAG; 

rp->rp_hop_count = 1; 
rp->rp_dst = index; 
seqno++; 

if(seqno%2) seqno++; 

rp->rp_dst_seqno = seqno; 

rp->rp_lifetime = (1 + ALLOWED_HELLO_LOSS) *
(u_int32_t)

ADVERTISEMENT_INTERVAL;

ch->ptype() = PT_AODV; 

ch->size() = IP_HDR_LEN + rp->size(); ch->iface() = -2; 

ch->error() = 0; 

ch->addr_type() = NS_AF_NONE; 
ch->prev_hop_ = index; 

ih->saddr() = index; 

ih->daddr() = IP_BROADCAST; 
ih->sport() = RT_PORT; 
ih->dport() = RT_PORT; 

//TTL is limited in order to avoid too much advertisement
duplication

ih->ttl_ = ADVERTISEMENT_ZONE;

Scheduler::instance().schedule(target_, p, 0.0);

}

Sample Traffic File for the Simulation :cbr-15-5.tcl

#======================================================================

# This is the Sample Traffic File Used for this Thesis; in this file five #nodes have been chosen as Source node which are generating traffic. #Each node generates five packets per second and size of each packet is #512 bytes.

#======================================================================

# nodes: 15  max conn: 5  send rate: 0.20000000000000001  seed: 0.25

# stop time: 900

set opt(stop) 900

#=====================================================

# src=MN9 dst=host1 
time=7.1461855560290557

#=====================================================

set src0 [new Agent/UDP]

set dst0 [new Agent/Null]

$ns attach-agent $mobile(9) $src0

$ns attach-agent $host1 $dst0

$ns connect $src0 $dst0

$src0 set fid_ 1

set cbr0 [new Application/Traffic/CBR]

$cbr0 set packetSize_ 512

$cbr0 set interval_ 0.20000000000000001

$cbr0 attach-agent $src0

$ns at 7.1461855560290557 "$cbr0 start"

$ns at [expr $opt(stop) - 1] "$cbr0 stop"

$ns at 7.1561855560290557 "$ns trace-annotate \"MN9 ==> host1 at t=7.1461855560290557\""

$ns at 7.1561855560290557 "$mobile(9) add-mark m9 green circle"

#=====================================================

# src=MN14 dst=host1 
time=0.66389342335234092

#=====================================================

set src1 [new Agent/UDP]

set dst1 [new Agent/Null]

$ns attach-agent $mobile(14) $src1

$ns attach-agent $host1 $dst1

$ns connect $src1 $dst1

$src1 set fid_ 2

set cbr1 [new Application/Traffic/CBR]

$cbr1 set packetSize_ 512

$cbr1 set interval_ 0.20000000000000001

$cbr1 attach-agent $src1

$ns at 0.66389342335234092 "$cbr1 start"

$ns at [expr $opt(stop) - 1] "$cbr1 stop"

$ns at 0.67389342335234092 "$ns trace-annotate \"MN14 ==> host1 at t=0.66389342335234092\""

$ns at 0.67389342335234092 "$mobile(14) add-mark m14 green circle"

#=====================================================

# src=MN13 dst=host1 
time=4.5542469921308788

#=====================================================

set src2 [new Agent/UDP]

set dst2 [new Agent/Null]

$ns attach-agent $mobile(13) $src2

$ns attach-agent $host1 $dst2

$ns connect $src2 $dst2

$src2 set fid_ 3

set cbr2 [new Application/Traffic/CBR]

$cbr2 set packetSize_ 512

$cbr2 set interval_ 0.20000000000000001

$cbr2 attach-agent $src2

$ns at 4.5542469921308788 "$cbr2 start"

$ns at [expr $opt(stop) - 1] "$cbr2 stop"

$ns at 4.5642469921308788 "$ns trace-annotate \"MN13 ==> host1 at t=4.5542469921308788\""

$ns at 4.5642469921308788 "$mobile(13) add-mark m13 green circle"

#=====================================================

# src=MN15 dst=host0 
time=0.38978419750453164

#=====================================================

set src3 [new Agent/UDP]

set dst3 [new Agent/Null]

$ns attach-agent $mobile (15) $src3

$ns attach-agent $host0 $dst3

$ns connect $src3 $dst3

$src3 set fid_ 4

set cbr3 [new Application/Traffic/CBR]

$cbr3 set packetSize_ 512

$cbr3 set interval_ 0.20000000000000001

$cbr3 attach-agent $src3

$ns at 0.38978419750453164 "$cbr3 start"

$ns at [expr $opt(stop) - 1] "$cbr3 stop"

$ns at 0.39978419750453164 "$ns trace-annotate \"MN15 ==> host0 at t=0.38978419750453164\""

$ns at 0.39978419750453164 "$mobile(15) add-mark m15 green circle"

#=====================================================

# src=MN20 dst=host0 
time=4.9956391216235421

#=====================================================

set src4 [new Agent/UDP]

set dst4 [new Agent/Null]

$ns attach-agent $mobile(20) $src4

$ns attach-agent $host0 $dst4

$ns connect $src4 $dst4

$src4 set fid_ 5

set cbr4 [new Application/Traffic/CBR]

$cbr4 set packetSize_ 512

$cbr4 set interval_ 0.20000000000000001

$cbr4 attach-agent $src4

$ns at 4.9956391216235421 "$cbr4 start"

$ns at [expr $opt(stop) - 1] "$cbr4 stop"

$ns at 4.9966391216235421 "$ns trace-annotate \"MN20 ==> host0 at t=4.9956391216235421\""

$ns at 4.9966391216235421 "$mobile(20) add-mark m20 green circle"

#

#Total sources/connections: 5/5

#

Sample Mobility file used for the Simulation: mob-15-5-10-900-800-600

# This is mobility file used in the simulation in this thesis. This file #has been generated using the Random Way point Model ,In this the nodes #randomly chooses a location and then move to that location at randomly #chosen speed between 0-10 m/s and after reaching that random location #wait there for the mentioned pause time and then again start the same #process.

# No of nodes: 15, pause: 5.00, max speed: 10.00, max x: 800.00, max y: 600.00

# Simulation period - 900 seconds.

$mobile(7) set X_ 528.129612899143

$mobile(7) set Y_ 309.847896277989

$mobile(7) set Z_ 0.000000000000

$mobile(8) set X_ 602.848182942817

$mobile(8) set Y_ 10.139363424151

$mobile(8) set Z_ 0.000000000000

$mobile(9) set X_ 92.987836930312

$mobile(9) set Y_ 453.586843550686

$mobile(9) set Z_ 0.000000000000

$mobile(10) set X_ 132.439950934497

$mobile(10) set Y_ 167.989425301040

$mobile(10) set Z_ 0.000000000000

$mobile(11) set X_ 615.076514132301

$mobile(11) set Y_ 226.545501761479

$mobile(11) set Z_ 0.000000000000

$mobile(12) set X_ 468.885663693822

$mobile(12) set Y_ 131.837407784113

$mobile(12) set Z_ 0.000000000000

$mobile(13) set X_ 779.544355102169

$mobile(13) set Y_ 366.652859110337

$mobile(13) set Z_ 0.000000000000

$mobile(14) set X_ 735.661984844528

$mobile(14) set Y_ 413.322305532880

$mobile(14) set Z_ 0.000000000000

$mobile(15) set X_ 518.192485483372

$mobile(15) set Y_ 501.081533642709

$mobile(15) set Z_ 0.000000000000

$mobile(16) set X_ 343.078377135168

$mobile(16) set Y_ 40.922351906041

$mobile(16) set Z_ 0.000000000000

$mobile(17) set X_ 283.478443269505

$mobile(17) set Y_ 183.123775592480

$mobile(17) set Z_ 0.000000000000

$mobile(18) set X_ 523.394539222602

$mobile(18) set Y_ 353.365609771583

$mobile(18) set Z_ 0.000000000000

$mobile(19) set X_ 330.975597175519

$mobile(19) set Y_ 462.283357268883

$mobile(19) set Z_ 0.000000000000

$mobile(20) set X_ 86.116228511598

$mobile(20) set Y_ 547.792793191248

$mobile(20) set Z_ 0.000000000000

$mobile(21) set X_ 797.255291284318

$mobile(21) set Y_ 528.344566443858

$mobile(21) set Z_ 0.000000000000

$god_ set-dist 0 1 2

$god_ set-dist 0 2 2

$god_ set-dist 0 3 3

$god_ set-dist 0 4 1

$god_ set-dist 0 5 1

$god_ set-dist 0 6 2

$god_ set-dist 0 7 1

$god_ set-dist 0 8 1

$god_ set-dist 0 9 2

$god_ set-dist 0 10 2

$god_ set-dist 0 11 1

$god_ set-dist 0 12 1

$god_ set-dist 0 13 3

$god_ set-dist 0 14 2

$god_ set-dist 1 2 4

$god_ set-dist 1 3 3

$god_ set-dist 1 4 1

$god_ set-dist 1 5 1

$god_ set-dist 1 6 2

$god_ set-dist 1 7 2

$god_ set-dist 1 8 3

$god_ set-dist 1 9 2

$god_ set-dist 1 10 2

$god_ set-dist 1 11 2

$god_ set-dist 1 12 3

$god_ set-dist 1 13 5

$god_ set-dist 1 14 3

$god_ set-dist 2 3 5

$god_ set-dist 2 4 3

$god_ set-dist 2 5 3

$god_ set-dist 2 6 4

$god_ set-dist 2 7 3

$god_ set-dist 2 8 2

$god_ set-dist 2 9 4

$god_ set-dist 2 10 4

$god_ set-dist 2 11 2

$god_ set-dist 2 12 1

$god_ set-dist 2 13 1

$god_ set-dist 2 14 4

$god_ set-dist 3 4 3

$god_ set-dist 3 5 2

$god_ set-dist 3 6 4

$god_ set-dist 3 7 4

$god_ set-dist 3 8 4

$god_ set-dist 3 9 1

$god_ set-dist 3 10 1

$god_ set-dist 3 11 3

$god_ set-dist 3 12 4

$god_ set-dist 3 13 6

$god_ set-dist 3 14 5

$god_ set-dist 4 5 1

$god_ set-dist 4 6 1

$god_ set-dist 4 7 1

$god_ set-dist 4 8 2

$god_ set-dist 4 9 2

$god_ set-dist 4 10 2

$god_ set-dist 4 11 1

$god_ set-dist 4 12 2

$god_ set-dist 4 13 4

$god_ set-dist 4 14 2

$god_ set-dist 5 6 2

$god_ set-dist 5 7 2

$god_ set-dist 5 8 2

$god_ set-dist 5 9 1

$god_ set-dist 5 10 1

$god_ set-dist 5 11 1

$god_ set-dist 5 12 2

$god_ set-dist 5 13 4

$god_ set-dist 5 14 3

$god_ set-dist 6 7 1

$god_ set-dist 6 8 2

$god_ set-dist 6 9 3

$god_ set-dist 6 10 3

$god_ set-dist 6 11 2

$god_ set-dist 6 12 3

$god_ set-dist 6 13 5

$god_ set-dist 6 14 1

$god_ set-dist 7 8 1

$god_ set-dist 7 9 3

$god_ set-dist 7 10 3

$god_ set-dist 7 11 1

$god_ set-dist 7 12 2

$god_ set-dist 7 13 4

$god_ set-dist 7 14 1

$god_ set-dist 8 9 3

$god_ set-dist 8 10 3

$god_ set-dist 8 11 1

$god_ set-dist 8 12 1

$god_ set-dist 8 13 3

$god_ set-dist 8 14 2

$god_ set-dist 9 10 1

$god_ set-dist 9 11 2

$god_ set-dist 9 12 3

$god_ set-dist 9 13 5

$god_ set-dist 9 14 4

$god_ set-dist 10 11 2

$god_ set-dist 10 12 3

$god_ set-dist 10 13 5

$god_ set-dist 10 14 4

$god_ set-dist 11 12 1

$god_ set-dist 11 13 3

$god_ set-dist 11 14 2

$god_ set-dist 12 13 2

$god_ set-dist 12 14 3

$god_ set-dist 13 14 5

$ns at 5.000000000000 "$mobile(7) setdest 631.019838725246 294.900099918996 6.187830706376"

$ns at 5.000000000000 "$mobile(8) setdest 594.976609702021 20.099429688575 5.974016972490"

$ns at 5.000000000000 "$mobile(9) setdest 259.705191761879 135.715554614746 1.783711989646"

$ns at 5.000000000000 "$mobile(10) setdest 460.677989158086 418.029141833554 3.256044582757"

$ns at 5.000000000000 "$mobile(11) setdest 767.039488708650 357.876179888436 4.778365416895"

$ns at 5.000000000000 "$mobile(12) setdest 179.471524555720 171.657344211062 1.796117821613"

$ns at 5.000000000000 "$mobile(13) setdest 619.292277659474 79.787964885099 2.255783404504"

$ns at 5.000000000000 "$mobile(14) setdest 121.833087443673 12.095720394494 4.744816631293"

$ns at 5.000000000000 "$mobile(15) setdest 684.347604947235 578.489868558453 7.179306653164"

$ns at 5.000000000000 "$mobile(16) setdest 664.365148867469 417.666808207216 6.560805352555"

$ns at 5.000000000000 "$mobile(17) setdest 474.786751241340 589.170915854059 7.572006456316"

$ns at 5.000000000000 "$mobile(18) setdest 351.263417178483 278.714204340371 7.719056104674"

$ns at 5.000000000000 "$mobile(19) setdest 58.374893512106 497.429761352341 9.522462044999"

$ns at 5.000000000000 "$mobile(20) setdest 645.868989811454 461.634963662381 6.055530628550"

$ns at 5.000000000000 "$mobile(21) setdest 151.059543206446 563.934489315928 1.607915497023"

$ns at 5.057940942883 "$god_ set-dist 0 2 3"

$ns at 5.057940942883 "$god_ set-dist 0 12 2"

$ns at 5.057940942883 "$god_ set-dist 0 13 4"

$ns at 5.613402956139 "$god_ set-dist 0 13 3"

$ns at 5.613402956139 "$god_ set-dist 1 13 4"

$ns at 5.613402956139 "$god_ set-dist 3 13 5"

$ns at 5.613402956139 "$god_ set-dist 4 13 3"

$ns at 5.613402956139 "$god_ set-dist 5 13 3"

$ns at 5.613402956139 "$god_ set-dist 6 13 4"

$ns at 5.613402956139 "$god_ set-dist 7 13 3"

$ns at 5.613402956139 "$god_ set-dist 8 13 2"

$ns at 5.613402956139 "$god_ set-dist 9 13 4"

$ns at 5.613402956139 "$god_ set-dist 10 13 4"

$ns at 5.613402956139 "$god_ set-dist 11 13 2"

$ns at 5.613402956139 "$god_ set-dist 12 13 1"

$ns at 5.613402956139 "$god_ set-dist 13 14 4"

$ns at 6.064359699346 "$god_ set-dist 0 6 1"

$ns at 6.473160468296 "$god_ set-dist 1 3 2"

$ns at 6.473160468296 "$god_ set-dist 1 9 1"

$ns at 7.125046097246 "$mobile(8) setdest 594.976609702020 20.099429688575 0.000000000000"

$ns at 8.128804202473 "$god_ set-dist 2 3 4"

$ns at 8.128804202473 "$god_ set-dist 2 10 3"

$ns at 8.128804202473 "$god_ set-dist 3 7 3"

$ns at 8.128804202473 "$god_ set-dist 3 8 3"

$ns at 8.128804202473 "$god_ set-dist 3 11 2"

$ns at 8.128804202473 "$god_ set-dist 3 12 3"

$ns at 8.128804202473 "$god_ set-dist 3 13 4"

$ns at 8.128804202473 "$god_ set-dist 3 14 4"

$ns at 8.128804202473 "$god_ set-dist 7 10 2"

$ns at 8.128804202473 "$god_ set-dist 8 10 2"

$ns at 8.128804202473 "$god_ set-dist 10 11 1"

$ns at 8.128804202473 "$god_ set-dist 10 12 2"

$ns at 8.128804202473 "$god_ set-dist 10 13 3"

$ns at 8.128804202473 "$god_ set-dist 10 14 3"

$ns at 8.649516699621 "$god_ set-dist 2 14 3"

$ns at 8.649516699621 "$god_ set-dist 8 14 1"

$ns at 8.649516699621 "$god_ set-dist 12 14 2"

$ns at 8.649516699621 "$god_ set-dist 13 14 3"

$ns at 8.674417532377 "$god_ set-dist 2 8 3"

$ns at 8.674417532377 "$god_ set-dist 2 14 4"

$ns at 8.674417532377 "$god_ set-dist 8 12 2"

$ns at 8.674417532377 "$god_ set-dist 8 13 3"

$ns at 8.674417532377 "$god_ set-dist 12 14 3"

$ns at 8.674417532377 "$god_ set-dist 13 14 4"

$ns at 10.318051572241 "$god_ set-dist 2 3 3"

$ns at 10.318051572241 "$god_ set-dist 2 9 3"

$ns at 10.318051572241 "$god_ set-dist 2 10 2"

$ns at 10.318051572241 "$god_ set-dist 3 12 2"

$ns at 10.318051572241 "$god_ set-dist 3 13 3"

$ns at 10.318051572241 "$god_ set-dist 9 12 2"

$ns at 10.318051572241 "$god_ set-dist 9 13 3"

$ns at 10.318051572241 "$god_ set-dist 10 12 1"

$ns at 10.318051572241 "$god_ set-dist 10 13 2"

$ns at 11.785040984008 "$god_ set-dist 0 2 4"

$ns at 11.785040984008 "$god_ set-dist 0 12 3"

$ns at 11.785040984008 "$god_ set-dist 0 13 4"

$ns at 11.785040984008 "$god_ set-dist 2 4 4"

$ns at 11.785040984008 "$god_ set-dist 2 6 5"

$ns at 11.785040984008 "$god_ set-dist 2 7 4"

$ns at 11.785040984008 "$god_ set-dist 2 8 4"

$ns at 11.785040984008 "$god_ set-dist 2 11 3"

$ns at 11.785040984008 "$god_ set-dist 2 14 5"

$ns at 11.785040984008 "$god_ set-dist 4 12 3"

$ns at 11.785040984008 "$god_ set-dist 4 13 4"

$ns at 11.785040984008 "$god_ set-dist 6 12 4"

$ns at 11.785040984008 "$god_ set-dist 6 13 5"

$ns at 11.785040984008 "$god_ set-dist 7 12 3"

$ns at 11.785040984008 "$god_ set-dist 7 13 4"

$ns at 11.785040984008 "$god_ set-dist 8 12 3"

$ns at 11.785040984008 "$god_ set-dist 8 13 4"

$ns at 11.785040984008 "$god_ set-dist 11 12 2"

$ns at 11.785040984008 "$god_ set-dist 11 13 3"

$ns at 11.785040984008 "$god_ set-dist 12 14 4"

$ns at 11.785040984008 "$god_ set-dist 13 14 5"

$ns at 12.125046097246 "$mobile(8) setdest 57.064649059774 139.003141017783 3.242894901084"

$ns at 14.207886035302 "$god_ set-dist 7 9 2"

$ns at 14.207886035302 "$god_ set-dist 8 9 2"

$ns at 14.207886035302 "$god_ set-dist 9 11 1"

$ns at 14.207886035302 "$god_ set-dist 9 14 3"

$ns at 14.416695351066 "$god_ set-dist 2 7 5"

$ns at 14.416695351066 "$god_ set-dist 3 7 4"

$ns at 14.416695351066 "$god_ set-dist 7 9 3"

$ns at 14.416695351066 "$god_ set-dist 7 10 3"

$ns at 14.416695351066 "$god_ set-dist 7 11 2"

$ns at 14.416695351066 "$god_ set-dist 7 12 4"

$ns at 14.416695351066 "$god_ set-dist 7 13 5"

$ns at 15.299064866411 "$god_ set-dist 2 8 5"

$ns at 15.299064866411 "$god_ set-dist 2 14 6"

$ns at 15.299064866411 "$god_ set-dist 3 8 4"

$ns at 15.299064866411 "$god_ set-dist 3 14 5"

$ns at 15.299064866411 "$god_ set-dist 8 9 3"

$ns at 15.299064866411 "$god_ set-dist 8 10 3"

$ns at 15.299064866411 "$god_ set-dist 8 11 2"

$ns at 15.299064866411 "$god_ set-dist 8 12 4"

$ns at 15.299064866411 "$god_ set-dist 8 13 5"

$ns at 15.299064866411 "$god_ set-dist 9 14 4"

$ns at 15.299064866411 "$god_ set-dist 10 14 4"

$ns at 15.299064866411 "$god_ set-dist 11 14 3"

$ns at 15.299064866411 "$god_ set-dist 12 14 5"

$ns at 15.299064866411 "$god_ set-dist 13 14 6"

$ns at 16.280812719627 "$god_ set-dist 1 4 2"

$ns at 16.280812719627 "$god_ set-dist 1 6 3"

$ns at 16.280812719627 "$god_ set-dist 1 7 3"

$ns at 16.280812719627 "$god_ set-dist 1 14 4"

$ns at 17.134604798741 "$god_ set-dist 1 2 3"

$ns at 17.134604798741 "$god_ set-dist 2 3 1"

$ns at 17.134604798741 "$god_ set-dist 2 9 2"

$ns at 17.134604798741 "$god_ set-dist 3 13 2"

$ns at 17.428390987854 "$god_ set-dist 1 4 3"

$ns at 17.428390987854 "$god_ set-dist 4 5 2"

$ns at 19.547080387008 "$god_ set-dist 2 4 5"

$ns at 19.547080387008 "$god_ set-dist 3 4 4"

$ns at 19.547080387008 "$god_ set-dist 4 9 3"

$ns at 19.547080387008 "$god_ set-dist 4 10 3"

$ns at 19.547080387008 "$god_ set-dist 4 11 2"

$ns at 19.547080387008 "$god_ set-dist 4 12 4"

$ns at 19.547080387008 "$god_ set-dist 4 13 5"

$ns at 19.976978227407 "$god_ set-dist 0 8 2"

$ns at 19.976978227407 "$god_ set-dist 1 8 4"

$ns at 19.976978227407 "$god_ set-dist 2 8 6"

$ns at 19.976978227407 "$god_ set-dist 3 8 5"

$ns at 19.976978227407 "$god_ set-dist 5 8 3"

$ns at 19.976978227407 "$god_ set-dist 8 9 4"

$ns at 19.976978227407 "$god_ set-dist 8 10 4"

$ns at 19.976978227407 "$god_ set-dist 8 11 3"

$ns at 19.976978227407 "$god_ set-dist 8 12 5"

$ns at 19.976978227407 "$god_ set-dist 8 13 6"

$ns at 20.935208576278 "$god_ set-dist 1 2 4"

$ns at 20.935208576278 "$god_ set-dist 1 3 3"

$ns at 20.935208576278 "$god_ set-dist 2 9 3"

$ns at 20.935208576278 "$god_ set-dist 3 9 2"

$ns at 21.767599369098 "$god_ set-dist 0 2 3"

$ns at 21.767599369098 "$god_ set-dist 0 3 2"

$ns at 21.767599369098 "$god_ set-dist 2 4 4"

$ns at 21.767599369098 "$god_ set-dist 2 6 4"

$ns at 21.767599369098 "$god_ set-dist 2 7 4"

$ns at 21.767599369098 "$god_ set-dist 2 8 5"

$ns at 21.767599369098 "$god_ set-dist 2 11 2"

$ns at 21.767599369098 "$god_ set-dist 2 14 5"

$ns at 21.767599369098 "$god_ set-dist 3 4 3"

$ns at 21.767599369098 "$god_ set-dist 3 6 3"

$ns at 21.767599369098 "$god_ set-dist 3 7 3"

$ns at 21.767599369098 "$god_ set-dist 3 8 4"

$ns at 21.767599369098 "$god_ set-dist 3 11 1"

$ns at 21.767599369098 "$god_ set-dist 3 14 4"

$ns at 21.802392014720 "$mobile(7) setdest 631.019838725246 294.900099918996 0.000000000000"

$ns at 22.295055930405 "$god_ set-dist 0 12 4"

$ns at 22.295055930405 "$god_ set-dist 1 12 5"

$ns at 22.295055930405 "$god_ set-dist 1 13 5"

$ns at 22.295055930405 "$god_ set-dist 4 12 5"

$ns at 22.295055930405 "$god_ set-dist 5 12 4"

$ns at 22.295055930405 "$god_ set-dist 5 13 4"

$ns at 22.295055930405 "$god_ set-dist 6 12 5"

$ns at 22.295055930405 "$god_ set-dist 7 12 5"

$ns at 22.295055930405 "$god_ set-dist 8 12 6"

$ns at 22.295055930405 "$god_ set-dist 9 12 4"

$ns at 22.295055930405 "$god_ set-dist 9 13 4"

$ns at 22.295055930405 "$god_ set-dist 10 12 3"

$ns at 22.295055930405 "$god_ set-dist 10 13 3"

$ns at 22.295055930405 "$god_ set-dist 11 12 3"

$ns at 22.295055930405 "$god_ set-dist 12 14 6"

$ns at 22.393424828503 "$god_ set-dist 0 1 3"

$ns at 22.393424828503 "$god_ set-dist 0 5 2"

$ns at 22.393424828503 "$god_ set-dist 1 4 4"

$ns at 22.393424828503 "$god_ set-dist 1 6 4"

This file continues and this is just a portion of the complete mobility file.
Otcl: Tcl interpreter with object- oriented extensions











NS Simulator Library


Event Scheduler


Network Components


Network Setup





NAM 


Network Animator





Analysis





Results Tracefiles





OTcl  Script


Simulation 


Program





setdest –n <num_of_nodes> -p pause –tine –s < maxspeed > -t <simtime > -x <maxx> -y <maxy>





ns cbrgen.tcl [ -type cbr | tcp ] [ -nn nodes ] [ -seed seed ] [-mc connections] [ -rate rate]





Mobile node





Mobile node





Mobile node





  Channel





Scenario generation





Scenario file





Communication file





Mobility extension


Network Simulator 2





Output file





Data processing





Tracegraph





GNU Plot





NAM





setdest –n <num_of_nodes> -p pause –tine –s < maxspeed > -t <simtime > -x <maxx> -y <maxy>
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_1244507699

_1244533384

_1244533413

_1244507938
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_1244507102

_1244507127

_1244503357

_1244501109

_1244501287

_1244503286

_1244501174
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_1244152856

