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ABSTRACT

The rapid digital transformation and extensive adoption of social media platforms have
revolutionized the advancements in mental health monitoring and depression detection. Social
media platforms like Twitter, Facebook, Instagram, Reddit, etc., has firmly established itself as
an indispensable partoflife for the majority ofthe population nowadays. The constant presence
of users on these platforms provides a rich user generated content that can be leveraged to
monitor the mental health in comparison to traditional clinical settings. Utilizing advancements
in artificial intelligence, natural language processing and computer vision, researchers and
clinical mental health experts can detect early signs of depression by analysing text, audio,

video, image and emoticons content generated by users on social media platforms.

This thesis presentsanoveldeep learning-based frameworks for depression detection using the
user generated English multimodal social media content. Initially a dataset was created for the
same as one of the main constraints was the non-availability of the multimodal dataset for
depression detection. Additionally, a framework was presented that is a combination of
bidirectional encoder representations from transformers and convolutional neural networks.
This model was designed to detect the depressive posts using the created dataset, also a new

model is presented to detect the severity of the post using publicly available dataset.

The research further introduces a deep learning-based framework for depression detection for
hindi and hinglish (code-mixed) dataset. To overcome the challenge of regional diversity a
hindi and hinglish language-based dataset was created from openly available social media
platforms. This model was a combination of bidirectional encoder representations from

transformers and particle swarm optimization based optimized convolutional neural network.

A comprehensive experimental evaluation is conducted to assess the performance and
scalability of the proposed frameworks. The Comparative analyses with existing
methodologies are carried out to demonstrate improvements in detection accuracy, efficiency,
and overall system robustness. It provides a practical foundation for mental health monitoring

and secure healthcare applications in real-world deployments.
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CHAPTER 1

INTRODUCTION

1.1 Overview

In the current era of remarkable technological developments, the
identification of an abnormal mental health condition is of the highest concern and
attracting the interest of researchers worldwide. In our society, the importance of
mental health is comparatively less than physical health. It is still not discussed openly
because of social stigma or lack of acceptance due to understanding and awareness.
Because of the ignorance of symptoms of mental disorders, it goes undetected for
longer, further intensifying and leading to mental distress, discomfort and irritation of
the patient. People suffering from mental disorders have to suffer from continuous
stress, negative thoughts, and anxiety which affect their quality of life immensely [1].
Further, unidentified mental disorders can further lead to the self-harming approach of
the patient or the worst-case scenario can lead to suicide, because of which it becomes
more critical to detect it as early as possible and provide the medical help as required.
Amongall, depression is the most common mental illness worldwide and is generally
confused with mood fluctuations or transitory emotional responses to primary life
challenges [2]. Depression is considered a most perilous illness that can adversely
affect someone's emotional state as well as their physical well-being. Therefore, the
aim of this research is focused on efficient and automated diagnosis of such
individuals, so that correct medical interventions and therapies can be adopted at the
earliest, which in a way would be a step towards ensuringa good quality of life for

such individuals.

The current clinical evaluation of depression and other mental disorders

heavily relies on conducting clinical interviews and standardized tools for screening



such as CES-D (Center for Epidemiological Studies Depression) questionnaire and
DASS (Depression Anxiety Stress Scales) questionnaire, which have variations like
DASS-42 and DASS-21 for measuring depression scale through a list of
questionnaires [3-4]. These measures are simple and their scientific validity has been
proved by many research studies too; but they often lead to poor diagnosis due to their
high dependency on just subjective and descriptive analysis. These methods are time-
consuming, and people had the peer pressure to perform better rather than being
realistic. Due to stigma and incorrect interpretation, patients may underreport or
overstate their symptoms, and physicians may assign differing scores depending on
their understanding or experience. Their precision is further limited by language and
differences in culture as different populations may express and view feelings of
discomfort in extremely distinct ways. Employing these scales exclusively carries the
risk of faulty diagnosis, inappropriate therapy, and a superficial understanding of the
patient's situation [5]. This is where the importance of social media platforms comes
into the picture, as people feel freeto express their genuine feelings on these platforms,
which can be a great environment to collect data in abundance for the analysis of the

mental state of users.

Social media has increased in significance as a platform whereindividuals
can share their sentiments, emotions, and feelings in a number of ways. It offers an
extensive amount of data that could be useful to detect signs of depression. The social
sites like Facebook, YouTube, Instagram, Reddit, and Twitter are gaining importance
in terms of interaction, exchange of knowledge, and thoughtsharingacross a spectrum
of sectors [6]. Further, various Machine learning (ML) and Deep learning (DL)
methods have been extensively utilized to predict mental health such as depression by
analyzingthe textcontent of social media posts. Generally, the content posted on social
media or the internetis highly unstructured in nature as it is published by the user, who
is nota trained professional. Therefore, ML and DL based techniques are muchneeded
to classify this kind of data. Employing such approaches has been demonstrated to
significantly improve the ability to detect depression in many studies. A study by Kour
[7] revealed that there is no effective way to categorized depressed and non-depressed

persons, making it quite challenging. Thus, the use of ML and DL can provide best



solution to tackle depression related diagnosis.

In whole, the difficulty of accurately and consistently identifying
depression emphasizes the necessity of quantifiable and objective techniques to
facilitate early detection using social media platforms and automated diagnostic tools.
Instead of replacing existing clinical methods, the development of such analysis aims
to overcome the limitations of subjective rating scales by offering more reliable and
accurate detection, which would eventually improve patient outcomes and life

expectancy.

1.2 Depression: Overview and Brief

The mental health of a person is an integral part of health; it's the
foundation for psychological, emotional and social well-being, which then decides a
person's behavior throughout the lifetime. According to World Health Organization
(WHO) report almost a billion people, which includes 14% of the World's youth were
facing the problem of mental disorder in the year 2019. Depression and anxiety have
existed for a more extended period of time, but by the end of the pandemic's 1st year
it was increased by 25% [8]. WHO estimated that in India, the mental health problems
is 2443 disability-adjusted life years (DALY's) per 100 00 population and the suicide

rate is 21.1, which is leading to substantial economic loss as well [9].

Depression is the most common mental illness worldwide and is
generally confused with mood fluctuations or transitory emotional responses to
primary life challenges. It can be the reason for the poor performance of the person at
work or family and if not detected and treated within time, it can lead to the worst
possible outcome like suicide. Suicide is the 4th leading cause of death in 15-29-year-
olds; wherein over 700 000 suicides occur every year. And because of this, WHO's
Mental Health Gap Action Programme (mhGAP) have covered depression as its
priority [10]. To analyze and detect depression at early stages, it is necessary to

consider the key concepts related to depression as provided in this Section.



1.2.1 Types of Depression

Depression is a broad and diverse mental health condition that includes
multiple subtypes, each with specific characteristics, causes, and methods of treatment.
An outline of the primary and most common types of depression that can be seen in

individuals are provided below [11-12]:

a) Major Depressive Disorder (MDD): MDD, also known as clinical
depression, is characterized by the symptoms of frequent low mood, loss of interest in
tasks, and alterations in appetite, difficulty falling asleep, drowsiness and a sense of
feelinginadequate. In order to diagnose suchtype of depression, atleast five symptoms
must last for two weeks or longer. MDD is the major cause of disability which

adversely impacts the functioning of people in performing daily activities.

b) Persistent Depressive Disorder (PDD): PDD, previously termed dysthymia,
is marked by persistent and continuous depressive symptoms that remain for at least a
two-year period. The symptoms, such as low self-worth, trouble paying attention, and
dismay, are often more persistent but less severe compared to the signs of MDD.
People with PDD might experience episodes of deep depression, a condition named

"double depression."

¢) Bipolar Depression: Alternating episodes of discouragement and hypomania,
or mania, are the crucial indicators of bipolar depression type. While manic instances
are marked by high mood, greater activity, and sometimes dangerous actions,

depressive episodes are identical to MDD.

d) Seasonal Affective Disorder: A subtype of depression identified as seasonal
affective disorder is more prevalent during the colder months when there is little
exposure to sunlight. Insufficient energy, fatigue, eating in excess, and gain of weight
comprise a few of the symptoms. Conventional treatments involve medication,

psychotherapy, and light therapy.



e) Postpartum Depression: This subtype of depression especially impacts
women after giving birth to a baby. It is characterized by extreme grief, fret, and
fatigue, and may render it hard for them to take care of others. Medication, support

groups, and counseling are available forms of treatment for such types of depression.

f) Premenstrual Dysphoric Disorder: This type of depression is characterized
by significant changes in mood. The menstrual cycle symptoms during the luteal stage

include nervousness, depression, and irritability.

g) Psychotic Depression: A severe type of depression referred to as psychotic
depression is defined by psychosis, involving hallucinations or illusions. These
psychotic symptoms, such as guilt illusions, frequently have
a sad tone. Antidepressants and antipsychotic medications are frequently prescribed

in conjunction for treatment.

h) Atypical Depression: Atypical depression is identified by emotional
responses and symptoms including food cravings, too muchsleep, and susceptibility to

rejection. It usually starts in childhood and is especially common in women.

i) Melancholic Depression: This subtype of depression is identifiable by a loss
of happiness in most actions, a lack of flexibility to enjoyable stimuli, profound

depression, and major weight loss or sleep deprivation.

i) Recurrent Brief Depression: Brief repeated depression episodes lasting from
two to thirteen days and happening frequently a year constitute a feature of this type
of depression. These episodes, though short, can be powerful and encompass thoughts

of committing suicide.

1.2.2 Causes of Depression

Depression is a widely growing complicated condition which is impacted
by a number of factors includingbiological, psychological, and social. Analyzing such

factors in detailed manner is necessary for Effective prevention and early treatment of



depression. A brief description of these factors is provided as under:

a) Genetic and Biological Factors: The primary biological causes of depression
include immune system, neurochemical, hormonal, and hereditary factors. The
possibility of developing depression is greatly affected by genetic predisposition.
MDD has a genetic estimate ranging from 30% to 50%, based on studies of twins and
families [13]. Unbalanced neurotransmitters also play an essential role; depression
symptoms are significantly linked to lower or imbalanced levels of norepinephrine,
serotonin, and dopamine [14]. Further, neuroendocrine issues specifically
hyperactivity of the hypothalamic-pituitary-adrenal (HPA) axis, result in higher
cortisol levels, which limit neurogenesis and give rise to mood disorders. The impact
of chronic inflammation has been reinforced by recent studies, that show that higher
pro-inflammatory cytokines (such IL-6 and TNF-a) influence moodand brain function

and could potentially be a factor in treatment-resistant depression [15].

b) Psychological Factors: Depression contains psychological causes thatinvolve
early memories or experiences, traits of personality, and mental operations. Cognitive
theory suggests that individuals who often think in a negative way including gloomy,
critical of themselves, or low self-worth thoughts, are more prone to depression [16].
Personal traits also contribute; people with high anxiety are more inclined to
experience depression because they are more susceptible to emotional instability and
stress [17]. In addition, an adversity in early life, such as neglect or abuse that occurs
through childhood, also hinders emotional and psychological growth and makes
people more vulnerable to stresses, which elevates the risk of depression [18].
Understand the helplessness, or a feeling that one cannot influence what happens in
life, is a further significant psychological component. It often arises from repetitive

exposure to unregulated stimuli, which promotes negativity and depression [19]

¢) Social Factors: A wide range of environmental and personal factors are
regarded as societal causes of depression. Major life assaults like separation and
divorce, joblessness, economic distress, or grief are extremely associated with bouts

of depression [20]. Furthermore, itis well-known that depression risk is elevated by



social isolation and a lack of genuine social support, with isolated individuals
expressingahigherincidence of feelings of depression[21]. Anothersignificantsocial
indicator is a low socioeconomic position; poverty and related tensions raise the
likelihood of depression, primarily due to limited access to services and chronic stress
[22]. Culturalinfluences suchas judgment, stigma, and social standards around mental
health may prevent people from obtaining treatments thereby making depression's

psychological costs harsher [23].

1.2.3 Symptoms of Depression

Depression develops as a mix of emotional, cognitive, physical, and
behavioral indicators that fluctuate in level and duration. To accurately identify a
person with depression, it is critical to pay proper attention to these signs to enable
early treatment and therapies.

a) Emotional Symptoms: People suffering from depression often show
emotional symptoms. The primary emotional features include constant sensations of
sadness, emptiness, dismay, and tearfulness. Depression is further defined by an
extensive lack of interest in almost all activities, which leads to significant decline in
a person's ability to engage in daily life. Individuals frequently communicate
sentiments of feeling worthless and undue guilt, which aggravate psychological

discomfort and social exclusion [24].

b) Cognitive Symptoms: Cognitive symptoms have an immense impact on one's
ability to thrive in professional, social, and educational settings. Attention problems,
uncertainty, anxious thoughts, and obsessions are symptoms of common mental
illnesses. Suicide ideas and recurring thoughts of death are possible among depressed
people. Because of their significance for safety and the need of treatment, such

symptoms are highly crucial to investigate [16].

¢) Physical Symptoms: People with depression typically define issues with their
bodies, which may attimes overpower emotional concerns. Accordingto the American

Psychological Association [25], these physical signs include fatigue, a lack of energy,



shifts in appetite or significant weight swings, and sleep conditions such

as sleeplessness or a state of hyper.

d) Behavioral Symptoms: Depression often leads to notable behavioral changes.
Affectedindividuals may exhibit social withdrawal, reduced engagement in previously
enjoyable activities, neglect of self-care, and significant reductions in work
productivity [21]. These behavioral symptoms contribute to further social isolation,

which can worsen the depressive state and complicate recovery.

It is essential to keep in consideration that people of all ages and cultures
exhibit signs of depression in distinct ways. Along with a rise in behavioral issues and
academic challenges, depression in children often presents as frustration rather than
grief. In contrast, depression in seniors occasionally appears as physical symptoms.
Additionally, the public display of depressive feelings is significantly affected by
cultural factors. Instead of publicly expressing feelings of unease, depression can show
up more frequently in certain cultures as physical symptoms like pain or fatigue.
Further, depressive symptoms may arise in abroad range of ways, from single episodes

to permanent patterns.

1.3 Depression Analysis

Depression is becoming one of the social problems as the number of
sufferers is increasing on a daily basis. Mental health issues come under the category
of widely accepted challenges in the World, with more than 300 million people
currently suffering from depression itself. Millions of individuals globally deal with
depression, a widespread and debilitating mental condition. Since early detection
improves outcomes of therapy and decreases the condition's social impact, accurate
and timely analysis of depression is crucial. Depressionanalysis includes a wide range
of techniques for understanding, identifying, and evaluating depressed conditions.
This section provides an overview of the approaches that are being utilized and

developed in recent years.



1.3.1 Traditional Clinical Approaches

Traditional clinical methods of identifying depression depend on
structured assessments and standard tools that have been effectively verified in both
research and clinical scenarios. These approaches mainly consist of clinician
interviews and questionnaires for self-report implied to assess the presence and extent
of depressive symptoms. One of the widely used clinical tools is the Structured
Clinical Interview for DSM Disorders (SCID), which is viewed as the gold standard
for identifying depression by systematically examining symptoms with DSM criteria
[26]. The Patient Health Questionnaire-9 (PHQ-9) is another useful self-report
measure as it is short and complies with DSM-5 criteria. This clinical method assesses
the frequency of symptoms related to depression over the two weeks prior to the test
and is comprised of nine items with values ranging from 0 to 3 [3]. Along with
extensively utilized tools such as the PHQ-9 and SCID, another two well-known self-
reported scales to evaluate depression are the CES-D and DASS. A 20-item self-
reported measure termed the CES-D was established to assess signs of depression in
people in general. The frequency of symptoms throughout the previous week is the
primary concern, and replies range from "Very rarely or none of the time" to "Most or
all of the time." Additionally, there are two different versions of DASS: the brief 21 -
item DASS-21 and the original 42-item DASS-42. Each subscale in every version
comprises 14 items derived from the DASS-42 and 7 items from the DASS-21, which

measure three distinct negative feelings of stress, anxiety, and depression [4].

Furthermore, a well proven measure is the Beck Depression
Inventory-I (BDI-II), comprising21 questions that analyze the psychological,
emotional, and physical signs of depression. A total score ranging from 0 to 63 is
achieved by rating each item on a scale of 0 to 3. Depression scores from 0—13, 14-19,
20-28, and 29-63 indicate minimal, mild, moderate, and severe depression levels [3].
In addition, through a planned interview, clinician-administered measurements,
including the Hamilton Depression Rating Scale (HAM-D), provides an
objective evaluation of the severity of depression. Each of the 17-24 questions on the

HAM-D are assessed on a scale, and the total of the scores reveals the level of



depression severity.

Despite the effectiveness of clinical procedures in medical settings,
recent literature presents several drawbacks. The subjective nature associated with
self-reported evaluations is one key problem. Due to social standards, lack of
knowledge, or stigma, patients may hide their signs, which could result in a false
diagnosis. Unreliable diagnoses can also result from various clinician assessments that
are impacted by the clinical scenario, the practitioner's capability, and prejudicial
views. Biases based on cultural and demographic factors provide further difficulties.
The use of many methods for diagnosis may be constrained because they were
primarily developed and validated in Western, Caucasian communities. Additionally,
diagnosing symptoms of depression gets more difficult by their fluctuations [3]. There
are multiple ways that depression may show up, and distinct individuals will have
various mixes of indications. Finally, an absence of objectiveindicators for depression
indicates the necessity of advanced methods of diagnosis. Despite continuing
investigations into genetic markers, neuroimaging, and other biological signs, there
are currently no reliable tests, making diagnosis dependent on subjective evaluations.
In conclusion, whereas traditional clinical approaches have provided a basis for
interpreting and diagnosing depression, their limitations underline the need for

improved, unbiased, and culturally relevant tools for diagnosis [27].

1.3.2 Modern Technological Approaches

Modern techniques to identify depression have been gaining popularity as
due to of the limitations of traditional diagnostic methods, such as subjectivity,
symptom variability, and a lack of regular monitoring. These objective and
quantitative approaches employ Al, ML, wearable sensors, online social media data,
and digital biomarkers to offer more flexible and reliable diagnosis of depression.
With the enormous amount of available user-generated content on social-media
networking platforms, depression detection using machine learning and deep learning

has become the trending topic in the research industry. As multimodal data (text,
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images, and video) is evolving on social networking platforms, it has become
important to explore every data posted by a user to conclude whether the user is
depressive or not. Further, these results can also be mapped with the situations such as
what level of depression intensity leads to suicide and how help can be provided if

prior detection of depression takes place [28].

For over ten years, social media has emerged as a vital element of
youths' lives. To be able to accurately convey their emotional conduct through various
data, many depressed individuals frequently utilize social media for support. This
information can be shared in several ways, including text, images, videos, and speech,
and the analysis of such data critically can save a person’s life. Teenagers are mostly
active on social media platforms; there is a rise in the suicide rate of youth between
the ages of 15 to 29 years. Also, itis observed that one student commits suicide every
hour when he indicates it through messages like ending life or can't survive on social
media platforms [29]. There have been many incidents in the recent past where people
have live-streamed their suicides on social media and all of them were found to suffer

from depression before they took the drastic decision of ending their life [30-32].

Since COVID-19 has affected the World, people have shifted more
towards online platforms to share their feelings, leading to extensive use of social
media platforms like Facebook, Instagram and Twitter. These social media sites help
people to express their views, moods status, and emotions and also help them to share
them with friends and family. The daily lives and mental state of a person is easily
reflected through these posts, which is rich content for researchers to study a person's
mental state and wellness [33-35]. A survey specified that teenagers and young adults
suffering from depression or depressive symptoms are switching to social media to
express their views Figure 1.1 [36]. In addition to sharing their feelings and views,
multiple studies show that people use social media platforms to give advice and seek

help related to health problems [37-40].

To transform the process of self-report questionnaires to digital

technologies, various techniques and tools are utilized by the researchers including
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ML and DL that can precisely analyze social media activity. To correctly group
depression at various severity levels, these algorithms can extract extensive details
from complex user data [41]. Employing such approaches has been demonstrated to
significantly improve the ability to detect depression in many studies. A study by Kour
[8] revealed that there is no effective way to categorized depressed and non-depressed
persons, making it quite challenging. Thus, the use of ML and DL can provide best
solution to tackle depression related diagnosis. The exploration of the state-of-the-art
in this direction revealed a number of ML and DL techniques for detecting depression

utilizing different modalities and datasets.

Percent of 14- to 22-year-olds who say they use social media
“almost constantly”

34%* Moderate to severe

21% .
’ 19% Mild
- 18% None
16% =
14%
2018 2020
(N =1,334) (N = 1.492)

Figure 1.1: Frequency of social media use by depressive symptom levels, 2018 and
2020

Recently Machine learning (ML) and Deep learning (DL) methods have
been extensively used to predict mental health by analyzing the text content of social
media posts. Generally, the content posted on social media or the internet is highly

unstructured in nature as it is published by the user, who is not a trained professional.
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Therefore, the methods mentioned above are much needed to classify this kind of data.
Deep learning has contributed a lot to several application problems like mental illness

detection, stock market prediction, traffic accident prediction and many more.

Deep neural networksare more robust thantypical neural networks and
sometimes, they face the issue of overfitting and taking a much longer time to model
the underlying data. However, it is still considered as an evolution in the area of
sentiment analysis. The very first efficacious deep learning algorithm was Restricted
Boltzmann Machines (RBM) which resulted in faster training as compared to other
previous approaches. Then later on, Convolutional Neural Networks (CNNs) were
proposed, which grabbed the popularity in image processing. It showed improved
discriminative power, and also it helped to extract features along with training the data
[42]. CNN generates a progressive hierarchy of abstract features through convolution,
pooling, tangentsquashing, rectifierand normalization as it contains some convolution
stacks [43]. CNNs are generally used for the analysis of video and image patterns
rather than the decoding of temporal information. Recurrent Neural Networks (RNNs)
are preferred over CNNs for sequential and temporal information analysis because of
their better discriminative power on these types of data. Later, Long Short-Term
Memory (LSTM) was introduced in RNN to handle vanishing gradient problems,

which was observed duringthe analysis of high dimensional time-sequential data [44].

Nowadays, the most common form of content a user generates is
posts and comments on social media platforms such as Facebook, Instagram, Twitter,
Reddit and many more. These posts are a combination of text, images, gifs, videos or
a combination of them. These platforms have initiated a modern way of
communication for people in today's World and allow a person to know about other's
life and state of mind. Thus, the content on these platforms can be a rich source of data
that depicts the users' feelings, emotions and mental conditions. Further analysis of
this data can be used to detect depressionusingmachinelearningand natural language-
based systems to decipher and comprehend users' feelings and expressions on social

media platforms [45]. There are multiple articles that show the machine learning and
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deep learning methods to detect depression on social media platforms, but only
through text or questionnaires [46-51]. Further, for multimodal data sets only a few
articles showcase the approach of sentiment analysis but for the Twitter platform only

[52-53].

1.4 Overview of Depression Recognition Framework

The word "depression" is often used in connection with a mental health
condition thathas a substantial influence on a person's actions, mood, and overall well-
being. In clinical diagnosis, behavioral diagnosis, and psychological evaluations serve
as crucial tools to identify indicators of depression and patterns. The individuals who
suffer from depression typically have changed sleeping routines, reduced drive,
drowsiness, and memory problems. Many times, the word "depression" refers to a
mental illness that has a major effect on a person's behavior, mood, and general
functioning. The identification of depression symptoms and patterns in clinical
diagnosis relies heavily on behavioral analysis and mental health evaluations.
Depression frequently causes changes in sleep habits, decreased motivation,
exhaustion, and cognitive impairment. If these symptoms are thoroughly evaluated,
more effective treatment approaches may be set up, which will eventually enhance the

individual's quality of life (QOL).

In other words, examining depression has significance for detecting,
planning, and helping individuals affected. Depression assessment and investigation
provide several benefits in the clinical domain, including:

¢ Aiding in the clinical decision-making procedure in order to develop efficient
therapies for people with diverse emotional and psychological needs.

e Assisting in choosing the most efficient psychoactive or therapeutic strategies.

e Supporting the development of methods that mitigate the threat of emotional
distress and self-harm.

e Offering quantitative information that helps track progress and facilitate

medical evaluations.
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While there are a variety of techniques and methods for investigating both
normal and depressive people, the automated ML and DL platforms might prove a
better fit for this type of research based on social media data. Each diagnostic system's
framework is comprised of a number of interrelated components that combine to
provide the desired result. As shown in Figure 1.2, the general architecture followed
in this work to classify depressed and non-depressed individuals comprises several
stages, including: dataset acquisition; extracting data, data pre-processing; feature

extraction and classification; performance evaluation; and output.

Stage-1 Stage-11 Stage-I11
Dataset Acquisition Data Extraction Data Preprocessing
* English e Text ¢ Cleaning
— — -
* Hindi * Emoticons e Conversions
¢ Code-mixed * Images i
Stage IV
Stage-VI Stage-V age

Performance Feature Extraction
Result/ Output Evaluation & Classification
= Accuracy

- F-score
L ]

¢ Depression
¢+ No-depression

Training data Testing data

Database

Figure 1.2: The generic framework of the diagnostic process for depression
recognition

Stage I involves collection of relevant datasets consistingof depressed and
non-depressed individuals from different social media platforms such as Instagram,
Twitter, Facebook, etc. The data or content posted by users is in different languages
such as Urdu, Hindi, Bangla, English, and many more [53-54]. Amongall, this work

focused and gathered English, Hindi, and code-mixed data to perform robust
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multimodal depressionanalysis. Also, the regional languages were considered because
this work focuses on the multilingual aspect of the dataset for the depression analysis.
In Stage II, extraction is performed on the acquired data to extract text, emoticons, and
images separately which need to be processed further as this work focuses multimodal
depression analysis. So, all the different modalities are collected separately and then
ensemble models are utilized in different combinations of modalities like, text +image
for English, Hindi and Hinglish language. Furthermore, Audio and Video modalities
were explored in English language for depression analysis. Stage Il involves pre-
processing all of the data and transformingit into a form that is useful and easy to
comprehend when an extensive quantity of data has been acquired. URLs, stop words,
spaces, hyperlinks, capital letters, and other features were among the information
collected. Therefore, this work employed a variety of preprocessing techniques for
analyzing text, emoticons, and images independently in order to improve the quality
of the raw data. Various such techniques are used, including cleaning, eliminating
stopwords, special characters, numbers, punctuations, spaces, links, redundant
phrases, and converting data into a form that is both important and meaningful. After
preprocessing, Stage [V which involves the extraction of features and classification of
training and testing data for depressed and non-depressed posts are performed using
ML, DL and Transfer learning (TL) based approaches such as Convolutional Neural
Network (CNN) [42], BERT (Bidirectional Encoder Representations from
Transformers) [41], RoOBERTa (Robustly Optimized BERT Pretraining Approach),
DistilBERT, XLNet, ResNet, VGG Net, MobileNet, etc. Furthermore, multiple ML
techniques are also explored for classification purpose like SVM (Support Vector
Machine), DT (Decision Tree), NB (Naive Bayes) and KNN (K-Nearest Neighbour).
These classification techniques are employed separately on both text and image data
to extract relevant features in-depth and classify data successfully. Additionally, their
hybrid models like BERT-CNN, BERT-CPSO (PSO Optimized CNN). BERT-SVM,
BERT-KNN, BERT-DT, BERT-NB, BERT-ResNet, BERT-VGGNet, BERT-
MobileNet are explored and compared for the best performance measures. Further, to
evaluate the performance of the diagnostic models and perform a robust comparative
analysis, various evaluation measures are adopted in Stage V considering Accuracy,

F1-score, Precision, Recall, etc. Finally, Stage VI indicates the result of the proposed
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diagnostic system for depression identification based on multimodal data and

accordingly provides a decision regarding the presence and absence of the depression.

1.5 Research Gaps

From the literature survey, the following research findings have been

identified:

1. In the past few decades, researchers have been using interview-based and
questionnaire-based methods to analyze the behaviour and patterns in the mood or
languages of a depressed user. These methods are lengthy in terms of processing and
expensive in nature. Furthermore, it becomes tough to collect an adequate amount of
data that will guarantee the robust and generalized character of the models, which

predicts the presence of depression in a user.

2. The indicators or markers of depression also evolve with the progression of
technologies, so after the growing nature of social media, it has attracted more users
toward it and is an excellent pool for content. But there are multiple modalities (text,
image, and video) of data posted on these platforms daily, and the past research has

focused chiefly on textual data and visual data is comparatively less explored.

3. However, it has also been noticed that depression is a disorder that may exist in
people at different levels or intensities. At the initial stage, the intensity is low and its
severity increases with time. Also, the treatment is diverse for each stage. Therefore,

the intensity of the depression also plays an important role.

4. One of the major issues is that there are no such frameworks or models for
depression detection which work on all modalities like text, image, tags, emoticons
and videos. Also, as all the social media platforms have different ways of accessing
their modalities, there is no common model/framework that can work on all the

trending social media platforms by considering all the modalities. Some of the main
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challenges are listed below regarding this problem:

» There is no publicly available large-scale benchmark multimodal dataset for

depression detection on social media platforms.

» Users' contents and behaviors on social media are unstructured and
heterogeneous. It becomes tough to illustrate the users from different

perspectives and capture the relation across different modalities.

» Even though users' behaviors are rich and diverse, only a few symptoms (in
terms of keywords, Hashtags, emoticons, etc.) tend towards depression. This
makes the depression-oriented features scarce on social media platforms and

problematic to be captured.

5. As it is a well-known fact that English is the most commonly used language on
social media platforms, many researchers have created a model with text modality for
depression prediction on social media platforms. But the usage of local languages is
not far behind as it is also apparent that India is a diverse country.

By addressing these gaps, future research can significantly enhance the

effectiveness of depression detection using social media content.

1.6 Problem Statement

Accurate depression detection remains a critical challenge, with most
existing studies relying solely on English text data, neglecting the rich insights offered
by multimodal content and underrepresenting regional languages like Hindi. Research
seldom explores the integration of text and image data, and there is a notable lack of
publicly available Hindi multimodal datasets. Moreover, deep learning techniques

such as transfer learning and optimization remain underutilized in this domain.

This work aims to develop arobust, multimodal deep learning classifier

that leverages both text and images to categorize social media posts into Depressed
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and non-depressed classes. By addressing language limitations, incorporating visual
cues, and applying advanced learning strategies, the goal is to significantly enhance

the accuracy and reliability of automated depression detection systems.

1.7 Research Objectives

Based on the literature review of existing state-of-the-art methods and the
research gaps identified in the above sections, the following research objectives are

significant and suitable for further developing a Smart and Secure Healthcare System.

RO1: To perform the systematic literature review of the multimodal deep learning

models for depression detection from social media posts.

RO2: To develop a multimodal deep learning-based framework for detecting
depression by affective analysis of Social Media posts from different platforms for

Multimedia Dataset.

RO3: To develop a multimodal deep learning-based framework for detecting

depression by affective analysis of Social Media posts for the Hindi language content.

RO4: To do a comparative result analysis of the developed models with other existing
models/techniques.

1.8 Outline of Research Outcomes

The results indicate the highest utilization rates for combined modalities
(37.4%), the Twitter dataset (37.2%), and deep learning (DL) techniques (41.90%),
compared to other modalities (text, speech/audio, image/video), datasets (Facebook,
Weibo, AVEC, Reddit, DAIC-WoZ, combined, and others), and learning approaches
(machine learning and hybrid methods). Furthermore, a new multimodal dataset of
Instagram and other social media platform posts, annotated with the help of clinical
experts, was created and used to classify depressive vs. non-depressive posts, filling a
major gap in available public datasets. The study proposes a robust hybrid approach

combining BERT for text analysis and CNN for image analysis to detect depression
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from Instagram and other social media platforms posts, achieving state-of-the-art
accuracy. BERT achieved 97% accuracy on text data; CNN achieved 89% accuracy
on image data; and the hybrid BERT-CNN model achieved 99% accuracy,
outperforming traditional ML and other hybrid combinations like BERT-SVM,
BERT-KNN, and BERT-DT. In addition, this thesis work proposes a robust hybrid
BERT-RNN-based model to classify depression into three categories: not-depressed,
moderately depressed, and severely depressed. The proposed method achieved a high
classification accuracy of 95%, outperforming existing techniques and state-of-the-art
models. Also, this work developed a novel Hindi and Hinglish-based multimodal
depression dataset using data from social media platforms. A hybrid BTCPSO model
combining BERT for text and PSO-optimized CNN (CPSO) for images is proposed,
achieving 97% accuracy in depression detection. Further, BERT outperformed its
variants in text analysis with 95% accuracy. PSO-enhanced CNN (CPSO) achieved
95% accuracy, outperforming basic CNN and other ML/DL methods for image data.
A detailed description and analysis ofall the research outcomes obtained are presented

in the next chapters one by one.

1.9 Organization of Thesis

Chapter 1: Introduction
This chapter will introduce the background, problem statement, research objectives,
and the significance of developing deep learning-based depression detection models

using multimodal social media content.

Chapter 2: Literature Survey
This chapter will provide a comprehensive review of the existing work on the
multimodal deep learning models for depression detection from social media posts,

highlighting existing gaps, challenges, and recent advancements.

Chapter 3: Multimodal Deep learning-based frameworks for detecting

depression using English social media content (4ligned with RO2)
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This chapter will focus on developing and implementations of deep learning
framework(s) for depression detection using self-acquired multimodal English dataset

with details of techniques used in the proposed models .

Chapter 4: A Deep learning-based framework for depression detection using
multimodal Social Media posts for the Hindi language content (Aligned with RO3)
This chapter will discuss the design and implementation of a deep learning-based
framework for depression detection of social media posts on self-acquired Hindi and

Hinglish code mixed dataset.

Chapter 5: Conclusion, Future Work, and Social Applications
This chapter will summarize the research's key findings, contributions, and limitations.

It will also suggest directions for future work along with the social impact.

1.10 Chapter Summary

This chapter showcases the overview of the remarkable technological
advancements in identification of depression with help of social media posts using
ML, DL and TL based ensemble models. Furthermore, it provides an overview and
brief of depression that includes, types of depression, causes of depression, symptoms
of depression followed by depression analysis. Both the traditional clinical approaches
and modern technological approaches are briefed. Then, an overview of depression
recognition frameworkis presented followed by research gaps which will be addressed
through a systematic literature review presented in Chapter 2. Moreover, Problem
statement, research objectives, outline of research outcomes and organization of thesis

are provided for a clearer understating of the thesis.
In conclusion, this chapterlays a foundation for a detailed literature review

that addresses the research gaps and provides a groundwork for developing deep

learning frameworks using multimodal social media content for depression detection.

21



CHAPTER 2

LITERATURE SURVEY

2.1 Introduction

Depression is considered a most perilous illness that can adversely affect
someone's emotional state as well as their physical well-being. Depression itself
accounts for 10% of all disabilities worldwide associated with physical as well as
mental health problems. It may seriously alter the ability of an individual to a greater
extentin performingregularactivities, like working, eating, sleeping, and appreciating
life [1]. One of the primary drivers of suicides in the globe is depression. As per data
from the World Health Organization (WHO), there are over 800,000 verified in-
stances of depression-associated suicides every year. More than 26% of individuals
stated signs of depression within a year of adheringto the COVID-19 pandemic. In
addition, it is expected that depression will be ranked as the second most prevalent
reason for disability globally by 2030 [54]. The most prevalent signs noticed in per-
sons suffering from depression include high stress levels, changes in mood, fear, lack

of desire, self-harm thoughts, difficulties with decision-making, forgetfulness, etc.

Social media’s significance has increased as a platform where
individuals can share their sentiments, emotions, and feelings in a number of ways.
Also, there are multiple otheraspects forusingonline network data such as personality
detection by leveraging social psychology, mental health monitoring, behavioral
pattern analysis, lifestyle and interest profiling etc. Hence, social media offers an
extensive amount of data that could be useful to detect signs of depression. For over
ten years, social media has emerged as a vital element of youths' lives. The social sites
like Face-book, YouTube, Instagram, Reddit, and Twitter are gaining importance in
terms of interaction, exchange of knowledge, and thought sharing across a spectrum
of' sectors [6]. To be able to accurately convey their emotional conduct through various

data, many depressed individuals frequently utilize social media for support. This
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information can be shared in several ways, including text, images, videos, and speech,
and the analysis of such data critically can save a person’s life. Clinical evaluation for
depression that make use of lengthy procedures such as rating systems, survey s, and
interviews may be inaccurate, leadingto excess time and erroneous analysis [ 5]. These
subjective medical procedures depend extensively on the patient's interaction
capacities as well as the doctors' knowledge. To avoid social dislike, patients may
consciously disguise their actual perceptions from specialists. Thus, computerized

analysis is crucial for detecting depression efficiently.

To transform the process of self-report questionnaires to digital
technologies, various techniques and tools are utilized by the researchers including
Machine learning (ML) and Deep learning (DL) that can precisely analyze social
media activity. To correctly group depression at various severity levels, these
algorithms can extract extensive details from complex user data[41]. Employing such
approaches has been demonstrated to significantly improve the ability to detect
depression in many studies. A study by Kour[7] revealed thatthere is no effective way
to categorized de-pressed and non-depressed persons, making it quite challenging
Thus, the use of ML and DL can provide best solution to tackle depression related
diagnosis. The exploration of the state-of-the-art in this direction revealed a number of
ML and DL techniques for detecting depression utilizing different modalities and
datasets. To perform further investigations, it is necessary to analyze the amount of

past work done on these aspects.

In today's era, the usage of social media is not limited to a certain number
of persons or geography; however, people from different cultures, countries,
languages, etc. use it abundantly to share their thoughts freely. As people use different
languages to convey their sentiments, language is an essential factor that should be
taken into account. Therefore, different languages such as Bengali, Urdu, Malay,
English, etc. are preferred by former researchers to carry out their work as given in
Table 2.1 to improve depression diagnosis. A novel multi-class Urdu database that
includes user evaluations is provided by Khan et al. [55] for sentiment analysis. The

data provided was collected from a variety of industries and comprised 9312 hand-
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compiled reviews divided into three categories: favorable, negative, and neutral by
specialists. One of the research project's targets was to develop reference solutions
employing rule-based, ML, and DL methodologies. Also, BERT was adjusted in
multiple languages for the evaluation of sentiment in Urdu language. Their concluded
thatthe DL was surpassed by the proposed BERT model and atotal F1 score of 81.49%
was attained with rule-driven and ML algorithms. Therefore, this chapter primarily
focused on modalities, datasets, learning techniques and languages employed by the
researchers for depression detection. A total of 47 research articles are selected to be
considered in the chapter for review using different databases such as Google Scholar,
PubMed, Springer, Elsevier, etc. the main contributions of this paper are summarized

in the points below:

1) Exploration of different type of modalities and their utilization in detection of
depression.

2) Systematic analysis of various datasets available and experimented by
researchers to detect depression.

3) Exploration of learning platforms preferred by the past studies to effectively
detect depression.

4) Analysis of the languages of the datasets preferred by the researchers in the
previous studies.

5) Understanding the drawbacks and future scope of the existing studies.

2.2 Research Questions

To carry out a systematic survey a well-defined research questions was
formulated in this phase. The established research questions create essential
foundations for identification and evaluation of research. The detailed research
questions are mentioned below:

1) What are the modalities being widely utilized for depression detection?
2) Which datasets have been used in past years to analyze depression effectively?

3) Which learning techniques have been frequently practiced by researchers to

detect depression?
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4) What languages have been utilized in past years for analysis of depression

detection?

5) What are the research gaps identified in this survey article and future

perspectives that need to be covered for more efficient depression detection?

2.3 Search Strategy

Artificial Intelligence (Al) tools are being studied by researchers from
recent years to detect depression using data on social media. However, a very less
number of systematic surveys on the detection of depression are observed. Therefore,
in this survey article, the main focus is directed towards the detection or analysis of
‘De-pression’ considering different modalities, datasets, learning techniques and
languages. The data from reputed journals and conferences is gathered after proper
refining the articles through inclusion and exclusion criterions. To search the relevant
articles, a systematic process is followed as shown in Figure 2.1, in accordance to
“Preferred Re-porting Items for Systematic Process and Meta-Analyses” (PRISMA)
guidelines [56]. The PRISMA process comprises of different phases starting from
articles identification to articles selection which resulted in a total of 47 related and
relevant articles used in this review. Initially, distinct databases are searched including
Google Scholar, PubMed, Springer, Elsevier, Web of Science, the Multidisciplinary
Digital Publishing Institute (MDPI) Library, the Institute of Electrical and Electronics
Engineers (IEEE) Library, etc. for detailed literature from (2013-2024). The use of
various keywords in the search box such as ‘depression’, ‘suicide’, ‘stress’, ‘anxiety’,
‘de-pression detection’, ‘depression analysis’, ‘depression diagnosis’, ‘depression
modality’, ‘depressed text’, depressed images’, depressed speech’, ‘depression
datasets’, ‘depression databases’, ‘ML for depression’, ‘DL for depression’, ‘Al for

depression detection’, etc. provided with 344 articles.
Further, after limiting and refining the search string, removing duplicates,

irrelevant, and mismatched articles, 254 papers are obtained. Another round of

screening (case reports, newsletters, mag-azine articles, non-human, summary
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documents, etc.) is performed which yielded 74 articles. Then, full-text articles were
assessed for the eligibility and a proper exclusion criterion is set. The articles: whose
objective was notto detectoranalyze depression, haveincomplete data or information,
and have not applied ML and DL are removed (n=12) and n=59 is found to be eligible
for inclusion. Finally, out of 59, a total of 47 most relevant and related articles are
selected to be included in this review. Therefore, itis believed that the time given to
review huge data of articles during this chapter will be helpful for further updated

research on depression detection.

Google
Scholar

| Springer § PubMed J§

Records identified through different databases
(n=344)

\ 4

Records after discarding duplicates

Identification

Records

(n=254) » removal not
& relevant to
'E keywords
§ Records screened (n=180)
i (n=74)

Full-text articles assessed for
eligibility Exclusion of full-
(n=59) text articles with

reason (n=12):

e Objective is not
to analyze
depression

e Complete datais
not provided

e Did not applied
ML or DL

Final articles included in review
(n=47)

=3
2
]
)
—
D
2]

Figure 2.1: PRISMA flow-chart depicting the articles search strategy
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2.4 Methodology

This section provides a comprehensive literature survey of techniques and
sources utilized for effective depression detection as tabulated in Table 2.1. The
purpose of this chapter is fivefold. Firstly, the state-of-the-art indicating the usage of
depression detectionmodalities is conducted. Secondly, the datasets utilized in the past
studies related to depression are explored. Thirdly, the usage of different ML and DL
techniques employed in the literature is scrutinized to detect depression accurately.
Fourthly, the languages used in the past studies in regard to depression detection is
discovered. Fifthly, based on the literature performed, gaps are identified and future

suggestions are made.

2.4.1 Modalities for Depression Detection

In recent years, researchers utilized a number of modalities including
audio, text, and images/videos to perform robust depression detection. Some research
works combined multiple modalities to improve the accuracy of depression detection.
The main research works highlighting the usage of these modalities is provided in this

sub-section.

2.4.1.1 Based on Audio Data.

The Transformer feature extraction interpreter and model on Deep Neural
Network (TIF-DNN) using audio data was developed by Biradar et al. [57]. Their
study employed the IndicNLP and English-to-Hindi modules for transcription and
BERT for extracting features. The proposed model's accuracy of 73% was the best
when compared to the baseline methods to recognize hate speech. How-ever, the
proposed translator-based DL system can efficiently predict depression but regional
languages and a more robust translator system need to be included. Du et al. [58]
incorporated the linguistic changes of depressed individuals into a variety of common
audio factors to generate an audio based on a chained structure. Experimentation on

the Distress Analysis Interview Corpus/Wizard-of-Oz (DAIC-WOZ) dataset, time-
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domain features were retrieved employing Recurrent Neural Network (RNN), yielding
accuracy and F1 scores of 77.1% and 74.6%, respectively. The results proved the
superiority of the model in diagnosing audio-based depression but have very small

sample size.

In an investigation by Chlasta et al. [59], an approach to recognize speech
depression employing residual Convolutional Neural Network (CNNs) and audio
modality was presented. The findings of the network analysis of the five layouts
revealed the efficacy of "ResNet-34 and ResNet-50" in classification. A successful
approach for audio spectrograms analysis of disturbed individuals appears in the
results; yet, more testing on balanced datasets isneeded. A supervised learningmethod
for detecting social depression and anxiety in audio data was presented by Salekin et
al. [60]. Neural Network 2 vector (NN2Vec) was utilized that identify and exploit
inherent connections between speakers' vocal states and their symptoms. Also, a
framework is proposed that integrates NN2Vec features with the Bidirectional Long
Short-Term Memory and multiple instances learning (BLSTM-MIL) classifier, to
detect speakers with a high degree of social anxiety as well as depression with F-1
scores of 90.1% and 85.44%, respectively. Future research will enquire at the viability

and security of the used strategy.

2.4.1.2 Based on Text Data

Utilizing DL models on textdata, Amanatetal. [61]builta reliable method
for early depression detection. CNN, Support Vector Machine (SVM), Naive Bayes
(NB), Decision Trees (DT), and RNN-LSTM models are fed using data in textual form
taken from the Kaggle repository. The research results revealed that, in contrast with
different approaches, the proposed RNN-LSTM obtained the greatest accuracy of
99.6%, however, it has the drawback of having a smaller sample size. For the purpose
to assess depression, Gupta et al. [62] investigated the efficiency of techniques for
classification on both balanced and unbalanced data. Twitter and Kaggle are utilized
to gather text data. In comparison with other ML methods, the chosen LSTM model

showed superior accuracy, precision, and recall of 83%, 84%, and 75%, respectively.
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For more efficient analysis, the work may be expanded by integrating ML and DL
platforms. With a 79% accuracy rate, Arora et al. [63] employed SVM and Naive
Multinomial Bayes (MNB) on text data to study depressed users. The result therefore
highlighted the critical role of ML in detecting depression. The testing just using text
dataand neglecting the degree of depression are amongthe disadvantages of the study.
To detect anxiety indications, Kumar et al. [64] created a list of words related to
anxiety. To train the model, three models were used: MNB, Random Forest (RF), and
gradient boosting (GB). Further, an ensemble classifier was employed for majority
voting. The proposed structure succeeded in classifying text data with an accuracy of
85.09%. In the future, depression analysis techniques that are verified on a different

user population must be investigated.

Singh et al. [65] presented a study that makes use of Natural Language
Processing strategies to detect emotions in mixed data, including text composed in
Hindiand English. The methods' efficiency was evaluated across multiple datasets and
attained a satisfactory accuracy rate of 76.6%. The used cluster-based strategy worked
well to process code-mixed data, but it was unable to identify emotions in long words.
A technique to identify hate speech in Devnagri Hinglish texts was given by Chopra
etal. [66]. They developed a classifier based on a Tabnetmodel, which surpassed other
methods' accuracy, reaching 90%. Therefore, the proposed model has shown
effectiveness at detecting depression in text; however, the segmentation procedure
requires improvement. An idea was offered by Chekimaetal. [67] to tackle some of
the issues that Malay online text frequently raises. The suggested approach
significantly improved the accuracy by retaining 79.28% of the data in comparison to
the baseline's 51.38%, although it required a significant amount of human interaction.
NN, RF, 1-DCNN, and SVM were employed by Mustafaetal. [ 68] to generate a multi-
classifier that successfully classifies texts on depression. The proposed DL model 1 -
DCNN achieved the best efficiency of all the classifiers, with an accuracy of 91%. A

combination of features could improve diagnostic performance in the future.

Sentiment analysis regarding the Bangla language was the main focus of

Bhowmik etal. [69]. They created an exclusive domain-related categorical vocabulary
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dictionary of dataand anew rule-based procedure called Bangla Text Sentiment Score
(BTSC) was used. They employed the appropriate BTSC scores and the term
frequencies-inverse on the two datasets, then two matrices were created which were
then evaluated using supervised ML classifiers. Their results revealed that the support
vector machine (SVM) received the best recognition accuracy of 82.21% exhibiting

the usefulness of the BTSC approach in Bangla sentiment assessment.

2.4.1.3 Based on Image/Video Data

By combining two three-dimensional CNNs, Melo et al. [70] tried to
increase the efficacy of the diagnostic process. The spatiotemporal interactions are
generated in both the local and global face areas using the AVEC dataset’s image and
video data. The method is advantageous but involves a lot of data to train the model.
Employing video data for depression level analysis, Jazaery et al. [71] developed a
model approximation for the Beck Depression Inventory grade. The approach detects
the spatiotemporal attributes of the face region using an RNN-C3D network. The
mean-absolute-error (MAE=7.37) and root-mean-square error (RMSE=9.28) were

obtained also the issues related to human behavior need to be considered.

The presented model thus produced improved results but more A two-way
deep network approach, the Inception-ResNet-V2, was presented by Uddin et al. [72]
utilizing video data to get dynamic features and spatial information. The proposed
approach to detect depression performed better than other methods. In the future,
model improvements can be made to significantly enhance RMSE and MAE rates.
CNN was applied by Chao et al. [73] and trained on the image and video-based AVEC
2014 dataset, producing RMSE and MAE of 9.98 and 7.91, respectively. The pro-
posed method's limitation was its extremely small image size, yet it was capable to
accurately estimatingthe depression score. Kamaleshetal. [ 74] offered to employ ML
approaches to perform personality analysis via social media platforms. A novel system
comprising of a Binary Partitioning Transformer, Frequency, and Inverse Gravity
Moment is presented. On the Facebook, Instagram, and Twitter datasets, the proposed

model's accuracies were highest at 78.34%, 79.67%, and 86.84%, respectively. The
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presented model outperformed all other models showing its efficiency in depression

analysis but used only image data.

2.4.1.4 Based on Combined Data

Research by Wu et al. [75] used a combination of da-ta, such as textual,
behavioral, and environmental factors, to diagnose depression early. With accuracy,
recall, and F1 scores of 83.3%, 71.4%, and 76.9%, respectively, they presented an

automated and effective DL approach to analyze depression.

In order to assess the task of identifying emotions in difficult scenarios,
Ruz et al. [76] combined text data, emoticons, and tags. On Twitter datasets, they
employed arange of ML, includingNB, RF, SVM, Transductive Adversarial Network
(TAN), and Bayes factor (BF) on TAN. With an accuracy of 81.2%, the findings
showed that SVM worked best; although, more training samples have to be taken into
account. An efficient multi-tasking depression analysis model based on double
Bidirectional Rated Recurrent Units (BiGRU) was offered by Han et al. [77]. They
obtained SentiDrugs' mixed data, which included text, emoticons, andtags. The results
obtained showed that their suggested model had the highest accuracy, at 78.6%. For
an in-depth review, video data should also be taken into consideration. A DL-based
system that can classify emotions as either extremist or non-extremist via analysis of
text, tags, and emoticons was put forward by Ahmad et al. [78]. They evaluated the
suggested hybrid CNN and LSTM against various ML and DL techniques, including
KNN, RF, SVM, NB, CNN, and LSTM. With an accuracy of 92.06%, the proposed
model delivered the most accurate results; however, contextually aware factors were
neglected. Using text, emoticons, and tags in Facebook, Katchapakirin et al. [79]
designed a Natural Language Processing (NLP) structure for depression diagnosis in
Thai. They employed LSTM and attained an 85% accuracy rate. The study concluded
that DL-based techniques are crucial tools to analyze depression levels from the

behavior of Facebook users.

The CNN model achieved an accuracy of 88.4% when Lin et al. [80]
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employed it on Twitter data that had both text and image features. Deshpande et al.
[81]used ML models on text, and emoticons to analyze symptoms of depression. The
findings showed the successful classification of de-pression using MNB and SVM
with 83% and 79% accuracy, respectively. An encoder-decoder prediction framework
was offered by Das etal. [82] for categorizing Bengali posts from Facebook pages that
consist of emoticons and text. An attention system, LSTM, and decoders based on
gated recurrent units (GRUs) were employed for creating the model. At last, the
attention-based decoder approach scored the highest accuracy of 77% when compared
to the other three encoder-decoder net-works. Cummins et al.'s study [83] identified
spatial-temporal and gradient attributes from voice, image, and video data. In order to
generate histograms, these features were processed additional using the bag-of-word
approach. Support Vector Regression (SVR) was finally used for training and testing,
and an RMSE of 10.65 was achieved. One of the drawbacks is that the technique used
for audio failed to work well under test settings. In research by Jan et al. [ 84], the
regression model is used to analyze depression based on auditory and visual data. The
results demonstrated that depression had been well classified, with an RMSE of 10.32
and an MAE of 8.16. For better outcomes, additional dynamic and acoustic

information must be retrieved in the future.

Table 2.1: Literature Survey of Depression Modalities, Datasets, and Learning
Techniques for English language content

Author Modality Dataset Learning Language | Performance| Remarks
(Year) Techniques
Anshul et Text, Tweets- MFEL English Accuracy: * Leveraging a
al. [85] Image and | Scraped (Multimodal LR = 88.3% | combination of
(2024) URL dataset Feature XGB = textual,
based 89.7% visual, and user-
Ensemble NN = 86.4% | specific  features
learning) MFEL = proposed  model
(proposed), 91.7% outperforms others
LR, XBG, e In future, other
NN modalities can be
included.
Sadhegi et | Text, E-DIAC, Bi-LSTM, English MAE=2.85 | » The best results
al. [87] Semantic PHQ-8 DepRoberta RMSE — were achieved by
(2024) features, 4.02 enhancing text data
Facial data with speech quality
assessment,
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* Future work can
be extended using
hybrid approaches
and visual/image
data.

Du et al. Audio DAIC- DL: RNN English Accuracy=77 | * The results proved
[58] (2023) WoZ 1% the superiority of
F1-score= the model in
74.6% diagnosing audio-
based  depression
* Very small sample
size
Han et al. Audio DAIC- DL: RNN English Accuracy=78 | * The proposed
[87] (2023) WoZ and % model significantly
AVEC improved the
2019 accuracy of
depression
detection
* Only audio data is
experimented
Chopraet | Text Twitter ML: SVM, | Code Highest . Tabnet based
al. [66] DT, RF, Mixed Data | accuracy classifier model
(2023) XGBoost with Tabnet | shown efficacy in
DL: DNN, =90% detection
LSTM, depression  from
Tabnet code-mixed  data
(Proposed) *  Dimensionality
reduction methods
need to be practiced
. Segmentation
needs to be
improved
Nadeem et | Text Twitter ML: LR, English Best + Data automation
al. [88] SVM accuracy and feature
(2022) DL: SSCL, with SSCL extraction by the
CNN, GRU, model= proposed study
LSTM, 97.4% improved the task
BiLSTM of depression
detection
. Depression
severity need to be
focused
Kamalesh | Image Twitter, ML: BPT, English Accuracy on: | = The proposed
et al. [74] Facebook TF-IGM Facebook = | model
(2022) and 78.34% outperformed all
Instagram Twitter = other models
79.67% showing its
Instagram = | efficiency in
86.84% depression analysis

* Use of only single
modality
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Belinda et | Text Twitter ML: Code Accuracy= * The proposed
al. [89] Multinomial | Mixed Data | 96.15% system based on
(2022) NB Hindi-English
language can be
utilized globally in
reducing depression
rate
* The work can be
further improved by
incorporating a bot
for interaction
Amanat et | Text Twitter ML: SVM, English Best * The  highest
al. [61] (Kaggle) NB, DT Accuracy accuracy is
(2022) DL: CNN, with RNN- achieved by the
RNN-LSTM LSTM proposed technique
(proposed), =99.6% for depression
detection
* Hybrid DL models
should be utilized
for future analysis
* Less sample size
Poswiata et | Text Reddit DL: English Best *  The proposed
al. [90] RoBERTa, accuracy work provided a
(2022) BERT, with wining solution for
XLNet Ensemble of | detection
RoBERTalar | depression signs on
ge social media
and * Model need to be
DepRoBERT | trained on larger
a= 65.8% text corpus
Gupta et al. | Text Twitter ML: DT, English Highest * DL based LSTM
[62] (2022) (Kaggle) KNN, SVM, results with | has shown highest
LR LSTM: results in detecting
DL: LSTM Accuracy depression
=83% * The work can be
Precision extended by
=84% hybridizing ML and
Recall =75% | DL platforms for
more effective
analysis
Zogan etal. | Text Twitter MDHAN English F1-score= * The fusion of DL
[51] (2022) 93.4% and  multi-aspect
attributes ~ shown
effective way to
diagnose depression
e The study only
considered Twitter
data
Khan et al. | Text Urdu fastText (Bi- | Urdu Highest * The study created
[55]/ (comments | Corpus for | LSTM, Bi- accuracy a dataset for Urdu
(2022) and Sentiment | GRU, CNN- with the sentiment analysis.
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reviews) Analysis 1D, LSTM, proposed
(UCSA-21) | GRU, CNN- BERT = . The article
1D+MP, 81.49% deployed multiple
CNN- ML and DL
ID+ATT, algorithms for
LSTM+MP, multi-class
LSTM+ATT classification and in
) and future GPT2, GPT3
Proposed etc., can be
(BERT) explored.
Bhowmik | Text Cricket and | LR, KNN, Bangla Accuracy of | ¢ The research
et al. [69]/ Restaurant | RF, SVM on Restaurant proposed  Lexical
(2021) dataset UniGram data: data dictionary for
model SVM= Bangla  language
77.91% (LDD).
LR =70.41%| ¢ Less number of
KNN = samples are
69.41% included which
RF =66.14% | affects the model’s
Accuracy of | performance.
Cricket data:
SVM=
78.69%
LR =72.81%
KNN =
63.25%
RF =65.26%
Singh et al. | Text Twitter ML: NB, Code Best e The presented
[65] (2021) SVM mixed data | accuracy cluster-based
DL: LSTM with method can be
ensemble useful for handling
=76.6% code-mixed  data
* Less number of
samples are
included
* Model failed in
detecting emotions
in long sentences
Biradar et | Speech Twitter DL: TIF- Code- Accuracy= *  The proposed
al. [57] DNN Mixed data | 73% translator-based DL
(2021) system can
efficiently predict
depression
. Regional
languages and more
robust  translator

system need to be
included
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Dai et al.
[91] (2021)

Audio,
Semantic
features
and Video

DAIC-
WoZ

DCNN and
DNN

English

F1-score=
96%

» The proposed
approach provided
excellent accuracy
for depression
detection

» Feature selection
phase was time-
consuming

* Few samples were
included from
database

Das et al.
[82] (2020)

Text and
emoticons

Facebook

DL:CNN+LS
TM, CNN +
GRU,
CNN+ARN
N
(Proposed),

Bangla

Highest
accuracy
with
Proposed
model= 77%

* Attention-based
decoders have the
high capability in
analyzing

depression

efficiently

* The existing data
need to be increased
* Detecting type of
speech written can
improve the
diagnostic accuracy

Han et al.
[77] (2020)

Text and
Emoticons

SentiDrugs

DL: PM-
DBiGRU
(proposed)
and others

English

Highest
accuracy
with the
proposed
model =
78.6%

 The proposed
approach can
enhance e dug level
aspect-reviews for
sentiment analysis
* Video data is not
considered for more
robust analysis

Vazquez et
al. [92]
(2020)

Audio

AVEC
2016

DL:
Ensemble of
1D-CNN

English

Accuracy:
68%-74%

* The fusion of
networks offered a
promising way for
automatic
depression
detection

* Bagging and
boosting techniques
need to be explored
more in future
* The combination
of modalities can be
focused to improve
accuracy rate

Wang et al.
[93] (2020)

Text and
Images

Weibo

ML: SVM,
RF, LR, NB,
GBDT, AB,
FusionNet
(Proposed)

Chinese

Highest F1-
score with

proposed
=0.9772

*  The proposed
model proved to be
ideal solution when
handling multiclass
depression problem
* The size of dataset
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needs to be
improved

* Further analysis of
user behaviour is

required
Uddin et al. | Image/ AVEC DL: English On AVEC » The proposed
[72] (2020) | Video 2013 and Inception- 2013: technique
AVEC ResNet-V2 RMSE= 8.93 | outperformed other
2014 model MAE= 7.04 | methods for
On AVEC depression
2014: detection
RMSE=8.78 | « The RMSE and
MAE= 6.86 | MAE rates can be
further improved by
making alterations
in model
Lin et al. Audio+ DAIC- DL: CNN, English Accuracy: * The fusion of
[94] (2020) | Text WoZ and Bi-LSTM 89%-90% networks offered a
AViD- promising way for
Corpus automatic
depression
detection
* Visual data need
to be included for
in-depth analysis
Wang et al. | Tags, Text, | Weibo ML: SVM, Chinese Highest * The proposed
[95] (2020) | and NB, LR Accuracy BERT can be
Emoticons DL: BERT with efficiently used in
(proposed), Proposed sentiment analysis.
CNN, LSTM =75.6% * Only a single
platform is
considered for data
analysis
* Disease Severity is
not focused
Ruz et al. Text, Two twitter | ML: NB, English Highest » The properties of
[76] (2020) | Emoticons | datasets SVM, RF, Accuracy SVM seemed to be
TAN, BF with SVM effective n
=81.2% depression analysis
* More number of
training  samples
need to be
considered
Mustafa et | Text Twitter ML: NN, RF, | English Highest * The diagnostic
al. [68] SVM accuracy performance can be
(2020) DL: 1IDCNN with IDCNN | improved using a
=91% combination of
features

to detect depression
e More number of
modalities should

37



https://link.springer.com/article/10.1007/s42979-021-00958-1#ref-CR4
https://link.springer.com/article/10.1007/s42979-021-00958-1#ref-CR4

be focused

Chekima et
al. [67]
(2020)

Text

Facebook
and Twitter

ML:
Proposed
system,
baseline, NB,
SVM, ME

Malay

Best
accuracy
with
Proposed
model=
79.28%

*  The proposed
system has shown
improved accuracy
than baseline
methods for Malay
based  depression
detection

* Limitation of
frequent  lexicon
adjustment
* High
intervention

human

Wau et al.
[75] (2020)

Text,
Behavior
and
Environme
ntal traits

Facebook
and CES-D

DL: D3-
HDS,
Word2vec +
LST™M

English

Precision
=83.3%
Recall
=71.4%
F1-score
=76.9%

* The proposed DL
technique has
shown effective
results in early
identification of
mental illness
e More evaluation
metrics should be
considered

Uddin et al.
[96] (2019)

Text

Twitter

DL: LSTM

Bangla

Accuracy
=86.3%

* The findings of
the study will be
helpful for doctors
to analyze the
behaviour of
depressed users
from their social
activates

. Need
experimentation on
large datasets

Arora et al.
[63] (2019)

Text

Twitter

ML: SVM,
MNB

English

Accuracy =
79%

« The outcome
demonstrated  the
significance of ML
in depression
detection

* Experimentation
is performed on text
data only
*  Severity of
depression is not
considered

Ahmad et
al. [78]
(2019)

Text, Tags.
Emoticons

Twitter

ML: KNN,
RF, NB,
SVM DL.:
CNN,
LSTM,

English

Highest
Accuracy
with
proposed
method =

* The  highest
accuracy achieved
by the proposed
CNN-+LSTM model
reveals its
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CNN+
LST™M
(proposed)

92.06%

significance in
depression analysis
» Contextual-aware
parameters ~ were
ignored

* Non-consideration
of multiple
modalities

Chlasta et
al. [59]
(2019)

Audio

DAIC-
WoZ and
AVEC
2017

DL: Residual
CNNs

English

Accuracy=
77%

e Results revealed
an efficient method
for audio
spectrograms of
disturbed persons
» More tests need to
be conducted on
balance datasets
e Combination of
models should be
experimented  in
future

Kumar et
al. [64]
(2019)

Text

Twitter

ML: LR,
SVM

DL: SSCL,
CNN, GRU,
LSTM,
BiLSTM

English

Highest
accuracy
with
ensemble
=85.09%

* The presented
model can correctly
predict the anxious
depression

* More modalities
need to be explored
for depression
analysis

* Model need to be
validated on distinct
user base

Melo et al.
[70] (2019)

Image/
Video

AVEC
2013 and
AVEC
2014

DL:
C3D+3D-
GAP
network

English

On AVEC
2013:
RMSE= 8.26
MAE= 6.40
On AVEC
2014:
RMSE= 8.31
MAE= 6.59

 The proposed
model yielded best
results than other
methods depicting
its  efficacy in
depression

detection

* A large amount of
training data s
required for the
proposed model
* Study needs to be
explored

considering more
healthcare concerns

Salekin et
al. [60]
(2018)

Audio

AVEC
2013 and
AVEC
2014

DL:
BLSTM-
MIL+NN2V
ec

ML:

English

For social
anxiety:
Accuracy=
90%
F1-score=

e The combined
approach has
achieved best
results than all
baseline models
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NN2Vec 90.1% * Future work
For state includes examining
anxiety: feasibility and
Accuracy= safety of  the
90.2% employed approach
F1-score=
93.4%
Jazaery et | Image/ AVEC DL: RNN- English On AVEC * The fusion of
al. [71] Video 2013 and C3D 2013: RNN and C3D can
(2018) AVEC RMSE= 9.28 | produce improved
2014 MAE= 7.37 | results for analysis
On AVEC of depression levels
2014: * More issues
RMSE=9.20 | related to human
MAE= 7.22 | behavior need to be
considered
* Study needs to be
explored
considering more
healthcare concerns
Islam et al. | Text Facebook ML: DT, English Accuracy: * ML approaches
[97] (2018) KNN, SVM KNN = 60% | have shown
Ensemble Ensemble = | significance in
learning 64% depression
SVM = 71% | detection with less
DT =71.2% | error
* Results need to be
cross verified by
taking a greater
number of data
Chen et al. | Text, Twitter ML: SVM, English Accuracy  The designed
[98] (2018) | Emoticon, DL: LSTM, (proposed) = | multi-class model
and Text CNN, 78.42% attained highest
CNN+LSTM accuracy than
, existing techniques.
RNN+CNN+ * More accuracy can
LSTM be attained by
(proposed) adjusting the
hyperparameters
* Only twitter data
is focused
Katchapaki | Text, Facebook DL: LSTM English Accuracy = | ¢ DL  Dbased
rin et al. Emoticon, 85% technique seemed to
[79] (2018) | Tags be an important tool
to analyze
depression  levels

from behavior of
Facebook users
* Only Facebook
data is considered
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Deshpande | Text and Twitter ML: MNB, English Accuracy: * The applied ML
et al. [81] emoticons SVM SVM=83% [ based techniques
(2017) MNB=79% | seemed to be
effective in
depression analysis
* Lack of tests on
multimodal  data
* Less number of
samples
Reece et al. | Image CES-D and | ML: RF, English Recall = * The proposed ML
[99] (2017) | features Instagram | Bayesian 67.7% model shown
logistic F1 score = significant results in
regression 64% depression

Precision = | diagnosis.

64% * More information
should be gathered
for detailed analysis
* Lack of use of
multimodal data

Chao et al. | Image/ AVEC- DL: LSTM- | English RMSE=9.98 |« The proposed
[73] (2015) | Video 2014 RNN, CNN MAE= 7.91 | approach correctly
predicted
depression  score
using DL models on
multimodal  data
features
* Very small size of
image
* Reduced spatial
information
Lin et al. Text, Weibo and | ML; SVM, Chinese Accuracy:  The proposed
[80] (2014) | behavioral, | Twitter RF, NB NB = 68.1% | DNN model shown
and image DL: DNN SVM = efficacy in detecting
features (proposed) 75.6% early stress in

RF =76.7% | depressive subjects

DNN = » Depression levels

78.5% need to be focused

Jan et al. Audio+ AVEC ML: English RMSE=  The presented
[84] (2014) | Image/ 2014 Regression 10.32 study is cable of
Video model MAE= 8.16 | analyzing
depression  scales
based on visual and
audio data
* More dynamic and
audio features need
to be extracted for
improved results
Cummins Audio+ AVEC ML: Support | English RMSE= . Multimodal
et al. [83] Image/ 2013 Vector 10.65 depression analysis
(2013) Video Regression seems to be more
(SVR) accurate
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* Feature level
fusion shown the
promising  results
for both
development and
test sets.
* The employed
approach for audio
didn't perform
efficiently in test
conditions

Almaev et
al. [100]
(2013)

Image/
Video

MMI and
Cohn-
Kanade
dataset

ML: Support
Vector
Machine
(SVM)

English

2AFC
score=0.98

(highest on
AU6)

* In comparison to
static, dynamic
features are seemed
to be stronger
 The LGBP-TOP
approach has shown
best results for
correct features
extraction

. Levels of
depression  should
be focused in future

Wang et al.
[101]
(2013)

Text,
Emoticons
and Images

Sina Micro-
blog

ML:
Bayesian
rules

Chinese

Precision=
80%

The proposed
model provided a
robust way to online
monitor health of
the users
* More data need to
be included in
experimentation

2.4.2 Datasets for Depression Detection

To perform depression detection efficiently, researchers have utilized a

number of datasets and resources comprising of different types of data. An overview

indicating utilization of such datasets and data sources in previous studies is provided

in this sub-section.

2.4.2.1 Audio/Visual Emotion Challenge (AVEC) dataset

To detect depression utilizing audio and visual data, researchers made use

of a well-known dataset named as Audio/Visual Emotion Challenge (AVEC) dataset.
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There are different versions of AVEC dataset including AVEC-2013, AVEC 2014,
AVEC2016,AVEC2017, AVEC2018,and AVEC 2019 which are publicly available.
Amongall, AVEC 2013 and AVEC 2014 are seemed to be experimented by the past
research works to detectdepression. Forthe AVEC 2013 depressiondataset, 150 video
clips were taken from 82 subjects in a human-machine interaction task via a camera
(30 frames per second) and microphone. All of those participating in the study range
in age from 18 to 63, having an average age of 31.5 and a standard deviation of 12.3
years. These clips possess a size of 640 x 480 pixels and the datasetis composed of
three sets: training, development, and test. Each section includes 50 videos, each of
which has a label indicating the degree of depression. The AVEC 2014 depression
dataset is a modified version of the AVEC 2013 dataset, which comprises 150 video
clips from the freeform and Northwind tasks. The subjects had to reply to a variety of
questions in the "Freeform" task and read aloud portion from a story in the

"Northwind" activity.

Melo et al. [70] experimented on AVEC 2013 and AVEC 2014, to
demonstrate the usefulness of their depression detection method. Jazaery et al. [71]
employed the video data fromthe AVEC 1013 and AVEC 2014 datasets to generate a
model that can determine the degree of depression. An RNN-C3D network is
implemented to detect characteristics in space and time after the face images are taken
out of the video. Cummins et al.'s study [83] utilized audio, picture, and video data
from the AVEC 2014 dataset to determine space, time, and histogram features. Upon
training and testing with SVR, an RMSE of 10.65 was achieved. A study by Jan et al.
[84] applied a regression model to evaluate depression based on data from the ACEC
2014 dataset, and the authors obtained an RMSE of 10.32 and an MAE of 8.16.

2.4.2.2 Facebook dataset

A study was put forward by Islam et al. [97] to evaluate depression using
Facebook data which is accessible online. The evaluation of four supervised ML

classifiers and ensemble model found that DT achieved the best accuracy, at 71.2%,

43



showing the algorithms' efficacy in depression analysis. Further data collection is
required to cross-verify the results. Employing Facebook text data, emoticons, and
tags, In order to diagnose depression in Thai, Katchapakirin et al. [ 79] created a NLP
framework. Applying LSTM, they attained an accuracy rate of 85% and revealed the
efficacy of DL-based methods to estimate the severity of depression according to
Facebook users' activity. Das et al. [82] developed an encoder-decoder prediction
system for Facebook post classification. When contrasted with the other three simi-lar

networks, the attention-based decoder approach showed the greatest accuracy of 77%.

2.4.2.3 Weibo dataset

Utilizing text and images from the Weibo dataset, Wang et al. [93]
presented a study to address the issue of depression analysis. Fusion Net is proposed
for the purpose which is evaluated against other ML techniques. The proposed model
proved to be an ideal solution by achieving the highest F1-score 0f 0.97 but the size of
the datasetneedsto be improved. Wangetal. [95] suggested utilizing the BERT model
on Weibo to evaluate sentiment. The proposed BERT model was compared to SVM,
NB, LR, CNN, and LSTM. Results indicated an ideal accuracy of 75.6% using BERT.
The research could be extended in the future by employing more possible social media

channels.

2.4.2.4 DAIC-WoZ dataset

A novel two-stage feature selection approach was proposed by Dai et al.
[91]and applied to the high-dimensional DAIC-WOZ dataset, containing audio, video,
and semantic data. Evaluation was additionally performed on the feature categories.
With an F1-score of 0.96, a Precision of 1.00, and a Recall 0of 0.92 on the development
set, the model obtained the best results in depression classification; still, feature
selection requires an adequate amount of time. In their experiments on the DAIC-WOZ

dataset, Du et al. [S8] employed RNN to obtain time-domain features. The network
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achieved F1 scores of 74.6% and accuracy of 77.1%, respectively. Despite having a
relatively small sample size, the results showed the model's efficiency to detect audio-

based depression.

2.4.2.5 Reddit dataset

Employing pre-trained RoBERTa models on Reddit data, Po§wiata et al.
[90] conducted depression signs identification. An ensemble of RoBERTalarge and
DepRoBERTa reached the highest accuracy of 65.8% amongst all RoOBERTa and

XLNet versions. In future, model need to be trained on larger text corpus.

2.4.2.6 Twitter dataset

Mustafa et al. [68] gathered information on depression by employing the
Twitter platform to collect tweets. With an accuracy of 91%, the proposed multi-
classifier, 1-DCNN, achieved the best results, proving its success in depression
classification. A DL-based model was put forward by Chen et al. [102] to be used with
Twitter data for multi-class depression categorization. When compared to the other
modelsusing DL, the proposed approach, RNN-CNN-LSTM, has the highestaccuracy
of 78.42%. SVM and MNB were used to twitter data by Arora et al. [63] to examine
opinions and grief from their posts. With a 79% accuracy rate, their study revealed the
critical role ML algorithms play in depression analysis. Singh et al. [65] presented a
study that employs Natural Language Processing techniques to detect emotions in
Twitter-based data. The assessment of their proposed approach on several datasets
produced adequate accuracy results. Belinda et al. [89] suggested identifying people

who may be sad based on their Twitter posts.

Term frequency-inverse document frequency (TF-IDF) and MNB
techniques were used to classify users as either normal or depressed which showed an
accuracy of 96.15%. DNN was employed by Biradar etal. [57] to detect hate speech.

The pro-posed design offered the best results once it was translated from English to
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Hindi via libraries. To be able to identify depression in 31,000 messages on Twitter,
Nadeem et al. [88] developed a hybrid Sequence Semantic Context Learning (SSCL)
system that utilizes a self-attention mechanism. Forbinary labelled data, the suggested
SSCL yielded the highest accuracy of 97.4%. Chopra etal. [66] presented a strategy
for detecting hate speech in Devnagri Hinglish texts gathered from Twitter. The
created Tabnet model achieved 90% accuracy, outperforming the accuracy of prior
approaches. For the purpose of identifying depression, Gupta et al. [65] evaluated the
success rate of several methods of classification for both balanced and unbalanced
data. Text data is obtained for experiments using the Kaggle repository's Twitter data.
The accuracy of the proposed LSTM model is seemed to be greater than that of ML
methods like DT, KNN, SVM, and LR.

2.4.2.7 Combined

Wu et al. [75] combined data from Facebook and The Centre for
Epidemiological Studies-Depression (CES-D) to carry out a study for early detection
of depression. Their DL approach, D3-HDS, achieved a satisfactory accuracy of
83.3%. Using a set of images obtained from Instagram and CES-D, Reece et al. [99]
lever-aged ML algorithms to detect depression. With an Fl-score of 64%, their
approach highlighted the importance of ML. Chekima et al. [67] suggested an
approach for dealing with some of the issues with Malay online content. By retaining
79.28% of the accuracy, the approach suggested, when applied to both Facebook and
Twitter data, substantially improved it. In a study by Lin et al. [94], combined audio
and video data from the DAIC-WoZ and AViD datasets were utilized. The results
indicate that the suggested Bi-LSTM provides the highest accuracy for detecting
depression, at 90%. In a study by Chlasta et al. [59], depression in audio was
determined by combining data from the DAIC-WOZ and AVEC datasets. The
effectiveness and success of residual convolutional neural networks (CNNs) in

accurately classifying data has been proven by the considered study.
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2.4.2.8 Others

In addition to the above mentioned, some other datasets have been utilized
by the researchers to study depression. Text, emoticons, and tags from SentiDrugs
were utilized by Han et al. [77] for effective depression analysis model based on
BiGRU. The model they proposed showed the highest accuracy, at 78.6%. In an effort
to ease automatic depression analysis employing Sina Micro-blogs that contain text,
photos, and emoticons, Wang et al. [101] presented a method for data mining. 80%
precision was attained by using Bayesian rules, offering a reliable method of online

user health monitoring.

2.4.3 Learning Techniques for Depression Detection

To Recent years have shown the significant increase in the utilization of
learningtechniques including ML and DL to enable automated detection of depression.
These techniques have the capability to deal with complex data in different forms and
generate the desired outcome. Overview research studies focusing ML and DL for

depression analysis is provided in this sub-section.

2.4.3.1 DL Methods

Zogan et al. [51] put forward a Multi-Aspect Depression Detection with
Hierarchical Attention Network MDHAN to automatically identify individuals with
depression on social media. Of the 4,208 users who participated in the research, 51.30
% experienced depression and 48.69 % did not. With an 89% score on F1, the
combination of DL and multi-aspect features showed an efficient method of detecting
depression. The work must be evaluated on other datasets in the future. With the goal
to develop audio-based structure, Du et al. [58] linked the speech variations of those
with depression into several common audio parts. Obtaining time-domain features by

employinga DL-based method, i.e. (RNN), on the DAIC-WOZ dataset, an accuracy
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rate of 77.1% is achieved. So, the results confirmed the DL model's ability to detect
audio-based depression. Vazquez et al. [92] presented an automated DL-based
classification system utilizing speech recordings of depression users. With a single
input, four hidden, and one output layer, the system implemented 1D-CNN with n=50
for ensemble averaging. The proposed DL approach worked better than the other ML
and DL techniques. The combinationof modalities can be focused to improve accuracy

rate.

Uddin et al. [72] developed the Inception-ResNet-V2, a two-way deep
network approach that employs video data to extract attributes. The proposed method
outscored other methods to detect depression. RMSE and MAE levels can be raised
even more in the future via model modifications. Uddin et al. [96] utilized LSTM-
based depression evaluation on the social media data. The highest accuracy rates of
78.90% with LSTM size = 128; 81.1% with batch size 25 and 10 epochs; and 86.3%
with LSTM 5 layers were reached after 5,000 text tweets from Twitter were analyzed.
Various DL models including RoBERTa, BERT, and XLNet are employed by
Poswiata et al. [90] on Reddit data to perform automated detection of depression. The
results revealed the significance of the ensemble formed with RoBERTalarge and
DepRoBERTa by gaining highest accuracy of 65.8%. In a study by Chlasta et al. [ 59],
a well-known DL model, CNN, was employed to detect depression in audio data. The
most promising results for diagnosing depression came from experiments on the
DAIC-WOZ and AVEC datasets. A DL technique was employed in a study by Wu et
al.[75]to detectdepression in its early stages utilizing information fromtext, behavior,
and environmental variables. The experiment's accuracy metric findings, which came
out at 83.3%, demonstrated how well the suggested model worked to analyze

depression.

Dai et al. [91] applied CNN and DCNN to evaluate the DAIC-WOZ
dataset, containing audio, video, and semantic data, in a context- aware fashion. In
each predicted scenario, sparse subsets were chosen using the recommended method.
The ideal result on the development set is attained with a highest depression

categorization score of 0.96. The research's evaluation of depression severity found
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higher than that of the best reference model (RF).

2.4.3.2 ML Methods

Utilizing an image set collected from Instagram, Reece et al. [99]
employed ML algorithms to detect depressive signs. RF and Bayesian LR are adopted
for categorization and evaluation of strength. With a precision, recall, and F1 -score of
64%, 67.7%, and 64%, their approach excelled all other approaches. Deshpande et al.
[81] employed ML models on Twitter data to evaluate depression signs. To achieve
this purpose, they employed MNB and SVM, and the results confirmed that these
models were effective for detecting depression with the highest accuracy of 83%. The
concept of data mining was employed by Wangetal. [101] to uncover individuals in
distress on social media networks. They make use ofhuman-generatedrules and words
in their process. Finally, the implication of Bayesian rules based on ML, achieved a

precision of around 80%.

Kamalesh et al. [74] proposed a study to use ML approaches for assessing
personality traits usingimages from social media sites. A Transformer, Frequency, and
Inverse Gravity Moment formed the key elements of the proposed novel system. The
proposed model's practicality in diagnostic tasks is shown by its greatest accuracy of
86.84% on the Instagram dataset. To achieve unmatched levels of real-time for
detecting accuracy, Almaev et al. [100] offered the novel dynamic appearance
descriptor Local Gabor Binary Patterns from Three Orthogonal Planes (LGBP-TOP),
which integrates Gabor filtering with spatial and dynamic texture evaluation.
Experiments based on the MMI Facial Expression and Cohn Kanade databases show

that LGBP-TOP performs superior to both of its static versions.

2.4.3.3 Both ML and DL Methods

To determine the efficacy of an employed model for depression detection,
some researchers evaluated ML and DL techniques against each-other. Atlast, past

studies concluded the best performing technique (either ML or DL) based on the
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evaluation metric. The effectiveness of many ML and DL models, such as CNN, SVM,
NB, DT, and RNN-LSTM, on text data was evaluated by Amanatetal. [61]. The study
indicated that, when compared to other methods, the DL-based RNN-LSTM model
achieved the best accuracy, at 99.6%. DL and ML-based models, including BERT,
SVM, NB, LR, CNN, and LSTM, were employed in research by Wanget al. [95] on
data containingtext, tags, and emoticons. The BERT model possessed an accuracyrate
of 75.6%, demonstrating the success of DL in depression prediction. To classify
sentiments into two categories: extremist or non-extremist, Ahmad et al. [78§]
contrasted the proposed CNN and LSTM with other ML techniques, including KNN,
RF, SVM, NB, CNN, and LSTM. Compared to ML models, their suggested DL model
provided the best results, with an accuracy of 92.06%. Utilizing data from Twitter,
Chen et al. [29] assessed the DL based proposed model, RNN-CNN-LSTM, contrary
to SVM, CNN, LSTM, and CNN-LSTM. Their approach yielded the best accuracy of
all, 78.42%, showing the clear advantage of the DL model combination over other

approaches.

Nadeem et al. [88] developed a DL-based system, SSCL, which employs
the process of self-attention to detect depression on Twitter. The proposed DL model
obtained the best accuracy of 97.4% for data with binary labels. The usefulness of ML
and DL approaches for the classification of depression data was investigated by Gupta
etal. [62]. The accuracy of the DL-based LSTM modeli.e. 83% used proved to be the
highest compared to other ML techniques.

2.5 Major Findings from Literature Survey

This section provides the results of the survey performed in this chapter
with the help of graphs. The analysis is made according to the different articles from
2013 to 2023. Four set of experiments have been performed to address the considered

research questions as under:
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2.5.1 What are the modalities being widely utilized for depression detection?

First experiment is designed to identify different modalities that are most
widely utilized in previous years. The findings obtained by exploring the literature are
shown in Table 2.2 and pie chartin Figure 2.2. This data shows that there are three
main modalities preferred by the past studies to detect depression i.e. text,
speech/audio, and image/video. Some researchers have combined these modalities to
improve the overall performance of the model for depression diagnosis. Each modality
is utilized in different percentage. Of all the modalities employed, the combination is
seemed to be considered the most i.e. 38.29% followed by text data (34.04%),
image/video data (14.89%), and speech/audio data (12.76%) respectively. The usage
of combined modalities offers more realistic and robust diagnosis in comparisonto a
single modality. Therefore, it is utilized in higher %age and has large capability in
depression prediction.

Table 2.2: Percentage utilization of depression modalities

Modality Usage (in %)
Text 34.04%
Speech/Audio 12.76%
Image/Video 14.89%
Combined 38.29%
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B Text
W Speech/Audio
Image/Video

B Combined

Figure 2.2: Graph showing percentage utilization of depression modalities

2.5.2 Which datasets have been used in past years to analyze depression

effectively?

The second experiment is intended to determine different datasets
available and utilized by researchers in past years. Table 2.3 presents the data obtained
and the graphical analysis of results is provided with the help of pie chart in Figure
2.3. The findings depict a variety of datasets including Facebook, Twitter, Weibo,
AVEC, DAIC-WoZ, Reddit, others, and combined that are adopted to perform
depression related experimentation. So, all the datasets and data sources were from
online social networking sites. Most of the emphasis i.e. 38.29% is given to Twitter
data. Large availability, up-to-date information, real-time updates and easy
accessibility makes the Twitter to be utilized in high %age by researchers to analyze
depression. Large Twitter datasets can provide high depression accuracy whentraining
the model. After twitter, most of the research interest is directed towards using
combination of data from different datasets i.e. 19.14%. Then, the different versions
of AVEC datasets are seemed to be high (17.02%). 6.38% of research focused on using
Facebook and other (8.51%) datasets including SentiDrugs, Sino micro-blogs, Cohn
Kanade, and MMI facial Expressions database each, followedby DAIC-WoZ (4.25%),
Weibo (4.25%), and Reddit (2.12%) data sources to study depression.
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Usage (in

Dataset %)
Facebook 6.38%
Weibo 4.25%
Twitter 38.29%
Reddit 2.12%
AVEC 17.02%
DAIC-WoZ 4.25%
Combined 19.14%
Others 8.51%

Table 2.3: Percentage utilization of depression datasets

" 8.51% 6.38%,
i W Facebook

8.25%

B Weibo

B Twitter

W Reddit

B AVEC

B DAIC-WoZ
B Combined

B Others

Figure 2.3: Graph showing percentage utilization of depression datasets

2.5.3 Which learning techniques have been frequently practiced by researchers

to detect depression?

The third experiment comprised of identifying the learning techniques
practiced by researchers to detect depression. Table 2.4 and Figure 2.4 provide the
results of such experiment in the form of pie chart. The outcome shows the utilization
of ML and DL in depression detection. The chart in Figure 2.4 shows that researchers

have applied DL models more frequently in comparison to ML techniques. About
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40.42% of the studies used DL approaches including CNN, RNN, LSTM, etc. ML for
depression detection including SVM, LR, RF, NN, etc. gained about 31.91%. Some of
the research works i.e. 27.65% evaluated both ML and DL against each-other to

determine the best one. Thus, realistic method offered by DL techniques and their

remarkable benefits including requirement of less human intervention, capability to

deal with large and complex data, automated extraction of features from raw data, and

adjustable parameters, make it popular among researchers to be widely used in

depression detection.

Table 2.4: Percentage utilization of learning techniques for depression

Learning Usage (in
Technique %)
ML 31.91%
DL 40.42%
Both ML & DL 27.65%

B ML
EDL
B Both ML & DL

Figure 2.4: Graph showing percentage utilization of learning techniques
for depression detection
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2.5.4 What languages have been utilized in past years for analysis of depression

detection?

The fourth experiment comprised of identifying the languages practiced
by researchers to detect depression. Table 2.5 and Figure 2.5 provide the results of
such experiment in the form of pie chart. The findings depict a variety of languages
including English, Code-Mixed data, Urdu, Bangla, Chinese and Malay are used to
perform depression related experimentation. Mostof the emphasisi.e. 74.46%is given
to English language which the globally accepted language. Because, it is the world-
wide utilized language due to which it is utilized in high %age by researchers to
analyze depression. After English, most of the research interest (8.51%) is directed
towards Code-mixed data like Hinglish, which is a combination of both Hindi and
English and Chinese language. Then, the Bangla language is explored (6.38%). 2.12%
of research focused on using Urdu and Malay language to study sentiment analysis

and depression.

Table 2.5: Percentage utilization of languages used for depression detection

Usage
Language (in %)
English 74.46%
Code-Mixed
Data 8.51%
Urdu 2.12%
Bangla 6.38%
Chinese 8.51%
Malay 2.12%

55



W English
B Code-Mixed Data
B Urdu
Bangla
M Chinese
W Malay

Figure 2.5: Graph showing percentage utilization of languages for
depression detection

2.5.5 What are the research gaps identified in this survey article and future

perspectives that need to be covered for more efficient depression detection?

The fifth experiment aimed to focus the research gaps in previous studies
and provides a solution to tackle them. The comprehensive exploration of literature
revealed certain gaps that need to be focused in future. An overview of such gaps and

future perspectives to overcome them are presented as under:

1. Less consideration of severity levels: The detailed evaluation of a disease can’t be
performed until it is analyzed at all the severity levels. It has been observed that a few
studies focused on evaluation of depression at different severity levels i.e. early,
moderate and severe. Therefore, future work should be taken into concern regarding
the examination of depression at different severity to understand the alterations in

symptoms according to the stage of the patient.

2. Need of a robust dataset: To evaluate the depression efficiently, it is necessary to
have a proper dataset. As already mentioned, there are number of datasets identified
in literature consisting of different types of data. Still, there are certain issues to be
taken care of in future. First, many of the datasets utilized in past studies are not

publicly available, contain a single modality and their accessibility requires a very
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lengthy process. Therefore, there is crucial need for creation of a robust dataset that
include all data such as speech, video, images, text, and emoticons. Second, Twitter is
seemed to be widely preferred by researchers in literature, so, data from other data
sources including Instagram, YouTube, WeChat, Telegram, etc. also need to be
analyzed. Third, in many studies, the drawback of small sample size is observed. As
the number of samples directly impacts the accuracy of a system, therefore, in future,

sample size should be increased to improve depression detection accuracy.

3. Feature Space Reduction: Very few studies in literature seemed to utilize feature
space reduction techniques. Also, the chapter analyzed no to less use of a robust
optimization techniques which can improve performance of the model. So, future work
should be performed by using a single robust approach optimized with swam

intelligence to select optimal features and reducing dimensionality.

4. Hybrid Modelling: The incorporation of ML and DL models seemed to have high
capability in detection of depression with high accuracy. In previous research works,
the fusion of robust ML and DL models to each-other or with an optimized technique
has not been practiced. Therefore, the amalgamation of different combination of
models should be performed in future to improve the performance of the diagnostic

system.

5. Need of Multilingual datasets: As it is a well-known fact that English is the most
commonly used language on social media platforms, many researchers have created a
model with text modality for depression prediction on social media platforms. But the
usage of other languages is not far behind. Therefore, it is important to explore other

regional languages too.

2.6 Performance Evaluation Metrics

This section defines the metrics used to evaluate the effectiveness and

efficiency of the proposed Depression Detection Models. It includes standard
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performance measures used to evaluate ML and DL models.

To build an effective ML or DL model, it is necessary to evaluate the
performance of the model. The quality of the model can be analyzed using various
performance evaluation metrics, which tell how well the model performs on the given
data. Based on the results obtained, the hyperparameters of the model can be adjusted
to enhance its performance. In this research, metrics such as accuracy, F1-score, recall,
and precision are utilized to measure the performance and robustness of the proposed
models with other techniques. Four main parameters, including True Positive (TP),
True Negative (TN), False Positive (FP), and False Negative (FN), are used in the
computation of these metrics having different meanings. TP correctly indicates the
presence of a state and TN correctly indicates the absence of a state. Similarly, FP
denotes the wrong indication of the presence of a state and TN is the wrong indication
of absence of a state. Mathematically, the evaluation metrics can be represented as

shown in equation 2.1, equation 2.2, equation 2.3 and equation 2.4 below [103].

TP+TN

Accuracy = m (21)

Sensitivity/Rec all = —— 2.2

ensitivity/Reca TV (2.2)

Precision = — (2.3)
TP+FP

F1— score = % (2.4)

recall precision

Accuracy is the ratio of the number of accurate predictions to the total
number of predictions. Recall or Sensitivity represents the number of TP outputted by
the model. Precision indicates the ability of the model to identify a specific class. F1-
score is the harmonic mean of precision and recall. The values of all these metrics lie

between 0 and 1.
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2.7 Chapter Summary

This survey was performed with the intent to highlight and explore the
existing work related to depression detection. Depression being a serious mental issue
needs to be identified in its early stages. To perform an extensive analysis, a total of
47 research articles are considered following the PRISMA regulations. The focus of
this chapter is fivefold. Initially, the modalities being widely utilized in past works for
depression detection are comprehensively analyzed. Secondly, the datasets which are
available and used by researchers are studied. Thirdly, the learning techniques which
have been utilized in recent years are discovered. Fourthly, the languages which have
been practiced in current years are explored. Lastly, the research gaps are identified
that need to be covered in future to enable early depression detection. Each of the
aspect is scrutinized in detail to determine the extent of work already done. The results
obtained for modalities, datasets, learning techniques, and languages showed the
highest utilization of: combined modality (38.29%), Twitter dataset (38.29%), DL
techniques (40.42%), and English language (74.46) in comparison to other modalities
(text, speech/audio, and im-age/video), datasets (Facebook, Weibo, AVEC, Reddit,
DAIC-WoZ, combined, and others), learning techniques (ML, both ML & DL), and
languages (Code-mixed data, Urdu, Bangla, Chinese and Malay).

In conclusion, this chapter lays a compact foundation for developing deep
learning frameworks using multimodal social media content for depression detection
tailored to the challenges found in this chapter. The outlined research objectives
provide a clear direction and set the stage for the novel models introduced in the

subsequent chapters.
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CHAPTER 33

A MULTIMODAL DEEP LEARNING-BASED FRAMEWORK
FOR DETECTING DEPRESSION USING ENGLISH SOCIAL
MEDIA CONTENT

3.1 Introduction

Social media has firmly established itself as an indispensable part of life
for the majority of the population nowadays. With easy accessibility to internet
services and mobile devices, people of all age groups indulge in social media websites
such as Instagram, Twitter, Reddit, and so on. The contentconsumed by users on these
platforms often takes a toll on their mental health, which can lead to disorders such as
anxiety and depression. Surveys show that out of all age groups, teenagers spend the
maximum time on social media with an average of 4.8 hours [128]. It has been
observed that people who spend excessive time on social media are also the most
vulnerable to depression and other mental health disorders, indicating a strong

correlation between the two [104].

Mental health is not considered as important as physical health and is still
not discussed openly because of social stigma or lack of acceptance due to
understanding and awareness about it. Because of the ignorance of symptoms of
mental disorders, it goes undetected for a prolonged duration, further intensifies and
leads to mental distress. Therefore, the raw data posted on social media sites by a pool
of users can be helpful for researchers and doctors to critically analyze and understand

a person's mental state to diagnose depression at its early stage.

The advanced learningalgorithms or models of Artificial Intelligence (Al),
such as machine learning (ML), deep learning (DL), ensemble learning, transfer
learning, etc., have the remarkable ability to understand complex patterns in data and

to provide accurate results with high performance. ML techniques have proven
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beneficial in healthcare due to their extraordinary capability of processing a large
amount of data [41]. Also, Natural Language Processing (NLP) techniques can be
efficiently utilized in sentiment analysis, allowing machines to understand words and
text like humans accurately. Therefore, to analyze the severity of depression of a
person based on their social media posts, NLP techniques are preferred, as shown by

various studies [7].

Further, DL algorithms have automated the entire diagnostic process as
they can efficiently deal with complex data without the intervention of human beings.
These techniques allow the users to adjust the network parameters to enhance the
prediction's accuracy [106]. Therefore, the incredible benefits of these computational
methods have attracted the interest of researchers to utilize them for the practical

analysis of persons with mental illness and depression issues.

Further objective of this chapter is to provide a unified approach for
depression detection using English social media posts. So, the chapter is divided into
two subsections. Section 3.2 that will explain the deep learning-based model to detect
depression using multimodal English social media content for a binary class
classification i.e., either depressive or non-depressive class and the proposed model is
then compared with the existingstate-of-the-artas well as hybridization of TLand ML
based models but it lacks the severity aspect of depression which is then covered in
the further subsection. Furthermore, Section 3.3 paves a path for multiclass
classification using the deep learning-based framework on an English social media
dataset that specifically lays the focus on the severity of the post i.e., model will
classify the posts into 3 classes Severe depression, Moderate depression and No

depression on a publicly available dataset.

3.2 Introduction to Deep Learning Based Depression Detection Model for Binary-
class classification

The popularity of social media platforms is increasing exponentially due
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to increased mobile devices and internet penetration, easy content creation and sharing
facilities, growing social validation and feedback culture, etc. Various online
applications, such as Instagram, LinkedIn, Facebook, Twitter, etc., allow users to
interact and communicate with each other, thereby expressing their sentiments,
feelings, and emotions on a particular topic [97]. Hence, these social media platforms
provide an easy way for users to publicly share their opinions by responding to each
other queries. However, the frequentuse of social media for daily life offers significant
advantages, but it involves serious drawbacks too. In this regard, state-of-the-art
studies revealed that the high usage of social media platforms is directly proportional

to increased depression and other mental disorders problems [ 104].

According to a World Health Organization (WHO) report published in the
year 2019, almost a billion people were facing the problem of mental disorders, out of
which 14% belonged to the youth age. It is observed that teenagers are the primary
source of content generators as they are primarily active on social media platforms.
Further, there is a significant rise in the suicide rate of youth between the ages of 15 to
29 years. As per one of the Hindustan Times (one of the leading news portals) reports
[29], one student commits suicide every hour after posting messages like ending life
or can't survive on social media platforms. In the recent past, there have been several
incidents where people have even live-streamed their suicides on social media. One of

the main reasons behind this drastic decision to end life was depression [31, 105].

An estimate by WHO also revealed that mental health problems are 2443
disability-adjusted life years (DALYs) per 10000 population and the suicide rate is
21.1, offering major economic loss in India [9]. The issues related to depression and
anxiety have existed for a substantial amount of time, but their prevalence seems to
have increased by 25% by the end of the first year of the COVID-19 pandemic [8].
The occurrence of COVID-19has affected the world populationto a significantextent,
as a result of which their interest has shifted more towards online platforms to share

feelings and thoughts.

The traditional process of diagnosis tends to be time-consuming, with
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possibilities of false positives and false negatives. Therefore, an efficient and
automated diagnostic process is required. To make the entire process more reliable and
speedier, researchers have made remarkable progress in utilizing Natural Language
Processing (NLP) for deep contextual understanding of human language, as well as
automating the process using Artificial Intelligence (Al) models such namely Deep
Learning (DL), Machine Learning (ML) transfer learningi.e. making use of existing
models to tackle problems in hand, and ensemble learning, i.e., combining ML models

for better performance.

3.2.1 Major contributions

This chapter aims to address the issues and cover the undiscovered gaps
which are gathered through literature, a novel hybrid framework is proposed utilizing
the concept of Transfer Learning (TL) and Deep Learning (DL) based on multimodal
social media data for depressiondetection. The significant contributions of'this chapter

are as mentioned below:

1.  As per the survey, no multimodal dataset exists for depression analysis.
Therefore, firstly, a multimodal dataset is created and presented that contains the

image and the corresponding text and emoticon data belonging to depressive posts.

2. Secondly, a unified, robust and hybrid framework is proposed that can work on
any type of social media platform and data for depression detection using images as

well as text by extracting more relevant information for a reliable diagnosis.

3. Thirdly, a hybrid TL and DL based approach combining Bidirectional Encoder
Representations from Transformers (BERT) and Convolutional Neural Network
(CNN) (BERT-CNN) is created to accurately classify posts as depressive and non-

depressive by analyzing textual and image data separately.

4.  Fourthly and lastly, the proposed approach is compared with existing state-of-
the-art techniques along with other hybrid DL+ML approaches using various
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performance metrics. Moreover, it was found that the proposed hybrid approach

outperformed the other above-mentioned approaches by a significant margin.

3.2.2 Proposed Framework

This chapter presents a novel framework that can work on multiple
platforms and can classify posts that are depressive and non-depressive based on
multimodal data. The methodology implemented in this chapter is provided in Figure
3.1 and consists of different phases such as dataset collection, including text,
emoticons, and images; preprocessing; classification; and performance evaluation. A

detailed description of each phase is given below:

Extract:
Dataset * Text P en o
(Input Post) * Emoticons P 2
* Images
Text AMINIE&
o * Conversion of + Image and
* Removal
e Repl emojis into Text Part
. S relevant Text Extraction
Text l Texll Textl l Image
« ROBERTa ¢ KNN
* DistilBERT <— Classification using BERT Technique C;:::;g:‘;n —> * SVM
+ XLNet I T ¢ DT
Comparative text | Performance Evaluation | Comparative image
classification models | classification ML models
l Output Output 1
Prediction Prediction
' based on Text based on
_ data ~Image data
 [70% 30%|
l Hybrid model
Comparison with other
combinations and state- Performance Evaluation Final Prediction
of-the-art /\ |
[ @® e ( @@
* Accuracy . N B .
* Fl-score No-depression Depression
* Recall/Sensitivity
* Precision

Figure 3.1: Proposed methodology for depression detection
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3.2.2.1 Data Acquisition and Dataset Overview

A relevant dataset plays a crucial role in the depression detection process.
The exploration of the literature revealed no public availability of a reliable
multimodal dataset based on depression. Therefore, the significant contribution of this
chapter is to present a dataset and the proposed novel DL hybrid approach to analyze
depression from multimodal content, including text, emoticons, and images. One of
the most popular social media platforms i.e., Instagram, has been used to gather the
entire data. Those posts from Instagram users were downloaded and accessed, which
were publicly available. The data is stored in CSV format consisting of the post, path
of the image, and happiness index (HI) where HI=0 represents depressive post and
HI=1 denotes non-depressive post. The entire data is annotated as depressive or non-
depressive with the help of an expert psychiatrist from Futela Hospital. The collected

data was labeled into 0 or 1 after in-depth analysis and evaluation by the expert.

A total of n= 10,295 posts, including text, emoticons, and images, were
collected, out of which n= 3431 posts were depressive and n= 6863 were non-
depressive, as shown in the following Figure 3.2. The validation of data is performed
by the health experts categorizing posts into depressive and non-depressive. The data
is also available on the GitHub [107]. Table 3.1 shows a sample list of data (text and
images) used in this research work to classify depressed and non-depression
individuals. In the table, the light grey shaded rows represent the text and emoticons

data and their respective image data is presented in the rows shaded in dark grey color.

7000 4

6000

5000 4

4000 4

count

3000

20001

1000

1 Happiness Index
Happiness Index

Figure 3.2: Dataset representations of non-depressive and depressive posts
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Table 3.1: Examples showing depressive and non-depressive posts using
multimodal data (text with corresponding images)

Sample Examples

Text and Emoticons Image Category
A lot of people don’t Depressive
understand what it is like to " 1 WAS ABUSED
be with a narcissist. SPEAK QUIETLY
UP AND BE LOUD! You SO
can help others. #narcissist I CHOOSE TO HEAL
#narcissim #narc LOUDLY i
#narcissticabuserecovery
#narcissisticabuse
#narcissistawareness
#narcissistic #narcissistfree
#narcissistquotes #depressed
ABSOLUTELY.. ¥#bye L SORVL SO Depressive
#narcissist #narcissisticabuse <
#narcissism #whytolive L -
s

| just regret the t|m<;

I have wasted with

the wrong people.
It was always all about you. Depressive
selfish piece of & . ¥#bye
#narcissist #narcissim
#sadforlife
But those nights feels so Depressive

heavy to sleep

#sleepless #sad #broken
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Let them go ¥... #byefelicia
#nobigloss
#dontgobacktowhatbrokeyou
before #seeyoulateralligator
#dontletthedoorhitya
wherethegoodlord splitya

If someone

is stupid enough
to walk away

- from you, be
smart enough to

D,

Depressive

Relatable @@ ?

#lyftruths  #sadquotespage
#sadquotespage #sadedits @

#sadedits #brokenquotes
#sadlines #sadfeeling

#sadline
#sadlove
#hatelove

#lovefeelings
#brokenlove

#poetryworld #poemsbyme
#depressionhelp #writer

#depressededits “*

#depression #relatablequotes
#relatable

Depressive

Harsh Truth ..

#broken #hate #depression
#Nomorelife

Fight for your dreams and
never give up! #fighter #love
#life  #quote  #obstacles
#happiness #dreams #believe
#selflove

Depressive

OBSTACLES
ARE PUT IN
YOUR WAY TO
SEE IF WHAT
YOU WANT IS .
REALLY WORTH |
FIGHTING FOR

_

Non-
depressive

Enjoy your weekend and
have fun! #happy#smile #fun
#instahappy #funtimes
#feelgood #enjoy #lovelife
#laugh #weekend #selflove

RV

\ “if you obey
all the rules,
you miss all

\ the fun.”

- katharine hepburn

AR\ NANA N

T I TITE

Non-
depressive
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Absolutely love this quote!! | [RRIJ\[ ] peop|e Non-
#ceo #yourlife #happiness| P of . depressive
#freedom #picoftheday | LLLNAUUS |-|fe, Ihﬂﬂ
#instamood #gratitude promote, demo]e, or
#quote #sclflove terminate. You're the
(EQ of YOUR LIFE!
Your Past is Just a Story . 1 ik Non-
#moveon #goforward #letgo Depressive
#past #history #live #fully
#present #moment #future
#destiny #create #story #life
#unfiltered #truth  #new NCE YOU
#quote #selflove ‘ m%imﬁ
Say Yes to Happiness #good | INAVANCRE=SHIO) Non-
#people #open #heart #give | FEIEEINERIFINS Depressive
#take #learn #boundaries | FFININGRIOR.\
#yes f#no #stress #relax | ENIg TO THINGS
#staycalm #letgo #accept ANb DE DT THAT
#happiness #inner #peace | [REENES
#truth #mantra #new #quote S YOUQUT
#life #unfiltered #selflove

3.2.2.2 Preprocessing

Text plays a vital role and contributes majorly to comprising depression-
related data as most of the users express their emotions via tweets, quotes, statuses,
etc., frequently on social media. People often use text with emoticons to convey their
feelings and sentiments that need to be correctly analyzed to perform accurate
predictions regarding depression. Therefore, to preprocess the text, tokenization is
done in which the given text is split into small units referred to as tokens [ 108]. Single
words, entire sentences, phrases, etc. can be partof tokens. The process of tokenization
involves the removal of characters such as punctuation, special characters, spacing,

etc.
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3.2.2.2.1 Text Processing Techniques

Several such techniques are employed in this chapter to clean and

preprocess the text comprising of the following [109,110]:

* Removing Stopwords: Stopwords refer to the most commonly used words
in the Stoplist that need to be refined or filtered as they don’t have much
significance. Since Stopwords are not of much importance, they are removed

utilizing the standard list of Stopwords.

* Removing Special Characters: Some special characters have drawbacks in
the way they are utilized. Further, the use of special characters can introduce
unwanted noise in the data that can drastically affect the classification
capability of a model. Therefore, apart from characters from A to Z and a to z,

all other ASCII characters are eliminated from the data.

* Discarding Numbers: To representa mood, emotions, thoughts, etc., of a
person, numbers can't be utilized and should be discarded in order to have pure
text characters. The presence of irrelevant data in the form of numbers can
result in a high misclassification rate and decreased probability of accurate
detection. Thus, the numbers are dropped from the text due to their negligible

importance.

* Removing Punctuations, Spaces, and Links: While performing training of
data, the use of punctuation can add irrelevant noise and lead to ambiguity.
Each text can be treated as equal once the punctuation removal process is done.
It enables the process to consume less memory and visualize the data. Also, the
low-quality links are eliminated which were not contributing anything to the

text information.

* Removing Repeated Characters and Spell Righting: Duplicated characters

offer ambiguity in data and the short text abbreviations can lead to incorrect
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classifications. Therefore, the characters that were repetitively present in the
text and are not part of the English dictionary are removed. The short forms
misguiding the correct meaning of the words are also discarded. Further, the
words which have the possibility of being miswritten are replaced by their
corrections. Spell correction is applied to the words using correct spelling

suggestions based on Wikipedia, Oxford, dictionaries etc.

* Conversion to Lower Case: In many scenarios, it is suggested to convert the
entire characters into lower case using an appropriate function on each word.
Therefore, the idea is applied to convert the input text into a similar casing
formatusingthe lower () method. Once this entire text preprocessing was done,

we moved ahead with the emoticons preprocessing.

3.2.2.2.2 Emoticons Preprocessing

Sometimes, people use many emoticons to express their moods, mental
states, and feelings. This modality also forms an integral part from which a user can
be classified into depressive and non-depressive based on their posted emoticons.
Therefore, the emoticons are converted into text to extract relevant details and provide
useful insights about the users. For example, emoticon such as ‘¥’ is converted into
'black heart' text. The scores from emoticons can be utilized to analyze the mental state
and emotions of a user. The value 0 is used to denote depression and 1 represents non-
depressive post. Once the emoticons are transformed into the text, these are appended

with the tokenized text due to their similar format.

3.2.2.2.3 Images Preprocessing

Like textand emoticons, image is also the mostpreferred modality, which,
on proper visualization, can provide direct clues regarding the mental status of a
person. The collected data consists of numerous images that also have the text data.
Therefore, for efficientevaluation,extractingor separatingthe text part from the image

is necessary. This extraction is performed using an "Optical Character Recognition"
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(OCR) [111] technique, which has the feature to transform an image having printed or
handwritten text. After extractingthe textfrom all the images, it is processed following
the same operations applied to tokenized textual data, and the image part is further

processed using a DL technique.

3.2.2.3 Feature Extraction

Once preprocessing is done, the data is converted into the required format
to perform further operations on it. The BERT model is applied to obtain the features
from text [112] to efficiently use them for the classification of a user's post. The
embedding tokens of sentences are fed as input to BERT, which is followed by
sentence separation using special tokens. At last, the outcome of embedding for each
token, known as the hidden state, is given as output by the BERT model. Similarly, to
extract the features from images, CNN is employed that doesn't require heavy

preprocessing and extracts the features automatically without any human intervention.

3.2.2.4 Classification

Classification refers to an ML procedure mainly supervised and used to
categorize a given dataset into different classes depending on the training dataset. A
sample known as a training example is provided as input to the model from which it
learns and can classify the test example, which is an unknown data point. This section

describes the entire process of classification using the proposed hybrid approach.

3.2.2.4.1 Proposed Approach

The chapter intends to perform classification by proposing a robust hybrid
approach that can work on multimodal data. Therefore, to achieve the purpose of
classification, the text and image parts are processed separately. The text data is
evaluated using different TL techniques, including BERT, RoBERTa, DistilBERT,
and XLNet. Further, the images are analyzed using DL as well as ML techniques to

check their efficacy. The best models for both modalities are then chosen for further
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operations and hybridized to make the final predictions. Therefore, the proposed model
is created based on two highly-performing techniques to yield the best results. A
detailed description of the techniques employed and the hybrid approach proposed is

given in the following subsections.

3.2.2.4.1.1 Text Classification
i) BERT

Transfer Learning (TL) has recently improved text classification and other
computer vision tasks. TL technique makes reuse of the pre-trained model to solve
another task. A pre-trained model as the beginning point offers superb benefits despite
creating a model from scratch. In this concern, the models based on transformers are
being adopted in a broader range by researchers as they don't require labeled data and
can be quickly accelerated with the help of GPUs [113]. Therefore, in this research,
one such popular model known as BERT is utilized to perform text classification to
detectdepression. Thismodelis a pre-trained model thatlearns the text sequence-wise.
Thus, BERT, being Bidirectional, processes the text taken as input in both directions
compared to other traditional methods that analyze text in only one direction. Due to
this property of BERT, high performance can be achieved by capturing many

contextual details.

The working of BERT involves embedding input tokens with the help of
an embedding layer as the first step, then using a transformer encoder consisting of
various self-attention layers to capture distinct parts of the input sequence. Finally, the
output of the transformer encoder, contextual token embedding, is given as input to
the output layer to make final predictions [114]. The final output generated by the
model is the class label, i.e., 0 or 1, representing depressive and non-depressive posts.
There are different versions of BERT, but BERT-Base is preferred in this chapter as it
is affordable, smaller, and computationally efficient. The basic structure of BERT -
Base also explains the architecture of a single encoder, as shown below in Figure 3.3,
where several encoders are stacked over each other. The used BERT version consists
of 12 layers of encoders arranged in a stacking pattern, i.e., 12 attention heads and 110

million parameters. The number of parameters and the attention heads in these models
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increases with the number of layers. Duringthe training process, maskingis performed
on the portions of tokens taken as input. Then, the model predicts the masked tokens
by learning the association among words and their respective meaning in the context

of the input sequence.

Outputs
A

Add & Norm
Single Encoder
structure

Feed
Forward
i

Add & Norm

il
12 Nx
Multi-Head
Attention
hat 4

2 e Positional @_GD
i

Encoding :
1 ENCODER Input
Embedding
Inputs

Figure 3.3: Architecture of BERT-Base Model

ii) Robustly Optimized BERT Pretraining Approach (RoBERTa)

RoBERTa is another version of the BERT model invented by the Al
researchers at Facebook and utilizes a self-attention procedure to evaluate the input
sequences. A significant difference between BERT and RoBERTa is that the latter can
be efficiently applied to larger datasets and uses an advanced training process. The
model can learn generalizations and complex work patterns due to the dynamic-
making method used by RoBERTa [115]. Another difference is that ROBERTa uses a
long training learning rate and needs to train for longer sequences. RoOBERTa neither
requires defining tokens belonging to a particular sentence nor using token ids. The
architecture of RoBERTa is very much like the BERT model but with some

modifications of important hyperparameters.
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iii) DistiiBERT

The distilled version of BERT is referred to as DistilBERT. These models
are smaller, faster, and cheaper, in which the BERT model size is reduced to 40% by
knowledge distillation. DistiIBERT, with the help of the used distillation procedure,
approximates the more extensive neural network with the smaller one [116]. This
concept is similar to posterior approximation, which uses the Bayesian statistics
theory. This version of BERT doesn't allow selecting input positions and using token

ids like RoBERTa.

iv) XLNet

XLNet is the newly developed unsupervised language that uses
Transformer-XL as the base model and has improved significant performance in
textual classification. It utilizes an improvised mechanism for training and possesses
enormous computational power compared to BERT. The improvement in the training
is made by using modeling referred to as permutation language modeling. The main
difference between XLNet and BERT is that in the former, the predictions for all the
tokens are performed randomly [117]. In the case of BERT, predictions are only made
for those tokens which are masked. Also, the concept behind XLNet contrasts
traditional language models where sequential order is followed to make predictions on

tokens.

3.2.2.4.1.2 Images Classification

i) DL-based Designed CNN

To differentiate user’s post with depression and no depression based on
image modality, CNN is used, which is a type of DL technique and is most widely
preferred in text analysis. One of the unique properties of CNN is that the parameters,
such as batch size, drop out, layers, etc., can be easily varied to achieve the objective
function with high accuracy. These models have a layered architecture and are
computationally very efficient. Different layers contribute to the building of CNN,

such as convolutional, pooling, flattening, fully-connected, etc. Also, the output of the
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model summary is presented in the following Figure 3.4.

Model: "sequential 3"

Layer (type) Output Shape Param #
Cconvad 9 (ConvaD)  (Nome, 254, 254, 32) 896
max_pooling2d 9 (MaxPooling (None, 127, 127, 32) 4]

2D)

conv2d_10 (Conv2D) (None, 125, 125, 64) 18496
max_pooling2d 1@ (MaxPoolin (None, 62, 62, 64) %]

g2D)

conv2d_11 (Conv2D) (None, 60, 60, 64) 36928
max_pooling2d 11 (MaxPoolin (None, 30, 30, 64) 4]

g2D)

flatten_3 (Flatten) (None, 57600) 4]
dense_6 (Dense) (None, 128) 7372928
dropout_3 (Dropout) (None, 128) 4]
dense_7 (Dense) (None, 1) 129

Figure 3.4: Output of Model Summary

In this chapter, following the model's basic structure, the adjusted CNN is
created to perform such classification with high performance, as shown in Figure 3.5.
Various layers added at different positions in the modeled CNN comprised of the
following layers [118, 119]:

e Convolutional Layer: The initial extraction of features from the input data is the
responsibility of the firstlayer of CNN, namely the Convolutional Layer. This layer
serves as the base for other layers and, therefore, is considered the building block
of CNN. This layer makes use of small matrices with size 2x2, 3x3, 5x5 or 7X7
known as filters or kernels, which is convolved with the input image by applying
dot product. The output generated from this operation is the feature map given as

input to the next layer. In the proposed architecture of CNN, 3 convolution layers
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are used at the 13, 3. and 5t positions with different numbers of filters.

Input Image data
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Max-Pooling Layer: A pooling layer is applied to reduce the input size by
decreasing its dimensionality. It eliminates the less relevant features from the
actual data and makes the entire process computationally fast. This layer is usually
inserted  between the convolutional layers and only  makes
improvisations/updations in the required data information. The pooling layer also
can solve the overfitting problem and build a new set of pooled feature maps from
the old one. In the current model, 3 such layers are inserted at the 214, 4th and 6%

positions.

Flatten Layer: After the convolutional and max-pooling layer, the flatten layer is
added to convert the outputted feature maps into one-dimensional vector form to
apply further operations. The result of this layer is then sent to the dense or fully-
connected layer as input. In the proposed model, 1 fatten layer is inserted at the 7t

position.

Dense or Fully-connected Layer: This comprises the last CNN layer responsible
for generating the classified output. The fully-connected layer takes the input from
the flattened layer and performs mathematical computations to perform accurate
classification. The output obtained from this layer is then sent to a logistic function
that transforms the outcome into a probability score or label belonging to a
particular class. Here, the softmax activation function is adopted to obtain
probability distribution from the vector of values and can effectively perform
multi-class classification represented in equation(3.1). Two fully-connected layers

are used at the 8t and 10t positions in the designed network.

output = act(dot(it + KW) + bi) (3.1

where dot represents dot product of weights and input it denotes input data, KW is

the weight data, and bi denotes biased value.
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e Dropout Layer: The dropout layer is added at the 9t position in the model
architecture and can overcome the overfittingproblem. This layer provides stability
to the model and makes its processing faster. Due to the addition of this layer, a
model can efficiently learn the relevant features of the image. The different
parameters are set to perform the classification using designed CNN, such as

learning rate=0.01, dropout=0.5, momentum=0.09, batch size = 15, and epochs
=300.

ii) ML-based Models

a) KNN: KNN is the widely preferred ML classifier based on a supervised platform
where a grouping of data points is performed using proximity. This algorithm
assumes the minimum distance between the samples belonging to similar classes. In
KNN, firstly, the value of ‘K’ is set and then a metric is used, such as Euclidian
distance, to compute the distance among the ‘K’ number of neighbours. Based on the
value of 'K', the data points with minimum Euclidian distance from classes are
selected and the new data pointis assigned to the class havingthe majority of selected
data points. KNN is simple to implement and is also known as a lazy learner as it
doesn'tuse a training dataset for learning immediately but stores the dataset to use
during the classification process[120]. The distance calculation between two points

using the Euclidean distance (Euc) measure can be done using equation (3.2).

Euc(u,v) = /(uy — 1)+ (uy — 1) %+.... +(us — v5) 2 (3.2)

Here, u and v are the samples that need to be measured with the help of s
characteristics. One of the significant hurdles in KNN is to find out the optimal value
of ‘K’ on which the selection of neighbour depends. Therefore, to avoid ties, it should

be chosen in odd numbers.
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b) SVM: SVM is the supervised ML algorithm that aims to determine an optimal
hyperplane or line that can perfectly classify the data points in N-dimensional space.
The hyperplane that provides the maximum distance or margin between the data
points of both samples is chosen. Mostly, the hinge loss function is used that performs

well in maximizing the margin and can be represented as in equation (3.3)

0 * 1
hwo, fa) = {37071 2 (3.3)

In SVM, to achieve a low classification error rate, keeping the maximized
margin between two classes is mandatory. The role of the kernel in SVM is very
significant, which converts the low input space into higher dimensional space

efficiently. This kernel trick makes the SVM more accurate, robust, and flexible [ 121].

¢) Decision Tree (DT): DT is a tree-structured supervised learning classifier where
the dataset features are represented by internal nodes. These trees' branches and leaf
nodes indicate a decision rule and the respective outcome. DT starts from the root
node and keeps on expanding to branches to perform the operations on the dataset,
thus forming a hierarchal tree structure. The matching of the record and root attribute
is done until the leaf node of the tree is encountered. Two techniques, namely Gini
Index and Information Gain, are mostly preferred to select the root attributes. DT can
perform at high speed on large datasets but suffers from the problem of overfitting
[122]. Therefore, an ensemble-based technique known as RF offers a solution to the
issuein DT by combiningmultiple DTs [123]. Consider D, as the data presentatnode
n with s, samples and ¢, thresholds. The algorithm for the classification tree can be

presented in equation (3.4) as

6(Dntn) = T HDET (6)) + B H(DF ™ (1,) (3.4)

where H is the left and right impurities measurement at node » and the number of

instances is denoted by s, .
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3.2.2.4.2 Proposed Hybrid BERT-CNN Approach

The gaps in the existing literature, including the lack of a multimodal
dataset, a robust multimodal model, simultaneous evaluation of text and images, and
much less use of hybrid advanced learning platforms, encouraged this research to
propose and present a reliable strategy to deal with multimodal data on social media
platforms. There are different models that can either work on text or image data for
depression analysis but lack the simultaneous evaluation of text and image data. Due
to the high variability in the content posted by users on social media, it is necessary to
develop a unified model that can recognize whether a person is suffering from
depression or not based on multimodal data. Therefore, this chapter presents a hybrd

model combining TL and DL platforms to deal with textand the image simultaneously.

The performance evaluation of all the applied techniques for text and
image presented in the previous sections showed the highest performance with BERT
and CNN. Therefore, these techniques are selected to create a hybrid approach by
combiningthem to make the final prediction based on priorindividual predictions. The
text data is classified using Bidirectional Encoder Representations from Transformers
(BERT) and for images; CNN is adopted due to its significant features and higher
accuracy than ML techniques. Afterward, a hybrid model is designed by the
combination of these two applied techniques, i.e., BERT+CNN=hybrid approach, for
efficiently detecting depressive and non-depressive users. A schematic diagram
showing the proposed hybrid BERT-CNN concept, designed to overcome research
gaps, is presented in the following Figure 3.6.

In depression detection, textual data has been given more preference
among all the modalities due to its more accurate results. Therefore, in this chapter,
the separate predictions made by BERT and CNN on text and image data are taken as
input in the ratio of 70:30, i.e., 70% text and 30% images. This research considered
several combinations of this text:image ratio, such as 50:50, 60:40, 80:20 etc.;

however, the best results are achieved with the above-mentioned 70:30 ratio.
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As shown in Figure 3.6, the collected data is first preprocessed using the
procedures and techniques elaborated in previous sections. The preprocessed text data
with corresponding images is then fed separately as input to BERT and CNN models.
The BERT model comprises certain transformer encoder layers built to process the
text data and generate the output by applying certain mathematical operations.
Similarly, the image data is passed through several CNN layers by increasing the
number of abstractions to capture useful information about the image features. The
fully-connected layer of CNN generates the output, classifying the image into
depressive or non-depressive. A thorough structure of the designed BERT and CNN

is given in subsequent sections.

Finally, the outcomes of both models are fused using an aggregation
technique known as soft voting classifier to generate the final class prediction or label.
Based on the probability of predictions, this voting procedure works to hybridize the
predictions from BERT and CNN, thus forming a multimodal text and image model.
In Soft voting classifier algorithm, each model assigns a probability value to each
class, indicating that a specific data point refers to a particular class. In our case, there
were two classes i.e., 0 and 1, representing depressed and non-depressed posts. The
prediction probabilities by the models for each class are summed up and the final
prediction is simply the class yielding the highest probability value. Therefore,
following this procedure, the hybrid model is designed and the final results are

generated to detect the depression accurately.

3.2.3 Experimental Results and Analysis

The entire training process was performed on Anaconda Navigator in
Python programming platform with GPU system using the TensorFlow deep learning
tool and Keras library. The experimentation was performed for three models adopted
in this work: (i) BERT for textual data (ii)) CNN model forimage data and (iii) a hybrid
approach combining BERT-CNN for multimodal data. Each of the models is evaluated
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one by one and their respective comparison is also performed with other TL and ML
techniques to find the bestone. The performance evaluation metrics used are accuracy,

sensitivity/recall, precision and F1-score which is explained in Chapter 2 Section 2.6.

To deal with text data, BERT is applied, which yielded an accuracy of
97.31%, Sensitivity orrecall o 97.21%, precisionof 97.14%, and F1-score 0o 97.13%,
respectively. Further, the BERT modelis analyzed by comparing it with other versions
of BERT, including RoBERTa, DistilBERT, and XLNet. The results obtained reveal:
81.26% of accuracy, 75.31% of Sensitivity, 74.37% of precision, and 74.19% of F1-
score with RoBERTa; 81.13% of accuracy, 76.42% of Sensitivity, 76.25% of
precision, and 76.34% of F1-score with DistilBERT; and 12.49% of accuracy, 36.37%
of Sensitivity, 54.46% of precision and 25.45% of F1-score with XL Net. The overall
comparison based on evaluation metrics demonstrates the highest performance with
the BERT model compared to other TL models in the classification of textual data.
The result values obtained for all the models employed for textual data are provided in

the following Table 3.2 and are graphically shown in Figure 3.7.

Table 3.2: Results for classification of text data into depressive and non-depressive

Model Accuracy | Sensitivity/Recall | Precision| F1-
score
BERT 97.31% 97.21% 97.14% 97.13%
RoBERTa | 81.26% 75.31% 74.37% 74.19%
DistilBert | 81.13% 76.42% 76.25% 76.34%
XLNet 12.49% 36.37% 54.46% 25.45%
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Performance Comparison for text data (in %)
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Figure 3.7: Graph showing results for Text data classification using different
techniques

After the evaluation of textual posts, the classification of image data is
performed with the help of the designed CNN model due to its tremendous properties
in image-related tasks. The results achieved using the applied DL-based CNN model
reflect the significant performance by attaining an accuracy of 89.42%, Sensitivity or
recall of 83.26%, precision of 86.31%, and F1-score of 83.15%, respectively. The
experimentation is extended by considering the ML models in this process, where
KNN, SVM, and DT were employed to check their efficacy. The accuracy rates of
73.35%, 81.43%, and 81.41%, the Sensitivity of 73.26%, 81.29%, and 81.42%, the
precision of 79.19%, 82.38%, and 82.38%, and the F1-score of 73.48%, 81.37%, and
81.45% were obtainedusing ML techniquesi.e. KNN, DT and SVM. The comparative
analysis of results obtained using DL and ML models shows that the efficiency of the
CNN model outperforms the ML techniques by achieving the highest accuracy rate.
Theresult values for different parameters attained for CNN and ML methods are given

in Table 3.3 and are graphically presented in Figure 3.8.
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Table 3.3: Results for classification of image data into depressive and non-

depressive
Model Accuracy | Sensitivity/Recall| Precision F1-score

CNN 89.42% 83.26% 86.31% 83.15%

KNN 73.35% 73.26% 79.19% 73.48%
DT 81.43% 81.29% 82.38% 81.37%

SVM 81.41% 81.42% 82.38% 81.45%

Performance Comparison for image data (in %)
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80% 1 uDT
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Figure 3.8: Graph showing results for Image data classification using different

techniques

The graph in Figures 3.7 and 3.8 reveals the highest performance using

BERT and CNN for textual and image data. Therefore, to take advantage of both

techniques in this study, a hybrid approach is proposed by combining BERT and CNN,

i.e., BERT-CNN. To evaluate the proposed BERT-CNN model, the final prediction is
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made with 70% weightage given to textual data while the remaining 30% weightage
is given to image data due to more authenticity of the textual information. The results
achieved using the proposed hybrid approach are shown in Table 3.4 and reveal the
best performance. Further, to validate the results, the proposed BERT-CNN is
comparatively evaluated with other combinations such as BERT-KNN, BERT-SVM,
and BERT-DT. The performance evaluation metrics are computed for each model and
the results achieved proved the efficacy of the proposed approach by yielding an
accuracy rate of 99.31% in comparison to other methods with accuracy of 58.30%,

58.20%, and 65.10%, respectively, for BERT-SVM, BERT-KNN, and BERT-DT.

Table 3.4: Results for classification of combined data into depressive and non-
depressive using the proposed method

Model Accuracy | Sensitivity/Recall| Precision F1-score
BERT-CNN 99.31% 97.32% 99.59% 99.16%
(Proposed)
BERT-SVM 58.30% 51.38% 56.31% 52.47%
BERT-KNN 58.20% 51.41% 56.23% 52.43%
BERT-DT 65.10% 58.38% 63.28% 59.38%

Figure 3.9 shows that the highest performance values are attained by
applying the proposed technique, and BERT-KNN shows the lowest results.
Therefore, this study evaluated each algorithm separately and then in combination to
cross-validate all the results. Firstly, the text classification techniques are analyzed by
evaluating them individually. Among all, BERT has shown the highest accuracy for
text classification into depressive and non-depressive categories. Afterward, a DL-
based CNN method is evaluated individually in comparison with four ML algorithms,
out of which CNN has outperformed the other ML methods in detecting depressive
and non-depressive users from images. Finally, the best-performing models, i.e.,

BERT and CNN, hybridized to make a unified and robust model (BERT-CNN) that
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can work with every type of data efficiently.

Further, the comparison of the proposed hybrid approach attained the
highest results compared to other hybrid models. The results obtained in the above
tables demonstrate the efficiency of CNN in extractingthe mostrelevant features from
the data by increasing the level of abstraction and adjusting the model's parameters.
Also, the unique feature of the BERT model to process data in bidirectional allows for
extractingmore contextual details and improving the model's overall performance. The
increase in accuracy rate is also observed when BERT and CNN are used in
combination to classify multimodal data to detect depression. Therefore, the best
accuracy is achieved when deep feature extraction capabilities of the CNN model are

combined with the BERT model for an efficient image and text classification.

Performance Comparison for combined data (in %)

120% ® BERT-CNN (Proposed)
= BERT-SVM
100% » BERT-KNN
BERTDT
80% -
60% -
40% -
20% -
0% -

Accuracy Sensitivity/Recall Precision Fl-score

Figure 3.9: Graphical analysis of results using the proposed method on multimodal
data
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3.2.3.1 Statistical Analysis

The results achieved in this chapter showed the highest performance with
the proposed approach, which is then validated by using the significantly known
statistical test named as Friedman's Rank Test (FRT). To perform statistical analysis
using FRT in order to evaluate performance of different models and the proposed
approach, two other datasets i.e., [124 & 125] are also considered. Both datasets
contain depression-related data, which is the area of focus of this research study. The
differentaccuracyrates achieved by the employed and the proposed approaches on the
considered datasets is given in Table 3.5 below, upon which the FRT is performed.
The FRT helps to validate the substantial differences between the models. An
evaluation is performed based on ranks after forming the null hypothesis.
Consequently, a null hypothesis states that all the methods exhibit the same accuracy
rate and no considerable visible difference. Moreover, the FRT allocates the highest
rank to the model with the highest accuracy rate and the lowest to the model with the
lowest accuracy rate. The test results attained a p-value of 0.0421, lower than the
significance level, i.e., p<0.05. The test results showcased the fact that there is a
significant difference in model performance on different datasets, subsequently
rejecting the null hypothesis. The highest rank, i.e., rank 4, is attained by the proposed
model, representing the highest performance and the lowest rank is attained by the
BERT SVM model. Table 3.6 below shows the FRT results, providing the average

rank of methods used and the respective p-value.

Table 3.5: Accuracy achieved by models on different datasets

Datasets/Models| Proposed| BERT _SVM | BERT_KNN| BERT DT

Proposed 0.9900 0.5830 0.5820 0.6510
[124] 0.9030 0.6250 0.6740 0.7330
[125] 0.9280 0.6690 0.6920 0.7540
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Table 3.6: Results of FRT

Rank 1st 2nd 3rd 4th p-value
Model BERT SVM | BERT KNN | BERT DT | Proposed | 0.0421
Average

rank 1.3333 1.6667 3 4

3.2.3.2 Comparison with state-of-the-art studies

The proposed approach is compared with the current state-of-the-art
studies to analyze the robustness and efficacy. Accuracy is utilized as the performance
evaluation measure, which has been employed due to its high adoption in all the
research works for comparison purposes. Table 3.7 provides an insight into this
comparison that can be visualized graphically in the following Figure 3.10.
Ramalinghametal. [126]used Twitter data in the form of images and videos to analyze
depression with the help of SVM. They achieved accuracy rates of 82.2% and 70.5%

for predicting males and females with depression.

Similarly, another study by Wangetal. [95] employed BERT, SVM, NB,
LR, CNN, and LSTM on text, tags, and emoticons data acquired from the Weibo
platform. The highest accuracy rate of 75.6% was attained by using the BERT model,
thus showing its efficacy in depression prediction. The analysis of depression using
Electroencephalography (EEG) signal data was performed by Lietal. [127]. The EEG
data was fed as inputto SVM, CNN, an ensemble of deep forest, RF, and KNN, and
the highest results were obtained with LSTM, i.e., 83%. This chapter considered
evaluatingmultimodal data (text, emoticons, and images), which previous studies have
not utilized much. The research aims to propose a robust approach that can be used for
all types of data to detect users with depression and no depression. The data in Table
3.7 indicates that the proposed hybrid BERT-CNN approach has outperformed the

current state-of-the-art with an accuracy of 99.31%. Therefore, the proposed model
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has a high potential to predict depression with optimum performance.

Table 3.7: Comparison of the proposed approach with previous studies

Author Year | Modality Classifier Dataset Average
Accuracy
Vandana et| 2023 | Text and | Textual DAIC- 88%
al. [54] audio data CNN, audio| WoZ (with Bi-
CNN, LSTM LSTM)
and Bi-
LSTM
Guptaetal. | 2022 | Text SVM, DT, | Kaggle and | Highest with
KNN,LR and | Twitter LSTM =83%
LSTM
Wang et al.| 2020 | Text,tagsand | BERT, SVM, | Weibo Highest  with
[93] emoticons NB, LR, BERT= 75.6%
CNN
and LSTM
Ramalingam | 2019 | Twitter like| SVM Weibo 82.2% (for
etal. [126] data posts males)
(videos, 70.5% (for
pictures) females)
Li et al| 2019 | HydroCel SVM, CNN,| EEG Highest  with
[127] Geodesic Ensemble of| features ensemble =
Sensor Net deep forest 89.02%
and SVM,
RF,
KNN
Proposed Study Text, images | BERT (text), | Instagram | Highest with
and CNN and other | proposed
emoticons (images), social BERT-CNN =
SVM, hybrid | media 99.31%
BERT-CNN | posts
(proposed)
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Figure 3.10: Comparison analysis of the proposed approach with state-of-the-art
based on the accuracy

3.3 Introduction to Deep Learning Based Depression Detection Model for Multi-
class classification

Nowadays, Depression, which impacts millions of people across the globe,
ranks as one of the forms of mental illness [129]. Stress, low moods, nervousness,
insufficient sleep, problems with eating, regret sensations, thoughts about suicide and
attempts, along with other indications are among the most frequently experienced ones
caused by depression [54]. More than 350 million individuals worldwide i.e. 4.4% of
the global population are reported to suffer from depressive disorders, based on data
from the World Health Organization (WHO) [130]. Further, by 2030, it is projected
that depression will appear as the second leading reason for disability globally [131].

Depression, being a negative disorder, affects people at several severity levels,
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including early, moderate, and severe. Identifying it early may prevent serious
adaptation problems for the concerned person [132].

Several rating scales as well as questionnaires are employed in the
traditional methods used in clinical settings for determining the severity of depression.
These theoretical tools demand considerable amounts of time and primarily depend on
input from patients and medical guidance from experts. A faulty and unreliable
assessment may result from inadequate questionnaire filling and a lack of
understanding of the subject matter. Thus, researchers are drawn to utilize automated
cutting-edge techniques for facilitating accurate depression analysis [133]. Over the
recent years, Machine learning (ML) and Deep Learning (DL) have made immense
progress in the detection of affected mental health by providing standardized
evaluation and automated analysis that could be helpful to lighten a certain amount of

stress for clinicians [134].

Various social media online platforms including Twitter, Facebook,
Instagram, etc. have become the prime source where many people share their
emotions, thoughts, and feelings on a regular basis. Thus, a large amount of such data
can be carefully analyzedto understand the behavior of apersonto a large extent[135].
Focusing on text data available on social platforms, this chapter proposes a hybrid
model incorporating transfer learning (TL) i.e. BERT and DL i.e. RNN models to
detect and classify depression at three severity levels. Using a combination approach,

rather than a single model, may improve the model's overall performance.

3.3.1 Proposed Framework

The proposed methodology comprises different stages that initiate from

the dataset and end with a performance evaluation, as shown in Figure 3.11.
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Figure 3.11: Proposed Framework for depression classification at different severity

3.3.1.1 Dataset
The dataset created by Durairaj et al. [136] is utilized in this study for

experimentation. It consists of posts from Reddit in the English language, where all of

them is associated with some categories or labels i.e. not depressed, moderate, and
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severe. The label “not depressed” indicates no depression sign at all whereas
“moderate” and “severe” labels represent slight depressive and high depressive
symptoms and behavior. The entire datasetis splitinto training (n=8891), development
(n=4496), and test (n=3245) sets. While using ML and DL approaches, it is good to
have large training sets as compared to validation and test sets. This is because the
efficacy of these techniques directly relies on the number and variation in samples

during training. A brief description of the considered dataset is given in Table 3.7.

Table 3.8: Dataset Description

Label Example Train Set Dev Set
Not Happy New 1971 1830
Depressed Year
everyone......
Moderate It is the worst | 6019 2306
feeling
anyway.....
Severe I just want to 901 360
fall asleep
forever.......
Total 8891 4496
Samples --

Preprocessing is a group of procedures that transform unprocessed data
into useful forms to carry out the next steps with high accuracy [137]. Thus, to boost
the worth of the raw data, firstly, a search for all the emoji present in the data is
performed and then these are transformed into text form. Similarly, URLs or Links

that did not offer anything of significance to the textual content were deleted.

3.3.1.2 Classification

DL models are known to be enhancedby employingthe TL technique. The
training of a neural network is first done as a linguistic model utilizing an extensive
and complete set of data in the preliminary stage of the TL designing, which is usually
named as semi-supervised training. This is then followed by supervised training, in
which the modelis trained to employ adequately labeled training informationset[ 138].

In this section of this chapter, anovel approach combiningboth TL and DL techniques,
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namely BERT and RNN, is proposed to perform text analysis and classification tasks.

A brief overview of the techniques used is provided as follows:

3.3.1.2.1 Proposed BERT-RNN Hybrid Model

3.3.1.2.1.1 BERT Model

Many pre-trained models exist, but each of them suffers an identical issue
1.e. their unidirectionality, which limits their abilities. As a consequence, a particular
type of transformer network referred to as Bidirectional Encoder Representations from
Transformers (BERT) came to light [139] that works by processing the text that is
inputted in both directions. This ability of BERT can result in improved model
performance. In this work, In this study, Bert-base architecture is employed due to its
computational efficiency, compact size, and simplicity. It has 110 million parameters,
12 self-attention heads, and 12 layers of transformer encoder. WordPiece embeddings
are employed to pre-train BERT. Each sentence in BERT's input encounters two
different tokens, designated as [CLS] and [SEP] tokens where the [CLS] index
indicates the start of each and every sequence and the [SEP] token or index serves to
separate every pattern in the input. The put in depiction of BERT is the mixture of
three types of embeddings i.e. Token, Segment, and Position.

Furthermore, the BERT design, shown in Figure 3.12, trains the language
model employing two tasks i.e. Masked Language Model (MLM) and Next Sentence
Prediction (NSP). 15% of the tokens in the MLM task are enclosed using [MASK]
tokens before the word sequences are passed into BERT. The system subsequently
estimates the true worth of the enclosed token. Concerning the task of NSP, the BERT
technique accepts input matching set of words and predicts whether or not the
secondary sentence in the match corresponds to the sentence following it in the initial
sentence. The concept of using a pre-trained model in comparison to traditional

methods saves a lot of time for training [ 139].
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Figure 3.12: BERT Pre-training Architecture

3.3.1.2.1.2 RNN Model

RNN is the widely preferred DL technique for pattern recognition that can
handle inputdata with varyinglengths. These models receive output from the previous
layer and feed it as inputto the current step with the help of the memory concept as
shown in Figure 3.13. A recurrent neuron is the most important processing unit of
RNN which is responsible for maintaining a hidden state. As textis in the sequential

form, therefore, these methods are well suited for text analysis [ 140].

These models are specially constructed to tackle the issues with serial data
and their inside memory feature makes them robust and very precise in estimating
what’s coming next. One of the disadvantages of these networks is that they suffer
from the problem of vanishing gradient. Thus, in this work, two forms of RNN i.e.
LSTM and GRU are utilized. LSTM has the capability to save or delete information
as per its priority by employing three types of gates. The first gate i.e. Forget gate is
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used to drop allthe useless details from memory. The nexti.e. input gate is responsible
forupdating new details in memory and the lasti.e. output gate selects relevant details
and sends them to the next steps. In contrast to LSTM, GRU comprises two gates
namely Resetand Update. The reset gate keeps on checkingthe amountof information
that needs to be forgotten and the Update gate checks the amount of knowledge that

requisite to be passed in the entire network.

Recurrent nearon RNN unfolding

Figure 3.13: RNN Structure

3.3.1.2.1.3 Proposed Model

This section of this chapter proposes to combine BERT and RNN to
perform a more reliable classification of depression severity levels. Further, the
advantages of LSTM such as accurateness and GRU having low complexity are fused
to achieve enhanced performance. A section in Figure 3.11 represents the proposed
BERT-RNN framework structure fusing both LSTM and GRU. The process followed
is provided in Algorithm 1 depicting the step of the proposed model for depression
detection. Firstly, tokenization is performed at the input layer from the input word

sequence and the data which is tokenized is then sent to the following layer i.e.
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Embedding layer. In this layer, a pre-trained BERT embedding method is employed to
generate relevantand useful word embeddings. The outputis then transformed into the
next or third layer which comprises of fusion of LSTM, Dropout, and GRU layers.
Finally, the softmax output layer is used as the fourth layer which provides the
likeliness of the considered groups. The category having the greatest probability is

considered the forecasted class.

Algorithuin 1: Proposed model for depression detection

Input: Text dataset with 3 labels: not-depressed, moderately
and severely depressed

Output: Predicted label on test dataset

Step 1. Import the dataset

Step 2. Perform preprocessing of dataset by removing URL’s
and transforming emoji

Step 3. Divide the preprocessed dataset into training and testing
in 70:30 ratio

Step 4. Perform tokenizationusing BERT

Step 5. Add Embedding layers() with weight

Step 6. Two LSTMY() layers

Step 7. Dropout layer

Step 8. LSTM() layer

Step 9. GRU() layer

Step 10. Dropout layer

Step 11. GRU() layer

Step 12. Dense layer() with softmax activation function
Step 13. Train the model on training set

Step 14. Perform testing and evaluation of model on test set

3.3.2 Performance Evaluation

Once the system is created, it is essential to determine its efficacy utilizing
some evaluation measures of performance. Depending on the results obtained, the

robustness of the applied approach can be successfully analyzed. In this study,

measures like accuracy, recall, precision, and F1-score are utilized to evaluate the
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efficiency of the proposed approach which are explained in Chapter 2 section 2.6.
Accuracy, being, the most preferred measure is considered to make a comparison of

the presented approach with the previous studies.

3.3.3 Results and Comparative Analysis

The entire implementation process is performed using Python
programming on a GPU system. The dataset is splitinto 70:30 i.e. training and testing
set. The data provided in Table 3.8 are taken as parameters to the BERT with the
purpose of embedding extraction. The explained procedure in Figure 3.11 is followed
and the results yielded are provided in Table 3. From the data of results, it can be
analyzed that the presented hybrid technique attained an excellent performance by
achieving an accuracy, recall, precision, and F1-score of 95.0%, 92.0%, 94.0%, and

93.0% respectively.

Table 3.9: Proposed model parameters

Parameter Value
LSTM layers 3
GRU layers 2
Dropout layers 2
Output function Softmax
Batch size 256
Optimizer Adam
Learning rate 0.001
Dropout rate 0.5
Number of encoder layers 4
Max sequence length 512 (typical)
Vocabulary size 30522 tokens
Embedding dimensions 768

To wvalidate results, the proposed model is compared to other models
considering solo BERT and RNN which yielded an accuracy rate of 93.41% and
93.49% respectively. Also, BERT is evaluated by combining it with other ML
techniques including SVM, decision trees (DT), KNN, and naive Bayes (NB). The
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data in Table 3.9 shows that hybridizing BERT with RNN has given the highest
accuracy i.e. 95.38% in comparison to all other techniques applied. The graphical
representation of all the outcomes achieved using the proposed and other techniques
is depicted in Figure 4. As the BERT model has the benefit of providing improved

embeddings, combining it with RNN can yield into improved results.

Table 3.10: Results with different techniques

Model Accuracy Recall Precision F1-score
BERT 93.41% 91.18% 94.31% 92.43%
RNN 93.49% 92.17% 94.23% 93.29%
BERT-KNN [ 90.19% 88.28% 91.46% 89.35%
BERT-SVM 92.37% 90.21% 93.39% 91.43%
BERT-DT 88.26% 86.31% 89.41% 87.25%
BERT-NB 86.39% 84.19% 87.14% 85.39%
Proposed 95.38% 92.25% 94.43% 93.31%

Comparative Analysis of Results

96.0%

94.0%

92.0%

90.0%
88.0%
86.0%

84.0%

Accuracy (in %)

82.0%

80.0%

78.0%

BERT RNN  BERT-KNN BERT-SVM BERT-DT BERT-NB Proposed

Technique
B Accuracy MRecall ®Precision MFl-score

Figure 3.14: Graphical representations of results
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Further, the proposed model accuracy is evaluated with the previous
studies and the comparative data results are given in Table 3.10 Thus, it is evident
from the table below that the proposed BERT-based DL methodology has attained the
best accuracy and can be efficiently utilized by clinicians to analyze and treat at

different levels of depression.

Table 3.11: Comparison of the proposed approach with previous studies

Reference Modality Technique | Accuracy
[54] Text and audio CNN 92% (text)
88% (audio)
[129] Text BERT, 61%
AlBert, (Best with
DistilBert, Ensemble)
RoBerta,
Ensemble
[130] Text and audio Logistic 86%
regression, | (Best with SVM)
SVM
[141] Text SVM 70%
Proposed Text Hybrid 95.38%
BERT-
RNN

3.4 Chapter Summary

Social media platforms have become the most widely used source forusers
to share their feelings, emotions, thoughts, views, etc., with their friends and family
through pictures, text, audio, videos, etc. Analyzing such data in-depth can provide
crucial clues regarding a person's state of mind. Among mental disorders, depression

seems to be a rapidly growing disease, particularly in the younger generation
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worldwide. Therefore, the early detection of depression is of utmost importance
nowadays to save people's lives by providing them with timely counseling and
treatment.

This chapter aims to provide two models Firstly, a robust multimodal
strategy to detect depression using a hybrid approach for binary classification, In
which three models are designed: primarily, BERT for text; then, CNN for images;
and third, hybridization of BERT and CNN model for multimodal data, i.e. text +
images. The current state-of-the-artanalysisrevealed very little use of BERT and CNN
for text and image data and also attained mediocre performance in depression
detection. Therefore, BERT and CNN models were employed individually and
combined to achieve higher accuracy. Moreover, a dataset has been created consisting
of posts from Instagram to classify depressive and non-depressive users. For text data,
BERT and other versions of BERT, namely RoBERTa, DistilBERT, and XLNet are
applied and the experimental results show the best accuracy with BERT, i.e., 97.31%.
Similarly, for image data, CNN and ML models such as SVM, KNN, and DT are
employed and among all, CNN has achieved the best accuracy with 89.42%, thus
proving the efficacy of the deep learning CNN model in this research. A robust model
that can work on both text and image data is proposed by combining BERT and CNN.
The proposed hybrid approachis compared with other combinations, including BERT -
SVM, BERT-KNN, and BERT-DT. The results showed that the proposed hybrid
approach BER-CNN has achieved the highestaccuracy rate, i.e., 99.31%. Lastly, based
on the accuracy parameter, it is found that the proposed approach has outperformed

the current state-of-the-art studies.

Secondly, to deal with depression, it is necessary to analyze it at different
severity levels. So, the later section of this chapter presented a robust BERT-RNN-
based hybrid approach to experiment on three labels i.e. not- depressed, moderately,
and severely depressed. The text set of data is used which is taken from an online
repository and is initially prepared to refine its quality. For classification, the
embeddings are extracted using a BERT-based model which is fed into the
combination of LSTM, GRU, and a combination of LSTM, GRU, and dropout layers

of RNN. The analysis of results obtained using metrics like accuracy revealed the
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highest values i.e. 95.38% with the proposed approach in comparison to other
techniques as well as state-of-the-art. Thus, the presented strategies in this will be
helpful for researchers and doctors to deal with the serious issue of depression
accurately. Thus, both the models are aligned with the research objective 2 and bridges
the gap of creating the new dataset for the multimodal depression detection and
working on severity levels of the depression and now the next chapter will focus on
creating a new dataset for Hindi/Hinglish (regional language) data and developing the

model for the same.
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CHAPTER 4

A MULTIMODAL DEEP LEARNING-BASED FRAMEWORK
FOR DETECTING DEPRESSION USING PURE HINDI AND
HINGLISH (CODE-MIXED) SOCIAL MEDIA CONTENT

4.1 Introduction

Nowadays, the Internet has become one of the most popular platforms
which have revolutionized almost every aspect of life to a great extent. Information on
social networking sites spreads so fast and reaches every person within a very short
duration of time. Therefore, social media has set new records for being used as the
most reliable communication method among individuals. Various online social
networking websites including Twitter, Instagram, Facebook, etc. are gaining huge
attention from users of every age group to express their thoughts. These platforms are
being preferred by people to perform varying tasks such as online shopping, remote
education, sharingviews and experiences, etc. [97, 142]. Though the use of online sites
has taken the world to an advanced level, its severe and dangerous impact can’t be
ignored. According to a study performed by AlSagri & Ykhlef [104], it is observed
that depression and mental case rates have increased in users with high usage of online
social platforms. These mental health issues can include stress, anxiety, and unstable
thoughts and may give rise to serious actions such as suicide. Thus, itis very necessary
to diagnose and cure depression at the initial stages; otherwise, it can be a major issue

in ending life.

A study performed by the World Health Organization (WHO) [89]
indicated that just a few percent of the 56 and 36 million Indians suffering from
depression and anxiety issues can get effective treatments. Most cases remain
undiscovered because of the various misbeliefs related to mind health in society. The
cause of depression can be anything, but it is analyzed that teenagers are coming into

its impact more frequently. Another research released by WHO in 2019 [143] found
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that out of a billion people having mental disorders, the world’s youth share is 14% of
it. The presence of depression is gradually decreasing the people’s quality of life and

more serious impacts are expected to be arising.

Many depressed people who can’t feel comfortable sharing their feelings
with friends and family often take the supportof social media to reflect their emotional
behavior. Social media made it possible to locate such users and the analysis of their
posts needs to be evaluated critically to save a person’s life. Clinical evaluations for
depression using interviews, rating scales, questionaries, and other long subjective
procedures can be inaccurate and imprecise, which may result in unwanted delay and
faulty analysis [5]. Therefore, automated approaches are required that can perform
depression diagnosis efficiently without more overhead and within less time. To
automate the process of depression detection, the Machine learning (ML) paradigm is
being used by various researchers and has the remarkable capability to perform the
classification of users into normal and depressive users utilizing various algorithms
[41]. The advancements in Artificial Intelligence (Al), like the evolution of Deep
Learning (DL) and Transfer Learning can learn large and complex data within a few
seconds. The use of Transfer Learning along with DL can speed up the process of
model training on a new task and can result in more accurate predictive analysis [ 106].
Further, to improve the efficacy of various predictive models, multiple ML and DL
models can be combined using different approaches known as ensemble learning
Despite just relying on an output produced by a single model, it can be verified using
an ensemble of classifiers to achieve enhanced diagnosed accuracy. So, in a nutshell,
due to the tremendous benefits offered by these automated quantitative methods and
models, their adoption for depression detection and other unstable mental states can

yield remarkable results.

In this area of depression detection, Singh etal. [65] proposed a study to
detectemotions in mixed data including Hindiand English language textusing Natural
Language Processing techniques. The capability of their techniques was evaluated on
distinct datasets and they achieved satisfactory accuracy results. In another study by

doneby Khanetal.[55], a multi-class Urdu database is presented to perform sentiment
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analysis considering 9312 reviews. They trained two datasets using different
techniques such as word embeddings, rule-based, ML, and DL models, and the results
showed the efficacy of pre-trained word embeddings. Chopra et al. [66] proposed a
framework to detect hate speech from Devnagri Hinglish language text. They used a
Tabnet model-based classifier, which showed its efficacy in the automated
classification of mixed code text. Biradar et al. [57] utilized a Deep Network based on
Neuron (DNN) for the identification of hate speech. They used libraries to perform
transliteration from English to Hindi language, and the proposed architecture achieved

the best results.

4.1.1 Major Contributions

A thorough scrutinization of the literature, which is as discussed in the
chapter 2, demonstrates some serious gaps that need to be covered to effectively
classify depressive and non-depressive posts. Most of the related research work was
limited to using pure English language text only. However, it is analyzed that some
users prefer only the Hindilanguage to expresstheir thoughts. Due to the unavailability
of a public Hindi dataset and the lack of evaluation of image data along with text data
1.e. multimodal data, this study tried to overcome such issues. Further, optimization
techniques with DL models and a combination of DL and Transfer Learning have not
been explored in the earlier studies for depression detection. Therefore, this chapter
aims to present a framework that can efficiently detect depression based on pure Hindi
as well as Hindi-English (Hinglish) language mixed data with high accuracy. Some of

the main contributions of this study are as follows:

1. To the best of our knowledge, there is no public Hindi dataset exists for
depression detection. Therefore, a novel multi-class depression evaluation dataset is
proposed and created for the Hindilanguage, which contains pure Hindiand Hinglish
code mixed data including text as well as images gathered from various social media

platforms.
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2. An approach (CPSO) is proposed thatuses a Convolutional Neural Network
(CNN) with optimized hyperparameters using a nature-inspired algorithm, namely
Particle Swarm Optimization (PSO) for computationally effective classification of

image data into depressive and non-depressive posts.

3. A hybrid of transformer-based methods, namely Bidirectional Encoder
Representations from Transformers (BERT) and CPSO i.e. BERT-CPSO (BTCPSO)
is developed for the identification of depressiveand non-depressive posts using Hindi

and Hinglish language based on both text and image data.

4.  The efficacy of the employed models i.e., CPSO and BTCPSO is compared
with other DL, ML, and transformer-based techniques for image and text

classification using various evaluation metrics.

5. A comparative analysis of proposed models is also performed with state-of-
the-art studies and the results showed the superiority of the developed techniques in

depression detection on multimodal Hindi as well as Hinglish language data.

4.2 Proposed Framework

To detect whether an individual is having depression using his posts in the
form of text as well as images in Hindi and Hinglish language, a novel methodology
is presented in this chapter. The proposed methodology uses hybrid techniques to
improve the prediction accuracy and comprises different stages. The entire process of
depression detection initiates with the creation of a new Hindi language-based dataset
followed by processing of the collected data. Then, the text and image parts are
classified separately using different techniques and hybrid approaches. Finally, the
efficiency of the presented methodology is checked with other classifiers and models
applied in past studies. Figure 4.1 depicts the proposed methodology applied for

depression detection and a detailed explanation is provided in sub-sections as follows:
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Figure 4.1: Proposed methodology to analyze depression users
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4.2.1 Dataset

The robustness of any methodology heavily relies on the datasets
goodness. This research intends to perform the detection of depression using posts of
users in both Hindi and Hinglish language, but the analysis of the literature revealed
no public existence of such a dataset. Therefore, we created a new dataset based on
Pure Hindi and Hindi-English (Hinglish) language, which is one of the main
contributions of this research. To accomplish Hindi data collection, different online
networking sources such as Instagram, Twitter, Reddit, and LinkedIn were crawled
comprehensively. The data uploaded by users, in text, emoticons, and images, either
depressive or non-depressive, is gathered to enable multimodal data evaluation. The
exploration of collected data showed thatalongwith Hindi, some of the users also post
inmixed Hindi-English i.e., Hinglish language. Therefore, this chapter focused on both
1.e. pure Hindi and Hinglish multimodal data to diagnose depression efficiently. In all,
11,199 posts were collected for investigation, with 4493 posts comprising only text
and 6706 posts containing text as well as images. In addition, out of 4493 purely text
posts, 2200 were depressive and 2293 were non-depressive. Similarly, out of a total of
6706 images and text posts, 3565 were depressive and 3141 were non-depressive. The
distribution of posts into depressive and non-depressive is shown in Figure 4.2. Table
4.1 presents an overview of samples for the newly created Hindi and Hinglish datasets

evaluated in this chapter for efficient depression analysis.

Dataset Distribution

m Depressive Text posts
B Non depressive Text posts
Depressive [mmaget+text posts

m Non depressive Image-+text posts

Figure 4.2: Posts distribution of the created dataset into depressive and non-
depressive
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Table 4.1: Dataset Description

Modality

Sample Examples

Language

Category

Text and
Emoticons

7 Rt 309 AT - &1 31u= siade &
TR T T 3R SR T AT Bl T8
FagA F U 3o B3 @ b ug oo W
T @ o & g g Fufa o Tebar g 4
Y Tga & 1Y 73U+ fSHNT of 30 3@
Jbdl §

Hindi

Depressive

@Worldofoutlaws H@W Bl ISUR Agy
I TER @, B AT W T Bl TMER
T @ §

Hinglish

Depressive

T3 AT ¢ T g U1 g1 {3 srawre
B 13IR YIS & FHt B Ud AhanRd fawiT
o ftpae o §, oist # foeit ofR @ R T&
3R B H TG IRl § | b 8 D
‘s’qﬁfﬁ A gae Jod1 3R oo i T et

Hindi

Depressive

H@f@ﬁ:ﬁ@:ﬁm‘d? S § 71 98 HH
Wﬁ’ﬂ:ﬂ % #Depression

#BorderlinePersonality #mentalillness #Bipolar
#Anxiety

Hinglish

Depressive

T PIg W HAUIG & A Pl o Ibdl &
ARG T T TS
thx & Tl 8

Hinglish

Depressive

DS Ig -Ta] A ¢ [ 3T A a1
Heg &t 2 I1H THRAT T 31 38R 718 W
Y %51, 43 e I9 B AHRIe Wy el
1 UST i a8 W it ara oiR
3faTe J Ed ad1 g 1M B Ut it
P IR I H Hag P & g faddt
STIYHAT Bl @ ... TITT STHRT @@

Hindi

Depressive

TR A TP (S d IHdY fad g ITR oia
B FHR R AR e G R ATeH o B
B 108 SR HRA FF 919 78 § fp yar
P & [T T Sfa¥Te, HiY 3R I7a &
TERTS ¥ T Wie1 31 $AFER! § 78! Ul f

T e IT 3R IT0Y ST ..

Hindi

Depressive

T SHdY 3d P 916 QG 8 & 107U P
o1, A TeY | BIS a1 el |

Hindi

Non-
depressive

T S B o@H B IWIG 8

Hindi

Non-
depressive

o 7EY argd fos AR 95 g9 2 T & ferg
Blg 3l

Hindi

Non-
depressive

éé‘r%ﬁ:ﬁmfaﬁa?aﬁﬁswﬁm
g IYP U ARG B 71 .. Al Sl @R
P A eI

Hindi

Non-
depressive
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Images

Images

3

Beyhadh pyaar kiya tha
Beyintcha chahatke sath
Bewajah chordiya

Beypanah dard ke sath

Hinglish

Depressive

S anfrad
R

T Y o 8, O o & el &
T VTg Hchet! T, Shelt § 1 el &

#Gulzar

Hindi

Depressive
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oft W # g o @ o aww A B
it o @ ol A8 faw A §

Depressive

Non-
depressive

Hindi Non-
depressive

4.2.2 Pre-processing and Features Extraction

After collecting a sufficient amount of data, the next step is to pre-process
the entire data to convert it into relevant and meaningful form. As the accuracy of any
methodology heavily depends on the quality of data; therefore, we gave proper care
while pre-processing the data by applying various data enhancement techniques. The
data gathered had URLs, stop words, spaces, hyperlinks, capital letters, etc. Thus, to

upgrade the quality of raw data, we applied various pre-processing methods to process
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text, emoticons, and images separately, as discussed below:

4.2.2.1 Pre-processing of Textual data

When it comes to social media data analytics tasks, text pre-processing is
typically considered an essential step since it makes text easier to understand with
fewer errors, discrepancies, noise, etc., making it less complicated for ML algorithms
to process it. Therefore, in this chapter, the pre-processing work begins with improving
the text data. The gathered data of 4493 text posts was pre-processed using the way as
discussed in the following points [64][144][145]:

1) Informal Transliteration: The scarcity of transliteration standards shows the user’s

2)

3)

difficulty in deciding vowels and other sounds. Further, this research collected a
datasetthatprimarily contains Hindias well as Hinglish text. Therefore, for the entire
Hindi text, transliteration is performed to convert it into English text. For example,
the word in Hindji, i.e., ‘W'la_\?f’ is transliterated to English as ‘dastaavez’. A similar
process is followed for all the text written in Hindi to convert it into En glish text and

make it more readable.

Stopwords are the most frequently used words in the Stoplist that need to be refined
or filtered as they don’t have much significance. Since Stopwords are not of much

importance, therefore, they are removed utilizing the standard list of Stopwords.

Removal of ambiguous and incomplete posts: All the posts and words that had
repetitive meanings and were not complete were then removed from the dataset to
make the data more reliable. Further, the abbreviations that may misguide the exact

meaning of words were also removed.
Removing URLs and extra spaces: The links and URLs that do not have any major

contribution to the classification process and only add noise to the text were

discarded. Also, extra and irrelevant white spaces were removed from the data.
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4) Discarding Special characters, numbers, and punctuations: The presence of
special characters in the text can highly impact the classification results of a model
as they are noisy. Therefore, they were eliminated from the text data. Numerical data
having less significance was also removed to obtain pure text characters. In addition,

punctuations were also discarded because they can be a source of ambiguity.

5) Conversion to Lower Case: To avoid any sort of inaccuracy, the concept is
employed to transform the inputted text into an identical casing format. Therefore,

the entire text was converted into lower case.

4.2.2.2 Pre-processing of Emoticons and Emojis

Similar to text, emoticons and Emojis posted by users on social media
websites have great significance in differentiating a depressed person from a normal
person. An emoticon is frequently made up of a collection of punctuation, letters, and
numbers thathave been structured to resemble an individual's face. As an example, the
symbol :-O or (§' signifies surprise. A pictogram that could represent anything
constitutes what an emoji is. Emojis and emoticons were then replaced in place of
descriptive text to obtain appropriate data about user emotions. For example, the
emoticon @ is converted into text and is written as ‘black heart’. Once the emoticons
are transformed into the text, now, these are appended with the tokenized text due to

their similar format.

4.2.2.3 Pre-processing of Image data

To enhance the efficiency and robustness of a diagnostic model, the
combination of different modalities can be utilized. Images can directly reflect the
mental state of an individual, justby visualizingthem. Therefore, in this chapter, image
data was also considered and pre-processed separately, along with text and emoticons.

The analysis of social media posts indicated that users also use text on the image data
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to express their emotions and sentiments. Thus, it is necessary to separately extract

text from the image so that it can be processed efficiently.

In this chapter, an “Optical Character Recognition” (OCR) [111] approach
is applied for text and image separation and extraction. This technique scans the text
from image files and provides the required text file to use it in further analysis. The
used OCR system can take image files of any dimension as input; however, attention
should be given because fuzzy or deformedimages mightnot give optimalresults. The
block diagram showing the OCR process used for extracting text from the given
images is as shown in Figure 4.3. The textual files obtained from image data are then
further processed using similar steps, as employed for text pre-processing. For the
image part, to perform analysis and processing, several ML and DL approachesare
applied. The hybrid optimization with the DL technique is also proposed to evaluate

images with high accuracy.

Image File -
Mental pain
is big
Text Conversion to
Extraction Text file
Mental pain
. is bi
Mental pain e
is big Text File

Figure 4.3: Block diagram of OCR for text extraction from image

After pre-processing the entire Hindi and Hinglish data in text, emoticons,
emoji, and images; the next step was to extract the informative parameters or features
from all modalities to classify depressive and non-depressive posts. The features from
text data are extracted by employing various versions of BERT and other approaches,

while a hybrid CNN-PSO (CPSO) technique is proposed to extract optimal image
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features. Lastly, a combination of text and image models (BERT-CPSO) is presented
that can correctly classify multimodal posts into normal and depressed based on Hindi
and Hinglish data. A thorough presentation of the techniques proposed and employed

is provided in the next sub-section.

4.2.3 Classification

In Al and ML, classification is a critical issue that entails classifying data
items depending on their properties or attributes into specified groupings or
subcategories. Developing a model that can correctly assign categories and labels to
new, unexpected data items is the primary aim of classification. Depending on the
particularissue and dataset, identifying an appropriate classifier and evaluation metrics
often requires testing and alterations to achieve the best results. In this chapter,
differentmodels are proposed andemployed to classify textand image data separately.
This sub-section gives an explanation of the proposed techniques used for
classification purposes to perform accurate categorization of depressive and non-

depressive posts.

4.2.3.1 Classification of Textual Data

The text-based posts on social media that have been obtained are
analyzed employing a variety of TL strategies, like BERT, RoBERTa, DistilBERT,
and XLNet. In the past few years, Transfer Learning has demonstrated significant
improvements in the categorization of texts and other computer vision tasks. A
classifierthathasbeen evaluatedand trained for a particular job is subsequently altered
forasimilar task usingthe ML approach known as transfer learning. Ittakes advantage
of the representations and knowledge acquired in a specific field to improve
performance in another [113]. Therefore, to find the model that produces the best
results, each adopted model, as described below, is trained and tested individually on

textual data.

1) BERT and its variants: Researchers have come up with several kinds of approaches
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for training general-purpose linguistic representation systems using the enormous
amount of unannotated text on the web to fill up the data gap. A powerful pre-trained
computational language model termed BERT (which stands for Bidirectional Encoder
Representations from Transformers) has been successful in several NLP problems,
including text categorization. BERT is an increasingly common choice for
the classification of text tasks due to its capacity to derive contextual and semantic
from text. The transformer architecture, which has revolutionized NLP, is the
cornerstone of BERT. The transformer design has become known for its efficacy
in extracting context from input sequences [ 114]. The fact that BERT is bidirectional
is one of its unique characteristics. It considers the context of every word in a phrase
from the right as well as the left side. BERT operates superbly on a variety of NLP
tasks due to this bidirectional contextual knowledge. To get excellent results in NLP
problems, the BERT method for transformers frequently and drastically reduces the

amount of labeled data and training time required.

Unsupervised pre-training and supervised task-specific fine-tuning
constitute the two phases of BERT. BERT is trained unaided on a significant amount
of text data throughout the pre-training phase. By predicting words that are missing
(masked language modeling) and interpreting the connections between phrases (next
sentence prediction), BERT gains comprehension of the architecture and semantics of
actual language at this phase. BERT takes out an extensive number of characteristics
during pre-training that are employed to encode both contextual data and semantic
meaning. Phrases and words are represented by the model as extremely dimensional
vectors allovertime. BERT frequentlyanalyses the newly receivedtextin layers, such
as twelve layers for BERT-base and twenty-four for BERT-large [146]. Taking into
consideration of the context from previous stages, each layer enhances the
representations of the tokens. The BERT-base version, which has 12 layers of encoders
layered on top of one another and 110 million parameters, is utilized in this study.
Using labeled information, BERT could be optimized for certain downstream tasks in
natural language processingafter pre-training on an immense quantity oftextdata. The
already trained BERT model is fine-tuned by incorporating task-specific layers and

training it on the desired job. The algorithm's ultimate result is the class label, which
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corresponds to depressive and non-depressive posts and can have a value of either 0

or 1.

In a nutshell, BERT's strength dwells in its ability to extract deep
contextual and semantic information from substantial pre-training. With very little
task-specific input from the user, it learns to represent concepts and words in a large
vector space that may be adjusted to various NLP applications. This method has
significantly improved NLP tasks and has become an essential part of current NLP
models [147]. The pattern of information flow for a word in the BERT approach is
depicted in following Figure 4.4, where the embeddingrepresentationis ED1, the final
resultis F1, and the intermediate representations of the same token are Trm. Some of
the differences among these techniques employed for text classification are

summarized in Table 4.2.

2) Robustly Optimized BERT Pre-training Approach (RoBERTa) model, intended
to overcome multiple challenges and boost BERT performance. RoBERTa is
renowned for its robustness. ROBERTa is pre-trained on a much bigger collection of

text data

Figure 4.4: Flow of information in the BERT model to evaluate text [114]

compared to BERT. To create more robustlanguage representations, itemploys a wide
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range of text sources, including BookCorpus, and other freely accessible material.
Furthermore, unlike BERT, RoBERTa uses adaptive masking during pre-training
instead of a predetermined masking pattern. This indicates that RoOBERTa chooses
multiple masks at random for each batch of training data, providing a more diverse
learningexperience. Duringpre-training, ROBERTa removes the Subsequent Sentence
Prediction (SSP) task. The omission of Next Sentence Prediction (NSP) has been
proven to be advantageous in the training process. In contrast with BERT, RoBERTa
leverages a bigger batch size as well as a learning rate. These hyperparameter tweaks
enable RoBERTato reach convergencefaster and perform better. RoOBER Ta maintains
compatibility with the BERT design, making subsequent tasks relatively easy to fine-
tune using existing BERT-based programs and techniques.

Table 4.2: Differences among BERT and its variants [147]

Compariso Models
n factors BERT RoBERTa DistilBERT XLNet
Size 110M 125M 66M 110M
(million)
Embedding | 30,522*768 50,265*768 30,522*768 32,000*768
layer size
Training Base: Large:1024*V100* | Base:8*V100*3. | Large:512
time 8*V100*12 1 day 5 days TPU chips
days *2.5 days
Pre-trained 16 GB 160 GB (16 GB 16 GB BERT 16 GB
data BERT data | BERT data + 144 | data, 3.3 billion | BERT data
(BookCorpu GB other) words
s + English
Wikipedia),
3.3 billion
words
Technique | BERT with | BERT without NSP BERT BERT with
Masked Distillation permutation
Language -based
Model modeling
(MLM) and
NSP

3) DistilBERT is a resource-effective and distilled form of BERT that was created to

make advanced NLP capabilities accessible in situations where computing resources
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4)

are constrained. DistiIBERT decreases model size through a process referred to as
knowledge distillation. It was specially trained to replicate the behavior of the larger
BERT model while possessing a smaller number of parameters. DistilBERT is more
quickly to train, deploy, and execute inference because of fewer parameters. In
comparison with BERT, DistilBERT has a simplified architecture and fewer
transformer layers, minimizing the model's size and computational
requirements. DistiIBERT approximates a more extensive neural network with a

smaller version using the distillation process [116].

XLNet is a transformer that brings together the positive aspects of autoregressive
modeling and auto-encoding to compensate for their drawbacks. Rather than
implementing a rigid forward or backward sequence for factorization as in
conventional models using autoregressive idea, XLNet optimizes the sequence
expected log probability, incorporating every possible order permutation of
factorization. It is a refined NLP model that integrates permutation-based training
into its transformer structure. It specializes in determining connections between words
in a phrase and capturingbidirectional context. XLNet, on the other hand, can evaluate
context from any point in a phrase, unlike BERT, which relies on a predetermined
masking technique. This improves XLNet's ability to comprehend the associations
between words in a phrase [117]. XLNet combines segment recurrence method of
Transformer-XL's and proportional approach of encoding into pre-training, which

boosts performance, particularly for tasks involving an extended text sequence.

4.2.3.2 Classification of Image Data

An accurate analysis of images may provide clear indications of the
presence of an aberrant mental state. Numerous algorithms based on ML and DL
platforms have been developed for analyzing image data. However, ML techniques
have demonstrated notable effectiveness in differentiating normal and depressive
posts, but they additionally need feature extraction and domain expertise. Deep
Learning, in contrast, reveals the ability to train on real-time data without the explicit

requirement of feature extraction. Therefore, due to the tremendous capabilities of DL-
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based architectures, this chapter proposed a hybrid CNN-PSO-based technique
(CPSO) to perform efficient classification of gathered image data. The hyper-
parameters of the employed CNN model are optimized using a swarm intelligence
approach known as Particle swarm optimization (PSO) to produce a more robust
analysis. Further, the results obtained using the proposed CPSO technique are also
compared with other DL and ML algorithms to find the best one. The description of
the proposed approach and eachtechnique applied is comprehensively providedin this

sub-section.

(i) Convolutional Neural Network (CNN)

The CNN design is one of the most outstanding instances of an Artificial
Neural Network (ANN), which is frequently employedto tackle complex image -based
pattern recognition challenges. It can learn spatial arrangements between components,
including edges, textures, and forms that are crucial for identifying objects in images.
In this study, CNN is chosen above other models since it allows for the change of its
hyperparameters, which can increase accuracy to a greater extent. CNNs process the
data that comes in utilizing several connected layers, which are stacked on one another
[118][119]. The input, convolution, non-linearity, pooling, flattening, and
classification or fully connected layers make up the basic CNN architecture as shown

in following Figure 4.5.
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Convolutional layer

+
ReL.U Fully connected layer
Feature extraction layers Classification layers

Figure 4.5: Basic architecture of CNN model [118]
1) Input Layer

The input layer typically is CNN's first layer, where videos or images that
the neural network will process to extract its characteristics are inputted. Two-
dimensional matrices are utilized for keeping all information. This layer reflects the

pixel matrix of the image and accepts the input information from the external world.

2) Convolutional Layer

Convolutional process is a mathematical operation that takes place at
the convolutional layer between the input image and a filter of a particular dimension,
such as MxM. It imparts to the kernel essential characteristics such as the ability to
recognize lines, edges, focus, blur, curves, and colors, among others. The activation

function in the convolutional layer has an identical idea to the activation utilized in
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any neural network. Different activation functions exist; one of the most prominent in
these types of designs is the Rectified Linear Unit (ReLU) function which adds non-
linearity to the model and allows it to recognize deeper patterns in the data. With I, K,
q, and r as the input image, kernel, row, and column of the image, the convolutional

procedure is expressed in equation (4.1) [118].
Cu,v)=U*K)(u,v) =2,2,1(q1)K(u-q,v-r) 4.1)
3) Pooling Layer

The key objective of the Pooling Layer is intended to decrease the size of
the convoluted feature map to reduce computational expenses, which is accomplished
separately on each feature map and by minimizing the connections between layers.
Max pooling, one of the most prevalent grouping techniques, has been used in this
study to identify the feature map pixel with the highest value. Assuming we have a
4*4 future map, the poolingoperationis usually executedemployinga 2*2 filter [ 119].

4) Flatten Layer

The produced 2-dimensional array from pooled feature maps is all
smoothed into a single, continuous linear vector with the help of a flattened layer. To

categorize the image, the flattened matrix serves as input to the fully connected layer.
5) Fully connected or Classification Layer

These layers comprise the final couple of stages in CNN architecture and
frequently appear before the output layer. The flattened vector persists via a few more
FC levels, where the standard operations on mathematical functions occur. Normally,
overfitting in a training dataset can occur from all features being connected to the FC
layer. To address this overfitting problem, a dropout layer is introduced, in which only

a handful of neurons are eliminated from the neural network while training, lowering
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the overall size of the model. Fifty percent of the nodes in the neural network are

arbitrarily deleted upon passing a dropout of 0.5 [119].

Three convolutional, three max-pooling, a flatten, and two output or dense
layers were employed to generate the CNN in this study, which is then followed by a
dropout of 0.5. With varying numbers of filters, the first, third, and fifth positions
utilize the three convolutional layers. The second, fourth, and sixth places all include
three max-pooling layers. In the suggested CNN network, a flattened layer is added at
position seven, followed by two completely linked layers at places eight and ten. The
provided CNN is based on the CNN model's fundamental structure, which is shown in
Figure 4, and it has been modified for this study, as shown in Figure 4.6.

Fully connected layers
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Figure 4.6: Proposed CNN architecture

(ii) Particle Swarm Optimization (PSO)

PSO, established by Kennedy and Eberhart in the year 1995, is a bio-
inspired algorithm that looks for the most effective solution in a given space. It varies
from other optimization techniques in that it demands just the objective function and
doesn't rely on the gradient or any special form of the objective function [ 148]. Each

bird is depicted by particles that "move" in a multidimensional search space and
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"adjust" according to their knowledge of neighbours and your own. It serves as a
stochastic method based on the collective intelligence of the swarm and is inspired by
the way birds look for food. The PSO candidate solution is commonly referred to as a
particle and has a relationship with a certain velocity and position. PSO makes use of
a fitness function and the particle's velocities to identify the best possible outcome
through integrating local and global information. The particle updates its location
according to its optimal values, which are stored. Thus, this algorithm functions by

storing and sharing the best particles on a local and global scale [ 149].

In other words, in PSO, every single particle is modified after
each iteration using the "best" values. The first choice stores the fitness value and is
the finest fitness solution referred to as "pbest". The next "best" value determined by
any particle in the population is tracked by the particle swarm optimizer. The term
"gbest" denotes this best value as a global best. Fig. 8. illustrates the movement of the
particle using the concept of PSO. The following equations are used by the particle to

update its position and velocity after selecting the two optimal values.

Si(t+1) =Si(t) +Ul‘(t+1) (42)

vi(t +1) = v (W + ey (¥ — 5:(6) + €212 — 5:(D)) (4.3)

Best experience
position

pbest

Current 5
position

‘ - . Bestp.amde
position

New position

Vi
Figure 4.7: Showing the concept of PSO [148]
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In equation (4.2), si(t) denotes the particle ‘i’ position in time ‘t’. Equation
(4.3) represents the velocity update where ‘v’ indicates the velocity of particle ‘i’.
Here, cl and c2 are constantinteger values indicating cognitive and social components.
il and 12 denote random values in the interval [0 1], w is the inertia weight, yi, and y*
represent the local and global best positions of the particle. The pseudocode of the PSO

algorithm showing the entire process is given in Pseudocode 4.1.

Pseudocode 4.1: PSO

Begin
For each particle
Initialize parameters (positionand velocity) randomly
End For
do
For each particle
Compute the fitness function value

if the objective fitness value is better than local best fitness value (pbest) in past, set the
current fitness value as new pbest

Eudif
End For
Select the particle with global best fitness value (gbest) from the entire neighborhood
For each particle
Update the position s; of particle using equation (2)
Update the position v, of particle using equation (3)
Eund For
until termination criteriais reached
Eund Begin

For each particle, the fitness is evaluated and the values of local and global
bests are updated. Dependingon the values obtained, the position and velocity for each

particle are then modified and the procedure is repeated until the stopping criterion is
met.
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(iii) Proposed CNN-PSO (CPSO) Technique

As stated earlier, one of the significantand unique featuresof CNN models
is the ability to adjust hyperparameters. These models are more efficient at achieving
accurate classification since the parameters, such as learning rate, dropout,
momentum, number of filters, filter size, batch size, and the number of layers in a
CNN, can be simply modified according to the scenario. Therefore, to achieve great
performance for identifying depressive and non-depressive posts, this chapter aims to
choose optimal CNN parameters by applying PSO. In the present chapter, four
hyperparameters of CNN such as learning rate, batch size, number of filters, and
number of iterations, are taken to optimize them using PSO. The flowchart depicting
the general PSO and the proposed CPSO architecture is presented in following Figure
4.8.

The PSO is initialized in this procedure in accordance with the execution
parameter, creating the particles. Each solution demonstrates a full training session for
CNN as each particle is a potential solution and each position has a parameter that can
be improved and optimized. The training technique is an iterative process that
terminates when every single one of the particles produced by the PSO for every
generation is analyzed. The computational expense is higher and is affected by the
database dimensions, particle size, number of PSO repetitions, and the quantity of
particles in every iteration of the process. In simple terms, if the PSO runs with 20
particles and 20 iterations, the CNN training procedure is executed for a total of 400

times.

127



PSO

Initialize PSO
parameters, position and
velocity of particles
randomly

Evaluate the objective/
fitness function for each
particle

Time iteration
t=t+1 Find and update local
best (pbest) and global
best (gbest)

Compute and update
position and velocity of
particles

stopping criteria

train designed

Proposed CPSO

Input dataset to

CNN

Y

No

A 4

Generate the population
of particles randomly for
PSO algorithm

Initialize CNN
architecture using PSO
optimized parameters

CNN training and
validation

!

Evaluate fitness of
each particle

Update position,
velocity, ghest and
phest

!

Is Max.
iterations
reached?

Yes

Select optimal solution
(parameters) for CNN

Training and

validation
data

End

Figure 4.8: Flowcharts of Basic PSO (left) and the Proposed CPSO architecture to

optimize CNN parameters using PSO (right)
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The steps followed for optimizing the CNN employing the PSO algorithm

are provided below:

(1) Load the gathered dataset as the input of a comparable type and properties to train
the CNN. This phase comprises importing the previously described pre-processed
Hindi and Hinglish datasets and categorizing them for the CNN. In a nutshell, the
data associated with the image that is going to be used contains similar characteristics

for scale, pixel size, color attributes, and file format.

(2) Establish the particle population randomly for the PSO method; the particle design is
part of this stage of the process. The tuning of PSO is performed using different
hyperparameter values and the best ones are selected which is mentioned in Table
4.3. The PSO parameters are configured to take into account the total number of
iterations, the number of particles, the inertial weight, the cognitive constant(c1), and
the social constant (c2). Tuning the PSO on these values helps the algorithm to

converge at the faster rate to find the best global solutions.

(3) Configure the architecture of CNN with the optimized PSO parameters i.e. learning
rate, batch size, number of filters, and iterations. Initialize and tune the CNN
algorithm based on the best hyperparameter values stated in Table 4.3. The number
of layers and other parameters such as convolution layers, dropout, activation
function etc., are experimented by altering their values and position. Finally, the CNN
tuning provided the optimized position of the considered layer blocks and other

parameter values; where the model has shown the highest performance.

(4) Trainingand evaluation for CNN. An accuracyrate foreachmodelis calculated when
the CNN reads and analyses the input dataset, using images for training, validation,
and testing. As the outcome of the objective function's operation, these values are

sent back to the PSO.
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(5) Analyze and evaluate the desired objective function (accuracy rate is taken in this
case). For finding the optimum value, the PSO algorithm explores the objective

function.

(6) PSO parameter updates. Based on its individual most well-known position (Pbest) in
search space and the best-known location of the entire swarm (Gbest), every particle

modifies both velocity and position at every round of iteration.

(7) Once the stop situation (in this scenario, the maximum number of iterations) is

reached, the process begins again, evaluating each particle.

(8) The best solution is finally chosen. The CNN model in this process selects particles
that are represented by global best i.e. Gbest.

Table 4.3: Tuned hyperparameters of CNN and PSO

CNN Hyperparameters Selected Values
Convolution Layers n=3: {1,3,5}
Pooling Layers n=3: {2,4,6}
Flatten Layers n=1: {7}
Fully Connected Layers n=2: {8,10}
Dropout Layer n=1: {9}
Convolution Layer Filter {32,64,128}
Dropout 0.5
Learning Algorithm Adam
Nonlinearity Function ReLU
Output Layer Activation Function Sigmoid
Number of Epochs 10

PSO Parameters
Inertial Weight 0.6
Particles 10
Threshold le-6
Number of Iterations 100
Cognitive Constant (c;) 1.0
Social Constant (c;) 1.5
Upper Limit 0.1
Lower Limit 0.001
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(iv) Comparative ML and DL models

After the implication of the proposed CPSO model, the results are
comparatively analyzed by employing other ML and DL techniques to find the best
one. For such purpose, different ML algorithms includingk -nearestneighbour (KNN),
Support vector machine (SVM), Decision trees (DT), and Naive Bayes (NB) were
employed. Similarly, ResNet, VGGNet, and MobileNet DL-based models are adopted
to make effective comparisons. An overview of these techniques is provided as

follows:

a) Machine Learning (ML) based Techniques

1. SVM: An effective supervised Machine Learning strategy used for classification is
called the Support Vector Machine (SVM), which works optimally when there is a
noticeable gap of distinction between the categories or when there is no linear manner to
divide the data. SVM attempts to determine the optimal hyperplane in a feature space with
high dimensions for distinguishing data points from different groups. In other words, a
hyperplane (a selection border) that improves the gap between two distinct categories is
identified using SVM. This hyperplane is known as the ‘support vector machine.’
Mathematically, the equation for the SVM using a linear kernel can be given as equation
4.4.[121].

f) = wy +b; (4.4)

Here, f(y) represents a decision function; y and w are the feature and weight vectors, and

bi denotes the bias due to which the hyperplane moves away from the origin.

2.KNN: A simple and intuitive supervised Machine Learning procedure called k-nearest-
neighbors (KNN) is being used for classification applications. It is a part of the instance-
based or slow-learning algorithm group. Following the similarity of data points in a
feature space, KNN generates predictions. The core concept of KNN is the concept that
identical data points often fall within the same class or possess similar goal values. The

first step in KNN is to pick which neighbors (K) will be considered into account while
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producing predictions. Hyperparameters ‘K’ is often selected through cross-validation.
Then, the distance between every point of data in the practice dataset and that data point
to be inferred is determined. Utilizing a distance metric (like the Euclidean distance) in
the feature space, KNN tracks the K nearest data points (neighbors) in the training dataset
for the selected data point [120]. Afterward, KNN assigns the group with the highest
frequency to the estimated point of data simply measuring the frequency of every group

among the K nearest neighbors referred to as majority voting.

3. NB: Naive Bayes (NB) is an extensively utilized, easy-to-understand probabilistic
method for classification in the fields of Machine Learning and data analysis. It relies on
Bayes' theorem and is especially suited for image categorization and other qualitative
problems with classification goals [150]. The Bayes theorem is a classification theory that

can be defined as follows:

P(wlw) = (P(ulv) * P(v)) /P(w) (4.5)

Inequation (4.5), P(v |u), P(v),and P(u) are the posterior, prior, and evidence probabilities
of group v given input u, and P(u | v) denotes the likelihood of determining input u. Given
the group label, NB suggests the presence or lack of a particular attribute is independent
of the presence or lack of other characteristics. The probability computations are
significantly simplified as a consequence. NB is inexpensive in terms of computation and

appropriate for high-dimensional data.

4. Decision Tree (DT): A flexible and comprehensible machine learning technique used
for categorization tasks is decision trees. They present a tree-like visual representation of
the decision-making process, with each node representing a decision to make or test on
an identifiable attribute and each leaf node giving a class label [ 122]. Utilizing a splitting
criterion, which controls how the data is broken down into subsets, decision trees make
selections at every internal node and Gini Index constitutes one of the most popular
separation criteria. Complicated boundaries for decisions and irregular relationships in
the data are effectively handled by decision trees. When the tree is overly deep, they are

susceptible to overfitting, which can resultin poor generalization. To prevent this, pruning
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techniques are employed to simplify the tree while enhancing its capacity for
generalization. Additionally, they provide the foundation for ensemble approaches like
Random Forests and Gradient Boosting, which leverage many decision trees to boost the
accuracy and dependability of estimates. The hyperparameters utilized for the employed

ML models are given in Table 4.4.

Table 4.4: Hyperparameters used for the comparative ML Models

Method Hyperparameter Selected Value
Complexity 10
SVM parameter, C
Type of Kernel Linear
Gamma Auto
Scale Logarithmic
KNN Distance metric Euclidean

No.of Neighbours ‘k’ | 5

NB Alpha 0.01
Fit prior True
Criterion Gini
DT
Feat max sqrt
Depth_max 7

b) Deep Learning (DL) based Techniques

1. ResNet: Targ et al. [151] revealed ResNet in 2015, an abbreviation for "Residual
Network," adeep convolutional neural network design, developedto address the obstacles
of training in complex neural networks. At the core of the network is the revolutionary
idea of bypassing connections or residual links thatallow information to travel effortlessly
across the network's levels. ResNet effectively addresses the problem of vanishing

gradients that hinder the learning of very deep networks through the inclusion of these
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links. The remaining blocks, which are composed of an initial path with layers of
convolutional layers and a short path, constitute the basic structure of the design. ResNet
architectures have significantly raised the expectations for identifying
image classification tasks and can be extremely deep with hundreds of layers. There are
many distinct versions of ResNet, such as ResNet-18, ResNet-34, ResNet-50, ResNet-
101, and ResNet-152. The network's layer number is denoted by the number that appears

in the name.

2. VGG Net: The Visual Geometry Group (VGG) at the University of Oxford invented
the deep CNN architecture known as the VGG. In the domains of image processing as
well as DL, VGGNet is well-known for its simple nature of access and performance. It
was initially released in 2014 and features a consistent layer structure with tiny 3x3
convolutional filters and regular 1-pixel padding. With deviations like VGG16 and
VGG19 comprising 16 and 19 layers, respectively, VGGNet has been identified for its
depth. This depth permits the network to understand intricate traits and patterns, allowing
it to be an effective tool for identifying objects, image grouping, and other operations.
Transfer learning additionally makes significant use of pre-trained VGGNet models,

which facilitates fine-tuning to tackle particular computer vision task [152].

3. MobileNet: Especially for portable and embedded systems, MobileNet is a family of
deep CNN design made to facilitate efficient on-device learning algorithms. MobileNet,
which was created by Google researchers, seeks to reconcile model accuracy alongside
computational efficiency. MobileNet has become renowned for being able to deliver
precise estimates while being compact and qui ck. The distinctive feature of depthwise
separable convolution, which partitions conventional convolutions into a pair of distinct
operations, i.e. depthwise and pointwise convolution, is at the foundation of MobileNet's
efficacy. This type of design is ideal for devices with restricted computational and
memory capacities as it substantially drops the amount of computation required and the
total amount of parameters. By the use of hyperparameters like width multiplier and
resolution multiplier, MobileNet offers adaptability and allows customers to adjust model
size and computational cost to fulfill their particular needs. With the help of MobileNet,

edge devices are capable of finishing tasks like image and object categorization, more
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accurately and efficiently [153]. Table 4.5 presents the hyperparameters utilized for the
employed DL models.

Table 4.5: Hyperparameters used for the comparative DL Models

Parameter VGG19 MobileNetV?2 ResNet50
Input (32,32,3)
Epochs 15
Classifier Softmax
Batch size 128 64 128
Optimizer SGD RMSProp Adamax
Regularization Batch Nil L2

Normalization Regularization

Loss function Binary cross entropy

Following the implementation of all text and image analysis approaches,
their effectivenessis assessed using evaluation metrics. The goal was to identify the
most effective strategy among all the models employed for text and graphics
individually. In contrast to other approaches, the results obtained as presented in
subsequent section shows the best accuracy with BERT for text data and the proposed
CPSO for image data. As a result, a new model is suggested that classifies multimodal
data comprising both mixed image and text data by combining these two superior

approaches i.e. BERT-CPSO (BTCPSO).
4.2.3.3 Hybrid BTCPSO Technique
Due to their superior accuracy and dependability, text and images have
been given precedence in depression identification. The analysis of literature

demonstrated the lack of evaluation using multimodal data and an optimized hybrd

approach which is required to perform in-depth and accurate depression investigation.
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Therefore, the present chapter aims to utilize the proposed novel multi-class depression
evaluation dataset containing text as well as image data as inputto analyze both the
Hindi and Hinglish code mixed data by employing a robust hybrid text-image model.
The goal is to provide a novel hybrid approach by integrating the best-performing
algorithms that produce the final prediction based on earlier individual predictions.
Keeping the relevance of both types of data in mind, the work in this study is also
conducted on multimodal data by merging BERT and CPSO to develop a unified
model that can cope with each type of data. The text and image data are taken in an

equal ratio for training and testing purposes.

As described earlier, initially, the CPSO model is proposed that utilizes
CNN network where the optimization of the hyperparameters is performed with the
help of PSO to classify posts into depressive and non-depressive. Afterwards, BERT
and CPSO hybrid is developed for the identification of depressive and non-depressive
posts using Hindiand Hinglish language based on both textand image data. The BERT
model's text representation is processed using CNN to select the important data
characteristics, which are then merged with the image data to provide a more accurate
means for diagnosing depression. Thus, an ensemble model, abbreviated as BTCPSO,
is developed that can deal with image as well as text data and can perform more
accurate predictions. A visual depiction of the proposed novel hybrid approach is
presented in Figure 4.9. To get the final class label, the results are fused using a
sigmoid activation function. This function outputs a vector detailing the estimated

likelihood of each class's output.
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4.3 Results and Analysis

This section summarizes the results from various algorithms for text and
image categorization employed to diagnose depression. Anaconda Navigator with
Python programming platform along with GPU system employing TensorFlow Deep
Learning tool and Keras as the library was used for experimentation. The performance
evaluation metrics used are accuracy, sensitivity/recall, precision and F1 -score which

is explained in Chapter 2 Section 2.6.

The entire datasetis divided into the ratio of 70:30 representing the training
and testing data. The analysis of results is provided in three experiments: (i) BERT
and its variants for text data (ii) Proposed CPSO and other ML as well as DL
techniques for image data (iii)) Proposed BTCPSO and other combinations for
multimodal data. The evaluation of the classification is performed using four metrics
as described in the previous section. Before the experimentation the entire dataset has
been split in the ratio of 80:10:10 where 80% of the data is used in training the model,
10% validates the model and 10% is used in testing the model. The up arrow (1) used
in the tables denotes that the higher value is better and the down arrow () represents

the better results having the lower values.

4.3.1 Results for Text Data Analysis
To perform analysis of Hindi language and Hinglish text data, various

Transfer Learningmodels are employedincluding BERT, RoBERTa, DistilBERT, and
XLNet. The accuracy, recall, precision, and F1-score of the BERT model were found
to be 94.21%, 92.14%, 95.32%, and 93.26%, respectively. In addition, the results
demonstrate that RoBERTa attained 92.31% accuracy, 90.27% recall, 93.42%
precision, and 91.39% F1-score; DistiBERT obtained 90.24% accuracy, 88.31%
recall, 91.38% precision, and 89.31% F1-score; and XLNet reached 93.38% accuracy,
91.25% recall, 94.43% precision, and 92.27% Fl-score. Therefore, The BERT
model outperformed other variantsin categorizing pure textual data by a
comprehensive evaluation based on assessment metrics. The associated Table 4.6

presents the result values forall models employed for text-based data in which the bold
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letter values represent the BERT model, and Figure 4.10 depicts all these graphically.

Table 4.6: Comparative results for text data classification using BERT and its variants

Model Accuracy(1)| Sensitivity/Recall(1) | Precision(7) | F1-score(?)
BERT 94.21% 92.14% 95.32% 93.26%
RoBERTa 92.31% 90.27% 93.42% 91.39%
DistilBert 90.24% 88.31% 91.38% 89.31%
XLNet 93.38% 91.25% 94.43% 92.27%

Comparative analysis of models for text data (in %)

96% B BERT
¥ RoBERTa
94% A w DistilBert
XLNet

Accuracy  Sensitivity/Recall  Precision Fl-score

Figure 4.10: Graph showing results for Text data classification using different
techniques

4.3.2 Results for Image Data Analysis
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To process image data, a model is proposed that integrates CNN and PSO
to optimize the hyperparameters of CNN to yield effective and accurate classification.
The suggested CPSO model achieved an accuracy of 95.42%, recall of 92.31%,
precision of 95.37%, and F1-score of 94.21%, which demonstrate an outstanding
performance. By usingboth ML and DL models in this procedure, the experimentation
is expanded. To evaluate their effectiveness, ML models including KNN, SVM, DT,
and NB as well as DL methods like ResNet, VGGNet, and MobileNet were used. ML
approaches, such as KNN, SVM, DT, and NB, were employed and obtained the
accuracy of 85.34%, 88.38%, 80.35%, and 83.39%, the recall of 83.24%, 86.31%,
77.43%, and 80.27%, the precision of 86.29%, 89.17%, 82.34%, and 83.14%, and the
Fl-score of 84.38%, 87.27%, 79.46%, and 8.18%. Similarly, implementing DL
techniques such as ResNet, VGGNet, and MobileNet, the accuracy of 91.23%,
88.13%, and 85.49%, the recall of 89.29%, 86.39%, and 83.25%, the precision of
92.38%, 89.26%,and 86.31%, and the F1-score 0£90.41%, 87.31%, and 84.42% were
achieved. The effectiveness of the CPSO model surpasses all other approaches by
attaining the highest accuracy based on a comparison of results obtained from DL and
ML models. The results achieved for the proposed CPSO and other ML and DL
approaches are presented in Table 4.7 and Table 4.8 are graphically shown in Figure
4.11 and 4.12.

Table 4.7: Comparative results for image data classification using proposed and ML

techniques
Model Accuracy(1)| Sensitivity/Recall(1) | Precision(1) F1-score(?)
CPSO 95.42% 92.31% 95.37% 94.21%
(Proposed)
KNN 85.34% 83.24% 86.29% 84.38%
SVM 88.38% 86.31% 89.17% 87.27%
DT 80.35% 77.43% 82.34% 79.46%
NB 83.39% 80.27% 83.14% 81.18%
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Figure 4.11: Graph showing comparative results for multimodal data classification

using CPSO and ML techniques

Table 4.8: Comparative results for image data classification using proposed and DL

techniques
Model Accuracy(1)| Sensitivity/Recall(1) | Precision(7) | F1-score(1)
CPSO (Proposed) 95.42% 92.31% 95.37% 94.21%
ResNet 91.23% 89.29% 92.38% 90.41%
VGGNet 88.13% 86.39% 89.26% 87.31%
MobileNet 85.49% 83.25% 86.31% 84.42%
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Comparative analysis of proposed and DL models for image data

96% B CPSO (Proposed)
94% - M ResNet
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Figure 4.12: Graph showing comparative results for multimodal data classification
using CPSO and DL techniques

To further verify the findings, a comparison between the combination of
the CNN and PSO (CPSO) and just CNN is performed. The goal was to find out if
CNN's hyperparameters optimization with PSO would result in better performance
when compared to CNN alone for image classification. The results achieved for this
analysis are presented in Table 4.9 and Figure 4.13. depicts the graphical analysis of
the obtained results. According to the results from the data, there is a performance
improvement when CNN is merged with PSO compared to basic CNN, demonstrating
the usefulness ofthe suggested CPSO technique. Therefore, the hyperparameters using

a robust approach can drastically affect the accuracy of the DL model.

Table 4.9: Comparative results for text data classification using proposed and DL techniques

Model Accuracy(7)| Sensitivity/Recall(1) | Precision(1) | F1-score(?)
CNN with PSO (CPSO) 95.42% 92.31% 95.37% 94.21%
CNN without PSO 90.27% 88.41% 91.38% 89.26%
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Figure 4.13: Graph showing comparative results for image data classification with
and without CNN-PSO combination

4.3.3 Results for Multimodal Data Analysis

The step-by-step process is used to pick the most suitable models for
evaluating Hindi language and Hinglish text and image data, i.e. multimodal data, for
effective depression detection. To cope with multimodal data, the top-performing
models, BERT and CPSO, were chosen. To take benefit of both techniques in this
work, a hybrid approach combining BERT and CPSO, i.e. BTCPSO, is presented.
Further, to validate the results, the proposed BTCPSO is compared to different BERT
combinations such as BERT-KNN, BERT-SVM, BERT-DT, and BERT-NB. The
performance assessment metrics for each model are computed, and the findings
demonstrated the efficacy of the proposed approach by providing an accuracy of
97.12% in comparison to other ML approaches with the accuracy of 90.18%, 92.33%,
88.37%, and 86.27% for BERT-KNN, BERT-SVM, BERT-DT, and BERT-NB,
respectively. Table 4.10 shows the results obtained using the suggested hybrid and
different hybrid approaches, revealing the best performance with BTCPSO. Figure
4.14 depicts a graphical analysis of the findings from Table 4.10. Similarly, the results
of the proposed BTCPSO are compared with a combination of BERT with DL models
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considering BERT-ResNet, BERT-VGGNet, and BERT-MobileNet as presented in
Table 4.11, and can be graphically analyzed in Figure 4.15. The data obtained again
demonstrated the highest accuracy using the proposed approach for the classification
of multimodal data into depressive and non-depressive posts. Also, the error rate for
the proposed BTCPSO is comparatively evaluated with other ML and DL approaches.
The results yielded revealed the lowest error rate for the proposed approach i.e., 3% in
comparison to other learning techniques. Therefore, the proposed hybrid approach can

perform accurately within very less error.

Table 4.10 Comparative results for multimodal data classification using proposed and ML

techniques
Model Accuracy(7) | Sensitivity/Recall(7) | Precision(7) | F1-score(7) | Error(|)
BTCPSO 97.12% 95.32% 98.39% 96.46% 3%
(Proposed)
BERT- 90.18% 88.32% 91.28% 89.37% 10%
KNN
BERT- 92.33% 90.39% 93.26% 91.23% 8%
SVM
BERT-DT 88.37% 86.45% 89.32% 87.26% 12%
BERT-NB 86.27% 84.43% 87.22% 85.34% 14%

Comparative analysis of proposed and ML models for multimodal data

100% N BTCPSO (Proposed)
u BERT-KNN
W BERT-SVM
BERT-DT
BERT-NB

95% -

90% -

85% -

80% -

75% -
Accuracy Sensitivity/Recall Precision Fl-score

Figure 4.14: Graph showing comparative results for multimodal data classification
using proposed and ML techniques
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Table 4.11 Comparative results for multimodal data classification using proposed and DL

techniques
Model Accuracy(1)| Sensitivity/Recall(1) | Precision(7) | F1-score(?) | Error(])
BTCPSO 97.12% 95.32% 98.39% 96.46% 3%
(Proposed)
BERT- 92.34% 90.26% 93.29% 91.31% 8%
ResNet
BERT- 91.35% 89.24% 92.21% 90.32% 9%
VGGNet
BERT- 90.14% 88.34% 91.27% 89.37% 10%
MobileNet

Comparative analysis of proposed and DL models for multimodal data

100%

H BTCPSO (Proposed)
98% M BERT-ResNet
W BERT-VGGNet

96% |
BERT-MobileNet

94%

92%

90%

88%

86%

84% -

82%
Accuracy Sensitivity/Recall Precision Fl-score

Figure 4.15: Graph showing comparative results for multimodal data classification
using proposed and DL techniques

Further, it is clear from Figure 4.14 that BERT-NB produces the lowest
results, whereas the suggested BTCPSO technique yields the highest performance
values among ML approaches. Similarly, Figure 4.15 indicates that the lowest
accuracy is shown by BERT-MobileNet when compared to the proposed BTCPSO.

First, the analysis of the classification of text algorithms is done by evaluating each
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one to the others. When it comes to classifying texts into depressive and non-
depressive categories, BERT showed the best accuracy. Further, the suggested CPSO
approach beat the other ML and DL methods in identifying depressive and non-
depressive posts from images. Subsequently, a DL-based CNN optimized using the
PSO technique is developed and evaluated in comparison to ML and DL algorithms.
Finally, the two top-performingmodels, BERT and CPSO, were hybridized to generate
the unified and reliable model (BTCPSO), which performswell with multimodal Hindi
language and Hinglish multimodal data. In addition, when compared to the other
hybrid models addressed, the proposed hybrid strategy produced the best results with

low error.

Atlast, the computational complexity of the proposed BTCPSO is
evaluated utilizing Big O Notation. The architecture of DL based proposed technique
comprises of multiple hidden layers, h, and requires i number of iterations for training,
Thus, the time complexity can be defined as O(ihtno), where t, n and o denote training
samples, hidden neurons,and number of neurons in input or output layers respectively.
Further, the time complexity of PSO can be computed as O(SzDa), where Sz and Da
represent the swarm size, and adjustable parameter’s dimension. As the time
complexity of Da is O(tno), so, the overall time complexity of PSO and BTCPSO
becomes O(Sztno), and O(Szihtno). In addition, the proposed CNN based architecture
offers less computational complexity due to its simple architecture in comparison to
other employed models. Further, it is analyzed that the time complexity of the DL

model varies with increasing and decreasing the number of layers.

In optimization challenges, a hybridized approach that combines CNN
with PSO presents several kinds of benefits. The process of training can be improved
through the integration of PSO with CNNs, which will help the network identify better
sets of weights and biases. In addition, PSO guides the search process, permitting
CNNs s to arrive at the correct response faster. This can significantly cut the amount of
time and computing power required for training Deep Neural Networks. Also, PSO
can enable the CNN's hyperparameters to be modified, reducing the possibility that it

would overfit the training data. CNNs' chances of finding a global optimum are
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boosted by using PSO's exploration-exploitation trade-off to stop them from getting
caught in local minima. Thus, the CPSO hybrid technique is adjustable and may be
used for a number of applications, including feature selection, detecting objects, and
image classification. Furthermore, the BERT model's distinctive capacity to process
inputin both directions enables the extraction of additional contextual information and
increases the model's overall performance. In addition, when BERT, identified for its
contextual embedded words, and CNN, known for being able to record local
characteristics, are combined, they produce an effective synergy. Incorporating the
beneficial features of both BERT and the optimized CNN (CPSO), it creates a model

that is efficient and flexible and successfully captures both local and global contexts.

4.3.4 Statistical Analysis

The results of this chapterrevealed the best performance by employing the
proposed approach. Further, the outcomes are validated using a well-known statistical
test Friedman's Rank Test (FRT). To perform the comparative analysis and determine
the performance of the proposed and other models, the datasets, [ 124 & 125], are also
experimented using FRT. These datasets comprise of depression-related data in the
form of different user’s post. The various accuracy rates gained by the suggested and
other techniques by employing FRT on the focused datasets is depicted in Table 4.12.
The significant variations between the models are confirmed by the FRT. The null
hypothesisis created, followed by an assessment on the basis of ranks has been carried
out. A null hypothesis claims that there are no significant variations and that all of the

methods demonstrate an identical accuracy rate.

Furthermore, the model having the highest possible accuracy rate acquires
the highest rank from the FRT and vice-versa. A p-value of 0.0425, which represents
a lower value than the significance level of p<0.05, was gained for the test results. The
nullhypothesis was discarded as a consequence of the test findings revealingthatthere
is substantial variation in the performance of models across different datasets. The

BERT VGGNet model obtains the lowest rank, in contrast to the proposed approach
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which reflects the best performance achieves the highest rating i.e., rank 4. The FRT
results, corresponding p-value, and average rank of the techniques employed are

shown in Table 4.13 below.

Table 4.12: Accuracy achieved by models on different datasets

Datasets/Models Proposed | BERT_ BERT _ BERT_MobileN
ResNet VGGNet| et

Proposed 97.12% 92.34% 91.35% 90.14%
[124] 94.35% 88.35% 86.41% 86.36%
[125] 96.25% 90.31% 89.14% 89.37%

Table 4.13: Results of FRT

p_
Rank 1st 2nd 3rd 4th value
BERT VGG | BERT Mobile | BERT Res 0.042
Model Net Net Net Proposed 5
Average
rank 1.3333 1.6667 3 4

4.3.5 Comparison with state-of-the-art studies

After the proposed and other strategies have been evaluated on the
complete dataset, it is vital to compare their performance to earlier studies to verify
their success. Therefore, the proposed BTCPSO technique is compared with a few
recent, cutting-edge investigations to ascertain how effective it is. Since accuracy and
Fl-score are frequently employed in all research initiatives for purposes of
comparability, they are used as a means of evaluation metric. Table 4.14 offers details
about this comparison, which is also shown graphically in Figure 4.16 and Figure 4.17
below. Kumar et al. [64] used Twitter data in the form of English text to analyze
depression with the help of different approaches. The evaluation of real-time social
platform posts using the ensemble method provided the highest accuracy of 85.09%
and F1-score of 79.68%. Similarly, another study by Bhowmik etal. [69] and Khan et
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al. [55] performed the analysis of sentiments based on Urdu and Bangla languages.
The data was gathered from social media sites in textual form and the accuracy of
78.69% and 82.50% were achieved by the respective studies. Chekima et al. [67]
performed the analysis of sentiments based on Malay language after gathering the
textual data from social media sites and achieved an accuracy of 79.28%. Carmel et
al. [89] proposed a study towards utilizing code-mixed data for depression detection.
They evaluated Hindi-English tweets in the form of text and yielded an accuracy of
96.15% and F1-score of 91.4% using the MNB classifier. A very small number of
researchers have examined pure Hindi language data, which should be covered

according to the analysis of previous research.

Therefore, the evaluation of multimodal pure Hindi language and Hinglish
data (text, emoticons, and pictures) was taken into account in the proposed study.
Additionally, the lack of a rigorous optimization method for adjustinga DL model's

hyperparameters enhanced this research's interest in performing such an analysis.

Table 4.14: Comparison of the proposed approach with previous studies

Reference/Year

Data
Source

Modality | Language | Technique Average

Accuracy
and F1-
score

Text Twitter

Kumar [64]/
2019

English

NB, RF, GB and
Ensemble

Highest
with
Ensemble
Accuracy=
85.09%
Fl-score =
79.68%

Chekima [67]/
2020

Text

Malay

Proposed model,
SVM, NB, ME, and
baseline

Facebook
and
Twitter

Accuracy
=79.28%
(with

proposed)

Bhowmik [69]/
2021

Text

Bangla

LR, KNN, RF, SVM

Cricket
and
Restaurant

Highest
with

SVM on
cricket
dataset
Accuracy=
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78.69%

Fl-score =
78.93%
Khan [55]/2022 | Text Urdu Fast Text and BERT | UCSA-21 | Proposed
(proposed) BERT
Accuracy
=82.50%
Fl-score =
81.49%
Carmel Text Hindi- MNB algorithm Twitter Accuracy
[89]/2022 English =96.15%
Fl-score =
91.4%
Proposed Text, Pure Hindi | For text: BERT, Instagram | Highest
Study images, and RoBERTa, and other | with:
and Hinglish DistilBERT, and social BERT:
emoticons XLNet, media Accuracy
For images: Proposed | posts =94.21%,
CPSO, SVM, DT, F1-score =
KNN, NB, 93.26%
For (text+images): Proposed
Hybrid BTCPSO CPSO:
(proposed) and other Accuracy
combinations =95.42%,
Fl-score =
94.21%
Hybrid
BTCPSO:
Accuracy
=97.12%,
Fl-score =
96.46%
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Accuracy comparision of proposed method with the state-of-the-art studies
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Figure 4.16: Accuracy comparison of the proposed approach with previous studies
F1-Score comparison of proposed method with the state-of-the-art
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Figure 4.17: Fl-score comparison of the proposed approach with previous studies
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The optimal selection of CNN hyperparameters using PSO has shown
reliable results. The primary objective of this study is to develop a reliable and ideal
DL-based technique that can be used for all forms of data to identify posts with and
without depression. The results shown in Table 4.14 demonstrate that, with an
accuracy 0f 97.12% and F1-score 0f 96.46%, the proposed hybrid BTCPSO technique
has outperformed the state-of-the-art. Therefore, the proposed framework has a strong
potential for handling multimodal Hindi language and Hinglish multimodal data and

can predict depression with high performance.

4.4 Chapter Summary

In the era of notable technological developments, online social media
platforms have become one ofthe mostprevalent ways forusers to convey their views,
emotions, ideas, and perspectives via different modalities such as images, text, audio,
videos, etc. A thorough evaluation of such information could provide crucial
indications about a person's psychological state. Depression seems to be a fast-
growing disease, particularly among the younger population globally. Therefore, it is
crucial to detect depression early so that people may receive quick counseling and
treatment. The objective of this chapter was to build a novel Hindi language and
Hinglish-based depression dataset and to develop a unique framework for assessing
depression utilizing the created dataset, which has been neglected in prior studies. The
objective of this work is threefold: (i) to offera successful technique for analyzing text
data; (ii) to provide an optimized approach to deal with image data using the
combination of nature-inspired algorithms and the DL models; and (iii) to propose a
high-performance hybrid approach for analyzing multimodal i.e. text as well as

image data.

Firstly, relevant data, consisting of pure Hindi and Hinglish, is gathered
from various social media platforms, and differentapproaches are employedto analyze
depression. Fortextual data, BERT is employed due to its unique property of capturing
relevant contextual details and a comparison is performed with its variants including

RoBERTa, DistilBERT, and XLNet. The analysis of results showed the highest
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performance with BERT i.e. accuracy of 94.21%as comparedto other variants for text
analysis. Furthermore, CNN is improved by using an optimization technique such as
PSO to optimize hyperparameters and attain higher results for image data. PSO
controls the search process, letting CNNs find the correct answer more quickly. Using
PSO's exploration-exploitation trade-off enhances the likelihood of CNNs findinga
global optimum. The proposed CPSO approach is also compared to basic CNN to
determine the effect of hyperparameter optimization. The collected findings show an
increase in accuracy when CNN is optimized using PSO, ranging from 90.27% to
95.42%. In addition, CPSO has been contrasted to other ML and DL algorithms for

evaluating efficacy and demonstrated the highest accuracy of all, i.e. 95.42%.

This chapter also provided a unified model to tackle the issue of
multimodal data. For such a purpose, the best performing techniques obtained in
previous steps for text and image data classification, i.e., BERT and CPSO, are
combined to developamodel, namely BTCPSO, thatcan classify users into depressive
and normal based on Hindi language and Hinglish multimodal data. Also, to validate
the results, the proposed BTCPSO is compared with other combinations of BERT+ML
and BERT+DL techniques. The suggested hybrid BTCPSO approach achieves the
highest accuracy of 97.12% when compared to other approaches. As a result, the
proposed methodology may be useful for doctors and researchersin the early detection
of depression which is aligned with the research objective 3 and bridges the gap of
creating anew Hindi/Hinglish (regional language) datasetand creatinga model for the

same.
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CHAPTER S5

CONCLUSION, FUTURE SCOPE AND SOCIAL IMPACT

This chapter presents the concluding remarks of the thesis by summarizing the key
research contributions, outlining the limitations of the work, highlighting its potential

social impact, and discussing future directions for further research and development.

5.1 Research Summary

This research focuses on developing the deep learning-based depression
detection models using the user generated multimodal social media content. However,
there were many constraints regarding the usage of multimodal datasets, availability
of the public datasets for depression detection in both English and Hindi languages,
usage of robust and unified models and the severity-based depression detection
models. To address these challenges, four key research objectives (Ros) were
formulated. Each objective has been successfully accomplished through the

publication of research articles, as summarized in Table 7.1.

In order to accomplish RO1, a detailed and systematic literature survey of
the depression detection models is presented. The objective of this review is fivefold,
Initially, the modalities being widely utilized in past works for depression detection
are comprehensively analyzed. Secondly, the datasets which are available and used by
researchers are studied. Thirdly, the learning techniques which have been utilized in
recent years are discovered. Fourthly, the languages which have been practiced in
current years are explored. Lastly, the research gaps are identified that need to be
covered in future to enable early depression detection. Each of the aspectis scrutinized
in detail to determine the extent of work already done. This systematic survey lays a

compact foundation for developingdeep learning frameworks usingmultimodal social
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media content for depression detection tailored to the research gaps found.

Table 5.1: Research objectives and their corresponding publications

Research Objectives

List of Publication

RO1. To perform the systematic
literature review of the multimodal
deep learning models  for
depression detection from social
media posts.

1. Saraswat, P., & Beniwal, R. A Systematic Survey of
Depression Detection: Modalities, Datasets, and Leaming
Techniques, 2nd International Conference on Computing
and Machine Learning (CML 2025), Sikkim Manipal
University, India. Springer. [Accepted and Presented
March 2025]

RO2. To develop a multimodal
deep learning-based framework for
detecting depression by affective
analysis of Social Media posts from
different platforms for Multimedia
Dataset.

1. Beniwal, R., & Saraswat, P. A Hybrid BERT-CNN
Approach for Depression Detection on Social Media
Using Multimodal Data, The Computer Journal, Oxford
University Press. [Paper Published — January 2024]

2. Saraswat, P., & Beniwal, R. BERT Based RNN for
Effective Detection of Depression with Severity Levels
from Text Data,[EEE Symposium on Wireless
Technology and Applications (ISWTA-2024), Malaysia.
[Paper Published — July 2024]

RO3. To develop a multimodal
deep learning-based framework for
detecting depression by affective
analysis of Social Media posts for
the Hindi language content.

1. Beniwal, R., & Saraswat, P. A Hybrid BERT-CPSO
Model for Multi-class Depression Detection using Pure
Hindi and Hinglish Multimodal Data on Social
Media, Computers and Electrical Engineering, Elsevier.
[Paper Published - October 2024]

RO4. To do a comparative result
analysis of the developed models
with other existing
models/techniques.

1. Beniwal, R., & Saraswat, P. A Hybrid BERT-CNN
Approach for Depression Detection on Social Media
Using Multimodal Data, The Computer Journal, Oxford
University Press. [Paper Published — January 2024]

2. Saraswat, P., & Beniwal, R. BERT Based RNN for
Effective Detection of Depression with Severity Levels
from Text Data,IEEE Symposium on Wireless
Technology and Applications (ISWTA-2024), Malaysia.
[Paper Published — July 2024]
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3. Beniwal, R., & Saraswat, P. A Hybrid BERT-CPSO
Model for Multi-class Depression Detection using Pure
Hindi and Hinglish Multimodal Data on Social
Media, Computers and Electrical Engineering, Elsevier.
[Paper Published - October 2024]

RO2 was attained by developing two models: Primarily for depression
detection using English social media content a dataset is created with text, emoticons,
and image data, and then preprocessingis performed using diverse techniques. The
proposed model (Hybrid BERT-CNN) in the research consists of three parts: first is
BERT model, which is trained on only text data also emoticons are converted into a
textual form for easy processing; second is CNN which is trained only on image data
and the third is the combination of best-performing models i.e., hybrid of BERT and
CNN (BERT-CNN) to work on both the text and images with enhanced accuracy.
Finally, the hybrid approach is compared with other combinations and previous studies
on the basis of performance measures like; accuracy, sensitivity/recall, precision and
F1-score forthe categorization of user’s postinto depressive and non-depressive based

on multimodal data.

Furthermore, a deep learning-basedmodel was proposed for severity-based depression
detection using English social media content. The model performed a multi-class
classification utilizing a publicly available text dataset to categorize users into non-
depressed, moderately, and severely depressed. A hybrid technique that robustly
combines BERT with two versions of RNN i.e., LSTM and GRU. The BERT model
is implemented to extract useful word embeddings which are then fed to RNN
comprising LSTM, dropout, and GRU layers. The findings revealed that the employed

approach outperformed all other employed models and techniques in the past studies.
In order to achieve RO3 we developed a Hindi dataset and suggested

reliable methods for depression detection based on multimodal data, i.e., text and

images, using the Hindi and Hinglish languages. Three things were accomplished:
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first, it evaluated text data usingan effective BERT approach and compare it with other
transfer learning variants; second, it analyzed image data by presenting a CNN
optimized with a nature-inspired algorithm, namely PSO, or CPSO; and third, it
classified the multimodal data into depressive and non-depressive posts by presenting
a hybrid of the best-performing models on text and images, namely BERT-CPSO. The
results produced with the BERT model were compared with other transfer learning
models like, ROBERTa, DistilBERT, and XLNet. Further, CPSO outperformed other
ML and DL algorithms for image data. Additionally, comparison of the proposed
CPSO with a basic CNN revealed that integrating the PSO technique with CNN
increased the model's accuracy in detecting depressed posts. Finally proposed hybrid
BERT-CPSO outperformed other BERT combinations with ML and DL algorithms
for multimodal data on the basis of the performance measure used like; accuracy,

recall, precision, and F1-scores.

In order to attain RO4, all three proposed models were compared with the
other TL, DL, ML and combinatory models. Also, all the proposed models were also
compared with the existing state-of-the-art techniques and previous studies. The
results demonstrated a significant improvement in the models in regard to the
performance measures utilized. The results consistently demonstrated that the
proposed models out-performed the existing state-of-the-art studies and the traditional

approaches confirming the efficiency of the models.

5.2 Limitations of the Work

Despite the fact that the proposed models showcased significant
performance by outperforming the existing state-of-the-art studies and the traditional

methods certain limitations remains:

a. Dataset Constraint: The diversity of the data still remains limited because of

the possibility of affecting the data through cultural contexts and other regional
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languages even after creating English and Hindi datasets.

Dataset for Severity Based Detection: The severity-based model was
designed with the help of publicly available dataset, so multimodality in the

data is still missing.

Interpretability of Models: Though deep learning models were accurate but
there is a lack of transparency, becasure the interpretability techniques were

not explored in this research like UME and SHAP.

Applicability in Real-time: This research has not been validated in real time

scenarios of social media networks.

5.3 Social Impact

The proposed research has the potential to deliver significant social

implications in terms of mental health awareness, early detection and intervention as

follows:

a)

b)

Early Diagnosis and Support: The proposed models can help in early

diagnosis of depression and leading to intervention can possibly save lives.

Breach of Language Barriers: By creating the Hindi and Hinglish dataset
alogwith English language dataset the research promotes inclusivity and

diversity for multilingual societies, as we live in a diverse civilization.

Stigma Reduction with the help of Advanced Technology: As there is a
stigma attached with the mental health, people avoid asking for help or even
discussing with other. But with the help of the advanced technologies
preliminary screening can be done though these models and awareness can be

spread for people to seek for help.
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d) Public Health Support System: This research can be beneficial for the mental
health support professionals for keeping a track on person’s mental health and

providing necessary support when required.

5.4 Future Scope

The future scope of the research presented in this thesis is promising and
widespread. While both English and Hindi datasets have been created but it can be
expanded for underrepresented languages and regional dialects which will ensure the
generalizability in the models. Furthermore, integration of explainable AT (XAI) will
make the models more realistic and reliable which can be help for mental health
support professionals. Moreover, along with text, image and emoticons other

modalities can be included altogether like behaviour signals, audio and video.
Additionally, future research can focus on developing real-time models

that will learn continuously and evolve with the users by learning their linguistic

trends, behaviour and platforms they use.
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