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ABSTRACT

In an era of increasing concerns over data privacy, security breaches, and fraud, blockchain

offers a solution that empowers individuals and organizations to control their data and

transactions. The transparency and immutability of blockchain records foster accountability

and can significantly reduce the risk of fraud. Moreover, blockchain has the potential to

enhance operational efficiency across industries. The medical field has increasingly embraced

blockchain technology to address challenges related to critical data security, patient privacy,

and operational efficiency. As healthcare systems become digitized, the need for robust

mechanisms to protect sensitive patient information has never been more pressing. Despite

the potential for improved security offered by blockchain, it has its own vulnerabilities. A

significant issue is the occurrence of vulnerability in smart contracts, which can result in

unforeseen exploits and considerable financial losses, as evidenced by events such as the

DAO hack. This thesis delves into integrating blockchain in healthcare, addressing critical

issues such as data privacy, security, access control, and scalability. It proposes solutions

to enhance data security and privacy in healthcare systems by examining various existing

studies and frameworks.

The thesis makes a substantial contribution in designing security solutions, performing ex-

tensive performance evaluations of blockchain networks, and developing a healthcare frame-

work that leverages blockchain technology as follows:

[1] An extensive systematic literature review has been undertaken to investigate the var-

ious challenges associated with adopting blockchain solutions within the healthcare

industry. This analysis underscores the intricate challenges associated with incorpo-

rating blockchain into current healthcare frameworks, encompassing concerns regard-

ing interoperability, data security, privacy, and adherence to regulatory standards.

Additionally, it highlights the necessity for increased empirical investigations that

evaluate blockchain technologies’ practical implementation and efficacy across diverse

healthcare scenarios, including patient data management, supply chain integrity, and

clinical trials. Alongside identifying these gaps, the review also highlights the funda-

mental challenges that blockchain technology may pose.
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[2] As organizations and developers adopt blockchain solutions for various applications, it

is essential to assess the performance of these platforms to inform decisions that align

with their requirements and use cases. This research work analyzes the performance

of several popular blockchain platforms to fill a gap in the literature.

[3] It contributes to the smart contract vulnerability detection field by employing ad-

vanced machine learning techniques to develop a multi-label classification model with

an impressive accuracy of 95.05% and a detection time of 0.11 seconds. By leveraging

a diverse dataset of known vulnerabilities, the adopted approach not only identifies

multiple vulnerabilities within a smart contract but also enhances the efficiency of

detection process, addressing the limitations of traditional expert-defined criteria.

[4] To ensure security and access control, an efficient cryptographic scheme is proposed.

Conventional access-control mechanisms in blockchain encounter data ownership and

management difficulties, particularly when data owners lack trust in storage providers.

However, encryption before uploading offers some advantages. Traditional techniques

such as Elliptic Curve Cryptography (ECC), RSA, and Advanced Encryption Stan-

dard (AES) face key management and precise control challenges. The proposed ci-

phertext policy attribute-based encryption mechanism allows data owners to establish

access policies and encrypt information before uploading, thereby improving security

in decentralized settings. The experimental results demonstrate the relative perfor-

mance of the proposed scheme, showing a significant reduction in computational costs.

[5] Healthcare systems struggle with securing Electronic Health Records (EHRs) due

to vulnerabilities in centralized databases, leading to potential cyber threats. This

research proposes using Hyperledger Fabric (HLF) with attribute-based access control

and AES-256 encryption to protect sensitive data. A distributed off-chain storage

solution is integrated to address scalability issues for efficient data management.

The Performance evaluation, analysis, and experimental results indicate that the proposed

solutions offer a viable and effective environment. Moreover, the comparative study demon-

strates that the suggested approaches outperform the existing solutions.
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Chapter 1

Introduction

The purpose of this chapter * is to provide background information about blockchain tech-

nology and provides an overall introduction of the thesis. Also, the chapter explains the

motivation, aim, objectives, and structure of the thesis.

1.1 Background

The advent of Bitcoin in 2008 introduced the world to a groundbreaking technology known as

blockchain. Blockchain is characterized by its cryptographic security, append-only structure,

immutability, and the requirement for consensus among participants for updates [1]. In

essence, blockchain is a decentralized, secure, and transparent public ledger that operates

without a single point of failure.

Before delving into further specifics, the history of the blockchain is reviewed, as illustrated

in Figure 1.1. In 1990, researchers Stuart Haber and W. Scott Stornetta [2] presented a

data structure designed to link a series of temporally ordered messages at the CRYPTO

conference. By 1991, they had articulated the concept of a cryptographically secured chain

of blocks, laying the foundational ideas for blockchain, which began to take shape in the

late 1980s and early 1990s.

In 2008, Satoshi Nakamoto [?] published a white paper that established the framework

for blockchain. This document proposed a decentralized, peer-to-peer digital payment sys-

tem utilizing public key cryptography, enabling direct online transactions between users

without financial intermediaries. A significant contribution of Nakamoto’s work was the so-

lution to the double-spending problem, which had plagued earlier digital currency attempts.

*The part of this chapter has been published/accepted/communicated in: Anita Thakur, Viren-
der Ranga and Ritu Agarwal, “Exploring the Transformative Impact of Blockchain Technology on
Healthcare: Security, Challenges, Benefits, and Future Outlook,” Transactions on Emerging Telecom-
munications Technologies, Wiley, vol. 36, p. e70087, 2025, DOI: https://doi.org/10.1002/
ett.70087. (SCIE, IF=2.5).
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Figure 1.1: Key milestones in blockchain history

Nakamoto introduced a peer-to-peer network that employed a proof-of-work mechanism to

create a public transaction history, making it computationally impractical for malicious

actors to alter the data.

Each node maintains a copy of the blockchain, ensuring transparency and redundancy.

Transactions are grouped into blocks, which are cryptographically linked to form a chain,

making it nearly impossible to alter past records without consensus from the majority of

nodes. It is evident that the fundamental responsibilities of a blockchain node include 1
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Establishing a connection to the blockchain network, 2 Maintaining an up-to-date ledger, 3

Listening to transactions, 4 Transmitting valid transactions into the network, 5 Listening

for newly created blocks, 6 Validating newly created blocks—confirming transactions , 7

Creating and transmitting new blocks

1.2 Motivation of Thesis

The blockchain field is rapidly evolving, and while many aspects of the technology have been

developed and implemented, several open challenges still need attention. Blockchain offers

solutions to numerous security, privacy, data immutability, and integrity issues. However, it

also presents challenges, including scalability, computational complexity, energy consump-

tion, and ensuring fine-grained data access for users within the network. Scalability is one of

the primary concerns, as numerous networks encounter difficulties processing an increasing

volume of transactions in a timely and efficient manner, resulting in longer transaction times

and increased fees. Also, certain consensus mechanisms, such as Proof of Work, utilize sig-

nificant energy, raising environmental concerns. Security vulnerabilities also introduce risks,

as they can result in fraud or breaches due to vulnerabilities in network protocols or smart

contracts.

1.3 Problem Statement

Blockchain offers improved security and transparency over centralized systems; nevertheless,

its real-world application faces considerable performance hurdles, such as slow transaction

processing speeds and scalability difficulties. Various existing research has largely con-

centrated on theoretical frameworks, highlighting the necessity for practical solutions that

tackle transaction volume and processing speeds. It is important to identify the bottleneck

and factors affecting blockchain performance in order to use blockchain in developing en-

terprise solutions. The performance of blockchain also depends on consensus algorithms,

which are crucial for network efficiency and security.

Smart contracts are crucial in regulating blockchain operations by automating processes,

enforcing agreements, ensuring transparency, and offering a secure and efficient framework

for transactions and interactions between parties. However, the smart contract has several

common vulnerabilities, including unchecked calls, reentrancy attacks, arithmetic errors,

and front-running, which expose it to potential attacks. Smart contracts, unlike conven-
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tional programs, cannot be modified after deployment and cannot be fixed for flaws. Most

existing vulnerability detection solutions rely on expert-defined criteria, which are inefficient

and have limited scalability. Blockchain is becoming increasingly common across various sec-

tors, with healthcare being one of the most prominent areas. However, blockchain-enabled

healthcare still faces critical challenges in maintaining the privacy and security of medical

data, as the increasing volume of sensitive patient information shared across platforms raises

the risk of data breaches, unauthorized access, and compromised data integrity. Specifically,

the challenge lies in implementing effective fine-grained access control mechanisms that pro-

tect sensitive patient information while ensuring authorized users can access the data as

needed.

1.4 Research Objectives

The primary objectives of this thesis are as follows:

[1] To evaluate the performance and scalability of different existing blockchain platforms.

[2] To design and develop security solutions for data transmission in blockchain.

[3] To propose a new framework for access control and enhanced scalability of blockchain

leveraging solutions.

1.5 Contribution of Thesis

This thesis focuses on developing advanced solutions to guarantee the security, privacy,

and integrity of data. Sensitive information such as health records that include EHR,

PHR, PHI, and mHealth data need to be stored and accessed in a way that only the

authorized individual can perform the authorized operation. A new and efficient approach,

BloCPABE is proposed which integrates CP-ABE into blockchain. This solution is designed

to provide comprehensive protection by supporting efficient data access control. Also, to

address the challenges of efficient data sharing in healthcare, this thesis introduces the

ABHealChain system that employs permissioned blockchain along with ABAC, enabling

secure and controlled data sharing among authorized entities.

The significant contribution of this thesis is demonstrated below:

[1] The literature review evaluates current healthcare solutions incorporating blockchain,

emphasizing their security, privacy, benefits, and challenges. It also highlights the
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benefits and drawbacks of blockchain, offering a detailed view of the practical chal-

lenges that need to be addressed to realize its complete potential. It enhances the

understanding of various applications of blockchain and the security challenges linked

to its integration in healthcare.

[2] To make a well-informed decision on selecting a blockchain platform for implementing

a blockchain-enabled solution, the performance of HLF, Ethereum (private deploy-

ment), and Hyperledger Besu is evaluated. The findings highlight HLF’s superior

performance across all measures. Also, an extensive evaluation of HLF is conducted

to analyze how factors like workload, TPS, and organizational elements impact scala-

bility and performance. Additionally, the research investigates common errors leading

to transaction failures.

[3] An efficient approach named SmarConTest is introduced for the multi-label classifi-

cation of smart contracts using opcodes. Present approaches are limited to binary

detection of contracts, allowing for identifying only a single type of vulnerability.

In contrast, SmarConTest can simultaneously identify multiple vulnerabilities within

smart contracts. Our approach performed well on the test set, with≈ 95.05% accuracy

for each vulnerability and achieving prediction time ≈ 0.11 second.

[4] A secure and expressive data access control method named BloCPABE is introduced

that addresses mHealth security issues. BloCPABE uses Blockchain-based CP-ABE

for efficient attribute revocation, protecting user privacy and security from attacks.

The technique provides backward and forward security and immutable, tamper-proof

data integrity via blockchain.

[5] A blockchain-enabled healthcare solution that utilizes HLF in conjunction with attribute-

based access control and AES-256 encryption to safeguard sensitive data is introduced.

A distributed off-chain storage system is implemented to resolve scaling challenges and

enhance data management efficiency.

[6] Simulations are conducted to test the Raft and PBFT consensus algorithms in blockchain

networks. The performance is measured by evaluating throughput, packet delivery ra-

tio, packet loss ratio, leader election time, and agreement time using the NS3 network

simulator.

[7] The formal verification of the proposed attribute-based encryption scheme is con-

ducted using verification tools such as AVISPA SPAN and the Scyther tool. These

5



tools simulate the presence of an active intruder, enabling the interactive identification

and construction of potential attacks against various protocols.

[8] The security and performance of the proposed solutions are evaluated through formal

and experimental analysis, showcasing their capabilities in a healthcare setting.

1.6 Thesis Organization

This section outlines the structure of the thesis, which consists of eight chapters as detailed

below:

Chapter 1: Introduction

This chapter provides the basic information about the blockchain. This chapter outlines the

motivation for the thesis, the problem statement, the research objectives, and the contribu-

tions of the thesis. This chapter also includes a concise outline of the thesis.

Chapter 2: Literature Review

The literature review section provides an extensive analysis of studies addressing the im-

plications of workload dynamics on the performance and scalability of different existing

blockchain networks, the security and privacy preservation of data within blockchain sys-

tems, and the transformative role of blockchain in the healthcare sector. This chapter

outlines the research methodology by clearly defining and elucidating the research problem,

supported by formulated research questions. This chapter concludes by identifying research

gaps in the existing literature.

The paper listed below is published as part of this research:

[1] Anita Thakur, Virender Ranga and Ritu Agarwal, “Exploring the Transformative

Impact of Blockchain Technology on Healthcare: Security, Challenges, Benefits, and

Future Outlook,” Transactions on Emerging Telecommunications Technologies , Wi-

ley, vol. 36, p. e70087, 2025, DOI: https://doi.org/10.1002/ett.70087.

(SCIE, IF=2.5).

Chapter 3: Preliminaries

This chapter presents foundational insights into the fundamental principles of blockchain

technology. The chapter explains the technical foundations of blockchain, examines its

various applications across multiple sectors, and emphasizes its role within the healthcare
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industry. It also addresses the fundamental elements utilized in developing attribute-based

encryption methods.

Chapter 4: Implications of Workload Dynamics on Blockchain Scalability and

Performance

This chapter analyzes the effects on performance and scalability when subjected to diverse

workloads across various blockchains. Additionally, offering comprehensive observation as-

sists in making a well-informed decision regarding a suitable platform for implementation.

The discussion includes the different errors that contribute to transaction failure.

The papers listed below are published as part of this research:

[1] Anita Thakur, Virender Ranga and Ritu Agarwal, ”Workload dynamics implica-

tions in permissioned blockchain scalability and performance,” Cluster Computing,

Springer, vol. 27, issue. 8, pp.11569-11593, 2024, DOI: https://doi.org/10.

1007/s10586-024-04550-z. (SCIE, IF=3.6).

[2] Anita Thakur, Virender Ranga and Ritu Agarwal, “Performance benchmarking

and analysis of blockchain platforms”, Proceedings of the International Conference on

Innovative Computing & Communication (ICICC), Delhi, pp. 1-7.

Chapter 5: Smart Contract Vulnerabilities Detection using Machine Learning

This chapter introduces an efficient smart contract vulnerability detection approach known

as SmarConTest. SmarConTest employs multi-label classification for smart contract vul-

nerability detection, as a single contract has more than one vulnerability. Common vulner-

abilities include reentrancy attacks, integer overflow/underflow, access control issues, etc.

[1] Anita Thakur, Virender Ranga and Ritu Agarwal, ”SmarConTest: An Efficient

Smart Contract Vulnerability Detection Method Using Machine Learning,”—communicated

[2] Anita Thakur, Virender Ranga and Ritu Agarwal, “A Review On Smart Contract

Vulnerability Detection Using Deep Learning”, —communicated

Chapter 6: Revocable and Privacy-Preserving Data Access Scheme in Blockchain

This chapter introduces a ciphertext policy attribute-based encryption scheme that ensures

the proposal of a revocable and secure fine-grained access mechanism utilizing blockchain
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and CP-ABE. It outlines a robust and decentralized framework for data sharing that com-

bines attribute-based encryption with IPFS and blockchain, enabling precise access control

over encrypted data.

[1] Anita Thakur, Virender Ranga and Ritu Agarwal, “Revocable and Privacy-Preserving

CP-ABE Scheme for Secure mHealth Data Access in Blockchain,” Concurrency and

Computation: Practice and Experience, Wiley, vol. 37, p. e70064, 2025, DOI:

https://doi.org/10.1002/cpe.70064. (SCIE, IF=1.5).

[2] Anita Thakur, Virender Ranga and Ritu Agarwal, “Attribute-based encryption

scheme for secure and efficient access in blockchain”, 2024 IEEE International Con-

ference for Women in Innovation, Technology & Entrepreneurship (ICWITE), Ban-

galore, pp. 653-658.

Chapter 7: Blockchain-Enabled Healthcare System with Attribute-based Access

Control

This Chapter presents an architectural framework designed to enhance the privacy and secu-

rity of patient data sharing across different healthcare entities while tackling the challenges

mentioned above, such as security, privacy, scalability, etc. The framework utilizes HLF for

its implementation. Additionally, it integrates mechanisms for attribute-based access con-

trol (ABAC) to guarantee restricted access to sensitive patient information, with a primary

emphasis on maintaining the system’s integrity, confidentiality, and authenticity, especially

for designated healthcare entities.

[1] Anita Thakur, Virender Ranga and Ritu Agarwal, “ABHealChain: Enhancing

Privacy and Security in Healthcare Data Sharing through Hyperledger Fabric and

Attribute-based Access Control”,—communicated.

[2] Anita Thakur, Virender Ranga and Ritu Agarwal, “Simulation-based Performance

Evaluation of Consensus Algorithms in NS3 for Blockchain Network”, International

Conference on Futuristic Technologies (INCOFT2025), Pune.

Chapter 8: Conclusion and Future Scope

This final chapter outlines the findings and potential directions for future research inquiries.

This chapter examines the significance of proposed solutions in enhancing security and

safeguarding privacy.
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List of Publications : This section compiles papers published, accepted, or communicated

in SCIE Journals and Scopus-Indexed Conferences.

References: This section compiles sources cited throughout this thesis.

In the following chapter (Chapter 2), we present a comprehensive review of the existing

literature related to security, privacy, and access control challenges in blockchain systems,

along with mitigation strategies proposed in recent research. Additionally, the chapter

explores application of blockchain technology in the healthcare domain, highlighting its

potential roles, associated benefits, and prevailing challenges in healthcare.

00656//
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Chapter 2

Literature review

The objective of this chapter * is to provide an exhaustive literature review on security,

privacy, and scalability challenges in the blockchain and blockchain-enabled solutions. This

chapter delineates the methodology employed in performing the literature review, articulates

the research questions, pinpoints existing research gaps, and outlines prospective ways for

future research based on the findings.

2.1 Introduction

The blockchain, a distributed ledger network, is based on the principle of permanent record

addition and prohibits any alterations without unanimous consent [4]. Blockchain is an

effective platform that has the potential to apply in a variety of industries. Among the

numerous blockchain applications, healthcare has the potential to show off the capabilities

of blockchain. The healthcare system’s quality is significantly enhanced by sharing of data

*The part research work covered in this chapter has been published/accepted/communicated
in: Anita Thakur, Virender Ranga and Ritu Agarwal, “Exploring the Transformative Impact of
Blockchain Technology on Healthcare: Security, Challenges, Benefits, and Future Outlook,” Trans-
actions on Emerging Telecommunications Technologies , Wiley, vol. 36, p. e70087, 2025, DOI:
https://doi.org/10.1002/ett.70087. (SCIE, IF=2.5)
&
Anita Thakur, Virender Ranga and Ritu Agarwal, ”Workload dynamics implications in permissioned
blockchain scalability and performance,” Cluster Computing, Springer, vol. 27, issue. 8, pp.11569-
11593, 2024, DOI: https://doi.org/10.1007/s10586-024-04550-z. (SCIE, IF=3.6)
&
Anita Thakur, Virender Ranga and Ritu Agarwal, “Revocable and Privacy-Preserving CP-ABE
Scheme for Secure mHealth Data Access in Blockchain,” Concurrency and Computation: Practice
and Experience, Wiley, vol. 37, p. e70064, 2025, DOI: https://doi.org/10.1002/cpe.70064.
(SCIE, IF=1.5)
&
Anita Thakur, Virender Ranga and Ritu Agarwal, “ABHealChain: Enhancing Privacy and Security
in Healthcare Data Sharing through Hyperledger Fabric and Attribute-based Access Control”, —
communicated.
&
Anita Thakur, Virender Ranga and Ritu Agarwal, ”SmarConTest: An Efficient Smart Contract
Vulnerability Detection Method Using Machine Learning,” —communicated
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and the availability of medical data to the authenticated healthcare providers, researchers,

patients, and other consumers [5]. Security vulnerabilities within the blockchain ecosystem

can result in substantial repercussions. They can modify data, facilitate double spending,

result in financial theft, impede network operations, and, most importantly, undermine trust

in the technology [6].

2.2 Approach

Our review process comprised three primary stages: planning, reviewing, and reporting. In

planning phase, clear research objectives and questions are established. Subsequently, the

reviewing stage involved the selection of pertinent articles based on a well-defined selection.

Finally, the findings of this thesis are comprehensively reported, as illustrated in Figure 2.1.

Figure 2.1: Literature review development guide

2.2.1 Planning Phase

The planning phase is pivotal in formulating clear research questions that address criti-

cal issues related to security, privacy, data access, and scalability within blockchain and
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blockchain-enabled solutions. The significance of this phase cannot be overstated, as it sets

the direction for subsequent stages of the research, including the literature review and data

analysis.

Research questions (RQ)

[1] RQ1 : What is the impact of increased workload on the scalability and performance

of the blockchain?

[2] RQ2 : What are the security, privacy, scalability, and access control issues and their

countermeasures in blockchain?

[3] RQ3 : What are the different strategies used for security and privacy-preservation?

[4] RQ4 : What is the role of blockchain in transforming the healthcare domain?

[5] RQ5 : How does blockchain handle the security issues of the healthcare system?

[6] RQ6 : What are the benefits and challenges of incorporating blockchain in health-

care?

2.2.2 Reviewing Phase

In this phase, an analytical approach is applied to identify the areas where more research is

required. Once relevant articles are identified, they undergo a meticulous evaluation process.

The articles are critically assessed using clearly defined inclusion and exclusion criteria to

ensure their relevance to the research topic, as described in Table 2.1.

This rigorous filtering process helps select studies that meet methodological rigor, data

integrity, and scholarly contribution standards. The prior studies specified in languages

other than English are excluded. Various criteria are applied for the refinement of the

survey, such as excluding duplicate papers based on titles, abstracts, and documents that

do not satisfy the requirements of the study.

2.2.3 Reporting Phase

This phase summarizes the findings related to the research questions. The reporting phase

aims to communicate the conclusions drawn from the analysis, reflecting the relevance and

implications of the findings in the field of blockchain, especially in the context of security,

privacy, scalability, and healthcare applications.
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Table 2.1: Inclusion and exclusion criteria

Criteria Eligibility Criteria

Inclusion Studies that address security/privacy issues in blockchain and blockchain lever-
aging solutions

Studies addressing security solutions in blockchain

Benefits and challenges of blockchain

Performance analysis of blockchain platforms and blockchain-based healthcare
systems

Blockchain in healthcare and mHealth

Smart contract vulnerability

Access-control mechanism in blockchain

Solutions to scalability of blockchain

Exclusion Studies that are conducted in a language other than English

Studies not relevant to the selected domain

2.2.3.1 What is the impact of increased workload on the scalability and

performance of the blockchain?

The primary objective of this RQ1 is to establish the architectural and conceptual un-

derpinnings for implementing blockchain in various sectors. Nevertheless, the successful

implementation of blockchain technology requires a meticulous assessment of variables such

as transaction volume, transaction rates, and the number of participants. These variables

have the potential to considerably impact performance, including throughput, latency, re-

source consumption, and success rate.

The study [7] demonstrates that HLF v1.0 outperforms v0.6 regarding scalability, execution

time, latency, and throughput when the workload and number of nodes are adjusted. The

research indicates that HLF v1.0 outperforms v0.6 in sustaining consistent performance

across various metrics, irrespective of the network size. This study does not examine the

impact of fundamental consensus mechanism on these findings.

Another study by Shalaby et al. [8] assesses the performance of HLF v1.4 by analyzing the

influence of a variety of configurable parameters, including the number of endorsing peers,

batch size, and batch expiration, on end-to-end transaction latency and network throughput.

The number of concurrent transactions increases, and the batch expiration is altered, which

affects both throughput and latency. The efficacy and latency are balanced by setting the

batch size to 45 transactions. Allowing all transactions to fit within a single block, this size

prevents the maximum batch size from being reached before the expiration. Nevertheless,
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the number of parallel transactions within the block tends to increase, resulting in latency,

conversely, throughput benefits.

The HLF-GLDB benchmark utility is designed to simulate database access in HLF. Data

compression in GoLevelDB is a performance impediment in the HLF network, as demon-

strated by the results of [9]. The network’s overall efficacy is enhanced by 54% when data

compression is disabled. The study [10] demonstrates that the performance of HLF version

2.0 is considerably improved compared to previous versions of the blockchain framework.

In [11], the approach of obtaining measurement data from the system under study to ascer-

tain the pattern of resource utilization or performance degradation that could be caused by

software aging is discussed.

Ethereum and HLF are blockchains that have been broadly recognized and have experi-

enced substantial industry adoption. To compare the performance of these two blockchains,

a study [12] evaluates them in a variety of workload environments and determines that

HLF consistently outperforms Ethereum in the areas of throughput, latency, and execution

time. Despite the advancements made by both platforms, they continue to fall short of the

capabilities of contemporary database systems when managing heavy workloads. Neverthe-

less, Ethereum can process more concurrent transactions than HLF despite the identical

computational resources.

The impact of scalability, bottlenecks, and ordering services in HLF has been challenging

to understand due to the performance complexity of distributed systems. To resolve this

matter, the authors [13] introduce an exhaustive assessment of HLF functionality and scru-

tinized the execution, ordering, and validation phases. Solo, Kafka, and Raft are the three

procurement services that are compared in the review. The results indicated that the OR

endorsement policy exhibited adequate scalability during the execution phase, while the

AND endorsement policy did not perform satisfactorily.

2.2.3.2 What are the security, privacy, scalability, and access control is-

sues and their countermeasures in blockchain?

This RQ2 discusses security vulnerabilities such as identity theft and data breaches (Fig-

ure 2.2), privacy concerns related to data exposure, scalability issues that hinder transaction

speed and network efficiency, and access control complexities that arise in managing per-

missions and users.

Mollajafari et al. [14] examine the security risks and vulnerabilities inherent in the seven-
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Figure 2.2: Attacks in layered architecture of blockchain

layer architecture of blockchain. Unique security challenges are presented by each layer, from

the data layer, which concentrates on data integrity and confidentiality, to the presentation

layer, which addresses user interaction and experience. Data manipulation in the data layer,

denial of service, sybil attacks in the network layer, and 51% and long-range attacks in the

consensus layer are among the most notable attacks. The incentive layer is vulnerable to

economic exploits, while the contract layer risks integer overflow attacks and reentrancy. The

application layer is susceptible to malware, while user interface deficiencies may affect the

presentation layer. Cryptographic techniques, secure coding practices, robust governance

mechanisms, and user education are all recommended as countermeasures to mitigate these

risks.

Duan et al. [15] also investigate various security risks inherent to the Ethereum blockchain,

with a particular emphasis on smart contracts. The study identifies a variety of attacks,

such as denial-of-service attacks that can disrupt network operations and reentrancy attacks,

which exploit the execution flow of smart contracts. Furthermore, the authors address vul-

nerabilities associated with inadequate access control and the potential for front-running

attacks, which allow malicious actors to manipulate transaction ordering for personal ad-

vantage.

Given these security concerns, privacy challenges also emerge as a critical issue in blockchain
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systems. Bernabe et al. [16] conduct a systematic review of the privacy challenges in

blockchain, identifying problems resulting from the inherent transparency of public blockchains

and the controlled environments of permissioned blockchain.The primary concerns are trans-

action linkability, conformance with privacy regulations such as the GDPR, and crypto-

graphic key management. A variety of privacy-preserving strategies have been suggested to

address these obstacles. Public blockchains utilize ring signatures, blending services, and

ZKPs to obfuscate transaction details and improve anonymity. Conversely, permissioned

blockchains employ anonymous credential systems and secure multi-party computation to

ensure compliance and operational efficiency while maintaining privacy through controlled

access and data segregation.

Xie et al. [17] identify significant challenges concerning throughput, storage, and networking

that impede the performance of blockchain systems. Throughput constraints are apparent

in widely used blockchains such as Bitcoin, which can execute merely seven transactions

per second. Storage difficulties emerge from the necessity for each node to preserve a com-

prehensive transaction history, which can be onerous in resource-limited settings. Network-

ing problems arise from the traditional broadcast method, resulting in bandwidth usage

and delays in block propagation. Diverse solutions have been suggested to tackle these

difficulties, such as augmenting block size, minimizing transaction size through methods

like SegWit, and executing off-chain transactions via networks like the Lightning Network.

Moreover, sharding, integrating blockchain with distributed storage systems, and enhancing

data transmission protocols seek to optimize scalability while maintaining a balance among

decentralization, security, and immutability.

Access control in blockchain pertains to regulating who can access and engage with data

recorded on the blockchain. Challenges frequently stem from unauthorized access, data

privacy issues, and the necessity for efficient systems to grant and revoke permissions while

ensuring transparency and security. ABAC, ABE, fine-grained access control, granular

attribute-based, role-based, and auditable access control methodologies establish a compre-

hensive framework for protecting sensitive data while facilitating efficient access for autho-

rized users [18], [19], [20].

Qian et al. [21] examine the security and dependability of smart contracts, a growing prob-

lem in blockchain technology. They categorize standard vulnerabilities inside Solidity code,

EVM execution, and block dependency levels. The authors categorize smart contract vul-

nerability detection research into five distinct areas: formal verification, symbolic execution,
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Table 2.2: Vulnerabilities in Ethereum blockchain and their description

Vulnerability Description

Reentrancy Vulner-
ability

This attack happens when a contract invokes an external contract prior to mod-
ifying its internal state. This sequence enables the external contract to initiate
further calls back to the original contract, potentially leading to unforeseen
results.

Access Control Vul-
nerability

This vulnerability in smart contracts is a security flaw that allows unauthorized
individuals to gain access or alter the contract’s data or functions.

Gas Limits and
Loops

smart contract transactions can fail if the gas consumed exceeds the block gas
limit. It often occurs in loops processing dynamic data, where the number of
iterations is unpredictable and can potentially consume excessive gas.

Timestamp Depen-
dence

When an smart contract depends on the block timestamp the blockchain net-
work provides, a timestamp dependence issue occurs.

Integer Underflow
and Overflow

When mathematical operations exceed the storage limitations of a data type,
they can result in integer overflow and underflow, which might have unexpected
consequences.

Front running Front running attack occurs when a malevolent actor watches a transaction
before it is verified and then submits a transaction that exploits the data in
the observed transaction. It results in a number of attack patterns that are
commonly known as insertion, displacement, and suppression attacks.

ERC-20 Token Is-
sues

ERC-20 tokens are digital assets formed on the Ethereum blockchain, enabling
developers to create tokens without creating a new chain. However, its basic
implementation contains a critical security flaw that could result in the irre-
versible loss of funds for users.

Self-Destruct Vul-
nerability

The self-destruct vulnerability in smart contracts refers to the potential risks
associated with the SELFDESTRUCT opcode, which allows a contract to be
permanently deleted and its Ether balance sent to a specified address. Misuse
or exploitation can lead to loss of funds or unintended contract behavior.

Denial of Service It refers to a vulnerability in which an smart contract becomes inoperable due
to improper handling of transactions that fail or are deliberately reverted. It
can prevent users from interacting with the contract as intended, effectively
rendering it unusable.

Frozen Ether Frozen Ether vulnerability occurs when an smart contract allows the receipt
of Ether but lacks mechanisms (like call, send, or transfer) to withdraw it,
effectively locking funds. This issue can arise from coding flaws or accidental
actions, as seen in the Parity Wallet incident, where millions in Ether became
inaccessible.

Dangerous Dele-
gatecall

Delegatecall allows a contract to run code from a different contract while main-
taining its own context. This functionality can introduce security risks, espe-
cially when arbitrary addresses are permitted, as it could allow attackers to
alter state variables or run harmful code.

Tx.origin It is a global variable in Solidity that refers to the original address that initiated
the transaction, even if the transaction involved multiple contracts. If tx.origin
is used to check ownership of a contract, an attacker could trick a contract into
performing actions on their behalf by calling it through a chain of contracts.

fuzzing detection, intermediate representation, and deep learning. The study evaluates ac-

curacy, F1-score, and average detection time over 300 authentic Ethereum smart contracts.
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The authors address vulnerability identification challenges and propose incorporating deep

learning techniques in the next research.

Table 2.3: Various vulnerabilities detection tools

Tool Method Vulnerabilities

RE TSD AC Gas BR U/O TxO SD FE DC TOD DoS

Oyente Symbolic execution ✓ ✓ ✗ ✓ ✓ ✓ ✗ ✗ ✗ ✓ ✓ ✗

Slither Intermediate representation ✓ ✓ ✓ ✗ ✗ ✓ ✗ ✗ ✓ ✓ ✗ ✗

Manticore Symbolic representation ✓ ✗ ✗ ✗ ✗ ✓ ✗ ✗ ✗ ✓ ✗ ✗

SmartDagger [22] Static analysis ✓ ✓ ✗ ✗ ✗ ✓ ✗ ✗ ✗ ✗ ✗ ✓

SmartCheck [23] Intermediate representation ✓ ✓ ✗ ✓ ✗ ✓ ✗ ✗ ✓ ✗ ✗ ✓

Contractsentry [24] intermediate representation ✓ ✗ ✗ ✗ ✗ ✗ ✗ ✗ ✗ ✗ ✓ ✓

SafeCheck [25] Intermediate representation ✓ ✓ ✗ ✗ ✗ ✗ ✗ ✓ ✗ ✓ ✓ ✓

Mythril Symbolic execution ✓ ✗ ✗ ✗ ✗ ✓ ✗ ✗ ✗ ✓ ✓ ✗

Eth2Vec [26] ML based static analysis ✓ ✓ ✗ ✓ ✗ ✓ ✗ ✗ ✗ ✗ ✗ ✗

eTainter [27] Code analysis ✗ ✗ ✗ ✓ ✗ ✗ ✗ ✗ ✗ ✗ ✗ ✓

DefectChecker [28] Symbolic execution ✓ ✗ ✗ ✗ ✗ ✗ ✓ ✗ ✗ ✗ ✗ ✓

EtherSolve [29] Symbolic execution ✓ ✗ ✗ ✗ ✗ ✗ ✗ ✗ ✗ ✗ ✗ ✗

sGUARD [30] Symbolic execution ✓ ✗ ✗ ✗ ✗ ✓ ✓ ✗ ✗ ✗ ✗ ✗

RE: Reentrancy, TSD: Timestamp Dependence, AC: Access Control, Gas: Gas related
vulnerability, BR: Bad Randomness, U/O: Integer Underflow/Overflow, TxO; Tx.origin, SD:
Self-Destruct Vulnerability, FE: Frozen Ether, DC: Delegatecall, TOD: Transaction Order

Dependence, DoS: Denial of Service

There are common vulnerabilities in smart contracts (refer to Table 2.2), including reen-

trancy attacks and arithmetic errors, rendering them appealing targets for adversaries. Due

to the unchangeable nature of smart contracts, rectifying vulnerabilities after deployment

is especially difficult. The overview of the vulnerability detection solutions evaluated in

the previously mentioned literature is provided in Table 2.3. The literature study under-

scores the necessity of prioritizing multi-label detection strategies, as various smart contracts

may exhibit multiple vulnerabilities simultaneously, a situation that traditional single-label

methods cannot fully handle.

2.2.3.3 What are the different strategies used for security and privacy

preservation?

The examination of current literature on RQ3 uncovered diverse viewpoints concerning

the format of the initial input data employed in vulnerability detection. The input data

generally comprises the source code, opcode, bytecode of the contracts, pictures, or a mix

thereof. Diverse detection methodologies depend on distinct representations of contract code

to ascertain potential flaws. Typical input formats for these tools encompass Control Flow

Graphs (CFGs), unprocessed Solidity code, Abstract Syntax Trees (ASTs), and symbolic

execution traces.
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To improve the precision of vulnerability identification, it is essential to delineate the char-

acteristics of vulnerable source code accurately. The authors [31] introduce a smart contract

vulnerability detection solution named Lightning Cat, which utilizes deep learning models

for enhanced performance. It presents an efficient data pre-processing technique utilizing

CodeBERT to extract semantic characteristics of vulnerabilities. Experimental findings

indicate that Lightning Cat surpasses other tools referenced in [31].

Graph Neural Networks and expert-defined patterns are employed to identify vulnerabilities

in smart contracts as detailed in the paper [32]. The technique depends on the source code

of smart contracts to identify expert patterns, particularly for vulnerabilities. It designates

program items as nodes and produces edges to signify their links and dependencies. It

constructs a contract graph that encapsulates control flow and data flow semantics from the

source code. The proposed method has demonstrated efficacy through comprehensive trials

on VNT Chain and Ethereum smart contracts, identifying defects with high precision.

Duy et al. [33] present the VulnSense framework, which employs multimodal learning to

detect vulnerabilities in Ethereum smart contracts. Source code, opcode sequences, and

control flow graphs produced from the bytecode of smart contracts are amalgamated. The

research [34] introduces a technique for identifying vulnerabilities in smart contracts through

deep learning and multimodal decision fusion. This methodology employs three categories

of data: the source code, which reveals the original logic and structure of the smart contract;

the opcode, which encompasses low-level instructions for the Ethereum Virtual Machine;

and CFG, which illustrates the control flow within the contract, emphasizing interactions

between code segments and accessible execution paths. The method enhances vulnerability

identification by amalgamating several kinds of data through a multimodal decision fusion

strategy for superior feature extraction.

The study [35] examines AST-structured and program slice data. The author presents

automated techniques to segment source code and pinpoint vulnerable sections. Structured

information is generated by transforming source code into an AST, which hierarchically

represents syntax and structure.

The paper [36] proposes smart contract source code and bytecode through the utilization

of graph structures. It demonstrates the interconnections of control and data within source

code using a Code Semantic Graph (CSG). Nodes signify program components such as func-

tion calls and variables, whereas edges denote control and data flow exchanges. Every edge

possesses a temporal sequence that corresponds to its coded position. The authors extract
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CFG from the bytecode, with nodes representing instruction blocks and edges denoting

control flow connections.

The author [37] introduces DL5SC, a new DL framework for detecting vulnerabilities in

smart contracts at the opcode level. The exploration of image input components presents a

new method for improving the detection of vulnerabilities in SCs. The author [38]introduced

a new DL method, named CodeNet, aimed at identifying vulnerabilities in smart contracts

through a code-targeted CNN architecture focused on code analysis.

These advancements in detecting vulnerabilities highlight the importance of secure systems,

not just in smart contracts but across various cryptographic schemes. For example, In

the work of Chase, M. [39], a multi-authority CP-ABE (MCP-ABE) scheme is presented

that leverages a central authority (CA). This CA possesses the capability to decrypt all

ciphertexts within the system. This inherent decryption ability used by the CA introduces

a vulnerability in the security position of decryption key storage.

Later, Chase et al. [40] introduce an MA-ABE scheme that operates without a centralized

trusted authority. However, under this scheme, data consumers are required to obtain at

least one attribute from each Attribute Authority (AA), thus limiting its practicality. In

contrast, Lewko et al. [41] developed a CP-ABE scheme featuring fully decentralized multi-

authorities, eliminating the necessity for attribute authorities to collaborate. Consequently,

data consumers can acquire any desired number of attributes from any AA within this

framework.

Yang et al. [42] address the critical challenge of data access control in cloud storage sys-

tems, particularly in the context of untrusted servers and the limitations of existing CP-ABE

schemes. They propose a novel revocable multi-authority CP-ABE scheme that enhances

expressiveness, efficiency, and security, allowing multiple authorities to independently issue

attributes while ensuring effective attribute revocation with backward and forward security.

However, the approach may face challenges related to the complexity of managing multiple

authorities and the potential for increased overhead in communication and coordination.

Additionally, while the proposed method improves efficiency by reducing the need for ex-

tensive ciphertext updates, it may still encounter scalability issues as the number of users

and authorities grows.

To address the risks associated with semi-honest cloud servers, Miao et al. [19] propose

a method that involves splitting secret keys associated with certain attribute sets. This
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approach allows healthcare providers and patients to securely exchange sensitive health

information while only ensuring access is restricted to authorized individuals. The im-

plementation challenges concerning scalability and the mechanism for attribute revocation

related to the study require discussion.

Data consumers can leverage third-party servers for decryption computations to mitigate

the computational burden associated with the decryption phase. Tu et al. [18] introduce a

multi-authority CP-ABE scheme supporting decryption outsourcing. In this system, data

consumers do not have to do any complicated Bilinear pairing operations during the decryp-

tion phase. The security of ciphertext entrusted to a third-party custodian presents potential

vulnerabilities to tampering, as documented by Guo et al. [43]. Blockchain mitigates this

risk by demonstrably guaranteeing both data integrity and non-repudiation. These inher-

ent cryptographic properties underpin the increasing adoption of blockchain across diverse

application domains.

Wei et al. [44] propose a revocable hierarchical scheme, RS-HABE, to enhance system secu-

rity and meet application requirements in resource-constrained environments. This scheme

enhances the original ABE by integrating user revocation, secret key delegation, and ci-

phertext updating mechanisms. ABE has seen extensive application in cloud services owing

to the comprehensive expressiveness of ABE policies. Traditional ABE schemes exhibit

significant computational overhead and a deficiency in verifiability, resulting in reduced effi-

ciency and security for cloud-based applications. Hou et al. [45] proposed a blockchain-based

solution that enhances decryption efficiency and enables users to verify the accuracy of de-

cryption conducted by external parties. This method provides a more secure and efficient

means of managing access to data stored in the cloud.

The growing dependence on cloud computing for managing PHRs has required strong en-

cryption techniques to maintain data confidentiality. Zhang et al. [46] presented an ABE

scheme incorporating keyword search, effectively addressing key management and access

control challenges by facilitating fine-grained access control. The authors [47] present an

innovative access control scheme, PAFR-ABE, aimed at improving usability in dynamic

healthcare environments. This scheme features a dynamic revocation system that optimizes

the management of secret keys, eliminating the need for updates for users who have not

been revoked.
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2.2.3.4 What is the role of blockchain in transforming the healthcare

domain?

This RQ4 examines role of blockchain across different healthcare sectors. Blockchain fa-

cilitates access to patient health records, verification of medical prescriptions, secure data

sharing among providers, drug provenance verification, safeguarding clinical trials, manag-

ing medical device supply chains, overseeing revenue management, and transferring funds.

This research question encompasses critical areas of blockchain applications in healthcare,

including patient health records, pharmaceutical supply chain management, clinical trial

data management, and remote patient monitoring.

The PcBEHR system architecture [48] offers mechanisms for patients to manage and con-

trol their medical data. In PcBEHR, patients own their medical data and can grant access

permissions. The patient-controlled blockchain-enabled EHR solution employs access con-

trol, privacy, and interoperability functionalities. MedRec [49] is a decentralized electronic

medical record management system that employs blockchain technology to document sen-

sitive information and operations, ensuring confidentiality, authentication, accountability,

and data sharing for critical data. MedRec employs a smart contract to ensure confiden-

tiality by regulating viewership rights. Patients are provided comprehensive access to their

medical data from various providers consolidated in one location.

Chen et al. [50] developed a storage scheme that integrates blockchain and cloud storage

to effectively manage patients’ sensitive healthcare records. This system facilitates effective

management and secures healthcare data storage within a digital archive, with access lim-

ited exclusively to authorized personnel. The most effective data management and access

control approach involves recording all transaction information on the blockchain. Due to

constraints related to storage capacity, scalability, and cost, medical data is stored in cloud

environments. Saberi et al. [51] developed a break-glass model that integrates blockchain,

ABAC, and IPFS to ensure the security and confidentiality of patient records. This health-

care model provides timely access to EMRs and EHRs. Blockchain records all access requests

and manages the granting and revocation of access to medical records. The Break-Glass

mechanism enables each enrolled EMR owner to grant permission for health professionals to

access their medical data. Authorized parties utilize healthcare permissions in emergencies

to establish new attributes on electronic medical records (EMRs).

ACTION-EHR [52] focused on enhancing the mobility and accessibility of healthcare data

to enable secure and reliable data sharing and management. This system, which is centered
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on the patient, allows the patient to manage health data. This system enables the secure

aggregation and dissemination of medical data. The health data generated is encrypted using

a hybrid cryptosystem that incorporates both public key and symmetric-key cryptography,

with the encrypted data subsequently stored in the cloud. Data sharing and information

exchange present significant challenges in EHRs. Chelladurai et al. [53] proposed a smart

health system for the exchange of medical data, employing a modified Merkle tree to ensure

an immutable log while facilitating data accessibility, record updates, data exchange, and

viewership on the blockchain. Healthcare data is recognized as susceptible to various attacks,

with a significant rise in incidents of hacking targeting this information.

BIoTHR [54] is an IoT-based private blockchain-assisted EHR system that emphasizes pri-

vacy preservation and secure data exchange by implementing blockchain technology and

swarm exchange techniques. This swarm exchange paradigm enhances the BIoTHR by in-

corporating agility, flexibility, transparency, high availability, and security. The primary

rationale for integrating blockchain into healthcare is to improve performance, establish ac-

cess control, ensure data security, and facilitate secure data exchange. The supply chain for

pharmaceutical products and drugs necessitates adherence to safety, security, data prove-

nance, and governance standards within the healthcare system. The medical supply chain

has encountered traceability, transparency, shipment expiration, and tracking challenges.

The proliferation of medical data requires a diverse array of medical products and pharma-

ceuticals.

Detecting counterfeit drugs is complex due to their similarity to the original products.

Blockchain facilitates access control for each participant through smart contracts, thereby

ensuring traceability, visibility, and safeguarding the activities of individual participants [55].

Monitoring the journey of medication from production to the consumer, along with docu-

menting any adverse effects for future reference, aids the pharmaceutical industry in reducing

drug counterfeiting [56]. The Medledger system, utilizing HLF blockchain and chaincode,

facilitates drug traceability to combat counterfeit drugs [57]. The solution utilizes decentral-

ized file storage to manage private and sensitive data, ensuring traceability and transparency.

To mitigate the proliferation of counterfeit goods, PharmaCrypt [58], a blockchain-based

tool, is introduced. This tool facilitates the rapid scanning of products and time stamps

for each item and maintains a comprehensive record of all transactions within the supply

chain. This approach enables tracing counterfeit products, thereby ensuring security and

safety. During packaging, the package’s barcode is scanned, and the hash value of a spe-

cific product is recorded on the blockchain. The product’s movement within the supply
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chain is monitored using tamper-proof timestamps on the blockchain, facilitating thorough

traceability and permitting the identification and removal of counterfeit products before

consumer access.

BRUINchain [59] is a blockchain-based system that utilizes HLF, a blockchain application

server, notification and verification services, and smart contracts to facilitate drug trac-

ing, tracking, and verification. BRUINchain scans the barcodes of drug packages, identifies

expired products, detects suspected and expired items, quarantines counterfeit drugs, and

verifies products directly with the manufacturer. Blockchain aims to transform the health-

care sector into a smart system by offering decentralization, immutability, security, and

transparency. This technology facilitates secure access and exchange of EHR, EMR, and

PHI, enhances the efficiency of pharmaceutical supply chains, ensures secure storage of

medical insurance, and improves hospital waste management. Pham et al. [60] developed a

remote healthcare system for doctors, patients, and hospitals that selectively captures essen-

tial medical data and stores it on a blockchain, thereby minimizing its size. MIStore, [61],

is a medical insurance storage system that utilizes blockchain technology to enhance user

credibility. MIStore may aid the insurance company in obtaining information related to

patients’ healthcare expenditures.

2.2.3.5 How does blockchain handle the security issues of the healthcare

system?

Eavesdropping on patients’ vital information represents a significant security threat within

the healthcare industry. The information may include the patient’s ID, address, location,

and medical condition. Blockchain employs cryptography to ensure patient protection and

anonymity, verify claims made by participating entities regarding the asset, and authenticate

the data. Blockchain uses encryption algorithms for data added to the system, rendering this

encrypted information difficult for attackers to decipher. Blockchain technology addresses

the challenge of securing patient information and the identities of healthcare providers.

SEMRES [62] is a blockchain-based medical framework emphasizing secure data exchange

via a triple encryption authentication architecture. The framework comprises three modules:

combined encryption and decryption architecture (CEDA), decentralized EMR repository,

and content verification. CEDA employs a hybrid mechanism of AES and RSA crypto-

graphic algorithms to encrypt medical data, resulting in a secure encrypted medical record.

A decentralized EMR repository employs SHA256 to produce the secure encrypted medical

record (SMeR) hash value. The data owner employs their private key to sign the block’s
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content for decryption and secure data exchange. This content block includes the index

of SMeR within the Decentralized EMR repository (DERy), the hash of SMeR, and the

authority status. This signed block demonstrates the data owner’s authorization and may

serve as the entry point for the Decentralized EMR repository. Content decryption and

verification occur post-data transmission to confirm the accuracy of the data.

A breach in the healthcare system may result in the unauthorized disclosure of sensitive

and confidential medical information. Centralized data storage attracts malicious users

and increases the risk of cyber attacks. HealthBlock [63] is a blockchain-based healthcare

data management system designed to improve the privacy and security of EHRs through

decentralized data storage. HealthBlock offers protection against security vulnerabilities,

including spoofing attacks, tampering threats, and repudiation, by implementing fabric

certificates, cryptographic functions, and fabricated digital signatures for designated tasks.

Regular patient monitoring is essential in healthcare for managing severe health issues and

chronic diseases.

BlockMedCare [64] is a blockchain-based healthcare system that integrates IoT and IPFS,

focusing on continuous remote patient monitoring. BlockMedCare emphasizes security,

scalability, and processing efficiency, ensuring security through implementing blockchain

technology and a proxy re-encryption cryptosystem. In encryption techniques, both the

public key and secret key are obtained by the patient (pkpatient, skpatient) and the physician

(pkphysician, skphysician). The patient encrypts the data with pkpatient and generates Prek

through pre.rekey(skpatient, pkphysician). Upon receiving the encrypted data, Prek Hospital

re-encrypts it and transmits it to the physician, who then decrypts it using their private

key.

The healthcare sector is susceptible to numerous attacks, rendering protected and encrypted

data vulnerable. An attacker within the blockchain can manipulate patient data; however,

this requires substantial computational power, extensive resources, and significant energy

expenditure. A 51% attack undermines the integrity of the blockchain network, potentially

revealing critical details and the data storage location in the cloud. Nonetheless, because the

suitable ABE secures the data encryption key, an attacker is unable to access medical infor-

mation unless the intricate issue of Decisional Modified Bilinear Diffie–Hellman (DMBDH)

is resolved [65].

As introduced by Sahai et al. [66], ABE has become the prevailing framework in crypto-

graphic access control for encrypted data. Bethencourt et al. [67] contributed significantly

25



to CP-ABE by proposing a tree-based access structure scheme. This scheme demonstrates

greater adaptability and practicality than KP-ABE. Although ABE, as suggested by Bethen-

court et al. [67], Waters, B. [68], Sahai et al. [66], and related systems, provides the benefits

of one-to-many encryption, it still faces significant security concerns. The designated au-

thority responsible for key issuance to all eligible users can decrypt any ciphertext using the

distributed secret keys. Riepel et al. [69] implement FABEO, a CP-ABE scheme character-

ized by more concise ciphertexts, reduced pairings, and improved efficiency in optimal and

adaptive security contexts.

The authors [70] propose a verifiable encryption scheme that utilizes blockchain technol-

ogy to improve security and accountability in data management. The multi-authorization

mechanism of this scheme allows different authorities to manage user attributes, enhanc-

ing flexibility and scalability in access control. The performance analysis demonstrates the

scheme’s effectiveness; however, empirical evidence is necessary to confirm its efficiency and

overall impact.

Thakur et al. [20] present a secure access control mechanism that employs blockchain and

ABE. The proposed method utilizes IPFS to store encrypted data, addressing the limitations

of blockchain resources and the reliability issues associated with centralized storage systems.

This method enhances security and adaptability while facilitating attribute policy hiding

and revocation.

2.2.3.6 What are the benefits and challenges of incorporating blockchain

in healthcare?

Among numerous blockchain applications, healthcare represents a critical area where blockchain

can effectively demonstrate its capabilities [71], [72]. Disseminating data and ensuring ac-

cess to medical information for verified healthcare providers, researchers, patients, and other

stakeholders is essential for enhancing the quality of the healthcare system. The application

of blockchain technology in healthcare is expanding rapidly, facilitating clinical data sharing,

preserving medical histories, enabling global data exchange, supporting medical research,

controlling access to healthcare data, managing drug supply chains, and streamlining clinical

trials [73].

The research areas in the healthcare domain include remote patient monitoring, pharma-

ceutical supply chains, clinical trials, EHRs, and health insurance claims. The decentralized

approach of blockchain effectively addresses the challenges present in traditional systems.
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SCACIoMT utilizes blockchain technology to protect patients from malicious activities and

vulnerabilities [74].

The primary goal for implementing blockchain technology in healthcare, as well as other

sectors, is to enhance the security of the infrastructure and protect against unauthorized

or malicious entities [5]. The blockchain offers numerous advantages, such as secure data

exchange and regulatory sharing through smart contracts, management synchronization

of health systems, access control, and secure data storage [75]. The implementation of

blockchain technology offers numerous advantages, including enhanced security and pri-

vacy for health records, protection of patient identity through anonymity, consistent remote

monitoring of patient data, and improved accessibility of healthcare information.

[1] Secure EHR: Blockchain technology enhances healthcare data storage, management,

and interchange by protecting privacy and security. A blockchain smart contract

builds and updates immutable health records, enables secure data exchange, and

unifies scattered data [76].

Malicious entities can sabotage records, so pairing-based cryptography is used to

prevent manipulation, tampering, and forging attacks [77]. Blockchain-based EHR

allows healthcare agents and other entities to update patient data in real-time and

gives patients more control over their medical information.

[2] Improved remote patient monitoring: A blockchain-based RPM improves health-

care quality when patients who need urgent treatment cannot visit the hospital. Real-

time data is crucial and challenging in healthcare [78]. The patient has medical or

wearable gadgets that measure water, blood pressure, oxygen, and more. The smart

contract analyses collected data and initiates alerts based on threshold values [79].

To monitor patients remotely, a smart gadget delivers blood pressure data to Health-

ContractCaller and BloodPressureMonitor contracts [80]. The patient, doctor, and

health center are notified if blood pressure exceeds limits.

[3] Secure health information exchange: In healthcare, data sharing and interop-

erability are the main concerns to ensure that only authorized entities can access

medical records, that all system components communicate properly, and that there is

no data inconsistency between remote data providers and recipients. FHIRChain [81]

houses the HL7 Fast Healthcare Interoperability Resources (FHIR) paradigm for scal-

able healthcare data sharing, meeting ONC criteria. EdgeMediChain [82] combines
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edge computing and blockchain for secure and scalable health data exchange. Address

privacy and data inconsistency. In HIE, Zhuang et al. [83] developed a patient-centric

data exchange system using smart contracts, DLT, and blockchain.

[4] Improved drug traceability and pharmaceutical supply chain: Pharmaceuti-

cal drug supply chain management is vital in medicine. However, counterfeiters cause

many problems and losses. Counterfeit pharmaceuticals are unapproved and of low

quality. Blockchain can ensure the legitimacy and standardization of medicine from

manufacture to consumption [73]. Liu et al. [84] proposed an intelligent approach for

medicine traceability. Five layers make up the BIoT platform architecture. To en-

sure secure drug tracing and monitoring, our blockchain architecture strictly regulates

drug management, from data collection to device identity and transaction verification

to drug quality feedback.

[5] Clinical trials: Data transparency may inhibit selective positive reporting. Some-

times, the clinical trial protocol must be kept private from stakeholders because it

contains scientific and commercial secrets. Blockchain might provide real-time trial

data recording. Every trial transaction is timestamped and kept in a blockchain, al-

lowing stakeholders to transfer consent in real-time. Blockchain technology aids in

patient admission, data management, and analysis in clinical trials [85]. Albanese

et al. [86] introduced a Hyperledger blockchain-based dynamic consent management

strategy (SCoDES) in clinical trials to enhance patient consent monitoring and data

privacy. Zhuang et al. [87] updated the CTMS by introducing Quorum characteris-

tics, resulting in a safe, auditable, and universal system. Healthcare benefits from

blockchain include immutability, decentralization, security, transparency, and trace-

ability. Identity management, scalability, interoperability, cost unpredictability, and

legal and regulatory difficulties remain. These hurdles impede users and stakeholders

from globalizing this technology.

Blockchain solves several security issues. Blockchain-based system development apps may

inherit or directly exhibit these risks. These issues are especially concerning in healthcare,

as vital data may be compromised. The main goal of this RQ is to address implementa-

tion problems in blockchain healthcare solutions. The researcher seeks to overcome the

challenges of incorporating blockchain in healthcare solutions.

[1] Challenges related to data security: Blockchain presents various security chal-
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lenges attributable to its architecture and execution. Blockchain addresses weak-

nesses, including double-spending attacks, anonymity concerns, difficulty rising at-

tacks, block withholding attacks, consensus-based attacks, selfish mining attacks,

mining malware, timejack attacks, Finney attacks, race attacks, 51% attacks, and

block discarding attacks. These attacks exploit consensus mechanisms, peer-to-peer

networks, and flaws in smart contracts. The resolutions to these problems can be

addressed by overseeing node behavior, enhancing consensus mechanisms, and aug-

menting hash rate [88].

[2] Privacy leakage: The primary necessity of the healthcare sector is to ensure the

anonymity and privacy of patients’ health information and identities. Healthchain [89]

emphasizes privacy protection by integrating a permissioned blockchain and utilizing

off-chain storage via IPFS for EHRs. It also incorporates a cryptographic public

key encryption mechanism to ensure data integrity, privacy, and security. The hy-

brid privacy-preserving framework, hOCBS [90], utilizes a consensus mechanism and

off-chain storage to provide secure data sharing, privacy preservation, and dynamic

consent management. Additional critical technologies and cryptographic solutions

that constitute essential components for safeguarding privacy in blockchain include

secure multi-party computation, homomorphic encryption, ring signatures, and zero-

knowledge proofs, among others [16].

[3] Scalability: Private clinics, healthcare facilities, insurance companies, and patients

generate data via wearable devices. Due to the time and computer resources required

to handle large amounts of data, latency and blockchain performance suffer. As nodes

increase, the blockchain lacks scalability.

The study [91] proposes IPFS off-chain storage to overcome scalability issues in

blockchain-based healthcare systems. IPFS storage receives encrypted documents

from the patient’s public key. While solving scalability issues, IPFS protects med-

ical data. Allowing only allowed nodes access to data lets the user control access.

BCHealth improved its privacy-preserving architecture’s performance and scalability

by optimizing its blockchain network and modifying its Proof of Authority (PoA)

consensus algorithm [92]. The data owner controls access. To ensure scalability,

BlockMedCare [64] uses IPFS for off-chain database storage.

[4] Interoperability: No healthcare-specific blockchain standard exists to facilitate

cross-platform application communication. Platforms may provide difficulties be-
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cause of intricate smart contract functionalities, consensus protocols, and transaction

methodologies [93]. Interoperability enables two blockchains to collaborate, yet no

standardized protocol facilitates integration. The absence of blockchain interoper-

ability hinders seamless information transfer, restricting access to collaborative pa-

tient data for a comprehensive view and critical healthcare information. A potential

solution is to standardize open protocols for intercommunication among blockchain

platforms [51], [53]. Cross-chain interoperability enables communication between

blockchain systems, whether homogeneous or heterogeneous. Sidechain, blockchain

routers, and smart contracts are proposed solutions for interoperability [75], [93].

[5] Technical complexity and Issues: Implementing blockchain in healthcare is com-

plicated. Massive data sets can delay the system and cost more to store. Adding

blockchain to healthcare infrastructures is similarly complex. To successfully integrate

blockchain into healthcare systems, considerable changes are needed, including financ-

ing, planning, knowledge, and time [94]. Poor data standardization limits healthcare

providers from sharing and analyzing patient data effectively [95]. Technology and

network infrastructure are needed for blockchain in healthcare. A compute node net-

work validates transactions and produces blocks in this distributed ledger system.

Concerns about unexpected operational costs persist for long-term maintenance [96].

[6] Difficult to use: Blockchain integration into operational frameworks presents sig-

nificant challenges due to its complexity. The present complexity of blockchain ne-

cessitates considerable technical proficiency, encompassing the management of pub-

lic/private cryptographic keys and compliance with designated procedural standards,

thereby limiting its user-friendliness and accessibility.

[7] Computing Power Consumption: Decentralized consensus mechanisms utilizing

verification-centric algorithms in blockchain guarantee transaction consistency and

validity. Public blockchains extensively employ consensus methods, resulting in con-

siderable energy consumption [97]. Individual healthcare institutions independently

manage their data in systems such as Medrec [49]. The security and accessibility of

data depend on the stewards of that data. The system employs the Proof of Work

mechanism to attain consensus, notwithstanding the limitations of restricted process-

ing speeds, protracted transaction confirmations, and elevated energy usage.

[8] Cost: Blockchain in healthcare raises cost concerns. Software and hardware modifica-

tions increase implementation costs. Investments in operations include maintenance,
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monitoring, upgrading, cybersecurity, and regulatory compliance [98]. Blockchain

training for healthcare staff costs more. Financial investment is needed to integrate

data with existing systems and enhance blockchain solutions to accommodate grow-

ing data quantities [99]. Security needs encryption, access controls, and compliance

for patient data. Effective cost management in healthcare requires strategic decision-

making, stakeholder participation, and understanding of the technology’s potential

and financial impact [100].

[9] Latency: A decentralized blockchain assures data confidentiality and consistency,

but confirming and recording transactions takes time and computer effort. Medical

care efficacy depends on addressing latency issues. To reduce latency and improve

blockchain-based healthcare systems, optimize blockchain protocols, use hybrid mod-

els, and improve network infrastructure.

[10] Regulatory Concerns: Incorporating blockchain into healthcare encounters a sub-

stantial obstacle: guaranteeing adherence to current standards and data privacy legis-

lation. Collaboration between healthcare stakeholders and regulatory bodies is essen-

tial for widespread use [71], [57]. A primary difficulty is the scalability of blockchain

systems across many locations, where regulatory frameworks may be inconsistent.

Government restrictions and cultural intricacies present significant obstacles to adop-

tion. Comprehensive stakeholder engagement and endorsement are essential to mit-

igate these uncertainties and secure acceptance from the global healthcare commu-

nity [96], [95], [5].

2.3 Research Gaps

Based on the literature review, several research gaps have been identified:

[1] There are few studies that investigate the practical performance characteristics of

blockchain networks under varying conditions.

[2] While blockchain applications in EHR, EMR, and PHI are well-studied, areas such as

patient autonomy, clinical trials, pharmaceutical supply chains, and remote patient

monitoring are comparatively less explored. Existing studies in these domains are

limited in scope and depth.

[3] Despite its advantages, blockchain technology faces significant security and privacy

challenges, highlighting the need for additional security measures.
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[4] Existing studies are using smart contracts as the access control, and since there are

numerous vulnerabilities in the smart contract, adopting the access control mechanism

is a pressing requirement.

[5] It is not feasible to store the data in on-chain storage, and incorporating the private

blockchain is not enough to make the system scalable.

2.4 Performance Evaluation Metrics

The following performance evaluation metrics are employed in this thesis to provide a com-

prehensive assessment of system performance:

[1] Throughput :Throughput shows how many transactions the network processes in

a given time. Throughput performance measures blockchain network transaction

processing speed and efficiency. Read throughput measures performance by counting

successful read operations over time. Reads per second count the number of read

operations done in the interval.

Read Throughput =
Total read operations

Total time in seconds
(2.4.1)

Transaction throughput (TPS) is the rate at which valid transactions are confirmed

and added to the blockchain in a given time frame. This performance statistic con-

siders all nodes to assess network efficiency.

Transaction Throughput =
Total valid committed transactions

Total time in seconds
(2.4.2)

[2] Latency : The latency of a transaction is calculated by finding the difference between

the time taken to complete the transaction and the time taken to deploy it. Read

latency is the time between the response to the request and the submission of the

read request.

Read Latency = Reply received time− Request submission time (2.4.3)

On the other hand, the amount of time needed for a transaction to become available

throughout the entire network is stated as transaction latency. This period encom-

passes when the transaction is first submitted and becomes widely accessible on the
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network.

TLatency = Confirmation time×Network threshold− Transaction submission time

(2.4.4)

[3] Success Rate : The success rate of a blockchain can be measured by evaluating

the ratio of successfully executed transactions to the total number of transactions

attempted. Successful transactions refer to those completed without encountering

any errors or exceptions during their execution.

[4] Resource Consumption : During the test execution, transactions utilize CPU,

cache memory, disk, and RAM resources. Extreme consumption of these resources,

e.g., disks, can significantly impact the system’s performance. The Resource Moni-

tor allows initiation/termination of monitoring and obtaining information about the

resource usage of the underlying blockchain system, such as network I/O, memory,

CPU, and so on. The Docker resource monitor provides access to several performance

metrics, including maximum and average memory usage, maximum and average CPU

usage as a percentage, inbound and outbound network traffic, disk read operations,

and disk write operations. In network I/O, traffic in and out refers to the amount of

data received by a peer or orderer node (traffic in) and the amount of data sent out

from the node to other network participants (traffic out).

[5] Agreement Time : It refers to the time it takes for a consensus mechanism to agree

on the validity of a transaction or block within the network. Consensus is the process

through which all nodes in the blockchain network reach an agreement on the state

of the blockchain, ensuring that they all have the same data.

[6] Computation Time : It refers to the time required to perform encryption, decryp-

tion, and key generation operations in the cryptographic process.

[7] Accuracy : This metric indicates the overall correctness of predictions of the model.

It is calculated as the ratio of correctly predicted instances (true positives and nega-

tives) to the total number of instances.

Accuracy =
True Positives + True Negatives

Total Instances
(2.4.5)

[8] Precision : Precision focuses on the accuracy of positive predictions. It answers the
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question, ”Of all the items labeled as positive, how many were actually positive?”

Precision =
True Positives

True Positives + False Positives
(2.4.6)

[9] Recall : Recall, also known as sensitivity, assesses the model’s ability to identify all

relevant instances. It addresses the question: ”Of all the actual positive instances,

how many did the model correctly identify?”

Recall =
True Positives

True Positives + False Negatives
(2.4.7)

[10] F1-Score : F1 score serves as a harmonic mean of precision and recall, providing a

balanced measure that is particularly useful when there is a trade-off between these

two metrics. It is calculated using the following formula:

F1− Score = 2× Precision× Recall

Precision + Recall
(2.4.8)

[11] Micro precision : Micro Precision and Micro Recall aggregate the contributions of

all classes to compute the average metric. This approach treats each instance equally,

regardless of its class.

[12] Micro Precision is calculated as:

Micro Precision =

∑
True Positives∑

True Positives +
∑

False Positives
(2.4.9)

[13] Micro Recall is calculated as:

Micro Recall =

∑
True Positives∑

True Positives +
∑

False Negatives
(2.4.10)

[14] Micro F1 Score: It is a performance metric used in multi-class classification prob-

lems that combines the concepts of precision and recall into a single score. It is

particularly useful when dealing with imbalanced datasets, as it treats all instances

equally, regardless of their class.

Micro F1-Score = 2× Micro Precision×Micro Recall

Micro Precision +Micro Recall
(2.4.11)

[15] Hamming Loss : Hamming loss measures the prediction error by considering both
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the instances where an incorrect label is assigned and the cases where a relevant label

is omitted.

Lhamming(d, d̂) =
1

SnL

Sn−1∑
t=0

L−1∑
u=0

1(dt,u ̸= d̂t,u) (2.4.12)

in the equation d̂t,u = predicted value for uth label

t - given label

dt,u = corresponding true value

Sn = number of samples

L = number of labels

A lower hamming loss indicates the better performance of a model for an ideal clas-

sifier.

[16] Jaccard Similarity : In multi-label classification, the Jaccard similarity (or Jaccard

index) quantifies the similarity between two label sets by calculating the ratio of the

size of their intersection to the size of their union.

J(tl, pl =
|tl⋂ pl|)
|tl⋃ pl|) (2.4.13)

tl = a ground truth label set

pl = a predicted label set.

In the next chapter (Chapter 3), we provide an introduction to blockchain technology and

its fundamental technical components. The chapter also outlines the various applications of

blockchain across different domains and presents a brief overview of the key preliminaries

relevant to this thesis.

00656//
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Chapter 3

Preliminaries

The purpose of this chapter * is to provide brief information about the several basic con-

cept of blockchain. This chapter examines the applications of blockchain and its potential

to transform various industries. This chapter discusses the consensus protocol, smart con-

tract, and ABE algorithm to establish a foundational understanding and familiarity with the

research work.

3.1 Blockchain

In 2017, Seebacher et al. [101] defined blockchain as a decentralized database collaboratively

maintained and validated by a peer-to-peer network. It consists of a sequence of interlinked

blocks, each carrying time-stamped transactions. These transactions are safeguarded by

public-key cryptography and are authenticated by the network’s community. The funda-

mental architecture of blockchain functions on a peer-to-peer paradigm, distinguishing it

from server-based or centralized systems, wherein all participating nodes engage directly

without the mediation of a central authority [102]. Blockchain fundamentally constitutes a

*The part research work covered in this chapter has been published/accepted/communicated
in: Anita Thakur, Virender Ranga and Ritu Agarwal, “Exploring the Transformative Impact of
Blockchain Technology on Healthcare: Security, Challenges, Benefits, and Future Outlook,” Trans-
actions on Emerging Telecommunications Technologies , Wiley, vol. 36, p. e70087, 2025, DOI:
https://doi.org/10.1002/ett.70087. (SCIE, IF=2.5)
&
Anita Thakur, Virender Ranga and Ritu Agarwal, ”Workload dynamics implications in permissioned
blockchain scalability and performance,” Cluster Computing, Springer, vol. 27, issue. 8, pp.11569-
11593, 2024, DOI: https://doi.org/10.1007/s10586-024-04550-z. (SCIE, IF=3.6)
&
Anita Thakur, Virender Ranga and Ritu Agarwal, “Revocable and Privacy-Preserving CP-ABE
Scheme for Secure mHealth Data Access in Blockchain,” Concurrency and Computation: Practice
and Experience, Wiley, vol. 37, p. e70064, 2025, DOI: https://doi.org/10.1002/cpe.70064.
(SCIE, IF=1.5)
&
Anita Thakur, Virender Ranga and Ritu Agarwal, “ABHealChain: Enhancing Privacy and Secu-
rity in Healthcare Data Sharing through Hyperledger Fabric and Attribute-based Access Control”,
—communicated
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distributed public ledger data structure that facilitates decentralized storage and organiza-

tion of data records. Each participant in the network upholds a consolidated record of every

transaction. The transactions are structured into interconnected blocks, guaranteeing the

integrity and accuracy of the data throughout time. Blockchain fundamentally constitutes a

sequential configuration of immutable records, with each legitimate block cryptographically

connected to its preceding valid block (as illustrated in Figure 3.1).

Figure 3.1: Blockchain structure with interconnected blocks.

A blockchain is composed of a sequence of blocks, each containing a header and a body.

The block header holds essential information such as the hash of the previous block (Hprev),

a timestamp (T ), and a nonce (N), while the block body is dedicated to storing transaction

data (D). The relationship among these components can be expressed mathematically as:

[H = Hash(Hprev||T ||N ||D)]. This structure is crucial for maintaining data integrity and

establishing a chronological sequence within the blockchain. Each block is interconnected

with its predecessor through the hash of the previous block, forming a secure and immutable

chain.

3.1.1 Technical Background

To adequately understand the functioning of blockchain, one must comprehend the essential

components and concepts that support it (as depicted in Figure 3.2).
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[1] Smart Contract: A smart contract is a self-executing agreement encoded in lines of

code that facilitates transactions between parties. It constitutes a contract between

the purchaser and the vendor. It is a decentralized contract encoded in a computer

language and documented on the Blockchain. A smart contract was initially proposed

by Nick Szabo in 1997 [103], who created the cryptocurrency ”Bit Gold” in 1998 and

characterized smart contracts as a computerized transaction system that enforces the

contract conditions. Nick Szabo defined a smart contract as an automated transac-

tion protocol that enforces the conditions of a contract. The primary aims of smart

contract design are to fulfill standard contractual requirements (including payment

periods, liens, secrecy, and enforcement), reduce deliberate and inadvertent excep-

tions, and decrease reliance on trusted intermediaries. Associated economic objec-

tives encompass the reduction of fraud losses, arbitration and enforcement expenses,

and various transaction costs. Smart contracts are authored in a high-level program-

ming language and compiled into Ethereum Virtual Machine bytecode. Solidity is a

computer language renowned for developing smart contracts. Each smart contract

is located at a specific address on the Blockchain. Smart contracts engage with one

another using function calls that encompass function names and parameters. To ex-

ecute the contract’s code, a function call is binary encoded and transmitted to the

contracts under the transaction’s data field [104].

[2] Merkle Tree: A Merkle tree, also known as a binary hash tree, is a data struc-

ture used in computer science and cryptography to efficiently and securely verify the

integrity of large sets of data. It is particularly useful in blockchain and peer-to-

peer networks [105]. The structure consists of leaf nodes representing individual data

blocks and non-leaf nodes comprising hashes of their respective child nodes. In a

Merkle tree, each leaf node contains the hash of a data block, while each non-leaf

node contains the hash of the concatenation of its two child nodes. It can be math-

ematically represented as: [Hi = Hash(Hleft||Hright)], where Hi is the hash of the

parent node, Hleftis the hash of the left child, and Hright is the hash of the right child.

The process continues recursively until a single hash, known as the Merkle root, is

obtained at the top of the tree. This root hash serves as a compact representation of

all the data in the tree.

[3] Cryptographic Hash Function A cryptographic hash function is a fundamental

component of blockchain, serving multiple critical roles in ensuring the security, in-

tegrity, and functionality of the blockchain. A cryptographic hash function takes

38



an input (or ”message”) and produces a fixed-size string of characters, typically a

sequence of numbers and letters. This output is known as the hash value or hash

digest. Consider the equation: y = F (x), where x represents a string of any length

and F () is a one-way hash function, with y as the resulting output. One-way hash

functions are designed such that, while it’s possible to compute y from x and F (x),

there should be no efficient method or deterministic algorithm that can reverse the

process to recover x from y and F (x).

[4] Consensus Algorithm Blockchain consensus encompasses the various mechanisms

and protocols that enable participants in a blockchain network to agree on the state

of the distributed ledger. This process is essential for ensuring the integrity, security,

and reliability of the blockchain, particularly in a decentralized setting where no

single entity governs the entire network. Different consensus mechanisms have been

developed, each with unique advantages and drawbacks [4].

In a blockchain network, miners (or validators in some systems) work together to validate

new blocks of transactions. This consensus process ensures that all participants agree on

the ledger’s state and prevents fraudulent activity. If a block fails this validation, it is

promptly discarded, as depicted in Figure 3.3. In a blockchain network, the prevailing

principle dictates that the longest chain is considered legitimate. The probability denoted

as Qz quantifies the likelihood of the attacker node outpacing the honest chain by z blocks

[106], [107], [108].

Q0 = 1, Limz→∞ Qz = 0 (3.1.1)

Qz = pQz+1 + qQz−1, z = 1, 2, 3, ...,∞ (3.1.2)

if p > q,

Az = Qz+1 −Qz, r = q/p (3.1.3)

from the equation Equation 3.1.2, we get

Qz −Q0 =

z−1∑
k=0

(Qk+1 −Qk) = (1− rz/1− r)A0 (3.1.4)

from the equation Equation 3.1.1 we get

Qz = rz = (q/p)z, p > q (3.1.5)

39



Figure 3.2: Taxonomy of blockchain showcasing platform, consensus mechanism,
characteristics, threats

Qz = 1, p ≤ q (3.1.6)
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Figure 3.3: Workflow of blockchain

we can say that

Qz =

 1, p ≤ q

(q/p)z, p > q

(3.1.7)

where p = probability of legitimate node mining the block

q = probability of the attacker mining the new block before the legitimate node

Qz= probability that attackers catch up with honest nodes from z blocks

For a blockchain network to remain operational, its participants must reach a consensus

about the current state of the shared ledger and how data is packaged into blocks. In

a distributed system, a consensus protocol ensures that all participating nodes agree on

the same state of the system, particularly the order in which transactions occur. The

consensus mechanism allows reading and updating to a certain state that guarantees the

transaction’s ordering and the integrity of the content across geographically distributed

areas in a decentralized manner. The topology of the network agents is depicted using a

directed graph G = (V,E) by the formulas given below [109], [110].

V represents the Nodes V = 1, 2, 3...n and E represents the Edges E ⊆ V × V,

Ni = j ∈ V : (i, j) ∈ E.

Neighbors of agents i is represented by Ni. To solve the consensus problem and reach an

agreement regarding the state of n agents with dynamics

ẋi(t) = ui(t) (3.1.8)
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can be represented as an nth order linear system:

ẋi(t) =
∑

j∈(Ni)

(xj(t)− xi(t)) + bi(t), xi(0) = zi ∈ R, bi(t) = 0 (3.1.9)

The collective dynamics of the following group of agents Equation 3.1.9 can be written as

follows:

ẋ = −Lx (3.1.10)

L is graph Laplacian of network L = [lij ]

Qz =


−1, j ∈ Ni

|Ni|, j = i

Figure 3.4: Flow of PoW consensus mechanism
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Various blockchains employ distinct consensus mechanisms, including PoS [111], PoW [112],

PBFT [113], and PoA [114]. PoW is a consensus process delineating the validity verification

for participants or miners. In the PoW process illustrated in Figure 3.4, all transactions are

aggregated and consolidated to create a block. A challenge or difficulty is established for the

block, and miners within the network are tasked with solving this intricate mathematical

problem. A block is deemed valid only if its reference or computed hash exceeds a specific

threshold (Equation 3.1.12). The initial miner to resolve this challenge receives the reward,

and the validated block is subsequently appended to the blockchain [115]. The limitation

of PoW is its requirement for substantial resources and time to solve the intricate puzzle.

In PoW, a majority of malevolent nodes can manipulate the network and execute a 51%

attack [116]. The nonce is updated to satisfy equation (Equation 3.1.12), and the hash is

iteratively calculated until a valid block is identified.

nonce = nonce+ 1 (3.1.11)

Hash(Block) ≤ Vt (3.1.12)

Vt =
M
D (3.1.13)

Hash is a hash function with a variable number range [0,M]. The Target value represented

as Vt is a threshold determined by the mining difficulty. The calculated value of the hash

has to be less than the threshold value for a proposed block to be included in the chain

of blockchain. D ∈ [1,M] is the Target difficulty. Let us find a valid block: a miner with

sufficient resource availability and hardware capability performs c operations per second at

c/D.
P{T (c) ≤ t} = 1− exp(−ct/D) (3.1.14)

There are n miners in the network with the hash rate c1, c2,..., cn.

The time to find the valid block T Equation 3.1.15:

P{Tdef = min(T1, T2, ..., Tn) ≤ t} = 1− exp(−tD
j=1∑
n

ci) (3.1.15)

P{T = Ti} = ci/
i=1∑
n

cj (3.1.16)

To keep the blockchain functioning across the geographically distributed area and to ensure
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security, privacy, and correctness, the shared public ledger has consensus mechanisms that

are fault-tolerant and maintain the identical blockchain globally.

3.1.2 Popular Blockchain Platforms

Some of the popular blockchain are explained below

[1] Ethereum: A decentralized, open-source blockchain platform that enables develop-

ers to build and deploy smart contracts and decentralized applications (dApps). It

operates on a public blockchain and uses its native cryptocurrency, Ether (ETH), for

transactions and computational services.

[2] Hyperledger Besu: An open-source Ethereum client designed for enterprise use. It

supports both public and private networks and is built to be modular and scalable.

Besu allows organizations to leverage Ethereum capabilities while providing features

like privacy and permission that are suitable for business applications.

[3] HLF: A permissioned blockchain framework under the Hyperledger umbrella, de-

signed for enterprise solutions. It offers a modular architecture, allowing organiza-

tions to create private channels and manage data access among participants. Fabric

is known for its flexibility, scalability, and strong privacy features.

3.1.3 Applications of Blockchain: An overview

Blockchain, originally created to support cryptocurrencies, has transformed into a multi-

faceted tool with uses that reach well beyond digital currencies. The decentralized, im-

mutable, and transparent characteristics render it highly appropriate for settings where

trust, security, and accountability are critical.

[1] Finance: The financial sector has been one of the earliest adopters of blockchain.

Cryptocurrencies like Bitcoin and Ethereum leverage blockchain to facilitate peer-

to-peer transactions without intermediaries, reducing transaction costs and increas-

ing speed. Additionally, decentralized finance (DeFi) platforms are emerging, allow-

ing users to lend, borrow, and trade assets without traditional financial institutions,

thereby democratizing access to financial services.

[2] Supply Chain Management: Blockchain enhances supply chain transparency by

providing a tamper-proof ledger of transactions. Companies can track the provenance

44



of goods, ensuring authenticity and ethical sourcing. Retailers are using blockchain

to trace food products from farm to table, improving food safety and reducing waste.

This level of traceability can also help in recalling defective products more efficiently.

[3] Healthcare: In healthcare, blockchain can provide a secure and interoperable plat-

form for managing patient records. By allowing patients to control access to their

data, blockchain enhances privacy and security while facilitating data sharing among

healthcare providers. This can lead to improved patient outcomes and more person-

alized care. Additionally, blockchain can combat counterfeit drugs by providing a

transparent record of the drug supply chain.

[4] Real Estate: Blockchain can streamline property transactions and title management

by providing a secure and transparent record of ownership. Smart contracts can

automate various processes, such as escrow and title transfers, reducing the need for

intermediaries and minimizing fraud. This can lead to faster transactions and lower

costs for buyers and sellers.

[5] Identity Management: Blockchain offers a decentralized solution for identity ver-

ification, reducing the risk of identity theft and fraud. By allowing individuals to

control their digital identities, blockchain can streamline processes such as Know

Your Customer (KYC) in financial services and enhance security in online transac-

tions. This can also empower individuals in regions with limited access to traditional

identification systems.

[6] Voting Systems: Blockchain can enhance electoral integrity by providing secure,

transparent, and tamper-proof voting processes. By recording votes on a blockchain,

stakeholders can ensure that each vote is counted accurately and that the results

are verifiable. This application has the potential to increase voter confidence and

participation in democratic processes.

[7] Insurance: In the insurance industry, blockchain can automate claims processing

and underwriting through smart contracts, improving efficiency and reducing fraud.

By providing a transparent record of policyholder information and claims history,

blockchain can streamline operations and enhance customer trust.

[8] Intellectual Property: Blockchain can protect copyrights and royalties by providing

immutable records of ownership and usage. Artists and creators can register their work

on a blockchain, ensuring that they receive fair compensation for their intellectual
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property. This application is particularly relevant in the digital age, where content

can be easily copied and distributed.

[9] Gaming: In the gaming industry, blockchain enables true ownership of in-game

assets through non-fungible tokens (NFTs). Players can buy, sell, and trade these

assets on decentralized marketplaces, creating new economic opportunities within

gaming ecosystems. This application also allows for greater player engagement and

investment in virtual worlds.

[10] Energy: Blockchain can facilitate peer-to-peer energy trading, allowing consumers

to buy and sell excess energy generated from renewable sources. This decentralized

approach can improve grid management and promote the use of sustainable energy

solutions. By enabling transparent transactions, blockchain can also enhance trust

among energy producers and consumers.

3.2 Hyperledger Caliper

Hyperledger Caliper, a blockchain benchmarking tool, is chosen to assess the performance

of the blockchain implementation. One prominent benefit of employing Hyperledger Caliper

is its ability to simulate numerous clients capable of injecting workloads into the blockchain

network, thereby supporting multiple client threads. CaliperCLI facilitates the execution

of benchmarks based on specified settings through a command-line interface [117]. The

provided commands are processed by Caliper-Core, which orchestrates the creation of a

SUT and ongoing monitoring of its responses. The SUT is seamlessly integrated with each

blockchain platform through the Caliper-Adaptor. Hyperledger Caliper currently supports

multiple blockchain platforms, including Hyperledger Besu, Ethereum, FISCO BCOS, and

HLF [118].

3.3 Bilinear Pairing

Consider two multiplicative cyclic groups G0 and GT , both having the same prime order p

and g which depicts the generator of G0. We say e : G0 ×G0 → GT is a bilinear pairing if

the following properties hold:

[1] Bilinearity: ∀a, b ∈ Zρ and g1, g2 ∈ G0, e(g
a
1 , g

b
2) = e(g1, g2)

ab.

[2] Non-degeneracy: There exists g1 ∈ G0, e(g1, g1) ̸= 1
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[3] Computability: e(g1, g2) is efficiently computable for all g1, g2 ∈ G0 in polynomial

time.

3.4 Decisional q-Parallel BDHE Assumption

The definition of the Decisional q-parallel BDHE problem is as described by Waters, B. [68].

Given a bilinear map (p,G1,G2, e, g), choose random a, s, b1, ..., bq ∈ Zp. If the adversary A

is given

−→y = g, gs, ga, ...ga
q
, , ga

q+2
, ..., ga

2q

∀1 ≤ j ≤ q, gs.bj , ga/bj , ..., ga
q/bj , , ga

q+2/bj , ..., ga
2q/bj

∀1 ≤ j, k ≤ q, k ̸= j, ga.s.bk/bj , ..., ga
q .s.bk/bj it must be difficult to distinguish between

e(g, g)a
q+1s ∈ G2 and a random element R ∈ G2. An algorithm C guesses z ∈ {0, 1} with

advantage ε in solving the Decisional q-parallel BDHE problem in G2 if

∣∣∣Pr[C(−→y , T = e(g, g)a
q+1s) = 0]− Pr[C(−→y , T = R) = 1]

∣∣∣ ≥ ε

As in [68], we can say that the Decisional q-parallel BDHE assumption holds if there is

no polynomial time algorithm to solve the Decisional q-parallel BDHE problem with a non-

negligible advantage.

3.5 Linear Secret Sharing Scheme

A secret-sharing scheme P over a set of parties P is called linear over Zρ if the following

conditions hold:

[1] The shares for each party form a vector over Zρ.

[2] There exists a share-generating matrix M ∈ Zl×n
ρ with l rows and n columns which can

make shares for
∏
. For all i ∈ {1, ..., l} the ith row of M is labeled via a function ρ,

that associates Mi to the party ρ(i). Considering the vector −→v = (s, r2, ..., rn) ∈ Zn
ρ ,

where s ∈ Zρ is the secret to be shared, and r2, ..., rn are randomly chosen from Zρ,

then M−→v is the vector of l shares of the secret s according to
∏
. The share M−→v

belongs to party ρ(i).

Waters, B. shows [68] that every LSSS according to the above definition also enjoys the

linear reconstruction property, defined as follows: suppose that
∏

is an LSSS for the access

structure A. Let S ∈ A be any authorized set, and let I ⊆ {1, ..., l} be defined as I = {i :
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ρ(i) ∈ S. There exist constants wi ∈ Zρ with i ∈ I that satisfy that if λi are valid shares

of any secret s according to
∏
, then Σi∈lwiλi = s holds. According to the access control

requirements of the paid data-sharing scenario, our system utilizes LSSS to support any

monotonic access structure.

Figure 3.5: Access tree

3.6 Access Structure

Access structures define individuals who possess the requisite qualifications or those who lack

permission to access particular data, contingent upon the authorization of specific attribute

sets.

Definition: In access structure [119], Let {P1, P2, . . . , Pn} be a set of parties. A collection

A ⊆ 2{P1,P2,...,Pn} is monotone for all B and C, if B ∈ A, B ⊆ C, then C ∈ A. An access

structure is a collection A of nonempty subsets of {P1, P2, . . . , Pn}, i.e., A ⊆ 2{P1,P2,...,Pn} \
{∅}.

3.6.1 Access Tree:

Consider a tree, denoted as T , representing an access structure. Within this structure,

every non-leaf node within the tree signifies a threshold gate. Each gate is defined by

its children nodes and a specific threshold value. In ABE, authorized users must satisfy

the access policy formulated using a set of attributes to gain access to sensitive data. An

access structure shown in Figure 3.5 gives access to those users who satisfy the access policy

(((X ∧ Y ) ∨ Z) ∧ V ).
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The next chapter (Chapter 4) presents a comprehensive analysis of the impact of varying

workloads on performance and scalability of several existing blockchain platforms, including

Hyperledger Fabric, Ethereum, and Hyperledger Besu. The chapter examines the impact of

various workload parameters—namely transaction volume, transaction type, network size

(number of peers), and ordering service—on system throughput, latency, and total resource

utilization.

00656//
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Chapter 4

Implications of Workload Dynamics on

Blockchain Scalability and Performance

The purpose of this chapter * to extensively measure and evaluate the performance of vari-

ous existing blockchain platforms such as Ethereum (private Deployment), Hyperledger Besu

Ethereum Client, and HLF. It is crucial to evaluate diverse performance metrics among the

numerous available blockchain platforms to make a well-informed decision regarding select-

ing an appropriate platform for utilization.

The results indicate that HLF outperforms both Ethereum and Hyperledger Besu. The pro-

posed methodology offers a detailed performance evaluation of HLF, considering multiple

metrics such as resource consumption, throughput, success rate, and latency. Various pa-

rameters are examined to comprehensively evaluate the system’s performance, including the

ordering service, programming languages used for writing chaincode, the number of trans-

actions, transaction per second, and the number of organizations involved. In addition to

the analysis, the chapter also specifies potential areas for future research and development

within the blockchain landscape.

4.1 Introduction

The launch of the Bitcoin network in 2009 marked a pivotal moment in the evolution of

digital currencies, popularizing blockchain, which has since been adapted and employed

in numerous other cryptocurrencies [3]. Through a decentralized and distributed system,

*The research work covered in this chapter has been published in: Anita Thakur, Virender
Ranga and Ritu Agarwal, ”Workload dynamics implications in permissioned blockchain scalability
and performance,” Cluster Computing, Springer, vol. 27, issue. 8, pp.11569-11593, 2024, DOI:
https://doi.org/10.1007/s10586-024-04550-z. (SCIE, IF=3.6)
&
Anita Thakur, Virender Ranga, and Ritu Agarwal, “Performance benchmarking and analysis of
blockchain platforms,” Proceedings of the International Conference on Innovative Computing & Com-
munication (ICICC), Delhi, pp. 1-7.
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blockchain enables the seamless transfer of digital assets. By utilizing cryptographic digital

signatures, users can securely transfer ownership of their data while the transactions remain

publicly visible on the Bitcoin blockchain. This transparency allows anyone on the network

to independently verify the authenticity of transactions, ensuring trust without relying on

central authorities.

One of the key advantages of the blockchain’s decentralized structure is its resilience to single

points of failure. With copies of the blockchain ledger stored on every node in the network,

the system remains robust even if individual nodes are compromised or fail. However,

scalability is one of the most pressing challenges facing blockchain networks, particularly

Bitcoin. The Bitcoin network is constrained by a fixed block size limit of 1 MB, resulting in a

throughput of only seven TPS. This limitation makes Bitcoin unsuitable for high-frequency

trading and large-scale applications. While increasing the block size might alleviate the

issue, it comes with the risk of centralization, as it would slow network propagation and

heighten the storage requirements, further limiting the number of users willing to support

the blockchain. Thus, addressing the delicate trade-off between block size and security is

essential for the future scalability of blockchain systems.

Blockchain provides many ways to improve the data protection and verifiability of contem-

porary information systems. Regarding customization and potential use cases, the HLF

offers a variety of functions. It permits a developer to create a unique business network

on blockchain that comprises various heterogeneous clients, each having a certain purpose.

The motivation behind conducting this research is to identify the multiple areas where

blockchain platforms can be made more efficient, depending on the performance measure.

With performance analysis, it can be easy to identify bottlenecks and factors affecting the

performance of the blockchain platform.

4.2 Problem Statement

Blockchain offers a compelling alternative to centralized database systems due to its focus on

security and transparency; however, its practical application is often constrained by perfor-

mance issues. Inefficiencies in transaction processing and the lack of standardized protocols

present significant obstacles to the broad adoption of blockchain. These limitations mani-

fest as challenges in scalability, heightened transaction delays, and throughput bottlenecks.

Blockchain faces challenges in managing the substantial transaction volume in enterprise

settings. Bitcoin processes approximately seven TPS, attributed to its limited block size
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and the PoW consensus mechanism. It does not meet the requirements for widespread im-

plementation as a digital payment system. Although Ethereum operates faster than Bitcoin,

it still faces congestion during elevated activity, increasing latency. Most existing research

works have mainly outlined the architectural and conceptual frameworks for implement-

ing blockchain in various domains. Successful blockchain deployment necessitates carefully

considering factors, including transaction volume, rates, and participant numbers.

4.3 Research Contributions

The contribution of the proposed methodology is discussed as follows:

[1] To provide an in-depth evaluation of the performance of three leading blockchain

platforms: HLF, Ethereum (privately deployed), and Hyperledger Besu. By con-

ducting a series of performance tests, these platforms are compared based on several

key metrics, including throughput, latency, scalability, and resource consumption.

The findings show that HLF outperforms Ethereum and Hyperledger Besu regarding

throughput and latency, positioning it as the superior choice for enterprise-level appli-

cations requiring high efficiency. It also focuses on the detailed performance analysis

of HLF, offering insights into its optimization potential across various real-world use

cases.

[2] The work examined the impact of increased workload, TPS, ordering services, and

organizational factors on the scalability and performance of the blockchain platform.

[3] The work investigates the various errors that lead to transaction failure.

4.4 Methodology

HLF offers a broad range of configurable features and potential applications for developers

to establish a bespoke blockchain business network comprising heterogeneous clients with

distinct roles assigned to them. Additionally, it facilitates the creation, deployment, and

execution of chaincode on the platform. The methodology adopted for the experiment is

shown below in Figure 4.1. To assess and quantify the effectiveness of the HLF platform,

the Hyperledger Caliper is employed (Figure 4.2), which can produce a performance report

tailored to specific use cases.
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Figure 4.1: Methodology employed in the experiment

Figure 4.2: Implementation of Caliper for executing benchmark
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4.4.1 HLF

Hyperledger is a collaborative open-source project from the Linux Foundation that intends

to promote blockchain development across various industries [120] . It involves the partici-

pation of leaders from different sectors worldwide, and its goal is to advance the application

of blockchain collaboratively and innovatively. It permits organizations to customize the

technology to meet their needs and achieve maximum usability with minimal effort. HLF

is a blockchain project under the Hyperledger umbrella that utilizes chaincodes and ledgers

to enable participant transaction management. However, it differs from other blockchain

systems because it is permissioned and private. On the contrary, to open permissionless

systems that allow unknown entities to join the network, HLF requires participants to con-

script through an entrusted MSP to ensure the network’s security. It means that it does

not rely on protocols like PoW to validate transactions and maintain network integrity. To

ensure transaction privacy within the HLF network, a channel system isolates transactions

and restricts access only to authorized nodes within that specific channel. The various roles

concerned with the flow of transactions within a channel are described below.

4.4.1.1 Peer

Peers are a crucial component of the HLF network as they serve as hosts for ledger and

chaincode instances. In blockchain, specifically on the HLF platform, a chaincode refers

to a smart contract. These chaincodes are written in languages like Go, Java, or Node.js

and manage the data stored on the blockchain. Essentially, they automate and enforce

agreements between parties involved in a blockchain transaction. Essentially, chaincode

acts as the business logic layer of a blockchain application, specifying how assets can be

created, transferred, and updated on the ledger. Each peer can install multiple chaincodes

and ledgers. While each peer doesn’t need to install the chaincode, peers can communicate

through the gossip protocol to update and modify the latest state of the ledger. It allows

for efficient and decentralized communication among peers within the network. The organi-

zation peers within the HLF network can be categorized into several types: leader, anchor,

committing, and endorsing peers. Each peer is assigned specific behaviors and operations

within the network. A leader peer node is crucial in the network because it receives newly

generated blocks from the orderer and distributes them to other peers through the gossip

protocol. On the other hand, anchor peers are known to different organizations within the

network, allowing them to communicate using the gossip protocol. Endorsing peers are
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responsible for endorsing transactions sent to them by the ordering services. These peers

play a vital role in validating the transactions before they are committed to the ledger. In

contrast, committing peers do not execute transactions but receive the transactions from

the orderer and commit them to their local copy of the ledger. It ensures that the network

maintains a consistent and accurate record of all transactions.

4.4.1.2 Orderer

The HLF network relies on the orderer to pack the transactions into blocks and send them

to anchor peers across the network. The flow of transactions within the network consists

of three distinct stages: The proposal stage, the packaging stage, and the validation stage.

Although the orderer is primarily responsible for the packaging step, it also contributes to the

validation step by sharing new blocks with the network. By doing so, the orderer ensures

that the network maintains a precise and current ledger of all transactions. In the HLF

network, the orderers package transactions into blocks and send them across the network,

and play a vital role in enforcing basic access control for channels. They control who has

the authority to read and write data to the channels and configure them. It is important to

note that the ability to modify configurable elements within a channel is subject to policies

established by the relevant administrators during the creation of the consortium or the

channel. By enforcing access control and adhering to established policies, orderers ensure

that the network operates securely and efficiently. The Fabric 2.0 version recommends using

Raft ordering services, replacing the previously deprecated Kafka ordering services.

4.4.1.3 Organization

An organization in HLF refers to a group of peers that work together towards a common

goal in conducting business. These peers can comprise one or more members collaborating

to maintain and operate the network. Each organization has its own MSP, which oversees its

members’ identity and access control. By dividing the network into separate organizations,

HLF allows participants to transact and collaborate securely while retaining control over

their data and operations.

4.4.1.4 Failed Transactions

Blockchain transactions may get rejected or fail to be processed due to various factors, in-

cluding errors in syntax, errors in achieving consensus among nodes, and errors arising from

the version of the blockchain software being employed. The consensus errors in blockchain
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occur when there is a dispute between the nodes in the network about the validity of a

transaction. It can transpire for various reasons, such as a network partition or a malicious

node trying to manipulate the consensus [120]. In the case of HLF, validation logic errors

can occur when the transaction’s validation system endorsement policy is not satisfied and

the peer nodes cannot reach a consensus on the transaction’s validity. The chaincode defines

this endorsement policy and specifies the number of required endorsements, the identities

of the endorsing peers, and the criteria for successful endorsement. The transaction will

not be endorsed and will be rejected if the policy is not realized. For instance, in HLF, the

endorsement policy specifies the required number of signatures from endorsing peers who

must agree that the transaction is valid. If the endorsement policy is not met, the transac-

tion is deemed invalid and is rejected by the system. The policy ensures that transactions

completed on the blockchain are valid and fulfill the network’s predetermined requirements.

Our experiment observed transaction failures related to endorsement policy, conflicts, and

timeout. There are various reasons outlined for transactions to fail in the HLF blockchain,

some of which are described below:

[1] Insufficient Endorsement: Before a transaction can be added to the ledger, it

needs endorsement from a certain number of peers, and not meeting the requirement

of a specified number of endorsements leads to transaction failure.

[2] Inadequate Resources: Due to the lack of resources available, such as processing

power and network bandwidth, transactions may fail in HLF since it depends on the

network of peers to validate transactions.

[3] Versioning Conflict: Multiple versions of chaincode deployment on the network

are allowed by the HLF blockchain. However, if the transaction submitted to the

smart contract is not compatible with the network’s version, then the transaction

leads to failure.

[4] Transaction Validation Failure: If the validation mechanism in the HLF smart

contract is poorly described, a validation fault results in transaction failure and un-

successful transaction validation.

[5] Network Congestion: Hyperledger blockchain network communicates in a peer-to-

peer manner to reach consensus; if the network is congested or encounters latency

issues, the transaction in the network fails, too.
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4.4.2 Performance and Scalability

Analyzing the performance of blockchain platforms is pressing in guaranteeing the users

that it can help deliver the required quality of service and meet the demands of its intended

use cases. The user can distinguish limitations and bottlenecks in the scalability and per-

formance of the system through performance analysis. The performance analysis can serve

in optimizing the resource utilization of the system, such as network bandwidth, CPU, and

storage, to enhance the overall efficiency [121]. Furthermore, performance analysis can as-

sist in determining the possible security concerns and ensuring the system can manage high

transaction volume without jeopardizing its integrity and security. The evaluation encom-

passes key metrics such as success rate, throughput, latency, and resource consumption (in

detail section 2.4). The scalability of the HLF can be evaluated with varying workloads,

number of transactions, organization, and ordering services. Scalability aims to increase

the network’s capacity to process significant transactions without compromising its security

and decentralized structure.

During the test execution, transactions utilize the resources such as CPU, cache memory,

disk, and RAM. Extreme consumption of these resources, e.g., disks, can significantly impact

the systems’ performance [11].

In network I/O, traffic in and out refers to the amount of data received by a peer or orderer

node (traffic in) and the amount of data sent out from the node to other network participants

(traffic out). The figures depicting the data on network input/output (I/O) traffic, measured

in megabytes (MB), are denoted in Figure 4.3. The evaluation is performed with varying

numbers of peers and transaction rates while keeping the transaction volume constant at

1,000 transactions. The resultant graph reveals a no trend: a demonstrable rise in average

inbound traffic as the number of peers within the network increases. High Traffic In and

Traffic Out indicate significant data transfer between the client and the blockchain network.

It can help assess the network’s capacity to handle data volume. Comparing Traffic In and

Traffic Out for different workloads can reveal which scenarios generate more data transfer.

It aids in understanding the impact of various use cases on the network. Several use cases are

outlined by varying the key parameters, such as transaction rate and number of transactions,

to perform the test on the Hyperledger Caliper. These use cases enable assessment of the

system’s performance and functionality under different situations and conditions, which can

help identify potential bottlenecks and improve system efficiency.
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(a)

(b)

Figure 4.3: Graphical representation of resource monitor of Traffic In [MB] and
Traffic Out [MB] with multiple peers

4.5 Experimental Results and Analysis

In this section, the experimental results and their corresponding analysis are presented. The

study is based on an evaluation of three different blockchain platforms: HLF (versions v2.2

and v2.4), Ethereum (private deployment), and the Hyperledger Besu Ethereum client (lat-

est version), as described in Table 4.1. In private deployments, HLF frequently surpasses

Ethereum (Private Deployment) and Besu (Ethereum Client) when it comes to throughput

and latency, as illustrated in Figure 4.4. Here, Figure 4.4(a) shows that the HLF v2.2 and

v2.4 handle all the transactions relatively well and the Figure 4.4(b) represents that the

throughput for the ”query” type transaction is almost equal in all the blockchain, whereas

throughput for ”open” type transactions and the ”transfer” type transactions are quite un-
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Table 4.1: Infrastructure setup and system specification

Component Description

CPU AMD Ryzen 5 5500U with Radeon Graphics

RAM 16 GB

SSD 512 GB

Operating System Ubuntu v22.04 LTS

Blockchain Infrastructure HLF v2.2.9, v2.4.7, Ethereum, Hyperledger Besu

Docker Engine v20.10.21

Docker Compose v1.28.5

Benchmarking tool Hyperledger Caliper v0.4.2, Latest

Programming Language Go language, JavaScript

IDE VSCode

satisfactory. The study also illustrated that the HLF version v2.4 has increased throughput

compared to the other platforms.

It has been observed from the study that the HLF has outperformed the other blockchain by

a significant margin. In HLF, the batch size and the batch time are key factors in achieving

high throughput Figure 4.5(b). The Batch Size specifies the number of transactions the

orderer collects before cutting a block. In the resultant study, at the batch size with 100

message count, the latency and throughput show linear/slower growth as seen in Figure 4.5.

This research is more focused on analyzing the performance characteristics of HLF under

varying workloads. This section discusses the findings of this research work and delves

into the reasons behind the observed behavior. The subsequent section demonstrates the

different configurable parameters cataloged in Table 4.2 along with the experimental setup

specified in Table 4.3 to conduct the evaluation. The impact of varying the transaction

rate (rateControl), the number of transactions, the programming language adopted to write

the smart contract, and the number of organizations on the blockchain’s performance is

measured. A simple money transfer chaincode that incorporates the functions open() and

query() is employed in the experiment. Using the open function, a new account is generated

and initialized with the specified amount of money.

The query function retrieves the amount of money in a given account. It has been ob-

served that the complexity of the chaincode used to execute transactions can also impact

performance. More complex chaincode can require more processing power, leading to slower
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(a)

(b)

Figure 4.4: Latency (average latency) and Throughput measured for different plat-
forms for 1000 TXNs transactions

transaction processing times. As established earlier, this research involves varying parame-

ters such as transaction rate, ranging from 25 TPS to 350 TPS, while keeping the number

of transactions fixed at 1000. Additionally, the number of transactions varies while keeping

the transaction rate fixed to observe the significant changes in throughput and latency, the

resource consumption of the various components, and identify potential areas for optimiza-

tion in the system. By varying these parameters and observing the resulting changes in

performance, this research aims to obtain a more exhaustive understanding of the system’s

behavior under different scenarios and conditions. The performance of the blockchain is

affected not only by transaction rate and number but also by the number of peers, orderers,

and organizations. In this research, the number of organizations varies from one to three,

focusing on observing the impact on the performance of the blockchain. The experiment

employs a multi-round test case where the transaction rate is progressively increased in each

round. Furthermore, each new round has a higher transaction rate than the previous round.
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(a)

(b)

Figure 4.5: Latency and throughput with varying batch size

Each experiment has been conducted at least 20 times for each defined parameter.

a. Impact of Transaction Rate on Latency and Throughput

Here, Figure 4.6 (a) illustrates the throughput and average latency for 1 organization with

1 peer and single orderer over different transaction rates, and Figure 4.6 (b) illustrates the

throughput and average latency for 2 organizations with 2 peers (1 peer per organization)

and single orderer over different transaction rates as well.

Observation: As mentioned previously, the chaincode deployed in the Fabric network is

related to a simple money transfer between the accounts and has the functions open and
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Table 4.3: Experimental setup and configuration for HLF performance evaluation

Component Description Parameters

Platform HLF v2.4.9

Number of Organi-
zations

The number of independent
organizations participating in
the network

1, 2, 3

Database State Database CouchDB

Channel Private communication path-
way

Single private channel

Number of Order-
ing Service

The number of nodes partici-
pating in the ordering service
(Solo, Raft)

1, 3, 5 orderer

Chaincode Imple-
mentation

The programming language
used to develop the chaincode
(SC)

GO, Node.js

Transaction Type The type of transaction being
executed

Open, Query

Transaction Rate The number of transactions
submitted per second to the
network

25 TPS, 50 TPS, 75 TPS, 100
TPS, 125 TPS, 150 TPS, 175
TPS, 200 TPS, 225 TPS, 250
TPS, 275 TPS, 300 TPS, 325
TPS,350 TPS

Number of Trans-
actions

The number of transactions
submitted

10, 100, 1000, 10000, 100000

query. Throughput is evaluated by varying transaction rates with each round, starting from

25 transactions per second (TPS) and increasing by 25 TPS in each subsequent round until

reaching 350 TPS. From Figure 4.6 (a), it can be noticed that for open( ), transaction rate

ranging from 25 TPS to 150 TPS, there is a linear growth in throughput, and the throughput

delivered is 25 TPS, 49.9 TPS, 74.5 TPS, 99.7 TPS, 105.7 TPS, and 119.6 TPS, respectively.

However, after the transaction rate of 150 TPS, throughput decreased as the transaction

rate increased. It suggests that the system may encounter bottlenecks as the load increases

beyond a certain point. Based on the result, it can be inferred that the test environment

used in the research can handle open() type of transactions up to a rate of 150 transactions

per second (TPS). At a transaction rate of 25 TPS, the average transaction latency is higher

than rates ranging from 50 TPS to 350 TPS. Specifically, the average latency at a rate of

25 TPS is around 0.26 seconds or 260 milliseconds.

According to the results presented for our test environment, the average latency of trans-
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(a)

(b)

Figure 4.6: Impact of transaction rate on latency and throughput (a) 1 organization
1 peer and (b) 2 organizations 2 peers

actions is at its minimum when the transaction rate is 100 TPS, with an average latency

of 110 milliseconds or 0.11 seconds. After the transaction rate of 225 TPS, the average

latency varies between 130 ms to 120 ms. It indicates that the system is effective when

handling transactions at a 100 TPS rate and that increasing or decreasing the transaction

rate may result in higher latency and can impact performance. Likewise, in Figure 4.6 (b),

for open (), it can be seen that from transaction rate 25 TPS to 200 TPS, there is an in-

crease in throughput (TPS) as compared to (a). Moreover, the average latency is relatively

low in Figure 4.6 (b) until the transaction rate of 175 TPS is reached, after which there

is some variation in the average latency between 130 ms and 140 ms, respectively. It has

been observed that in this test environment, either one or two organizations, the query type

transaction can be executed at 350 transactions per second (TPS) without experiencing any

significant delays.
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b. Number of Transactions’ Impact on Latency and Throughput

Here, Figure 4.7 demonstrates the impact on throughput and average latency by varying

the number of transactions over a fixed transaction rate. The broad array of transactions,

10,100,1000,10000,100000, are submitted to the blockchain at the fixed rate of 200 TPS.

The Figure 4.7 (a) illustrates the impact on throughput and latency for 1 organization with

1 peer, and (b) depicts the impact for 2 organizations with 2 peers (1 peer per organization)

by varying the workload.

(a)

(b)

Figure 4.7: Number of transactions impacting performance from the perspective of
latency and throughput (a) 1 organization 1 peer (b) 2 organization 2 peers

Observation: Here, Figure 4.7 (a) and (b) evaluate the influence of the number of trans-

actions on average latency and throughput. For open(), 10 transactions are sent at the rate

of 200 TPS (as shown in Figure 4.7 (a)), the observed throughput is 46.5 TPS, and the

average latency is high, measuring 180 ms or 0.18 seconds. Similarly, in Figure 4.7 (b),

throughput is observed to be 39.4 TPS, and the average latency is 210 ms or 0.21 sec. In
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addition, the throughput for 100, 1000, 10000, and 100000 transactions for 1 organization

and 2 organizations are 110.7, 117.5, 134.3, 135, and 111.2, 121.8, 135.5, 135.2 TPS, respec-

tively. Graphical representation Figure 4.7 (a) and (b) illustrate the impact on latency and

throughput when 10 transactions are sent at a rate of 200 TPS in query type transactions.

The observed latency in both cases is 0.02 sec, slightly higher than the average latency

observed for 100, 1000, 10000, and 100000 transactions. It indicates that the number of

processed transactions impacts the blockchain system’s performance. This system has been

observed to support up to 100,000 transactions, depending on the function (open, query),

with minimal latency.

c. Impact of Ordering Service on Latency and Throughput

The Figures presented demonstrate the impact of ordering services on average latency and

throughput. The Figure 4.8 (a) illustrates the impact on throughput by employing the Raft

(a)

(b)

Figure 4.8: Impact of Raft ordering service on throughput and average latency
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ordering service in the 1 organization 1peer, while Figure 4.8 (b) illustrates the same for the

2 organizations 2 peers scenario. Graphical representations Figure 4.9(a) and Figure 4.9(b)

show the variation in throughput and latency exerting the Solo ordering service in 1 or-

ganization 1 peer (case 1), 2 organization 2peer (case 2), and Raft ordering service in 1

organization 1peer (case 1) and 2 organization 2peer (case 2).

(a)

(b)

Figure 4.9: Impact of Solo and Raft ordering service on throughput and average
latency

Observation: It can be observed from Figure 4.8(a) for open() that there is a linear growth

in throughput with the varying range of transaction rate from 25 TPS to 150 TPS and again

shows a rise in throughput can be seen at 200 TPS. On the other hand, the observed average

latency in the same scenario is higher at 25 TPS and 50 TPS than the transaction rate,

ranging from 175 TPS to 350 TPS. In contrast to the results shown in Figure 4.8(a), the

average latency observed for transaction rates ranging from 75 TPS to 350 TPS is between
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(a)

Figure 4.10: Impact of Solo and Raft ordering service on throughput and average
latency with varying number of transactions

0.12 seconds to 0.11 seconds, indicating a lower latency compared to the results obtained

in Figure 4.8(b). The Figure 4.9(a), Figure 4.9(b), and Figure 4.10 figures describe the

impact of employing Solo and Raft ordering services on throughput and latency. It can be

observed that the Raft ordering service handles up to 100,000 transactions very effectively

with minimum delay. The results obtained from our test environment show that the Raft

ordering service performs effectively in the context of increased throughput and less latency

compared to the Solo ordering service in both cases, i.e., with varying transaction rates and

numbers of transactions.

d. Impact of Programming Language on Latency and Throughput

In the HLF blockchain, a chaincode is a program or a smart contract that establishes

the business logic and rules governing the interactions between participants in a blockchain

network. Chaincode is deployed on a specific channel of a blockchain network and is utilized

to read and write the ledger’s state. Chaincode in the HLF blockchain can be written in

Node.js or Golang. The chaincode employed in this research is written in Go language

and Node.js and evaluated to see the impact on latency and throughput under different

transaction rates (Figure 4.11) and the number of transactions (Figure 4.12)).

Observation: Here, Figure 4.11(a) depicts the performance of a smart contract written in

the Go language, while (b) shows the performance of a smart contract written in Node.js.

In Figure 4.11(a), (b), for open() type transactions, there is a linear growth in throughput

as the transaction rate increases from 25 TPS up to 200 TPS, implying that the system
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(a)

(b)

Figure 4.11: Chaincode Written in Go language(a) and Node.js (b) to evaluate
latency and throughput experienced under different transaction rate

is capable of efficiently processing transactions up to a rate of 200 TPS. According to

the results (Figure 4.11 and Figure 4.12), the chaincode developed in the Go language

outperforms the one developed in Node.js in the context of throughput and average latency.

However, the difference is not very significant. The Go language-based chaincode shows

slightly lower latency and higher throughput compared to the Node.js based chaincode. Go

language is considered more efficient for chaincode development in HLF due to its static

typing, compiled nature, and optimized runtime performance. Node.js, on the other hand,

Node.js is dynamically typed and interpreted, which may result in lower performance and

scalability for complex chaincode applications.

e. Impact of multiple organizations on Latency and Throughput

In this experiment, 3 organizations with one peer in every organization are observed in terms

of throughput and latency. Graphical representation Figure 4.13 (a) and (b) depict the
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(a)

(b)

Figure 4.12: Chaincode Written in Go language (a) and Node.js (b) to evaluate
latency and throughput experienced under varying number of transactions

variation in throughput and latency as the number of organizations increases. Additionally,

Figure 4.14(a) and (b) present the findings concerning throughput and latency for different

numbers of transactions across multiple organizations. In Figure 4.13(a) and Figure 4.14(a)

Solo ordering services is employed, while Figure 4.13(b) and Figure 4.14(b) employ Raft

ordering services.

Observation: Graphs illustrate that including a third organization results in linear growth

in throughput for transaction rates ranging from 25 to 175 TPS and can also handle 100,000

transactions with a small delay. The results show that including a third organization has

decreased throughput compared to the scenarios with a single organization and two orga-

nizations. Additionally, after reaching 175 TPS, no significant change in the throughput

is observed. Graphical representation Figure 4.13 (a), (b), and Figure 4.14(b) show an in-

crease in the average latency, indicating that the inclusion of a third organization in the
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(a)

(b)

Figure 4.13: Impact of increased number of organizations on latency and throughput
experienced under different transaction rates

network results in higher latency. It can be implied from the results that adding more or-

ganizations to a network can potentially result in increased complexity and communication

overhead, which may negatively impact the network’s performance in terms of latency and

throughput.

When evaluating the performance of a blockchain network using the success rate as a mea-

sure, notable findings indicate that both the open and query operations have consistently

achieved a 100% success rate across all evaluation parameters. It suggests that the permis-

sioned blockchain under analysis has consistently executed both open() and query() without

encountering any failures or errors. Based on the observations from Figure 4.15, it has been

noticed that the CPU resource utilization during the execution of different workloads shows

that in case 1(Using Solo ordering service with 1 organization and 1 peer), case 2 (Using

Raft ordering service with 1 organization and 1 peer), case 3(Using Solo ordering service
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(a)

(b)

Figure 4.14: Impact of increased number of organizations on latency and throughput
experienced under varying number of transactions

Figure 4.15: CPU% average utilization in executing open() and query() in a varied
number of transaction rates for different numbers of organization and ordering services
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with 2 organization with 1 peer per organization), and case 4 (using Raft ordering service

with 2 organizations with 1 peer per organization), as well as case 5 (using the Go lan-

guage to write chaincode), and case 6 and case 7 (using 3 organizations with 1 peer per

organization), the CPU usage remains below 50%. The CPU usage for these scenarios, in-

cluding configurations and setups, is relatively low and does not exceed half of the available

processing power. It indicates that the executed workloads do not heavily strain the CPU

resources, suggesting that the system has ample capacity to handle the workload without

reaching its maximum processing capability.

HLF is a widely adopted and compelling choice for blockchain-based applications due to its

modular architecture, support for confidential transactions, and scalability features. HLF

has its shortcomings. HLF uses Optimistic Concurrency Control (OCC), which simulates

transactions on individual peers before endorsement. It can lead to failures if multiple

transactions try to modify the same data concurrently. Also, failures due to invalid sig-

natures, mismatched world states, or policy misconfigurations can hinder successful trans-

actions. During experimentation, instances of transaction failure were noticed, such as

MVCC READ CONFLICT, ENDORSEMENT POLICY FAILURE, and the timeout ex-

pired.

The read-write conflict arises when multiple transactions try to modify the same data con-

currently. Let Txni and Txnj be transactions, and their respective read sets and write

sets after endorsement simulation are represented as Read(Txni): Read a set of transac-

tions Txni. Write(Txni): Write set of transaction Txni. Assuming Txni is ordered before

Txnj within the same block (i.e., Txni is confirmed before Txnj), then Txnj is consid-

ered a conflicting transaction and will be marked invalid during validation if any of the

read-write conflict or write-write conflict conditions hold. HLF utilizes the Multi-Version

Concurrency Control (MVCC) mechanism to manage the consistency of records. It involves

tracking changes to a record’s version through a structured format of key-value pairs and

corresponding version information, e.g., key: Value, version.

As shown in Figure 4.16, when the first transaction reaches the validation stage, MVCC

detects a mismatch. The version of the key read earlier doesn’t match the current ver-

sion (due to the modification of the second transaction). This mismatch triggers the

MVCC READ CONFLICT error. In HLF, transactions require endorsement from peers

before being committed. The endorsement policy defines which organizations or specific

peers must endorse the transaction to be valid. There could be various reasons for the
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Figure 4.16: An example to illustrate read-write conflict

endorsement policy failure, such as missing endorsement, incorrect chaincode implementa-

tion, and read-write set mismatches, as concurrent writes can cause version inconsistencies

leading to endorsement failure. To resolve these failures, the policy needs to be ensured

to align with the transaction’s participants, Caliper’s features must be utilized to verify

endorsement targets and chaincode logs must be examined for errors.

4.6 Discussion

Throughout the research, various factors have been analyzed that may influence the per-

formance of the HLF blockchain. It has been observed that the number of organizations,

orderers, and peers has a substantial impact on performance and scalability. A network

with too many peers and organizations can result in slower transaction processing times,

whereas a network with too few peers can lack fault tolerance. The transaction rate and

the number of transactions influence the network’s performance. As the transaction rate

increases, there is a linear growth in throughput until a certain point. Our deployment of

HLF encountered a critical performance bottleneck during a recent load test. As we scaled

transaction volume beyond one million, many transactions began failing with a ”timeout

expired while executing transaction” error. This behavior suggests the network’s capacity to

process transactions is exceeded, leading to timeouts. Similarly, increasing the transactions

per second (TPS) beyond a certain threshold resulted in the same error.

HLF offers different ordering services, such as Solo, Kafka, and Raft, each with strengths and

weaknesses and features depicted in Table 4.4. In HLF (HLF), a transition from a Kafka-
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based ordering service to a Raft-based consensus mechanism is implemented, commencing

with version 2.0. This strategic shift aimed to streamline the ordering service and lay

the groundwork for the future integration of Byzantine Fault Tolerance (BFT) capabilities.

While neither Raft nor Kafka inherently possesses Byzantine fault tolerance properties,

the Raft algorithm’s design facilitates the inclusion of such mechanisms in future versions of

HLF. It establishes the basis for potentially enhancing the consensus protocol within HLF to

incorporate Byzantine fault tolerance, particularly for permissioned blockchain deployments.

Our evaluation reveals that the Raft ordering service demonstrably outperformed the Solo

approach in terms of performance when processing a diverse range of transaction volumes

and rates.

Figure 4.17: Impact of network bandwidth on latency

Further considering the impact of programming language on throughput or latency, no sub-

stantial variation exists since the programming languages Node.js and Go language have

their advantages and shortcomings. However, the chaincode complexity certainly impacts

the HLF blockchain performance, considering that the complex chaincode may necessitate

more computing resources, resulting in slower transaction processing times. The hardware

resources available to network nodes can also impact performance. Nodes with faster CPUs,

larger memory, and quicker disk I/O can quickly process transactions and handle more con-

current requests. In this research, it is observed that network bandwidth plays a significant

role in influencing latency. Specifically, the available network bandwidth directly impacts

the time transactions are transmitted and processed within the HLF network.

In Figure 4.17, Case 1, the impact of operating within a restricted network bandwidth, which

resulted in higher latency, is compared to Case 2, where the system is evaluated under

conditions of high network bandwidth. HLF relies on a substantial amount of network

75



Table 4.4: Comparison of key features of various consensus mechanisms in ordering
service

Features Solo Kafka Raft PBFT

Byzantine Fault Tolerance No No No Yes

Crash Fault Tolerance No Yes Yes Yes

Network Partition Tolerance No High High Medium

Configuration Complexity Low Medium Low High

Performance Limited High High Medium (Increased over-
head)

Scalability Medium High High Medium

bandwidth to ensure efficient operation. This necessity arises from the requirement of

distributing transactions to all nodes in the network and validating them.

When the network experiences congestion or has limited bandwidth availability, it can sig-

nificantly impact transaction processing speed and introduce latency issues.

4.7 Summary

Blockchain is experiencing remarkable growth in interest among technology enthusiasts.

Various business applications integrate blockchain to improve their offerings, including dig-

ital identification, secure information exchange, regulatory compliance, asset tokenization,

anticounterfeiting, and contract management. Selecting the right platform that meets the

specific requirements and delivers optimal performance across all dimensions. This chapter

explores how various workload characteristics influence the average latency, resource con-

sumption, and throughput of HLF. The results indicate that the system operates efficiently

for average latency and throughput within a transaction rate range of 150 TPS to 200 TPS,

successfully managing 100,000 transactions with negligible delay.

The design of HLF is fundamentally grounded in the principles of the Deterministic Con-

sensus Algorithm. It indicates that when the ordering node transmits a new block to any

peer for validation, it is guaranteed to be both definitive and precise. This design principle

guarantees the uniformity and dependability of the blockchain ledger, as every node in the

network agrees on the ledger’s status. The evaluation noted that the Raft ordering service

surpassed the Solo ordering service, showcasing superior throughput and reduced latency.

Our investigation sheds light on the impact of various factors on the scalability and per-
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formance of HLF version 2.4.9. The HLF is a prominent blockchain platform that creates

enterprise-level distributed ledger applications. Furthermore, an exploration into the scal-

ability of the network revealed that with the rise in the number of organizations within

the HLF network, there is a corresponding decline in throughput and an increase in la-

tency. This chapter presents performance and scalability metrics data, including average

latency, resource consumption, and throughput. In this exploration, it is concluded that

several other factors also have a notable influence on the performance of HLF. These factors

include CPU power, disk space, the design of chaincode, and network bandwidth.

The next chapter provides a comprehensive understanding of the proposed encryption and

data access control scheme, BloCPABE. It details the foundational concepts and the concrete

construction of the scheme, including its architecture, key components, and operational

workflow. The chapter also defines the underlying threat model and outlines the security

assumptions considered during design. Furthermore, it rigorously analyzes the security

properties of BloCPABE, demonstrating its resilience against various potential attacks while

ensuring fine-grained access control in blockchain-based environments.

00656//
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Chapter 5

Revocable and Privacy-Preserving Data

Access Scheme in Blockchain

The purpose of this chapter * is to introduce a privacy-preserving data access approach.

Technology advances are transforming healthcare into patient-centered smart systems. The

mHealth uses wearable sensors, telecommunications, and IoT to create a patient-centered

healthcare model that allows real-time monitoring, personalized interventions, and improved

access to care, promoting proactive health management and better patient outcomes. Due to

the large volume of sharing and storage of sensitive information in centralized or distributed

storage, there is a growing necessity for employing encryption techniques that provide promis-

ing security and access control to sensitive data on these platforms. ABE is a cryptographic

technique that offers a fine-grained access control mechanism by associating attributes with

encrypted data and secret keys. This chapter introduces a revocable and secure fine-grained

access scheme using blockchain and CP-ABE. The results demonstrate the relative perfor-

mance of the proposed scheme, showing a significant reduction in computational costs.

5.1 Introduction

Security attacks in the blockchain ecosystem can have profound repercussions. They can

alter data, enable double spending, lead to fund theft, disrupt the network’s operation, and,

most significantly, erode trust in the technology. These attacks compromise the core princi-

ples of blockchain, such as immutability, transparency, and security, making it essential for

*The research work covered in this chapter has been accepted in: Anita Thakur, Virender Ranga
and Ritu Agarwal, “Revocable and Privacy-Preserving CP-ABE Scheme for Secure mHealth Data
Access in Blockchain,” Concurrency and Computation: Practice and Experience, Wiley, vol. 37, p.
e70064, 2025, DOI: https://doi.org/10.1002/cpe.70064 (SCIE, IF=1.5),
&
Anita Thakur, Virender Ranga and Ritu Agarwal, “Attribute-based encryption scheme for secure
and efficient access in blockchain”, 2024 IEEE International Conference for Women in Innovation,
Technology & Entrepreneurship (ICWITE), Bangalore, pp. 653-658.
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blockchain networks to implement robust security measures to mitigate these threats and

maintain their integrity. The healthcare sector generates substantial critical data, presenting

valuable research opportunities. However, a primary challenge within the mHealth ecosys-

tem lies in safeguarding the inherent sensitivity of this health information. The potential

threat of unauthorized access or attacks necessitates robust security measures to mitigate

the risk of data breaches caused by internal and external actors [122].

Integrating mHealth devices with EHRs presents opportunities and challenges for patient

privacy. EHR, a comprehensive digital record of an individual’s medical history, contains

highly sensitive information such as diagnoses, allergies, medications, and immunization

dates. This data is directly linked to a patient’s real identity, making it crucial to ensure

appropriate access controls. However, patients may only sometimes desire to share their

mHealth data history with every healthcare provider. Historical health data may be sensitive

or irrelevant to the current medical condition. Therefore, a key concern within the mHealth

ecosystem is the ability of patients to exert granular control over their health information

[123]. To mitigate this challenge, a pioneering approach termed ABE [67] has garnered

Figure 5.1: Cloud-based health data storage system employing CP-ABE scheme

significant attention. ABE furnishes a scalable framework for enforcing detailed access

control on encrypted data. ABE offers a granular approach to access control for encrypted

data [124]. Employing the attributes and access policies built into secret keys and ciphertexts

is possible. In CP-ABE, users’ secret keys are correlated with a specific set of attributes.

Meanwhile, a sender generates ciphertexts accompanied by access policies dictating the

required attributes for decryption a [46] as illustrated in Figure 5.1.
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5.2 Problem Statement

CP-ABE provides fine-grained access control for secure cloud data sharing, but it is not easy

to implement. As a central authority has access to sensitive user attribute information,

it raises privacy concerns and increases the danger of misuse. In traditional public key

encryption, user access can be revoked by excluding their keys, but this approach poses

significant challenges in ABE. In ABE, blocklisting a user’s key would necessitate revoking

all keys associated with that user’s attributes, which could inadvertently affect other users

sharing those attributes. It would require a complete regeneration and redistribution of keys,

along with re-encrypting all ciphertexts, making it impractical. In contrast, our BloCPABE

framework implements an effective attribute-based revocation mechanism that seamlessly

updates a user’s key upon attribute revocation. It ensures both forward and backward

secrecy, allowing the system to maintain secure access control without requiring extensive

re-encryption or key redistribution.

5.3 Research Contribution

Over recent years, the widespread adoption of modern medical sharing systems has fa-

cilitated convenient access to healthcare services. Due to its inherent benefits, ABE has

emerged as an effective strategy for securing these systems. However, the practical de-

ployment of ABE-based medical sharing raises significant concerns regarding user privacy,

data confidentiality, and overall system security. Data users seek anonymity regarding their

access patterns, even from issuing authorities.

This work presents a data access control scheme that is both expressive and secure. A new

BloCPABE scheme is proposed to achieve revocation and privacy-preserving capabilities.

The proposed BloCPABE scheme introduces anonymous key generation, enhancing user

anonymity and mitigating collusion attacks. A fine-grained data access control methodology

is designed that leverages CP-ABE in conjunction with blockchain. The key contributions

of this research work are demonstrated below:

[1] A secure CP-ABE scheme, BloCPABE, is proposed to address security challenges in

mHealth systems. The scheme enables efficient attribute revocation by updating the

associated secret key and ciphertext, requiring minimal computational overhead.

[2] The proposed scheme establishes user privacy, backward and forward security, and is
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resistant to collusion attacks.

[3] Blockchain is leveraged to store outsourced data, ensuring immutability and tamper-

proof integrity.

[4] The scheme incorporates the LSSS to formulate access structures, ensuring the con-

fidentiality of the message and preventing private information leakage.

[5] Security measures and the proposed methodologies are rigorously evaluated and val-

idated using the Scyther tool.

5.4 Basic Construction of BloCPABE

This section presents a concise overview of our proposed framework. The system model

depicted in Figure 5.2 describes a secure and decentralized data-sharing framework that

integrates ABE with IPFS and blockchain to enforce fine-grained access control over en-

crypted data. Also, Table 5.1 provides a list of the key notations used in this chapter, along

with their respective descriptions. At the core, the CA initializes the system by generat-

ing system parameters and registering participants, such as the AA and Data Users. The

AA manages attributes and keys, including generating public keys and issuing secret keys to

users based on their assigned attributes. A DO defines an access policy that determines who

can access the data. The DO encrypts the data using ABE under the policy and uploads the

ciphertext to the IPFS for decentralized storage. To ensure data integrity and tamper-proof

access, the IPFS hash of the ciphertext is stored on the blockchain. The proposed system

model outlines the operational framework of the scheme, providing a detailed evaluation of

its components as follows.

5.4.1 System Model

Here, all the participating entities and their contribution in this system model are described

as:

[1] Certificate Authority : CA operates as a globally recognized root of trust. Its pri-

mary function is to establish and manage identities within a system. It assigns unique

identifiers to the users and the authority. Additionally, the CA assumes responsibility

for system initialization, including user and AA registration and disseminating global

public parameters and a master secret key. While possessing a privileged role, the CA

is functionally constrained, acting as an ”honest-but-curious” entity with no direct
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Figure 5.2: Overview of system model

involvement in attribute management or generating attribute-associated secret keys.

[2] Attribute Authority: AA exercises exclusive control over the management of at-

tributes. It encompasses the issuance, updating, and revocation of attributes. AA is

responsible for constructing the users’ secret key.

[3] IPFS: IPFS is a decentralized file storage network that uses content addressing to

identify and retrieve files. Instead of traditional location-based addressing, where

files are accessed by their storage location, IPFS retrieves files based on a unique

hash derived from their content. The encryption process generates ciphertext and

associated metadata, including a policy string that governs access control.

The encrypted data is then serialized into .JSON format before being uploaded to

IPFS. IPFS, a decentralized peer-to-peer file system, assigns a unique content identi-

fier (CID) to the serialized data. This CID is a reference for retrieving the data from

the IPFS network, ensuring its availability across a distributed network of nodes.

[4] Blockchain: Blockchain is a decentralized and immutable ledger designed for record-

ing transactions and tracking assets. The IPFS CID is recorded on the blockchain

through a smart contract. This contract stores metadata related to the encrypted

data, such as its IPFS hash, ensuring its integrity and existence are verifiable. Record-

ing this metadata on the blockchain guarantees that the reference to the data remains

accurate and tamper-proof.

82



Table 5.1: Notations and their description

Notation Descriptions

CA Certificate Authority or Central Authority

AA Attribute Authority (Hospital)

DO Data Owner (Patient or Health data owner)

DU Data User (Physician, Researcher, etc.)

A Adversary

C Challenger

λ Security Parameter

G1, GT Multiplicative cyclic group of prime order p

g Generator of G1

e Mapping function e(G1, G1)→ GT

H Collusion resistant hash function

PP Public Parameter

GPP Global Public Parameter

MK Master Key generated by the CA

uidk Unique identifier for user k

Certificate(uidk) User’s certificate

UPKuidk
, UPK ′

uidk
User Public Key

USKuidk
, USK ′

uidk
User Secret Key

MSK Master Secret Key generated by AA

PK Public Key generated by AA

U Universe of attributes controlled by AA

V Kx Version Key of the attribute

AKx Public Attribute Key of the attribute

S Attribute sets of user

SK Decryption Key for DU generated by AA

A Access Structure

CT Ciphertext

x̂ Revoked attribute from user

AUKx̂ Attribute Update Key

KUKx̂,k user Key Update Key

CUKx̂ Ciphertext Key Update

[5] Data Owner: In the system, DO is responsible for storing data on the decentralized

storage and sharing it with data consumers or users. The owner defines an access

policy, encrypts the data according to this policy, and then sends the encrypted data

to the centralized storage for secure and controlled access.
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[6] The Data User : DU is the data consumer who wants to get the data. CA assigns

the uid to the user. If the attributes of the DU align with the stipulated access policy,

the message can be successfully retrieved.

5.4.2 Algorithm Description

Our BloCPABE framework is structured into distinct phases, each incorporating specific

methods as briefly illustrated below:

Phase 1: Setup

Setup(1λ): 1λ here is a security parameter which Setup algorithm takes as input and gen-

erates global public parameter GPP and master key MK as output. Meanwhile, the CA

registers authority and users, and AA also performs the setup to generate public (PK) and

secret keys (MSK).

Phase 2: Secret Key Generation

KeyGen(GPP,MSK,Sk): The algorithm takes the GPP,MSK, and attribute assigned to

the user and generates the corresponding secret key (SKuidk).

Phase 3: Encryption of message

Encrypt(GPP,PK,A,msg): The algorithm requires the GPP , public key, an LSSS access

structure A and message msg as input and generates ciphertext CT .

Phase 4: Decryption Process

Decrypt(CT,USK ′
uidk

, SKuidk): The algorithm takes CT , the global secret key of user, and

SKuidk as input and returns the message.

Phase 5: Attribute Revocation

Revoke(x̂, uidk): This algorithm includes the update keygen algorithm (UKeyGen), secret

key update (UpdateSK), and ciphertext update algorithm (UpdateCT ). The attribute x̂ of

user uidk is revoked, and a new secret key and ciphertext are generated for the non-revoked

users.

5.4.3 Threat Model and Security Goals

CA and AA are assumed to be fully trusted. In the case of a malicious DU, unauthorized

DUs might collude to gain access to the encrypted data.
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[1] Fine-grained access control: The data owner creates a detailed access structure

based on specific attributes to control access for retrieving health data. This frame-

work guarantees that only authorized DUs have access to the encrypted information.

Unauthorized DUs, regardless of how they combine their attributes and keys, cannot

extract confidential details from the encrypted data.

[2] Confidentiality: In this system, data access is restricted to devices that meet specific

criteria, and only these authorized devices can receive a unique decryption key.

[3] Non-repudiation: It states that the origin of data cannot be denied. It provides

irrefutable proof that a specific person or entity sent or created particular information.

It is crucial in digital transactions and communications as it prevents parties from

disavowing their actions or commitments.

[4] Collusion resistance: Malicious users could pool their decryption keys to access

protected data that none can open independently. The system should be robust

enough to prevent such collaborative attacks.

[5] Data integrity: The system must rigorously safeguard the integrity, consistency, and

accuracy of data stored on the blockchain from its creation to its final state. Once

data is recorded on a blockchain cannot be altered or deleted without the network’s

consensus. It creates an unbreakable chain of records, making it virtually impossible

to tamper with data.

[6] Policy Privacy: The access structure embedded within encrypted data should re-

main hidden from the blockchain and unauthorized users to ensure data privacy.

5.4.4 Security Model

Here, a security model structured as an interactive game between the two entities known as

challenger C and adversary A is described, following the framework from Waters, B. [68].

The security process unfolds as follows:

Setup: The Setup algorithm is run to produce the parameters of the system. The C uses the

SetupAA algorithm to formulate the PK and the MSK. The challenger keeps the MSK

and shares the public key PK with the A.

Phase1: The A can make adaptive queries to the C to obtain secret keys. Following these

queries, C executes the KeyGen algorithm and provides the corresponding secret key to A.

Challenge: The adversary A presents two messages, msg0 and msg1, of equal length,
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along with a challenge access structure A∗ that cannot be satisfied by any of the at-

tributes inquired in Phase1. C flips a coin ζ ∈ 0, 1 and generates a ciphertext CT ∗ ←
Encrypt(GPP,PK,msgζ ,A∗), which is then given to A.

Phase2: The A continues to request secret keys from C under the same conditions as in

Phase1.

Guess: The A guesses the value of ζ as ζ ′. The adversary’s advantage is calculated as

|Pr[ζ = ζ ′]− 1
2 |.

Definition 1:BloCPABE is secure if all polynomial-time adversaries have at most a negli-

gible advantage in the above game.

5.5 Concrete Construction

The section 5.5 thoroughly constructs the BloCPABE scheme. BloCPABE is constructed by

taking inspiration and combining the idea of Waters, B. [68] and Yang et al. [42]. The scheme

consists of algorithms such as system initialization (SetupCA, RegisterUser, SetupAA),

KeyGen,Encrypt,Decrypt, UKeyGen, UpdateSK , and UpdateCT (illustrated in Figure 5.3).

5.5.1 Proposed BloCPABE Scheme

Phase 1: System Initialization (Setup) : In this phase, algorithms such as SetupCA,

RegisterUser, and SetupAA are executed.

[1] Global Initialization (SetupCA): In this sub-algorithm, the CA utilizes a security

parameter, denoted as λ, which dictates the length of the input group. The CA selects

two multiplicative cyclic groups, G1 and GT , each of prime order p. Here, g serves as

the generator of G1, and e : G1 × G1 → GT represents a Bilinear map. CA selects

a collusion-resistant hash function H, which matches the binary string {0, 1}∗ to the

random element in G1, expressed as H : {0, 1}∗ → G1. CA randomly selects two

numbers, constructs MK, and publishes GPP to all the system members as shown in

algorithm 5.1. Additionally, both AA and users are required to undergo registration

with CA to acquire globally unique identifiers uidk (for users) and aid (for AA) that

validate their legal identities.

[2] RegisterUser: Here, DU and DO are referred to as users (with different roles)

(subsection 5.4.2). It is assumed that CA runs the RegisterUser algorithm within a
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Algorithm 5.1 Global Initialization Algorithm
Input: Security Parameter λ

Output: Master Key MK, Global Public Parameter GPP

1: PROCEDURE AT CERTIFICATE AUTHORITY

2: Begin

3: a, b ∈R Zp // Select random numbers

4: Compute ga

5: Compute gb

6: MK ← (a, b)

7: GPP ← (g, ga, gb,H)
8: End

Figure 5.3: Illustration of the proposed scheme

secure environment, ensuring the confidentiality of all transmitted data. Upon system

initialization, each user submits a registration request to the CA. The CA verifies the

user’s identity and subsequently assigns a uidk and also creates Certificate(uidk)

for uidk. The identifier uidk is a randomly generated value within the prime field

Zp, i.e. uidk ∈ Zp. After this, it randomly chooses the two numbers γk, γ
′
k ∈R

Zp to generate the public/private key pair as UPKuidk = gγk , UPK ′
uidk

= gγ
′
k and

USKuidk = γk, USK ′
uidk

= γ′k.

[3] AA Setup (SetupAA): This sub-algorithm is managed by an AA to generate the
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MSK and PK. The AA within the system manages a universe of attributes Uaid
and for each attribute xi ∈R Uaid, AA generates the public attribute key AKxi along

with the version key V Kxi . AA chooses two random exponents and compute PK and

MSK as illustrated in algorithm 5.2.

Algorithm 5.2 Attribute Authority Setup Algorithm
Input: GPP , Authority aid attributes Uaid
Output: Public Key PK, Master Secret Key MSK, Public Attribute Key of Attribute AKx

1: PROCEDURE AT ATTRIBUTE AUTHORITY

2: Begin

3: α, y ∈R Zp // Select random numbers

4: PK ← e(g, g)α

5: MSK ← (α, y)

6: for xi : (xi ∈ Uaid) do
7: vxi ∈R Zp

8: V Kxi
← vxi

9: AKxi
← (gvxiH(xi))

y

10: end for

11: End

For each attribute xi : (xi ∈ Uaid), AA chooses version key as V Kxi = vxi and get the

corresponding attribute key AKxi = (gvxiH(xi))y. Attributes are kept confidential

and known only to AA, whereas PK and AKxi are published publicly with system

entities.

Phase 2: Key generation (PHR user authorization): When the user seeks access to

the data, it requests the secret key SKuidk from the AA as explained in the algorithm 5.3.

AA assigns a set of attributes Sk ∈ Uaid to the legal user according to its identity and role

in the system. Subsequently, uidk gives Certificate(uidk) to the AA, and upon verifying

the user’s identity, the authority executes the KeyGen algorithm.

Phase 3: Encryption Process (Outsourcing PHR on decentralized storage): Ac-

cess to a data owner PHR is granted to authorized healthcare professionals, including physi-

cians and nurses, upon satisfaction of specific conditions. Prior to outsourcing data to the

decentralized storage, the PHR owner encrypts the data using an encryption algorithm. As

discussed in subsection 5.4.2, it takes the public parameter, message, public keys of relevant

authorities, and LSSS access structure. (M,ρ) is an access structure where M is a matrix

with l×n elements, and ρ maps the rows of M into the attributes set. The DO subsequently

selects a random column vector −→v = (s, v2, v3, ..., vn), where v2, v3, ..., vn are applied to share

s. DO computes λi = Mi.
−→v for ∀i ∈ [1, l], where Mi is a vector corresponding to the ith
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Algorithm 5.3 Key Generation For Users
Input: GPP , uidk

Output: User’s Secret Key SKuidk

1: PROCEDURE AT ATTRIBUTE AUTHORITY

2: Begin

3: if AA authenticates uidk using Certificate(uidk) then

4: Select tk randomly, tk ∈R Zp

5: Compute Kk ← gαgaγkgbtk

6: Compute K ′
k ← gtk

7: Compute K ′′
k ← gytk

8: for all xi ∈ Sk do

9: Compute Kxi,k ← gγ
′
kytk · (gvxiH(xi))

yγk

10: end for

11: Compute SKuidk
←

{
Kk,K

′
k,K

′′
k , {Kxi,k}xi∈Sk

}
12: else

13: Exit

14: end if

15: End

row of matrix M . DO randomly choose τ1, τ2, ..., τl ∈ Zp and compute the CT as illustrated

in 5.4.

Algorithm 5.4 Encryption Algorithm
Input: GPP , msg, policy

Output: Ciphertext CT

1: PROCEDURE AT DATA OWNER

2: Begin

3: Define Access Structure

4: Compute C = msg · e(g, g)αs //Compute Ciphertext Component

5: Compute C ′ = gs

6: Compute C ′′ = gbs

7: for i = 1 to l do

8: Compute C1,i = gaλi · (gvρ(i)H(ρ(i)))y)−τi , ρ(i) ∈ Uaid
9: Compute C2,i = gτi

10: end for

11: CT = {C,C ′, C ′′, {C1,i, C2,i}li=1} //Construct Ciphertext

12: Return CT

13: End

Phase 4: Decryption Process (Accessing the PHR): To access the encrypted data, a

DU submits a request to the decentralized storage. Those DUs that meet the access policy

defined in the CT can decrypt the information. The DU runs the local decryption algorithm

as briefly illustrated in subsection 5.4.2.

Case 1 : If user attributes necessary of decryption /∈ A then ⊥.
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Case 2 : If user attributes necessary of decryption ∈ A then algorithm recovers the msg

as: I = {i : p(i) ∈ Uaid} ⊆ [1, .., l] and compute the coefficient {wi ∈ Zp}i∈I so that

Σi∈Iwiλi = s. The decryption algorithm computes

e(C ′,Kk)e(C
′′,K ′

k)
−1∏

i∈I

(
e(C1,i, UPKuidk)e(C2,i,Kρ(i),k)e(C2,i,K ′′

k
USK′

uidk )−1
)wiNA

to obtain the original message (msg), the user computes

msg =
C

e(g, g)αs

Phase 5: Attribute Revocation: When an attribute x̂i is revoked for user uid′k by

AA, the system should implement a mechanism to invalidate the user’s ability to decrypt

ciphertexts containing that attribute. It prevents the revoked user from accessing PHRs

protected by policies that require the revoked attribute. For users whose attributes remain

valid, AA should update their secret key to maintain system security and integrity. The

attribute revocation of our work is somewhat similar to the Yang et al. [42].

[1] Update Key by AAs: When x̂i is revoked from the user, the AA runs the UKeyGen

algorithm as illustrated in subsection 5.4.2. It firstly chooses a random versions key

v′x̂i
and generate the attribute update key AUKx̂i

= y
(
v′x̂i
− vx̂i

)
, then AA compute

the KUKx̂i,k and CUKx̂i
.

KUKx̂i,k = g
γk.y

(
v′x̂i

−vx̂i

)
CUKx̂i

= −
(
y
(
v′x̂i
− vx̂i

))
The AA update the attribute key of revoked attribute x̂i by computing

ÂK x̂i
= AKx̂i

.gAUKx̂i

and send the message about x̂i updates to the data owner under the safe channel.

[2] Secret Key Update for Non-revoked Users: Upon receiving the KUKx̂i,k from the AA,

user will run the UpdateSK algorithm to update the secret key as

ŜKuidk =
(
K̂k = Kk, K̂

′
k = K ′

k, K̂
′′
k = K ′′

k ,

K̂x̂i,k = Kx̂i,k.KUKx̂i,k,

∀xi ∈ Sk, xi ̸= x̂i : K̂xi,k = Kxi,k

)
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The KUKx̂i,k is associated with revoked uid′k so that revoked users can easily be

identified and differentiated. Consequently, revoked users cannot obtain the updated

key.

[3] Ciphertext Update by the Data Owner : Upon receipt of the key CUKx̂i
from the AA,

the owner will execute the UpdateCT algorithm to refresh the ciphertext. Initially, the

data owner gathers the ciphertext components (C1,i, C2,i) that includes the attribute

x̂i. The updated ciphertext is then calculated as follows:

ĈT =
(
C = msg.e(g, g)αs, C ′ = gs, C ′′ = gbs,

∀i ∈ [1, l] :

if ρ(i) = x̂i : Ĉ1,i = C1,i.(C2,i)
CUKx̂i ,

if ρ(i) ̸= x̂i : Ĉ1,i = C1,i, Ĉ2,i = C2,i

)
.

5.5.2 Correctness Proof

Definition 2: Our scheme is correct because the following equations are satisfied.

Proof

e(C ′,Kk)e(C
′′,K ′

k)
−1∏

i∈I

(
e(C1,i, UPKuidk)e(C2,i,Kρ(i),k)e(C2,i,K ′′

k
USK′

uidk )−1
)wiNA

= e
(
C ′,Kk

)
e
(
C ′′,K ′

k

)−1

= e
(
gs, gαgaγkgbtk

)
.e
(
gbs, gtk

)−1

= e(g, g)sα.e(g, g)saγk .e(g, g)sbtk .e(g, g)−bstk

canceling

e(g, g)sbtk .e(g, g)−bstk

we get,

= e(g, g)saγk .e(g, g)sα

for each i ∈ I, assume p(i) ∈ Uaid:

=
∏
i∈I

(
e
(
C1,i, UPKuidk

)
e
(
C2,i,Kp(i),k

)
e
(
C2,i,K

′′
k
USK′

uidk

)−1)wiNA
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simplifying the equation:

= e
(
gaλi .((gvp(i)H(p(i))y)−τi , gγk

)
.e
(
gτi , gγ

′
kytk .

(gvp(i)H(p(i)))yγk
)
.e
(
gτi , gytkγ

′
k
)−1

= e
(
g, g

)aλiγk .e
(
g, gvp(i)H(p(i))

)−γkyτi .e
(
g, g

)τiγ′
kytk .

e
(
g, gvp(i)H(p(i))

)τiyγk .e(g, g)−τiytkγ
′
k

= e(g, g)aλiγk

after we get, ∏
i∈I

(
e(g, g)aλiγk

)wiNA

= e(g, g)saγk , Σi∈Iwiλi = s,

then it computes,
e(g, g)saγk .e(g, g)αs

e(g, g)saγk
= e(g, g)αs

to obtain the message

=
C

e(g, g)αs

=
msg.e(g, g)αs

e(g, g)αs

= msg

5.6 Security Analysis

Here in this section 5.6, a detailed security analysis of BloCPABE is discussed:

Theorem 1: The proposed system model is protected against repudiation attack.

Proof: By permanently recording data in a tamper-proof manner and verifying the identity

of transaction participants through digital signatures, blockchain ensures that actions cannot

be denied.

Theorem 2: BloCPABE ensures the integrity and resistance to tampering.

Proof: BloCPABE ensures the integrity and resistance to tampering with the encrypted

data by utilizing the inherent properties of BT. Since the hash of encrypted data is stored

on a blockchain, any attempts to tamper with or alter the data would require a consensus

among the majority of nodes on the network, making it virtually impossible to manipulate

the data without being detected. By its very design, blockchain is a decentralized and
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immutable ledger that records transactions across a network of computers. Once data is

entered into the blockchain, it is cryptographically linked to the previous blocks, forming

a chain resistant to modification. Any attempt to alter a previous block would require

recalculating and altering all subsequent blocks, which is computationally infeasible in a

well-distributed network.

Theorem 3: Our scheme protects and maintains the confidentiality of data, ensuring access

is limited to authorized users only.

Proof: BloCPABE facilitates robust, fine-grained access control, ensuring that sensitive

data is securely delivered to authorized users while protecting it from unauthorized access. It

guarantees that only users who satisfy the predefined access policy can access the encrypted

data. The data owner encrypts and stores the data in decentralized storage while sharing

the corresponding secret key with authorized users through a secure channel, preventing

potential adversaries from accessing the plaintext.

Theorem 4: The proposed framework is resistant to the collusion attack.

Proof: In scenarios where multiple users collaborate, they might decrypt the ciphertext

by combining the attributes. When malicious users collude, they may attempt to combine

their attributes to decrypt the ciphertext. However, since the secret key is linked to each

user’s unique identifier uid, collusion between two users with different identifiers uid and

uid′ will not enable them to recover the factor e(g, g)s. Consequently, such collusion will

not allow these users to gain unauthorized privileges.

Theorem 5: The scheme provides both backward and forward security.

Proof: Forward security guarantees that once a user’s decryption key (secret key) is revoked,

they can no longer access newly encrypted data. Backward security, however, ensures that

a newly generated decryption key cannot decrypt the encrypted ciphertext before the key’s

creation. It prevents a user from accessing sensitive information that was encrypted before

they were granted access, thereby maintaining the confidentiality of historical data. The

proposed scheme incorporates attribute revocation to guarantee both backward and forward

security. Only users with valid attributes can update their secret keys to the latest version

upon attribute revocation. Additionally, ciphertexts are updated using a ciphertext update

key, preventing newly added users from accessing previously encrypted data.

Theorem 6: BloCPABE scheme is IND-CPA secure if the Decisional q-PBDHE assumption

maintains, i.e., No polynomial time adversary A attempting to selectively break BloCPABE
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system with a challenge matrix of size l∗ × n∗ will succeed if the Decisional q-PBDHE

assumption holds.

Proof : The details of the proof are referred to Waters, B. [68].

5.6.1 Formal Verification

To formally verify the protocol, BloCPABE has employed the Scyther Tool [125] as shown

in Figure 5.4. Other than Scyther, there are numerous tools such as AVISPA [126], Proverif

[127], and TAMARIN [128] that are used for the formal security analysis [6]. The Scyther

tool analyzes a protocol described in SPDL and formulates security claims for each role

specified in the protocol. It then verifies that these assertions are accurate; in other words,

it checks the correctness of these claims. Scyther tool is designed to function with unlim-

ited sessions, though this capability does not ensure indefinite correctness. In situations

where this limitation applies, Scyther will indicate, ”No attacks within bounds.”’ If the tool

identifies no specific attacks or attack patterns, it will report ’No attacks.’

(a) Code snippet of setup phase (b) Sequence diagram

Figure 5.4: Formal verification of system initialization phase

The implementation code of the entire BloCPABE protocol is very large, but to provide a

brief understanding, a code snippet illustrating the system initialization of BloCPABE is

given in Figure 5.4a. The code snippet showcases the exchange of messages between the
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CA, AA, and users (where ”users” refers to both DO and DU). Each entity exchanges data

using the send and recv actions. The send action describes a participant in the protocol

sending a message to another participant, while the recv action implies that a participant

is prepared to accept an incoming message.

The BloCPABE protocol in Scyther contains five participants: CA, AA, DU, DO, and

BC. Here, the Scyther tool also assesses claims such as Weakagree, which verifies that all

parties involved are actively executing the protocol. Nisynch ensures that data is handled

consistently throughout the execution of the protocol. Niagree guarantees that the sender

believes the intended receiver actively participates in the one-way authentication protocol.

Alive confirms the receiver’s active status after the protocol’s execution and verifies that

they have initiated the expected response. Finally, Commit confirms that the protocol

has established a valid claim. The security is evaluated over five runs with adversarial

Table 5.2: Parameter setting in Scyther

Parameters Values

Maximum number of runs 5

Matching type Typed matching

Search Pruning Find best attack

Maximum number of patterns per claim 10

Attack graph font size 14

parameters to determine the most suitable attack, with a maximum of 10 patterns per

claim, as shown in Table 5.2.

Table 5.3: Scyther verification results

Claim Status Comment

BloCPABE
CA BloCPABE,CA1 Secret keys(a,b) Ok Verified No attacks.

Users BloCPABE,Users1 Secret gamma Ok Verified No attacks.

BloCPABE,Users2 Secret gamma’ Ok Verified No attacks.

AA BloCPABE,AA1 Secret keys(alpha,y) Ok Verified No attacks.

BloCPABE,AA2 Secret attr Ok Verified No attacks.

Done.

In the setup phase (system initialization phase), attacks between the transmission from

the CA to users, from the CA to the AA, and from the AA to the users are investi-
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gated. The Secret claim ensures the protocol parameters remain confidential and protected

from unauthorized observers or intruders. Scyther evaluates the following protocol claims:

claim(CA,Secret,MK) for the CA, claim(Users, Secret, USK) and claim(Users, Secret, USK ′)

for the users, and claim(AA,Secret,MSK) and claim(AA,Secret, attr) for the AA. MK

is the master key, and is defined in blocpabe.spdl as macro MK = keys(a, b), where keys

is a function. Similarly, USK and USK ′ defined as macro USK = gamma and macro

USK ′ = gamma′. MSK is defined here as macro MSK = keys(alpha, y). The sequence

diagram Figure 5.4b illustrates that role CA performs a send action to send message/data to

Users using send 1(CA,Users,GPP ) and to AA using send 2(CA,AA,GPP ). The Users

claim the secrecy of USK,USK ′. The role AA sends the message to the CA and the Users

with send 3(AA,Users, PK) and send 4(AA,CA,PK) respectively, where PK is defined

as macro PK = map(g, g)power(alpha).

Figure 5.5: Formal verification of BloCPABE using Scyther tool

The SPDL language is used to implement our suggested scheme, and the verification protocol

results (Table 5.3) and Figure 5.5 have confirmed their correctness.
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5.7 Performance Analysis

This section presents a theoretical analysis that includes a comparison of features or func-

tionalities, along with an evaluation of computation (subsubsection 5.7.1.2), communication

(subsubsection 5.7.1.3), and storage (subsubsection 5.7.1.4) overhead of relevant existing

schemes. Additionally, it offers an experimental analysis of encryption and decryption times

across varying numbers of attributes.

5.7.1 Theoretical Analysis

5.7.1.1 Features Comparison

A comparative analysis of several established CP-ABE schemes is conducted to evaluate the

scalability of our scheme. The functionality of BloCPABE in comparison with the schemes

are analyzed and described in [67], [42], [44], [129], [130], [18], [123], [69], [131] and [45], as

detailed in Table 5.4.

As outlined in Table 5.4, an analysis is conducted based on several key aspects, including

type, group type, and the access structure utilized. It also encompasses the level of renova-

tion, whether at the attribute or user level, as well as support for key and ciphertext updates.

Additionally, the analysis considers who is responsible for updating the ciphertext, the pro-

vision of non-repudiation, and protection against collusion attacks. We also assess whether

the scheme ensures both forward and backward security, integrates BT for immutability and

data integrity, and provides formal verification to confirm the absence of potential attack

vectors. A ”✓” indicates support for the technology, a ”✗” suggests a lack of support, and

”p” denotes that it is not explicitly mentioned. This comparison focuses on various func-

tional aspects critical for the practical deployment of these schemes in sensitive data-sharing

environments. All the considered schemes are of the CP-ABE type and utilize the LSSS

access structure, enhancing each scheme’s expressiveness. Bethencourt et al. [67] scheme

utilizes the tree access structure, and Riepel et al. [69] scheme uses the boolean formulae

and MSP access structure. The scheme in [67], [42], [131], [44], [130], [18], [69], [123], [45]

and our take prime order group, while [129] adopts composite order group.

In terms of revocation mechanisms, the schemes proposed by Yang et al. [42], Tu et al. [18],

and our system support attribute-based revocation, while Wei et al. [44]scheme implements

user-based revocation. Other schemes do not incorporate any form of revocation. Re-

garding key and ciphertext updates, the scheme [42], [44], [18], and our scheme facilitates
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Table 5.4: Features comparison of proposed work with the existing solutions

Ref P1 P2 P3 P4 P5 P6 P7 P8 P9 P10 P11 P12
[67] ABE Prime Tree ✗ ✗ ✗ ✗ ✗ p p ✗ ✗
[42] ABE Prime LSSS Attribute ✓ ✓ Server ✗ ✓ ✓ ✗ ✗
[131] ABE Prime LSSS ✗ ✗ ✗ ✗ ✗ ✗ ✗ ✗ ✗
[44] ABE Prime LSSS User ✓ ✓ Server ✗ ✓ ✗ ✗ ✗
[129] ABE Composite LSSS ✗ ✗ ✗ ✗ ✗ ✗ ✗ ✗ ✗
[130] ABE Prime LSSS ✗ ✗ ✗ ✗ ✗ ✗ ✓ ✗ ✗
[18] ABE Prime LSSS Attribute ✓ ✓ Server ✗ ✓ ✓ ✗ ✗
[69] ABE Prime Boolean

Formulae
and MSP

✗ ✗ ✗ ✗ ✗ p p ✗ ✗

[123] ABE Prime LSSS ✗ ✗ ✗ ✗ ✓ ✗ ✗ ✓ ✗
[45] ABE Prime LSSS ✗ ✗ ✗ ✗ ✓ ✗ ✗ ✓ ✗
BloCPABE ABE Prime LSSS Attribute ✓ ✓ Owner ✓ ✓ ✓ ✓ ✓
✓= The scheme has the feature, ✗=absent, p= Unknown, The parameter P1 specifies the Type,
P2: Order groups, P3: Access Structure, P4: Revocation level, P5: Key Update, P6:Ciphertext
Update, P7:Ciphertext Updater, P8:Non-Repudiation, P9:Forward/Backward Security, P10:User

Collusion Resistant, P11:Blockchain, P12:Formal Verification

both the key update and ciphertext update. The server handles the ciphertext update

in [42], [44], and [18], while the owner is responsible for ciphertext updates in our scheme.

When evaluating security characteristics, such as user collusion, forward/backward security,

and non-repudiation, the schemes by [123], [45], and our scheme support non-repudiation

and leverage BT for the secure storage of encrypted data, ensuring data integrity. The

schemes [42], [44], [18], and our work supports the forward and backward security as well.

Additionally, [42], [130], [18], and our scheme protects against user collusion attack. Also,

our scheme is formally verified using the Scyther tool.

5.7.1.2 Computation Overhead

Before assessing the computational overhead, an examination of the execution time for each

operation, as shown in Table 5.5, is conducted. The duration for each operation has been

estimated utilizing the Charm framework [132] on a supersingular curve SS512. The analysis

presented in Table 5.5 indicates that hash operations, exponentiation in G1 and GT , and

pairing operations are significant contributors to the computational cost associated with

ABE schemes.

Further, Table 5.6 illustrates the computational overhead across different schemes, high-

lighting the costs associated with key generation, encryption, and decryption processes.

The following schemes are included in our evaluation: Yang et al. [42], Bethencourt et

al. [67], Riepel et al. [69], Yamada et al. [131], Xu et al. [123], and Hou et al. [45].

Let TE denote the time required for exponentiation operations in G1 and GT . Specifically,

TE is measured as 0.82201ms in G1 and 0.07321ms in GT . The |S| represents the number
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Table 5.5: Average execution time for each operation

Operation Time

Multiplication Time in Zp 0.001129 ms

Exponentiation Time in G1 0.82201 ms

Exponentiation Time in GT 0.07321 ms

Multiplication Time in G1 0.00479 ms

Multiplication Time in GT 0.001039 ms

Inverse Operation Time in G1 0.000509 ms

Inverse Operation Time in GT 0.00323 ms

Time for Hash Operation 1.8171 ms

Time for Pairing Operation 0.537239 ms

of attributes possessed by user uidk, which are utilized in constructing uidk’s secret key.

Let TP signify the time for pairing operations and H ′ for hash operations. The m denotes

the number of attributes in the ciphertext. In schemes employing LSSS access structure, m

corresponds to the number of rows in the LSSS matrix Ml×n. The term Ie represents the

minimum number of interior nodes required to satisfy an access structure, and |I| indicates
the number of attributes involved in the decryption of the ciphertext.

Table 5.6: Computation overhead of CP-ABE schemes

Schemes Key Generation Encryption Decryption

Bethencourt et al. (2|S|+ 2)TE + |S|H ′ (2m+ 2)TE +mH ′ + TP (2|I|+ 1)TP + IeTE

Yamada et al. (6|S|+ 2)TE (4m+ 2)TE + TP (3|I|TP )

Yang et al. (3|S|+ 2)TE (5m+ 3)TE + TP (4|I|TP + |I|TE)

Riepel et al. (|S|+2)TE+(|S|+1)H ′ (2m)TE +(m+1)H ′ +TP 3TP

Xu et al. (6|S|+ 5)TE (6m+ 3)TE + 2TE (4|I| + 1)TP + |I|TE +
4|I|TE

Hou et al. (8|S|+ 4)TE (3m+ 5)TE 2TE

Our proposed (2|S|+ 3)TE (3m+ 3)TE + TP (3|I|)TP + |I|TE

This paper utilizes these time measurements (Table 5.5) in Table 5.6 to construct the com-

putational times for key generation, encryption, and decryption with a varying number of

attributes. The computation cost for the 100 number of attributes in Bethencourt et al. can

be calculated as (2|S|+2)TE+|S|H ′, i.e., (2×100+2).0.82201+100×1.8171 ≈ 348.12ms, let

for Yamada et al. scheme keygen time is (6× 100+2)× 0.82201 = 494.85 ≈ 498.26ms. Our

scheme’s computation cost for keygen 100 attributes is (2× 100+3)× 0.82201 ≈ 166.04ms.

Similar to the keygen, the computation cost for encryption for schemes such as Yang et al.,
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for 100 number of attributes can be calculated as (5×100+3)×0.82201+0.537239 = 414 ≈
424.21ms, including an additional overhead ∆ associated with the encryption process.

The results depicted in Figure 5.9 and Figure 5.10 illustrate that the proposed scheme,

compared to other schemes such as Bethencourt et al., Yamada et al., Yang et al., Riepel

et al., Xu et al., and Hou et al., demonstrates superior efficiency in secret key generation.

Similarly, our proposed scheme shows better results for encryption than Bethencourt et al.,

Yamada et al., Yang et al., Riepel et al., and Xu et al. The computation cost associated with

the decryption (shown in Figure 5.11) of our scheme is comparatively higher than Riepel et

al., Hou et al., Bethencourt et al., and Yamada et al. and lower than Yang et al. and Hu

et al.(discussed in detail in subsection 5.7.2). Addressing the reduction of decryption costs

while maintaining the security of the scheme is an area we plan to explore in future work.

5.7.1.3 Communication Overhead

The subsubsection 5.7.1.3 provides an overview of the communication overhead analysis,

including the count of communicated messages and the overall cost incurred. Specifically,

subsubsection 5.7.1.3 indicates that the number of public parameters for the schemes pro-

posed by Bethencourt et al., Yamada et al., Yang et al., Riepel et al., Xu et al., Hou et al.,

and our own are 5, 7, 4, 3, 11, 8 and 4, respectively.

The communication overhead of various CP-ABE schemes is outlined in Table 5.7, which

presents the public parameter, secret key, and ciphertext used in the schemes by Bethen-

court et al., Yamada et al., Yang et al., Riepel et al., Xu et al., and Hou et al. These schemes

utilize public parameters, as follows: Bethencourt et al., includes {G0, g, h, f, e(g, g)
α}, Ya-

mada et al. employ {g,H,U, V, V ′,W, e(g, g)α}, Yang et al. use {g, ga, gb,H}, Riepel et
al. incorporates {G,H, e(g1, g2)α}, Xu et al. use {g, g2, g2η, c, u, w, h, v, Y,Q,H} and Hou

et al. includes {D, g, w, v, u, h, e(g, g)α, H}. The number of messages in the secret key

for each scheme is 3, 6, 3, 3, 7, and 7, respectively. These are as follows: Bethencourt et

al. includes D,Dj , D
′
j , Yamada et al. incorporates {D1, D2, {Ki,1,Ki,2,K

′
i,1,K

′
i,2}}, Yang

et al. uses {Kuid,aid,K
′
uid,aid, {Kxaid,uid}}, Riepel employs {sk1, {sk2}, sk3}, Xu et al. use

{K0,K1, {K2,i,K3,i,K4,i,K5,i,K6,i}i∈IS} and Hou et al. {sk1, sk2, sk′2, {ski,3, ski,4, sk′i,3,
sk′i,4}i∈[1,k]}. Similarly, in the ciphertext, the communicated messages are as follows: Bethen-

court et al. includes {C̃, C, {Cy, C
′
y}}, Yamada et al. use {C0, C1, {Ci,1, Ci,2, Ci,3}}, Yang

et al. employ {C,C ′, C ′′, {Ci, C
′
i, Di, D

′
i}}, Riepel et al. includes {ct1, {ct2,j}, {ct3,i}},

Xu et al. has {C0, C
′
0, C1, {C2,j , C3,j , C4,j , C5,j , C6,j , C7,j}j∈[1,l]}, and Hou et al. includes

{C0, C1, {Ci,2, Ci,3,
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Table 5.7: Total communication overhead of CP-ABE schemes

Schemes Public Parameter Secret Key Ciphertext Total Overhead

Bethencourt et al. 5 3 4 12

Yamada et al. 7 6 5 18

Yang et al. 4 3 7 14

Riepel et al. 3 3 3 9

Xu et al. 11 7 9 27

Hou et al. 8 7 6 21

Our proposed 4 4 5 13

Figure 5.6: Communication overhead of various schemes

Ci,4}i∈[1,l], C5}.

As elaborated in section 5.5, our scheme utilizes PP g, ga, gb,H. Furthermore, SK in our

scheme comprises the set {K,K ′,K ′′, {Kxi}}, as detailed in Figure 5.6. The total number of

communicated messages in ciphertexts is 5, represented as CT =
{
C,C ′, C ′′, {C1,i, C2,i}

}
.

When compared to the schemes by Yamada et al. and Yang et al., the communication

overhead of our scheme remains relatively affordable, as illustrated in Figure 5.6.

5.7.1.4 Storage Overhead

The storage overhead, as shown in Figure 5.7, Figure 5.8, is computed and compared with

the schemes proposed by Bethencourt et al., Yamada et al., Yang et al., Riepel et al.,

Xu et al., Hou et al., and our proposed scheme. This analysis evaluates the secret key and
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ciphertext sizes for different CP-ABE schemes as shown in Table 5.8. Let |LG1 | represent the
bit size of an element in the source group G1, and |LGT

| represent the bit size of an element

in the target group GT . These schemes are based on the symmetric pairing SS512, where in

the elliptic curve SS512, the sizes of the fields corresponding to |Zp|, and |LG1 | are 20 bytes,

and 64 bytes respectively. These field sizes are applied to calculate the size of ciphertext and

secret key in Figure 5.7, Figure 5.8, and the results are depicted in subsubsection 5.7.1.4.

Table 5.8: Storage overhead comparison of proposed work with the existing schemes

Schemes Secret Key Size Ciphertext Size

Bethencourt et al. (2|S|+ 1)|LG1
| (2m+ 1)|LG1

|+ 1|LGT
|

Yamada et al. (4|S|+ 2)|LG1
| (3m+ 1)LG1

+ 1|LGT
|

Yang et al. (|S|+ 2)|LG1
| (4m+ 2)|LG1

|+ 1|LGT
|

Riepel et al. (|S|+ 1)|LG1
| (m+ 1)|LG1

|+ 1|LGT
|

Xu et al. (5|S|+ 2)|LG1
| (6m+ 2)|LG1

|+ 1|LGT |
Hou et al. (4|S|+ 3)|LG1

| (3m+ 2)|LG1
|+ 1|LGT |

Our proposed (|S|+ 3)|LG1
| (2m+ 3)|LG1

|+ 1|LGT
|

It can be seen from Figure 5.7 that our scheme results in significantly lower storage overhead

compared to the Yamada et al. (4|S|+2)|LG1 |, Bethencourt et al. schemes (2|S|+1)|LG1 |,
Xu et al. (5|S| + 2)|LG1 | and Hou et al. (4|S| + 3)|LG1 |. Additionally, the difference in

storage overhead between the Riepel et al. (|S| + 1)|LG1 |, Yang et al. (|S| + 2)|LG1 | and
our proposed scheme (|S| + 3)|LG1 | is minimal. Regarding ciphertext storage, Riepel has

the minimum cost, expressed as (m+1)|LG1 |+1|LGT
|. The Bethencourt et al. scheme also

has a relatively low overhead at (2m + 1)|LG1 | + 1|LGT
|, which is close to the size of our

ciphertext (2m+ 3)|LG1 |+ 1|LGT
|. Compared to Yang et al., Yamada et al., Xu et al., and

Hou et al., our scheme demonstrates lower storage overhead (Figure 5.8).

5.7.2 Experimental Analysis

This section outlines a simulation-based experimental study to compare the proposed scheme

with state-of-the-art algorithms in the field. The experiment is conducted across three

common aspects: key generation, data encryption, and data decryption. All the experiments

are carried out on a personal computer equipped with an AMD Ryzen 5 5500U processor

featuring Radeon Graphics, 16GB of RAM, and an SSD 512 GB [133], running Ubuntu 22.04

LTS as the operating system. Our algorithms are implemented in Python 3.10.0 utilizing

the ”Charm-Crypto” [132] framework on a 512-bit supersingular elliptic curve (SS512) with
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Figure 5.7: Key size

Figure 5.8: Ciphertext size

160-bit order.

The time efficiency of the CP-ABE schemes, as demonstrated in Figure 5.9, Figure 5.10 and

Figure 5.11, is evaluated with respect to key generation, encryption, and data decryption.

Note that some schemes do not address attribute revocation; therefore, only the common

aspects are compared in this analysis. In the key generation stage, the time consumption of

the key generation algorithm by varying the number of attributes is evaluated, as illustrated
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in Figure 5.9.

Figure 5.9: Key generation

As the number of attributes increases, a corresponding rise in key generation time is observed

for all seven schemes. While Yang et al.’s scheme is designed for multi-authority ABE, we

evaluated it in a single-authority for computational time comparison. Our proposed scheme

demonstrates a notable advantage in key generation time compared to Bethencourt et al.,

Yamada et al., Yang et al., Riepel et al., Xu et al., and Hou et al.. When evaluating with 10

attributes, the key generation times for Bethencourt et al., Yamada et al., Yang et al., Riepel

et al., Xu et al., Hou et al., and our scheme are 36.22ms, 51.95ms, 28.21ms, 30.78ms, 53.4ms,

69.3ms, and 16.24ms, respectively. Similarly, when evaluating 100 attributes, the times are

348.12ms, 498.26ms, 248.78ms, 268.84ms, 497.2ms, 659.1ms, and 167ms, respectively.

In order to guarantee consistency in the encryption and decryption process, each ciphertext

is produced based on ”AND” access policies, such as ATTR1 AND ATTR2 AND ATTR3

AND ... AND ATTRN , where N ranges from 2 to 100. Also, to ensure the reliability of

execution time data, each experiment is conducted 20 times. The average of these trials

is used to calculate the final execution time. As depicted in Figure 5.10, the encryption

algorithm’s execution times for access policies with 2 to 100 attributes are measured across

seven schemes: Bethencourt et al., Yamada et al., Yang et al., Riepel et al., Xu et al., Hou

et al., and our proposed scheme.

The results indicate that encryption under these policies consumed 36.69ms, 35.25ms,

44.98ms, 40.03ms, 50.9 ms, 28.5ms and 29.33ms, respectively, for 10 attributes; and 352.86ms,

340.32ms, 424.21ms, 363.48ms, 498.2ms, 257 ms and 256.87ms for 100 attributes. Our pro-
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Figure 5.10: Encryption

posed encryption scheme demonstrates a notable improvement in computational efficiency

compared to existing approaches. While there is a marginal performance gap between our

scheme and Hou et al.’s, our solution exhibits better encryption performance. As depicted in

Figure 5.11: Decryption

Figure 5.11, the execution time of the decryption algorithm for access policies with 2 to 100

attributes is measured across seven schemes: Bethencourt et al., Yamada et al., Yang et al.,

Riepel et al., Xu et al., Hou et al., and our proposed scheme. The results indicate that de-

cryption under these policies consumed 11.64ms, 18.35ms, 33.93ms, 2.37ms, 55.3ms, 1.2ms

and 27.79ms, respectively, for 10 attributes; and 107.16ms, 171.23ms, 315.20ms, 3.50ms,

550.1 ms, 7.9 ms and 130.20ms for 100 attributes. The decryption time results presented in
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Figure 5.11 indicate that our scheme takes more time than Bethencourt et al., Yamada et

al., Hou et al., and Riepel et al. This additional computational overhead arises from pairing

operations and secret key processing tasks associated with each attribute the user possesses,

which increases with the number of attributes stated in the access policy. Through rigorous

theoretical and empirical analysis, our proposed scheme demonstrates notable functionality

and computational efficiency advantages compared to existing approaches. The detailed

simulation of our proposed CP-ABE scheme with blockchain is analyzed in subsection 5.7.3.

5.7.3 Blockchain Simulation

To evaluate the effectiveness of the proposed model, a prototype illustrated in Figure 5.2

and Figure 5.3 is tested on a system specification given in subsection 5.7.2. We developed

the smart contract using Solidity and tested it on RemixIDE. For blockchain simulation,

BloCPABE utilized Ethereum on Ganache Truffle Suite [134], leveraging Web3.js as the

communication interface. In this simulation, we assessed our CP-ABE scheme when in-

tegrated with IPFS 0.20.0 (IPFS) and the Ethereum blockchain. The primary objective

is to evaluate the efficiency of the ABE scheme by leveraging IPFS for decentralized stor-

age and Ethereum for recording metadata. Initially, a smart contract is deployed on a

Figure 5.12: Overhead analysis with blockchain interaction

local Ethereum blockchain (Ganache) and is designed to store IPFS hashes associated with

encrypted data. Encrypted content is serialized and uploaded to IPFS, ensuring a decentral-

ized and immutable storage solution. Figure 5.12 details the overhead associated with the

entire process, including the encryption time, the outsourcing of encrypted data to IPFS,

and the recording of the hash on the blockchain. The time taken increases with the number

of attributes. With 2 attributes, the observed overhead is 0.256 seconds; with 50 attributes,
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it rises to 3.882 seconds; and with 100 attributes, it grows to 8.447 seconds. This increase

in processing time highlights the challenges that arise as the array of attributes increases;

the complexity and time required for encryption, data outsourcing to IPFS, and blockchain

interactions become significant.

5.8 Summary

The security, privacy, and access control challenges in mHealth systems are addressed with

the proposal of the BloCPABE scheme. Additionally, the system facilitates the efficient

revocation of attributes with minimal computational latency, guaranteeing that user access

rights are promptly updated in response to attribute modifications. The results demon-

strate that the BloCPABE is computationally more efficient than existing ABE methods.

In particular, our scheme observed a reduction in key generation costs by ≈ 33% to 74%

and encryption costs a maximum of ≈ 49%, underscoring the efficiency enhancements of

the approach. The BloCPABE scheme is designed to resolve critical concerns in health-

care data sharing by ensuring user privacy, forward/backward security, and resistance to

collusion attacks. The solution further enhances security by guaranteeing the immutability

and tamper-proof integrity of outsourced data through the integration of blockchain. These

findings reveal that the BloCPABE scheme is highly secure and privacy-preserving, render-

ing it appropriate for real-time, fine-grained access control in mHealth systems. This work

has substantial implications, as it offers a solution for enhancing the security and privacy of

patient health records and enabling the efficient exchange of sensitive health data. Through

theoretical complexity analysis and experimental experiments, the efficiency and feasibility

of the scheme are verified.

In the next chapter, we introduce a smart contract vulnerability detection method named

SmarConTesT. This approach employs a multi-label classification technique to identify mul-

tiple vulnerabilities within a single smart contract simultaneously. Leveraging stacking gen-

eralization, SmarConTesT integrates predictions from multiple base classifiers to enhance

detection accuracy and robustness. The chapter details the design, implementation, and

evaluation of the method, demonstrating its effectiveness in identifying multiple vulnerabil-

ities in Ethereum smart contract.

00656//
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Chapter 6

Smart Contract Vulnerability Detection

This chapter * introduces SmarConTest, an effective approach for addressing smart contract

vulnerabilities, utilizing multi-label categorization on a balanced dataset. This approach pro-

vides a comprehensive assessment of the security framework for smart contracts. Create

a robust framework to detect different vulnerabilities in a single smart contract. Our ex-

periments on the Slither-Audited Smart Contracts dataset show an average accuracy of ≈
95.05% in identifying access control issues, arithmetic errors, reentrancy attacks, unchecked

calls, and others. SmarConTest outperforms leading techniques in the field. After providing

bytecode, SmarConTest detects smart contract vulnerability in about 0.11 seconds.

6.1 Introduction

Addressing vulnerabilities in smart contracts is essential in the blockchain technology do-

main, particularly as decentralized applications proliferate across several sectors. The prin-

ciples of immutability and tamper-resistance support the ”code is law” theory, signifying

that once conditions are set and disclosed, they remain unalterable [135]. Smart contracts,

as self-executing agreements with encoded terms, offer benefits such as transparency and

efficiency.

Attackers are increasingly targeting smart contracts for various substantial reasons. Pri-

marily, many smart contracts on the Ethereum network facilitate monetary transactions,

making them appealing targets. Secondly, once a susceptible smart contract is deployed

on the blockchain, it becomes immutable, making it exposed to exploitation [136]. Ulti-

*The research work covered in this chapter has been published/accepted/communicated in: Anita
Thakur, Virender Ranga and Ritu Agarwal, ”SmarConTest: An Efficient Smart Contract Vulnera-
bility Detection Method Using Machine Learning,”—communicated
&
Anita Thakur,Virender Ranga and Ritu Agarwal, “A Review On Smart Contract Vulnerability De-
tection Using Deep Learning”,—communicated
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mately, the lack of standardized assessment metrics for evaluating the quality and security

of smart contracts heightens their vulnerability to attacks [137]. Sometimes, vulnerabilities

go undetected post-deployment, hampering the implementation of remedies.

Table 6.1: Vulnerability detection tools using deep learning methods

Tool Technique Model Vulnerability Dataset Used/Created

Vulnsense [33] DL BERT, BiLSTM, GNN Reentrancy, Arithmetic https://smartbugs.github.
io https://github.com/
DependableSystemsLab/SolidiFI

CodeNet [38] DL CNN Timestamp Dependency,
Tx.origin,Unchecked Low-Level
Calls, Reentrancy

https://github.com/
DependableSystemsLab/SolidiFI
https://github.com/smartbugs/
smartbugs-wild

Liu et al. [32] DL GNN+Expert knowl-
edge

Infinite loop,TOD,Reentrancy https://github.com/ethereum/
go-ethereum https:
//github.com/vntchain/go-vnt

ContractGNN
[138]

ML VSG+GNN Timestamp dependency, Integer
Overflow, Reentrancy

https://github.com/Wang-Yi-chen/
ContractGNN

DL4SC [37] ML CNN+Transformer Arithmetic, Reentrancy, Timestamp
dependence

https://github.com/jacknichao/
Automatic_Identification_of_
Crash_Smart_Contracts https:
//github.com/LaoSuanNaii/DL4SC
https://goo.gl/UAUpK5/

Deng et al. [34] DL Transformer+CNN TOD, Locked-ether, Arithmetic,
Reentrancy

https://github.com/sujeetc/
ScrawlD

DeepFusion [35] DL Bi-LSTM+Attention Self-destruct, Integer overflow,
Tx.origin, Timestamp, Reentrancy

https://github.com/Tourneso/
DeepFusion

Li et al. [139] DL Bi-LSTM, GCN Timestamp dependency, Integer
overflow, tx.origin, reentrancy

https://smartbugs.github.
io https://github.com/
DependableSystemsLab/SolidiFI

GRATDet [140] DL Transformer–GP Reentrancy https://github.com/wuhongjun15/
Peculiar

Qian et al. [36] DL BERT model, GAT
network

Delegatecall, Timestamp depen-
dence, integer overflow/underflow,
Reentrancy

https://github.com/Messi-Q/
Cross-Modality-Bug-Detection

Narayana et al.
[137]

DL ANN, Auto-encoder Tx.origin, Reentrancy, DoS https://github.com/
klngithubsairam/Research

DA-GNN [141] DL GNN+Attention Self-destruct, TOD, integer overflow https://github.com/ZZXLX/
contract_hex/tree/master

Jain et al. [142] DL Bi-GRU, Text-CNN Self-destruct, Low-level calls, Block
timestamp, Inline assembly, Check
effect, TOD, Timestamp dep,
Mishandled exceptions, Call Stack,
Overflow, Underflow, tx.origin,
Reentrancy

https://github.com/jianwei76/
SoliAudit https://github.com/
smartbugs/smartbugs-wild

Zhang et
al. [143]

DL Bi-GRU+Attention,
SVM

Reentrancy https://github.com/
wobulijie10086/deection/tree/
master

Zhang et
al. [144]

DL ... Reentrancy https://smartbugs.github.io

Tang et al. [31] DL Optimized-CNN,
Optimized-LSTM, and
Optimized-CodeBERT

Tx.origin, Timestamp dependence,
Reentrancy, Unhandled-exception

https://huggingface.co/
datasets/mwritescode/
slither-audited-smart-contracts
https://github.com/smartbugs/
smartbugs-wild

Many ML and DL detection approaches employ different representations of contract code

to discover potential vulnerabilities, as indicated in Table 6.1. Typical input formats for

these tools include ASTs, opcodes, raw Solidity code, and CFG. DL4SC [37] and Contract-

GNN [138] exemplify machine learning-based methodologies utilized for the identification

of vulnerabilities, including timestamp dependency, integer overflow, reentrancy, and arith-

metic errors. Similarly, [31], [144], [143], [142], and DA-GNN [141] employ DL methodologies
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for the identification of vulnerabilities in smart contracts.

6.2 Motivation

A vulnerable smart contract becomes exploitable once deployed on the blockchain because

it becomes immutable [136]. It is even easier to misuse smart contracts since there are

no standardized measures for evaluating their quality and security [137]. Unfortunately,

vulnerabilities can sometimes go undiscovered after deployment, which makes it difficult to

provide fixes. The importance of finding weaknesses in smart contracts is highlighted in the

paper [21]. Because they are based on expert-specified criteria, most vulnerability detection

technologies now in use are slow and can’t scale well. Methods like symbolic execution,

fuzzing detection, formal verification, intermediate representation, and DL can be used to

find smart contract vulnerabilities. Because even a small vulnerability in the smart contract

could lead to huge losses, testing them thoroughly before deploying them on the blockchain

is crucial to ensure they are bug-free.

6.3 Research Contributions

This paper introduces SmarConTest, an ML-based method to identify vulnerabilities in

smart contracts. SmarConTest employs a stacking classifier, an efficient ensemble learning

technique, to simultaneously identify multiple vulnerabilities through multi-label classifica-

tion. The stacking classifier combines several fundamental models, including random forest,

decision tree, and XGBoost, to clarify diverse patterns and relationships in the data. The

basic models are then combined using logistic regression as a meta-model, which learns to

optimally integrate the outputs of the different classifiers to produce more accurate predic-

tions.

The methodology is applied to widely used smart contracts written in Solidity, effectively

identifying vulnerabilities such as reentrancy, access control issues, unchecked calls, arith-

metic errors, and other critical vulnerabilities . This study presents the following contribu-

tions:

[1] We introduce an ensemble learning-based approach to smart contract vulnerability

detection with multiple labels. This method makes it possible to find multiple vul-

nerabilities in a single contract.

[2] The research utilizes an automated Opcode extraction technique to obtain Opcodes
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from smart contracts and subsequently transforms them into vectorized embeddings

using the TF-IDF vectorizer.

[3] The efficacy of the model is assessed and compared employing the Slither Audited

Smart Contract Dataset [145]. The experimental results demonstrate that the model

achieves an accuracy of 95.05

[4] SmarConTest recognizes all specified vulnerabilities in approximately 0.11 seconds.

6.4 Technical Background

This section presents an broad summary of various prevalent vulnerabilities in smart con-

tracts, and ML models/approaches utilized for detection, and performance measures to

evaluate the efficacy of our proposed framework.

6.4.1 Source code, Bytecode and Opcode

A smart contract functions as a self-executing digital agreement, encoded directly into the

programming language and generally implemented on a blockchain platform. The execution

process initiates upon the fulfillment of specified conditions, activating the contract to per-

form the stipulated actions without the involvement of intermediaries autonomously [37].

Compiling a smart contract consists of multiple steps that transform high-level code, usually

authored in a language such as Solidity, into executable bytecode suitable for deployment

on the blockchain. The developer begins by writing the contract code, followed by a veri-

fication process to identify syntax errors. Subsequently, a compiler converts this code into

bytecode, a low-level format comprehensible to the EVM. In addition to the bytecode, es-

sential metadata, including the contract’s ABI, is generated for deployment. Bytecode is

ultimately deployed to the blockchain, where it is assigned a unique address. It enables

users to interact with the contract via transactions, as demonstrated in Figure 6.1.

In the EVM, bytecode comprises opcodes, each denoting a particular instruction that the

EVM interprets and executes. These opcodes pertain to many processes, including arith-

metic, data storage, and control flow. The opcode POP , denoted by the hexadecimal value

0x50, eliminates the top element from the stack, whereas the opcode PUSH1, indicated by

0x60, inserts 1 byte of data onto the stack, with the subsequent byte representing the value

being pushed as illustrated in Figure 6.2. The direct correspondence between bytecode and

opcodes (shown in Table 6.2) streamlines the examination of smart contracts, enhancing

the efficiency of vulnerability detection.
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Figure 6.1: Execution of smart contract

Figure 6.2: Source code, Bytecode and Opcode

6.4.2 Smart Contract Vulnerability

Vulnerabilities in smart contracts are weaknesses that bad actors can exploit in coding de-

centralized systems. Implementing comprehensive security and audit procedures through-

out development is crucial to prevent unauthorized access, fund loss, or contract behavior

manipulation caused by these vulnerabilities. The vulnerabilities listed in Figure 6.3 [21]

and [146] are rather common. According to the SWC, smart contracts can be systematically

categorized based on the vulnerabilities and vulnerabilities they may include.

A total of 49 vulnerabilities are given four different severity levels—critical, high, medium,

and low—by Zhang et al. [147]. Our research focuses on weaknesses—reentrancy, arithmetic,

unchecked calls, access control, and others—with some vulnerabilities rated as significant

and others as high. The following is an explanation of the vulnerabilities:

[1] Reentrancy :A reentrancy attack is a vulnerability in a smart contract that allows

an attacker to modify the contract’s state or drain funds by repeatedly calling a

function before its previous execution completes. To exploit the unchanging state,
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Table 6.2: Opcode and description from yellow paper

EVM code Original opcode Description

0x00, 0x01, 0x02...,
0x09, 0x0a, 0x0b

STOP ADD MUL SUB DIV SDIV
MOD SMOD ADDMOD MULMOD EXP
SIGNEXTEND

Stop and Arithmetic oper-
ations

0x0c ... 0x0f unused unused

0x10, 0x11,...,0x1c,
0x1d

LT GT SLT SGT EQ ISZERO ANDOR XOR
NOT BYTE SHL SHR SAR

Comparision, bitwise oper-
ation

0x20 KECCAK256 Computing hash

0x21,...,0x2f unused unused

0x30, 0x31,...,0x3e,
0x3f

ADDRESS BALANCE ORIGIN CALLER-
CALLVALUE CALLDATALOAD CALL-
DATASIZE CALLDATACOPY CODESIZE
CODECOPY GASPRICE EXTCODESIZE
EXTCODECOPY RETURNDATASIZE
RETURNDATACOPY EXTCODEHASH

Environment details

0x40, 0x41,...,0x45,
0x46

BLOCKHASH COINBASE TIMESTAMP
NUMBER DIFFICULTY GASLIMIT
CHAINID

Get block detail

0x47...0x4f unused unused

0x48 BASEFEE Current block base fee

0x50, 0x51,...,0x5a,
0x5b

POP MLOADMSTOREMSTORE8 SLOAD
SSTORE JUMP JUMPI GETPC MSIZE
GAS JUMPDEST

Stack, memory, storage,
program counter, and flow
operation

0x5c...0x5f unused unused

0x60, 0x61,...,0x7e,
0x7f

PUSH1 PUSH2 ... PUSH31 PUSH32 Push operation

0x80, 0x81,...,0x8e,
0x8f

DUP1 DUP2...DUP15 DUP16 Duplicate operation

0x90, 0x91,...,0x9e,
0x9f

SWAP1 SWAP2 ... SWAP15 SWAP16 Swap operation

0xa0, 0xa1,..., 0xa4 LOG0 ... LOG4 Log record operation

0xa5..0xaf unused unused

0xf0, 0xf1,...,0xf5 CREATE CALL CALLCODE RETURN
DELEGATECALL CREATE2

System and call operation

0xf6...0xf9 unused unused

0xfa STATICCALL Low level call

0xfb unused unused

0xfc, 0xfd,...,0xfe,
0xff

TXEXECGAS REVERT INVALID SELF-
DESTRUCT

System, stop, halt opera-
tion

an attacker can re-enter the function after an external call is made to the contract,

which happens when the internal state is not updated [148]. The withdraw function

is seen as potentially risky in Figure 6.4 because it transfers Ether to the caller before
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Figure 6.3: Categorization of smart contract vulnerabilities

(a) Victim Contract (b) Attacker Contract

Figure 6.4: Example of Solidity contract to demonstrate a reentrancy attack

the balance is updated. An attacker can re-enter the withdraw function before the

balance is set to zero. Attackers can deplete cash from the Victim contract by utilizing

the withdraw method via the fallback function up to ten times before updating the

balance.

[2] Integer Underflow/Overflow : Problems with underflow and overflow occur in

Solidity and many other programming languages when mathematical operations go

beyond the boundaries of the data type being utilized [138], [35]. Significant conse-

quences, such as denial of service or illegal access to money, might emerge from such

vulnerabilities.
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Figure 6.5: Example of Solidity contract to demonstrate integer overflow/underflow
vulnerability

Adding a particularly large amount of tokens (up to a maximum value of uint256) and

a high current balance could lead to an overflow in the deposit function in Figure 6.5.

[3] Access Control : Unclear or inadequate checks on the necessary authorizations to

carry out certain operations are the main cause of access control vulnerabilities in

smart contracts. Without adequate enforcement of these permissions, unauthorized

parties may take advantage of the contract by accessing variables or functions reserved

for authorized users only. Illegal activities, such as money transfers, might occur due

to the absence of supervision.

Figure 6.6: Example of Solidity contract to demonstrate access control vulnerability

In Figure 6.6 (https://dasp.co/#item-2), if the contract permits any individual

to invoke initContract, it may result in unauthorized modifications to the ownership.

This function should typically be limited to execution only during the contract’s

deployment or by an authorized address.

[4] Unchecked call : Smart contracts are susceptible to serious vulnerabilities that

can be introduced by unchecked calls in Solidity, including delegatecall(), call(), and

send(). Instead of immediately rolling back failed transactions, these functions return
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a boolean value indicating whether the operation is successful. Developers risk major

security gaps if they don’t verify these return values.

Figure 6.7: Example of Solidity contract to demonstrate unchecked low-level call
vulnerability

In Figure 6.7, withdraw function contains a potential vulnerability due to the use of the

send()method without checking its return value.

6.5 Proposed Methodology

In this section 6.5, we lay out the framework for our study, which includes a methodical

strategy for pre-processing data, choosing models, and assessing their performance. The

dataset comes from Hugging Face, which is generated by Rossini et al. (2022) and is shown

in Figure 6.8. The Slither tool is used to analyze the corresponding bytecode and identify

vulnerabilities. Then, as explained in Figure 6.12, the bytecode is converted into simplified

opcodes.

After this adjustment, the feature matrix or input vector is then generated using TfidfVec-

torizer. We use oversampling techniques to balance the training set because the collected

dataset has an uneven distribution of labels. Finally, we perform multi-label classification

by training a model for each class separately. Access control is labeled as L0, arithmetic

vulnerabilities as L1, other vulnerabilities as L2, reentrancy as L3, unchecked call vulnera-

bilities as L5, and safe contracts as L4. To find out if an instance is vulnerable or not, the

model is tested against each label. The detailed process of our methodology is given below.

6.5.1 Data Pre-processing

Prior to conducting any analysis, it is essential to convert smart contracts into a format

that facilitates feature extraction. The pre-processing step is vital as it guarantees that the

data input into the detection algorithms is clean, relevant, and properly structured.
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Figure 6.8: Workflow of proposed methodology

6.5.1.1 Dataset, Label

The dataset utilized in this study is sourced from Hugging Face [145] and comprises 106,474

smart contracts that have been audited using the Slither tool [149]. The dataset is parti-

tioned into training, testing, and validation subsets, following an 8:1:1 distribution ratio.

The training set comprises 79,641 smart contracts, the testing set consists of 15,972 smart

contracts, and the validation set contains 10,861 smart contracts. Following an analysis

of the label distribution within the dataset, SMOTE is implemented to address the class
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imbalance issue. It enabled the creation of a new training set with a balanced represen-

tation of the labels, along with an updated testing set split, which is discussed in detail

in subsubsection 6.5.1.4. The analysis presented in Figure 6.9, Figure 6.10 reveals that

Figure 6.9: Distribution of categories in the dataset

Figure 6.10: Number of samples for each category

five of the six categories identified are vulnerabilities, specifically access control, arithmetic,

other, reentrancy, and unchecked call, with one category classified as safe. As detailed in

subsection 6.4.2, a access control vulnerability arises when a smart contract inadequately

limits access to its functions, permitting unauthorized users to perform essential opera-

tions [150]. Arithmetic vulnerabilities in smart contracts stem from integer underflow and

overflow errors, posing significant risks when using unsigned integers. The category labeled

as Other includes a range of Solidity detection issues, such as the identification of uninitial-

ized state variables that can result in unforeseen behavior, along with erroneous equality
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checks that could enable attackers to exploit conditions related to adequate Ether or token

balances. [151]. Reentrancy happens when an external call to another contract allows it to

re-enter the calling contract prior to the completion of the initial execution, which can result

in unforeseen behavior [144]. Low-level calls, including call, delegatecall, and staticcall, do

not automatically revert upon failure. They return a boolean value that signifies the success

of the operation [151], [35], [150].

The collected dataset has 4 data fields, namely address, source code, bytecode, and slither.

[1] Address of the smart contract on Ethereum.

[2] Source code is the code of a smart contract written in Solidity.

[3] Bytecode is a string that represents the bytecode of the smart contract, which can

be retrieved using web3.eth.getCode(). The string may be ’0x’ when this information

is unavailable.

[4] Slither provides class labels. Each source code is analyzed using this static tool to

get the class labels.

No additional work is required on the dataset’s labels, as the dataset comes with predefined

labels for each vulnerability.

The distribution of samples across each category in the training and test sets is depicted in

Figure 6.11.

(a) Train Co-occurrence Matrix (b) Test Co-occurrence Matrix

Figure 6.11: Co-occurrence matrix for dataset
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Contracts classified as ”safe” exhibit no overlap with other categories. The training set

exhibits a varied distribution of contract counts across different vulnerability classes, with

access control being the least represented category. The classes exhibit considerable im-

balance, with reentrancy, safe, and unchecked calls representing the largest sample sizes.

The SMOTE algorithm is employed to mitigate the class imbalance in the training dataset.

SMOTE produces synthetic samples for minority classes, aiding the balance of sample dis-

tribution across all categories.

This study employs multi-label binarization to convert each target label into a binary vec-

tor, enabling the model to handle multiple labels concurrently. The process is enabled by

MultiLabelBinarizer() from scikit-learn [152], which is intended to identify distinct labels

and transform them into a binary format. This representation indicates that each row cor-

responds to a sample, and each column denotes a specific type of vulnerability. This method

provides a systematic framework for addressing multi-label classification tasks.

6.5.1.2 Opcode Simplification

As previously established in subsection 6.4.1, each instruction in the bytecode corresponds

to an opcode, a fundamental command comprehensible by the EVM. Opcode offers a more

direct, lower-level perspective on contract execution, enhancing the precision of vulnera-

bility discovery relative to the analysis of bytecode alone. We transform the bytecode of

the Ethereum smart contract into a more comprehensible format by disassembling it into

opcodes, which may subsequently be classified into established categories. This classifi-

cation streamlines the analytical process, facilitating the rapid detection of patterns and

potential weaknesses, like reentrancy attacks or arithmetic overflows. Opcode simplification

commences with the bytecode to opcode function (as illustrated in Figure 6.12)., which ac-

Figure 6.12: Opcode simplification

cepts a hexadecimal string denoting the bytecode, eliminates the ’0x’ prefix if applicable,

and disassembles it into opcodes utilizing the disassemble hex function from the pyevmasm
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library. Subsequently, the simplify opcode function classifies the disassembled opcodes into

overarching categories, including arithmetic operations, comparisons, and memory opera-

tions, by verifying whether each opcode commences with any of the designated names in

the opcode categories dictionary.

6.5.1.3 Feature Extraction

The TF-IDF method is utilized to extract the feature vector from the opcode for model

training. TF-IDF, or Term Frequency-Inverse Document Frequency, is a statistical metric

employed to evaluate the importance of a word in a particular document compared to a

broader set of documents, referred to as a corpus. Term frequency measures the frequency

of a word’s occurrence within a document, computed as:

TF(t, d) =
Count of term t in document d

Total count of terms in document d
(6.5.1)

In contrast, inverse document frequency evaluates the importance of a word across the entire

corpus, calculated as:

IDF(t,D) = log

(
Total number of documents in the corpus D

Number of documents that include term t

)
(6.5.2)

By combining these two factors, the TF-IDF value for a term (t) in a document (d) is given

by:

TF-IDF(t, d) = TF(t, d)× IDF(t,D) (6.5.3)

Our method utilizes the TfidfVectorizer from scikit-learn [152] library to convert a set of

text documents into a matrix of TF-IDF features. The vectorizer is set up with multiple

parameters. The parameter decode error=’ignore’ allows for the omission of decoding errors,

lowercase=True standardizes text to lowercase, and min df=2 restricts consideration to

terms present in a minimum of two documents, effectively eliminating infrequent words. The

fit method is utilized on the simplified opcode to prepare the vectorizer by acquiring the

vocabulary and IDF values from the text data. Transform method is then applied to convert

the training and test data into TF-IDF feature matrices, yielding X data transformed for

the training set and X test for the test set. This transformation facilitates the application

of machine learning algorithms to text data by converting it into a numerical format that

reflects the significance of each term within the documents.
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6.5.1.4 Data Balancing

The training and testing datasets, as outlined in subsubsection 6.5.1.1 and Figure 6.4,

demonstrate a notable class imbalance that hinders the effective detection of vulnerabilities.

The distribution of instances among various types of vulnerabilities, along with the ”safe”

category, exhibits significant variation, as demonstrated in Figure 6.13 and Figure 6.14. In

order to resolve this issue, the training and testing datasets have been merged to enable the

application of SMOTE on the consolidated dataset. The comprehensive and cohesive data

set is partitioned into training and testing subsets.

Figure 6.13: Distribution of each category

SMOTE has been utilized to enhance the representation of minority classes, thereby ad-

dressing the issue of class imbalance (as shown in Figure 6.15). SMOTE generates new

examples by interpolating between closely situated minority class samples in the feature

space rather than simply duplicating existing samples.

6.5.2 Training Models

We present SmarConTest, a vulnerability detection method based on stacked generalization.

To demonstrate the efficacy of our method, we compare it to several state-of-the-art models:

[1] LightGBM is scalable and efficient, making it ideal for huge datasets. The system

builds sequential decision trees to fix errors from previous ones [153]. LightGBM uses

”leaf-wise” growth to focus on the biggest faults, improving accuracy and convergence
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Figure 6.14: Co-occurrence matrix for unified dataset

Figure 6.15: Balanced data samples

over level-wise techniques. Our system uses LightGBM to classify access control,

Arithmetic, Other, Reentrancy, Safe, and unchecked calls. The model is trained with

parameters such as boosting type, learning rate, and num leaves for evaluation.

[2] RF trains multiple decision trees and combines their outputs to increase forecast

accuracy and reduce overfitting. Each tree in the forest is trained on a random subset

of data using bootstrap sampling, and at each split, only random characteristics are
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examined. This randomization makes the model more resilient and less prone to

overfit than a single decision tree.

[3] DT depict decisions and outcomes by recursively partitioning data based on feature

values. Our model iterates over many labels, partitioning the dataset into training

and testing sets for each. A DecisionTreeClassifier is trained on training data and

then makes predictions for the test set.

[4] KNN classifies data points in the feature space based on the predominant class among

their ’k’ nearest neighbors. The model iteratively processes multiple labels, dividing

the dataset into training and testing sets for each label. A KNeighborsClassifier is

initialized with five neighbors and subsequently trained using the training data.

[5] SVM is employed for classification tasks and demonstrate notable efficacy in high-

dimensional spaces. The fundamental concept of SVM involves identifying the opti-

mal hyperplane that distinguishes various feature space classes while maximizing the

margin between these classes. It is especially beneficial for datasets that lack linear

separability. In this implementation, SVM is utilized to classify a set of resampled

training examples into distinct categories.

[6] XGBoost is a boosting algorithm designed to improve both speed and model ac-

curacy. The process is accomplished by reducing the differences between predicted

values and actual outcomes, referred to as residual errors, and utilizing a regularized

loss function to alleviate the risk of overfitting.

6.5.3 Performance Metrics

The performance of our proposed method is evaluated with primary metrics such as F1,

precision, recall, and accuracy. In our study, we also assess performance metrics based on a

2-D confusion matrix, which is composed of four essential elements:FN ,FP ,TN ,andTP .

The equations to compute performance measures are as below:

Accuracy =
TP + TN

TP + TN + FP + FN
(6.5.4)

Recall =
TP

TP + FN
(6.5.5)

Precision =
TP

TP + FP
(6.5.6)
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F1 score = 2× Precision× Recall

Precision + Recall
(6.5.7)

Lhamming(d, d̂) =
1

SnL

Sn−1∑
t=0

L−1∑
u=0

1(dt,u ̸= d̂t,u) (6.5.8)

J(tl, pl =
|tl⋂ pl|)
|tl⋃ pl|) (6.5.9)

6.6 Experiment and Evaluation

This section 6.6 provides a comprehensive examination of the experiments carried out and

an assessment of the results. The execution of SmarConTest is performed utilizing Python,

with all experiments taking place in the operating environment outlined in Table 6.3. We aim

to systematically explore various research questions related to SmarConTest by analyzing

the experimental results.

Table 6.3: Experimental setup

Parameter Configuration

Operating system Windows 11 Pro

CPU 12th Gen Intel(R) Core(TM) i7-12700, 2.10 GHz

RAM 16.0 GB

TensorFlow 2.18.0

Keras 3.8.0

Scikit-learn 1.6.1

6.6.1 Research Questions

Our goal is to find answers to the following research questions:

[1] RQ1 : Does SmarConTest adequately detect the five vulnerabilities? How is its

effectiveness?

[2] RQ2 : How does SmarConTest perform in comparison to other state-of-the-art ML

techniques?

[3] RQ3 : How does SmarConTest compare to state-of-the-art ML and DL methods when

tested on the same dataset?
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[4] RQ4 : How efficient is SmarConTest in terms of time when it comes to identifying

vulnerabilities?

6.6.2 Our Model

The stacking technique is utilized to pinpoint vulnerabilities in smart contracts. This

method uses several base learners to enhance predictive accuracy. It employs the RF, DT,

and XGBoost Classifiers as its foundational learners, as demonstrated in Figure 6.16. The

RF classifier is an ensemble learning technique that effectively handles high-dimensional

data while exhibiting robustness against overfitting. The Random Forest model has 100

estimators and a random state set to 42. The Decision Tree model employs a random state

value of 42 (random state) for its operations. The XGBoost Classifier is recognized for its

scalability and efficiency, utilizing machine learning algorithms within the Gradient Boost-

ing framework to achieve high performance and speed. The final estimator in the stacking

model is a Logistic Regression classifier. This classifier is recognized for its interpretability

and integrates the predictions from the base learners.

Figure 6.16: Model utilized for vulnerabilities detection

Data preparation involves the use of features categorized into six labels. To ensure that a

substantial segment of the balanced dataset is allocated into training and testing sets at a

70-30 ratio, with a separate set designated for evaluation. The stacking classifier is trained

on the training dataset, with each base learner fitted to the data and its predictions utilized

126



as input for the final estimator.

6.6.3 Performance Comparison and Discussion

To address RQ1, an experiment is conducted to detect five specific vulnerabilities and one

non-vulnerability, as outlined in subsubsection 6.5.1.1. The models utilized for this detec-

tion task consist of LightGBM, RF, DT, KNN, XGBoost, and SVM. The methodology for

training these models is detailed in section 6.5, which also includes a description of the use

of TF-IDF for feature extraction.

Table 6.4: Performance comparison of various state-of-art methods for the detection
of smart contract vulnerabilities

Type Performance Methods
LightGBM RF DT KNN SVM XGBoost Stacking

Access control

Accuracy (%) 90.56 97.28 93.02 93.36 71.20 94.36 97.34
Precision(%) 90.57 97.28 93.04 93.76 71.58 94.36 97.34
Recall (%) 89.99 97.30 94.04 98.02 78.06 93.77 97.45
F1 (%) 90.56 97.28 93.02 93.34 71.04 94.36 97.34

Hamming Loss 0.09 0.02 0.06 0.06 0.28 0.05 0.02
Jaccard Similarity 0.82 0.94 0.86 0.87 0.55 0.89 0.94

Arithmetic

Accuracy (%) 87.92 96.24 90.80 92.70 72.22 92.89 96.24
Precision(%) 87.92 96.24 90.81 93.26 72.30 92.89 96.24
Recall(%) 88.32 96.41 91.64 98.18 69.38 92.29 96.11
F1 (%) 87.92 96.24 90.79 92.67 72.20 92.89 96.24

Hamming Loss 0.12 0.03 0.09 0.07 0.27 0.07 0.03
Jaccard Similarity 0.78 0.92 0.83 0.86 0.56 0.86 0.92

Other

Accuracy(%) 86.00 93.56 88.29 89.43 66.03 90.16 93.76
Precision(%) 86.09 93.59 88.30 89.97 66.07 90.16 93.76
Recall (%) 88.48 94.82 89.15 95.22 68.76 90.33 94.14
F1 (%) 85.99 93.56 88.29 89.39 66.00 90.16 93.76

Hamming Loss 0.13 0.06 0.11 0.10 0.33 0.09 0.06
Jaccard Similarity 0.75 0.87 0.79 0.80 0.49 0.82 0.88

Reentrancy

Accuracy (%) 89.48 94.60 90.40 91.16 77.88 92.54 94.64
Precision(%) 89.48 94.60 90.41 91.37 77.90 92.54 94.64
Recall(%) 89.02 94.02 91.21 94.76 79.37 91.84 94.40
F1 (%) 89.48 94.60 90.40 91.15 77.87 92.54 94.64

Hamming Loss 0.10 0.05 0.09 0.08 0.22 0.07 0.05
Jaccard Similarity 0.80 0.89 0.82 0.83 0.63 0.86 0.89

Safe

Accuracy(%) 90.17 94.70 90.79 91.97 79.46 93.28 94.75
Precision(%) 90.17 94.70 90.79 92.05 79.51 93.28 94.75
Recall(%) 90.13 94.48 91.04 94.18 81.46 92.96 94.59
F1 (%) 90.17 94.70 90.79 91.96 77.87 93.28 94.75

Hamming Loss(%) 0.09 0.05 0.09 0.08 0.20 0.06 0.05
Jaccard Similarity(%) 0.82 0.89 0.83 0.85 0.65 0.87 0.90

Unchecked-calls

Accuracy(%) 88.89 93.50 89.80 89.32 76.18 91.53 93.55
Precision(%) 88.91 93.50 89.80 89.39 76.43 91.53 93.55
Recall (%) 89.98 93.41 89.73 91.31 81.02 91.77 93.61
F1(%) 88.89 93.50 89.80 89.32 76.12 91.53 93.55

Hamming Loss 0.11 0.06 0.10 0.10 0.23 0.08 0.06
Jaccard Similarity 0.80 0.87 0.81 0.80 0.61 0.84 0.87

To evaluate the performance of each model, we have compared several metrics, as presented
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in Table 6.4. Among the models evaluated, RF, DT, and XGBoost exhibited enhanced

performance across these metrics. As a result, these three models were chosen as the base

learners for the stacking-based methodology. RF Classifier with 100 estimators, a DT, and

an XGBoost Classifier configured with the use label encoder parameter set to false and the

eval metric parameter set to ’logloss’. The stacking model is developed utilizing a stacking

classifier and employing logistic regression as the final estimator. It uses the predict proba

method for generating probability predictions and omits the original feature set from the

stacking procedure.

The data illustrated in Table 6.4 demonstrates that this stacking method has enhanced the

accuracy for each label while simultaneously decreasing the Hamming loss. The precision

for each label is detailed below: access control achieves an effectiveness rate of 97.34%.

Arithmetic vulnerability is recorded at 96.24%. Other vulnerability is noted at 93.76%.

Reentrancy attacks reach an effectiveness of 96.64%. Unchecked call issues are at 93.55%.

Non-vulnerable contracts demonstrate an accuracy of 94.75%.

Response to RQ1 : With an overall average accuracy of 95.05%, SmarConTest can

identify the five listed vulnerabilities.

The answer to RQ2 is evident from Figure 6.17, Figure 6.18, and Figure 6.19. The stack-

ing technique exhibits enhanced accuracy in vulnerability detection when evaluated against

other specified methods. The confusion matrices for six smart contract vulnerability classes

are presented in Figure 6.17, utilizing a stacking ensemble model. The model exhibits robust

overall performance, characterized by elevated true positive and true negative counts across

all categories, alongside comparatively low instances of false positives and false negatives.

The access-control and arithmetic classes demonstrate the highest accuracy levels, whereas

the ’reentrancy’ and ’other’ categories exhibit a marginally increased rate of misclassifica-

tions. The results demonstrate the model’s capability to accurately identify a diverse array

of vulnerabilities present in smart contracts.

Additionally, Figure 6.19 presents the average metrics recorded for LightGBM, with an

accuracy of 0.8884, an F1 score of 0.8883, precision at 0.8886, recall at 0.8932, and a

hamming loss of 0.11. For RF, the accuracy is 0.9498, F1 score is 0.9498, precision is

0.9499, recall is 0.9507, and hamming loss is 0.05. In the case of DT, the accuracy is 0.9052,

F1 score is 0.9052, precision is 0.9053, recall is 0.9113, and hamming loss is 0.09. For KNN,

the accuracy is 0.9131, F1 score is 0.9131, precision is 0.9163, recall is 0.9528, and hamming
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Figure 6.17: Confusion matrix

Figure 6.18: Comparison of various model accuracy across 6 labels

loss is 0.08. SVM shows an accuracy of 0.7383, F1 score of 0.7378, precision of 0.7397,

recall of 0.7634, and a hamming loss of 0.26. XGBoost achieves an accuracy of 0.9246, F1

score of 0.9246, precision of 0.9246, recall of 0.9216, and a hamming loss of 0.07. Finally,

the stacking technique yields an accuracy of 0.9505, F1 score of 0.9505, precision of 0.9501,

recall of 0.9505, and a hamming loss of 0.04.
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Figure 6.19: Cumulative comparison of models based on the average accuracy,
precision, recall, F1 score, and hamming loss

Response to RQ2 : SmarConTest demonstrates better performance compared to all

other models regarding hamming loss and accuracy, exhibiting the most significant

advantage over SVM in accuracy.

In response to RQ3, we performed a benchmarking study employing state-of-the-art meth-

ods that utilize either ML or DL techniques, ensuring uniformity in evaluations using the

same dataset. The performance of the proposed stacking technique for detecting reentrancy

vulnerabilities is compared with the DistilBERT-based LSTM method described by Le et

al. [154] in Figure 6.20 and Table 6.5, focusing on key metrics such as accuracy, recall,

precision, and F1 score. It is important to note that direct experiments are not performed

for this research question; rather, the values reported in the referenced studies are employed

for comparison. The stacking model attained an accuracy of 94.64%, notably exceeding the

87.76% accuracy of the DistilBERT-based LSTM. The proposed technique achieves recall,

precision, and F1 score values of 94.64%, 94.4%, and 94.64%, respectively. The DistilBERT-

based LSTM method attained a recall of 88.38%, a precision of 86.06%, and an F1 score of

87.2%.

The accuracy results for several models in Figure 6.21 and Table 6.5 demonstrate a distinct

performance hierarchy, with the suggested model achieving the best accuracy of 0.9505.

Conversely, the ResNet1D model [155] attained an accuracy of 0.8381, whilst the ResNet

and Inception models [155] achieved accuracies of 0.7928 and 0.8015, respectively. The

LSTM baseline [155] and CNN model [156] demonstrated marginally worse performance,

achieving accuracies of 0.7953 and 0.89, respectively. The RNN model [156] exhibited an
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Figure 6.20: Performance comparison for reentrancy vulnerability

impressive accuracy of 0.93.

Table 6.5: Comparative analysis of our method compared to state-of-the-art ap-
proaches

Ref. Data Set Vulnerability/Type Method Accuracy F1

[155] Slither Audited

Smart Contracts

Access control, arith-

metic, miscellaneous,

reentrancy, unchecked

call, safe contract

ResNet1D

ResNet

Inception

LSTM Baseline

73.53%

68.41%

69.88%

69.34%

83.81%

79.28%

80.15%

79.53%

[154] Slither Audited

Smart Contracts

Reentrancy DistilBERT based LSTM 87.76% 87.2%

[156] Slither Audited

Smart Contracts

Access control, arith-

metic, miscellaneous,

reentrancy, unchecked

call

RNN

CNN

92.53%

88.63%

93%

89%

Our Slither Audited

Smart Contracts

Access control, arith-

metic, miscellaneous,

reentrancy, unchecked

call, safe contract

Stacking 95.05% 95.05%

Response to RQ3 : SmarConTest demonstrated superior performance relative

to state-of-the-art methods, achieving an accuracy of 94.64%, in contrast to the

87.76% accuracy of the DistilBERT-based LSTM. SmarConTest outperformed LSTM

(0.7953), CNN (0.89), ResNet1D (0.8381), ResNet (0.7928), and Inception (0.8015)

in the domain of vulnerability detection.

We determined the prediction time in order to answer RQ4. As mentioned in [150], for
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Figure 6.21: Performance comparison with state-of-art-approaches

each contract, Securify takes 2.8 seconds and Oyente 6.4 seconds to forecast vulnerability.

The training period of our SmarConTest method is longer because it uses ensemble learning

techniques. The model’s efficiency in predicting many vulnerabilities within a single contract

is outstanding once trained. As seen in Figure 6.22, it takes to anticipate these vulnerabilities

is around 0.11 seconds.

Figure 6.22: Prediction time

Response to RQ4 : Upon providing the bytecode, our SmarConTest can detect

multiple vulnerabilities in ≈ 0.11 seconds.
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6.7 Summary

This paper presents SmarConTest, a methodology for detecting vulnerabilities in Ethereum

smart contracts. SmarConTest employs a stacking method that amalgamates multiple base

models to effectively identify various vulnerabilities, including access control vulnerabilities ,

arithmetic errors, reentrancy attacks, and unchecked calls, achieving an outstanding average

accuracy of 95.05%. The methodology employed a balanced dataset enhanced by SMOTE,

ensuring robust performance across several labels. Experimental findings demonstrated that

SmarConTest outperforms existing state-of-the-art methods, showcasing improved accuracy

and efficiency, with a prediction time of approximately 0.11 seconds per contract. The

methodology showed significant advancements in vulnerability detection.

The next chapter introduces the ABHealChain framework, a blockchain-enabled healthcare

system designed to ensure secure and scalable management of medical data. Built on HLF,

ABHealChain employs ABAC to enforce fine-grained data access policies tailored to indi-

vidual user roles and attributes. To address storage efficiency, the framework integrates

IPFS for off-chain storage, ensuring that sensitive healthcare data is securely stored and

efficiently retrieved, while maintaining the integrity and confidentiality of records through

the blockchain.

00656//

133



Chapter 7

Blockchain-Enabled Healthcare System

with Attribute-based Access Control

The purpose of this chapter * is to highlight the numerous challenges in healthcare system.

EHR security and privacy are important for healthcare professionals and patients. Healthcare

system failures expose critical health data. The centralized database holds data, making it

vulnerable to cyberattacks. We have used HLF with ABAC measures to ensure fine grained

access and protection of medical data. Strong cryptographic protocols like AES-256 have

reduced security concerns. Encrypted communications are sent across the network via this

algorithm, restricting visibility to intended receivers and assuring data security. Our solution

is carefully evaluated using Hyperledger Caliper. The evaluation covers critical performance

parameters like latency, throughput, success rate, and resource utilization.

7.1 Introduction

The decentralized architecture of the blockchain ledger guarantees that data processing is

not restricted to a singular place, rendering it available and transparent to all participants

within the network [3], [157]. Security of healthcare data necessitate explicit definitions of

usage standards, especially in the realm of inter-agency data exchange [62].

The GDPR delineates fundamental standards for personal data handling, underscoring le-

gality and transparency. A well-defined objective for data collecting is essential, accompa-

nied by limitations on data processing beyond archiving purposes. Ensuring data accuracy

*The research work covered in this chapter has been accepted in: Anita Thakur, Virender Ranga
and Ritu Agarwal, “ABHealChain: Enhancing Privacy and Security in Healthcare Data Sharing
through Hyperledger Fabric and Attribute-based Access Control”, —communicated
&
Anita Thakur, Virender Ranga and Ritu Agarwal, “Simulation-based Performance Evaluation of
Consensus Algorithms in NS3 for Blockchain Network”, International Conference on Futuristic Tech-
nologies (INCOFT2025), Pune.
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is vital, and prompt updates are necessary when required. The regulation requires that

personal data be retained in a form that allows for identifying data subjects solely for

the required length [158]. Integrating blockchain into healthcare systems protects data from

unauthorized alterations and efficiently mitigates breaches. This technological advancement

maintains data integrity, ensuring exceptional reliability [49]. Blockchain secures healthcare

data by ensuring its permanence, enhancing security through cryptographic techniques, and

decentralizing data storage across a network of nodes. Access to healthcare records can be

rigorously controlled, enabling patients to confer or withdraw permissions as necessary [6].

The explicit audit trail of transactions and data alterations improves accountability and

transparency.

Smart contracts enable consent management, whereas blockchain enhances interoperable

data exchange and reduces fraud in insurance claims. Patients generally retain ownership

of their health data, facilitating greater control over its use. Incorporating these features

establishes blockchain as a robust mechanism for protecting sensitive healthcare data while

preventing unauthorized access and manipulation [159]. A healthcare collaboration platform

is a system intended to facilitate communication among various healthcare stakeholders,

including physicians, regulatory bodies, healthcare providers, laboratories, patients, and

pharmaceutical companies [160].

The evolving realm of the IoT and proliferation of health-related gadgets and mobile health-

care applications collect and transmit substantial medical data daily [161]. Effective data

flow management is crucial for privacy and improving security protocols. Blockchain pro-

vides a solution by facilitating secure archiving and exchange of medical records while estab-

lishing a framework that confers ownership rights to people over their medical data, thereby

ensuring privacy of their health information [162].

7.2 Problem Statement

The healthcare sector faces considerable challenges in safeguarding the privacy and security

of shared medical data. Data breaches, unauthorized access, and compromised patient

information undermine trust and lead to financial setbacks. Although blockchain technology

holds promise for addressing these challenges, its application in healthcare faces scalability,

security, and performance issues. Public blockchain frequently demonstrates significant

delays, insufficient access control features, and slow transaction processing. This study seeks

to present a solution that addresses these challenges and promotes the efficient incorporation
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of permissioned blockchain in medical data.

7.3 Research Contributions

The research has yielded significant contributions, which encompass the following key as-

pects:

[1] Introduced a framework called ABHealChain that employs a permissioned blockchain

to ensure the secure and transparent storage, and sharing of sensitive healthcare

information among different healthcare entities.

[2] Utilizing ABAC and chaincode to protects against unauthorized alterations or distri-

bution without the required consent and approval. ABAC operates by granting access

based on the attributes supplied by the requesting entity. Access is granted when the

requesting entity aligns with the defined access policy, ensuring the protection and

privacy of the medical data.

[3] A symmetric key cryptography algorithm is employed to secure health data and pro-

vide robust protection. The encrypted information is then securely kept in off-chain

storage. The entrusted recipient performs decryption while retrieving data, enabling

access to the permitted information.

[4] A distributed off-chain storage system is employed to improve the scalability and

security of data storage. Storing encrypted data on the blockchain protects sensi-

tive information and alleviates blockchain network from managing substantial data

volumes.

[5] The framework’s effectiveness has been evaluated using the Hyperledger Caliper tool.

The system’s performance has been examined across different scenarios, emphasizing

essential metrics like resource utilization, throughput, and latency.

7.4 Framework of proposed ABHealChain

This section provides an in-depth exploration of every element within the proposed frame-

work. The entities shown in Figure 7.1 show the clients engaging with the framework.

Within Hyperledger network, the chaincode is denoted as CCName. Each organizational

entity has a certificate authority and peers, with the peers responsible for managing ledger

instances and executing chaincode modules.
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Figure 7.1: A broader illustration of the proposed framework

7.4.1 Components

The following discussion provides a high-level outline of the ABHealChain framework’s

foundational elements:

7.4.1.1 HLF

The Hyperledger blockchain network works within a controlled system, necessitating user

registration for access. This network regulates authorization through Hyperledger modeling

and an access control list. HLF functions as a fundamental structure for distributed ledger

solutions, characterized by its modular design that facilitates the attainment of elevated

levels of confidentiality, resilience, and flexibility [163], [133]. This investigation utilizes

HLF as the selected permissioned blockchain framework, comprising designated entities, to

facilitate the secure and decentralized sharing of healthcare data independent of a central

authority. Given the delicate nature of medical information, which carries significant so-

cial and legal ramifications, adopting a closed blockchain system like HLF is essential for

upholding the requisite privacy standards for this application. HLF offers a sophisticated

method for overseeing access to healthcare records, enabling data owners to retain precise

control over the disclosed data elements.

7.4.1.2 Consensus Mechanism

The consensus mechanism is an essential and foundational aspect of blockchain, a vital

layer governing transaction validation. This mechanism employs the smart contracts layer to
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authenticate and record transactions in the ledger, adhering to their sequential arrangement.

A significant finding has emerged in our system, where differing values of the same attribute

among network peers prevent the achievement of consensus. This consensus mechanism is

essential for ensuring that all nodes in the network reach an agreement, thereby preserving

the system’s integrity and protecting the immutability of data.

7.4.2 Attribute-based access control

In HLF, ABAC limits access exclusively to users with the required attributes in their cer-

tificate. ABAC enables organizations to grant specialized access rights to specific users

without necessitating their classification as network administrators. ABAC is an intricate

access control model that determines access authorization by assessing multiple attributes,

including specific permissions, environmental conditions, object properties, and requested

user characteristics [164]. This model evaluates access requests by analyzing the presence

or absence of essential attributes to decide whether to grant or deny access to the requester.

Moreover, these traits can be leveraged by the designated entity to formulate particular

access policies, aiding in assessing whether the requester possesses adequate access rights.

ABAC is typically characterized by a set of five components, defined as follows: ABAC =

Attr ∈ {Sj , Oj , Op, Ec, Dp} [165], [166].

Entity characteristics are represented by Sj during access requests. It helps identify and

distinguish the entity requesting access. A patient’s ID, name, address, contact information,

and age may be included.

Resource characteristics, such as identity, ownership, confidentiality categorization, and

application-specific qualities, are represented by Oj . The characteristics of an object—the

features of the accessed resource—should also be detailed. These traits are usually assigned

at formation.

Op represents the user’s requested action and its relationship to the resource. Read, update,

and delete operations could be customized for specific resources. It establishes unambiguous

user control tiers over the resource.

The Ec variable contains information about the environment at the moment of access request

generation, including timestamps.

Dp represents the process of making a decision, particularly in assessing whether to approve

or reject an incoming access request.
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Within the framework of HLF, ABAC functions as the mechanism utilized to govern access

permissions, thereby restricting entry solely to users who possess the necessary attributes

embedded within their digital certificates.

7.4.3 InterPlanetary File System

A potential limitation exists in the storage capacity of blockchain infrastructure. Storing

large volumes of data on the blockchain can result in scalability challenges. The diagnos-

tic procedure encompasses multiple components, including images, medical reports, and

laboratory findings, necessitating substantial storage capacity. To address this issue, off-

chain storage can be utilized, integrating only the hash values of individual blocks into the

blockchain to ensure data integrity. The primary data blocks will be maintained exclusively

in off-chain storage. IPFS [167] has been employed as an off-chain repository for storing

encrypted health-related information, as illustrated in Figure 7.2. IPFS does not function as

a provider of storage solutions. This system is designed to enable decentralized data storage

and sharing. Utilizing IPFS for data storage instead of blockchain is grounded in recog-

nizing that the IPFS framework inherently manages substantial data volumes produced by

multiple devices with greater efficiency. When data surpasses a specified threshold, typically

greater than 256KB, IPFS allocates the encrypted information across various nodes. The

storage of substantial data within the blockchain ecosystem may pose challenges related to

system scalability.

Figure 7.2: IPFS to safely store and retrieve medical records

139



7.4.4 Advanced Encryption Standard

AES is a widely adopted symmetric encryption algorithm established by the NIST in 2001

to provide secure data encryption. It operates on fixed-size blocks of data and supports key

lengths of 128, 192, and 256 bits. Below is a overview of the AES encryption process:

Key Expansion: The AES algorithm begins by expanding the original encryption key into

a series of round keys. The number of rounds varies based on the key size: 10 rounds for a

128-bit key, 12 rounds for a 192-bit key, and 14 rounds for a 256-bit key.

Initial Round:In the initial round of AES, the plaintext is XORed with the initial round

key.

Rounds: AES processes the data through several rounds, each consisting of four essential

steps:

[1] SubBytes: AES processes the data through several rounds, each consisting of four

essential steps:

[2] ShiftRows: The rows of the state matrix are shifted left by varying numbers of bytes.

The first row remains unchanged, the second row is shifted by one byte, the third by

two bytes, and the fourth by three bytes.

[3] MixColumns: This step involves matrix multiplication, where each column of the

state matrix is multiplied by a fixed matrix and reduced modulo a polynomial. This

provides diffusion, enhancing the security of the encryption.

[4] AddRoundKey: The round key is XORed with the state matrix during this step. The

round keys are derived from the original key during the key expansion phase.

Final Round: The final round is similar to the previous rounds but omits the Mix-

Columns transformation. It consists of the SubBytes, ShiftRows, and AddRoundKey

steps.

Result: After completing all rounds, the state matrix contains the encrypted data.

Decryption: The decryption process for AES is the reverse of the encryption process. The

ciphertext is processed through the inverse transformations in reverse order, using the round

keys in reverse order. The decryption steps include InverseSubBytes, InverseShiftRows,

InverseMixColumns (except in the last round), and InverseAddRoundKey.

This encryption scheme process ensures both data confidentiality and security.
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7.5 System Design

In this section, we have shown the ABHealChain framework components, emphasizing the

desired security outcomes.

7.5.1 Security Goal/Threat Model

Blockchain provides a range of features to the framework in the healthcare industry, includ-

ing privacy, security, integrity, access control, data exchange, decentralization, and mobility.

The established system seeks to address the various issues in the area, with the following

aims to be achieved.

[1] Privacy Preservation: Patient privacy presents the foremost challenge within this

system due to the incorporation of vast personal and medical information. Irrespective

of the organization requesting access to patients’ health data, rigorous controls or

restrictions on information are essential.

[2] Anonymity: Increasing patient data sharing for secondary uses, especially research,

has gained popularity. This environment has struggled to establish data sharing due

to patient privacy concerns. Except for legal exclusions, data custodians can share

patient data for secondary purposes by gaining informed consent and anonymizing

it. When medical data is collected, prior approval for unexpected studies is often

impractical. In contrast, anonymization involves removing identifying elements and

generalizing any residual data that may be used to identify the individual.

[3] Security: Data users are required to engage with the access control mechanism

when obtaining patients’ health data. The searching and querying procedures must

concurrently ensure the absence of information leakage. In a healthcare blockchain

ecosystem, users are responsible for verifying the authenticity of medical records dur-

ing a transaction. The validation process involves confirming the authenticity of the

record, ensuring it is sourced from a legitimate owner, and verifying its integrity to

eliminate any potential for forgery.

[4] Access Control: Patients should limit the disclosure of their medical records and

linked data, especially in the healthcare blockchain system. Medical data is only

accessible to authorized persons; rigorous access controls are part of minimum disclo-

sure. It also restricts authorized users to medical data relevant to their legal and vital
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needs, reducing sensitive information exposure. Our research achieves these goals via

ABAC techniques. Unauthorized access is prevented, boosting medical data security

and privacy in the healthcare blockchain context.

[5] Tamper-proof: Tampering health data involves unauthorized or malicious changes,

modifications, or falsifications of medical or healthcare records. It can significantly

impact patients, healthcare providers, and the healthcare system. The system imple-

mentation involves defining constraints for creating, modifying, deleting, and retriev-

ing patient records. Access to these operations is limited to authorized users with the

necessary permissions.

[6] No Deliberate or Accidental Loss of Data: Unintentional exposure, deletion, or

mishandling of patient data occurs in healthcare. Human error, system failure, data

breach, inadequate backups, insider threat, or malicious assault might cause it. We

used on-chain and off-chain storage methods to protect patient records, assuring data

availability and security.

[7] Data Integrity: External blockchain entities cannot interfere with transactions that

include medical data. Hash-chained storage protects. Data integrity and dependabil-

ity are needed to protect patient records from unauthorized changes.

7.5.2 Proposed Architectural framework

The proposed framework utilizes a permissioned blockchain, specifically HLF, and integrates

ABAC, an encryption scheme, and off-chain storage. The primary objective is to improve

network communication and facilitate data sharing among individuals through access con-

trol policies embedded as smart contracts. This methodology accelerates the data-sharing

process and reduces the likelihood of human errors. HLF allows various stakeholders in

the healthcare sector to request authorization to access and formally interact with medical

records. Each transaction involving all parties is executed with high security and auditabil-

ity and subsequently recorded as a verifiable entry on a decentralized ledger.

As shown in Figure 7.3, the client (submitting peer) initiates a transaction and transmits

a proposal to the endorsing peers. The proposal outlines the specifics of the proposed

transaction, including the chaincode to be executed and the input parameters involved. The

chaincode comprises functions for creating, deleting, updating, and retrieving records related

to patients, doctors, pharmacies, path labs, and patient insurance. The framework comprises
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Figure 7.3: System architecture of ABHealChain: A blockchain-enabled healthcare
system to manage medical data

five entities: Patient, Doctor, Epharma, Pathology, and Insurance. Members within the

organization are tasked with simulating the transaction through the chaincode execution

to ascertain its outcome. The peers have not updated the ledger with the transaction;

they merely endorse its validity. ABAC is implemented in the system to address challenges

associated with access control. Each user is granted exclusive access to the medical records

of patients for whom they provide care.

ABAC enables organizations to create a detailed and precise framework for access control.

Endorsing peers execute the basic chaincode CCName. If the transaction proposal satis-

fies the criteria of the endorsement policy, the peers reach a consensus on the transaction’s

validity. The client gathers endorsements from endorsing peers and submits them as part
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of the transaction proposal response. Upon gathering an adequate number of valid endorse-

ments according to the endorsement policy, the client compiles the endorsed transaction

and submits it to the ordering service. The ordering service incorporates the transaction

into a block and disseminates it to all peers within the network. Upon verification of all

elements, the transaction is recorded in the ledger, thereby integrating it into the immutable

blockchain history.

The implementation of IPFS in our system provides significant scalability advantages. This

method differs from the direct storage of primary data or assets on the blockchain. The

process begins with the encryption of the data, which is then transmitted to the IPFS

network. IPFS subsequently generates the CID for the assets stored on the blockchain as

hash data.

7.5.2.1 Participant in the System

Data users are individuals or entities seeking to obtain clinical or medical records pertaining

to a patient’s medical history. It includes information on prescribed medications, admin-

istered tests, generated or pending reports, and the status of insurance claims, whether

approved or denied. The ABAC mechanism enables authorized users to access data ac-

cording to their granted access rights. The entities involved in our system include Patient,

Doctor, Epharma, Pathology, and Insurance.

7.5.2.2 Medical Record

Authorized healthcare participants who follow access control methods may be able to re-

trieve medical data, which includes information and assets belonging to the patient, doctor,

and other relevant entities.

7.5.2.3 Chaincode

The chaincode deployed in the system provides participants with four fundamental func-

tionalities: asset creation, asset deletion, asset retrieval, and asset modification. A partici-

pating entity, such as a physician, is provided access to critical assets, including PatientID,

DoctorID, DoctorName, Speciality, and DaysOfWorking.

The PatientID option is a unique identifier for the patient linked to the doctor. It is

essential to emphasize that a physician must obtain authorization from the data owner,

usually the patient, to access medical information, including history, diagnosis, and test

results. Such permissions are essential for preserving data privacy and confidentiality within
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the system.

7.5.2.4 Certificate Authority

In HLF, the CA is an essential element overseeing network participants’ identities. CA is

a reliable organization that provides digital certificates and cryptographic keys to network

participants, such as users, peers, and orderers. The responsibilities of the CA in HLF

encompass identity management, authentication, certificate revocation, renewal, and key

pair generation.

7.5.2.5 Data Storage

The simultaneous pursuit of privacy and transparency poses significant challenges within

a blockchain framework. Integrating data onto the blockchain presents notable issues re-

garding confidentiality and scalability. Off-chain storage systems will be responsible for

storing comprehensive data. We adopted the IPFS protocol, a peer-to-peer distributed sys-

tem intended to connect all computational devices within a fault-tolerant file system. This

approach seeks to maintain privacy and ensure the reliability of data authenticity Figure 7.4.

Figure 7.4: Data stored on IPFS
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7.6 Implementation

Numerous blockchain platforms have emerged, including significant examples such as Bit-

coin, Ethereum, and Hyperledger. This study utilized HLF as the foundation for developing

the ABHealChain system. The proposed HLF-based medical record solution ensures unal-

terable information for all relevant parties, eliminating the need for a centralized governing

body within the healthcare domain. In this system, end-users, especially patients and other

stakeholders, can access patient medical records, provided they have the necessary autho-

rization via a Patient ID. Stakeholders must be authorized to read, delete, or update any

data.

This framework is developed by integrating network entities and chaincode, employing the

AES encryption algorithm for data protection Figure 7.5, implementing ABAC Figure 7.6,

and utilizing IPFS.

Figure 7.5: AES algorithm to encrypt the sensitive information

The framework is implemented on the HLF v2.5.0 system using an AMD RYZEN 5000

series processor, with IPFS serving as the off-chain database and CouchDB as the on-chain

database. The chaincode is developed in JavaScript, and Hyperledger Caliper v0.6.0 is

employed to assess the framework’s performance.

This segment outlines the implementation of our proposed healthcare system utilizing HLF,

designed to enhance the processing and execution of transactions among various stakeholders
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Figure 7.6: Restricting the access of unauthorized participants

within the blockchain network Table 7.1. It is achieved by implementing an execute-order-

validate architecture within the Fabric framework. The Docker engine is employed in the

configuration and launch of HLF. Docker is a containerization technology that operates at

the level of the operating system, making it particularly advantageous for developers and

system administrators. The fundamental efficacy is evident in its capacity to streamline

the generation, deployment, and execution of applications or business networks intricately

associated with the Hyperledger framework. Docker enables developers to consolidate all

necessary dependencies and functionalities within a single containerized environment.

During the initial phase of ABHealChain, all stakeholders are required to complete the reg-

istration and enrolment process within the network. The system architecture is based on

established practices, where the patient holds their medical records, the attending physician

has access to relevant patient information, the insurance company retains certain data, the

pharmacy manages medication details for the patient, and the pathology lab keeps records

of the tests selected by the patient. Every participant in the network maintains authority

over their records and provides access to other participants or users according to established

privilege conditions. The implementation utilized the Client Identity ”cid” library, enabling

ABAC for chaincode. The ”cid” library includes key functions like ”GetId,” ”GetAttribute-

Value,” and ”AssertAttributeValue,” facilitating efficient interaction with asset attributes.

The proposed system encompasses creating, updating, retrieving, and deleting records.

When a medical record is initiated, it activates a transaction associated with the speci-

fied task in the chaincode, ”CreateEhr.” This transaction is then submitted to the network’s

peers. The proposal request for this transaction is routed to the endorsing party, as dictated

by the endorsement policy established in HLF. The ”CreateEhr” transaction includes pa-

rameters pertinent to the patient’s medical record, such as PID, DID, PhID, Lkey, InsKey,

Pname, DOB, Gender, Addr, PhNo, Ins, Med, Diag and TestTn.
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Table 7.1: Notation with their explanation

Notation Definition

Ehr Patient Record

DRn Doctor Record

PHn Pharmacy Record

LBn Lab Record

INSn Insurance Record

PID Unique Identity of the patient/ PatientID

DID Doctor ID

PhID Pharmacy ID of the associated patient

Lkey LabKey of associated patient/ Lab ID

InsKey InsuranceKey of associate patient/ Insurance ID

Pname Patient Name

Dname Doctor Name

DOB DateOfBirth

Gender Gender

Addr Address

PhNo Phone Number

Ins Insurance

Med Medication

Diag Diagnosis

TestTn Tests Taken

DSpec Doctor Specialization

DWork Doctor Days of Working

Cat Timestamp at pharmacy report of patient created

Uat Updated At

Ltest Lab Tests

Tstatus Status of Lab test

DocID Insurance DocumentID of Patient

AdhNo Adhaar Number of Patient

Amount Insurance Amount patient claimed

Status Status if the amount claimed accepted or rejected

This transaction proposal is subsequently verified and validated according to the endorse-

ment policy by the available and enrolled peer nodes within the Fabric blockchain network.

The subsequent actions adhere to the execution sequence outlined in section 4. This health-

care solution provides a flexible platform for the initiation and deployment of chaincodes,

which are crucial for the execution of various functions and procedures within the system.
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The functionalities include creating, deleting, and retrieving essential healthcare records,

such as patients, doctors, laboratories, pharmacies, and insurance. The system facilitates

the efficient updating of records, ensuring the availability of the most current and accurate

information.

The HLF blockchain network implements a stringent procedure requiring the majority of

peer nodes to verify and validate each transaction proposal. Information blocks may be

stored in the ledger following verification and validation processes. The efficacy of blockchain

is rooted in its capacity to uphold reliable, secure, and trustworthy records. The trustwor-

thiness of these records is established through rigorous verification, validation, and security

measures. This technology enables trust among stakeholders through record storage, con-

sensus mechanisms, private key utilization, and the formation of decentralized networks.

These features facilitate secure and transparent communication among untrusted parties.

This document provides a straightforward overview of our chaincode function, which is

responsible for data storage in the ledger.

Algorithm 7.1 Pseudocode of CreateEhr function

Require: PID, DID, PhID, Lkey, InsKey, Pname, DOB, Gender, Addr, PhNo, Ins,
Med, Diag, TestTn

Ensure: Patient Record Ehr Created
1: Steps:
2: if PID exists then
3: return ”Already exists;” // Patient Record associated with PID already exists
4: end if
5: MSPID ← GetMSPID(ctx) // Retrieve Membership Service Provider ID
6: if IsForbiddenToCreateEhr(MSPID) then
7: return ”Forbidden access;”
8: end if
9: cid← GetClientIdentity() // Retrieve client identity to determine user attributes
10: if notcid.assertAttributeV alue(′userattrib.writer′,′ true′) then
11: return ”You are not allowed to create or update an asset”
12: else
13: INITIALIZE algorithm, securityKey, initV ector
14: Encrypt(Ehr) // Encrypt Ehr
15: Ehr ← Pname, DOB,Addr, PhNo, Ins,Med,Diag, TestTn

16: Store the encrypted data on the storage
17: end if

In the CreateEhr() function, patients maintain ownership of their records linked to their

unique ID. The records include information about the consulted healthcare provider (doc-

tor’s ID) and details related to pharmacy transactions (pharmacy record ID). The ID is
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Algorithm 7.2 Pseudocode of ReadEhr function

Require: PID

Ensure: Patient Record Retrieved
1: Steps:
2: // Check if the user’s MSPID is allowed to retrieve information
3: if not allowedToRetrieveInformation(MSPID) then
4: return ”Forbidden access”
5: end if
6: // Check if the user has the necessary attributes for access
7: if not hasAttribute(cid, allowedAttributes) then
8: return ”Do not have the privilege to read record”
9: else
10: // Retrieve a record based on the patient ID
11: // Decrypt sensitive attributes in the EHR record
12: end if

Algorithm 7.3 Pseudocode of UpdateEhr function

Require: PID,Med, Tstatus

Ensure: Patient Record Updated
1: Steps:
2: // Check if the user’s MSPID is allowed to update information
3: MSPID ← GetMSPID(ctx)
4: if IsForbiddenToUpdateEhr(MSPID) then
5: return ”Forbidden access”
6: end if
7: // Check if the user has the necessary attributes for access
8: if not hasAttribute(cid, allowedAttributes) then
9: return ”Do not have the privilege to update record”
10: else
11: // Authorized user can update intended record.
12: // Update Ehr with modified fields: Med, Tstatus

13: // Store the updated record on the storage
14: end if

key for authorized access to the respective records by the designated record owners. Addi-

tionally, patients can monitor the status of their insurance claims, specifically regarding the

approval or denial of their insurance coverage, depending on the permissions provided by

the insurance entity, as demonstrated in algorithm 7.1, algorithm 7.2, and algorithm 7.3.

The Doctor entity (Algorithm 7.4) maintains patient IDs for individuals requesting a medical

diagnosis from the corresponding doctor. The Doctor entity must be authorized to access

comprehensive or specific patient information. ABAC efficiently governs data access control

in our system. In compliance with the GDPR and HIPAA regulatory mandates, patients

must be granted full control over their EHRs. It includes allowing patients to revoke access
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Algorithm 7.4 Pseudocode of CreateDoctorRecord function

Require: DID, PID, Dname, Gender,DSpec, DWork

Ensure: Doctor Record Created
1: Steps:
2: if DID exists then
3: return ”Already exists;” // Record already exists
4: end if
5: // Retrieve the client identity (CID) to determine user attributes
6: // Check the user’s MSPID to determine their role
7: // Retrieve the client identity to determine user attributes
8: // Check if the user has the intended attribute;
9: if not cid.assertAttributeValue(’userattrib.writer’, ’true’) then
10: return ”Access denied to create records”
11: else
12: // Encrypt sensitive attributes
13: // Create a new record with the provided data.
14: // Store the encrypted record on the storage.
15: end if

privileges for viewing their EHRs and to request the deletion of their EHRs.

Deployment Phase : The proposed medical data record system is based on the blockchain-

based Hyperledger Fabric framework, part of the Hyperledger project. Hyperledger rep-

resents an open-source DLT functioning within a permissioned framework. Created by

the Linux Foundation, its main objective is to enable the execution of various smart con-

tracts and the deployment of multiple applications within a blockchain network. Within

the framework of HLF, smart contracts are deployed, executed, and evaluated using tools

like Hyperledger Caliper. Additionally, it is crucial to note that HLF is not confined to

a particular domain, as it supports multiple programming languages, including Java, Go,

Node.js, and others, facilitating the creation of contracts and business networks across a

diverse range of applications.

7.7 Performance Evaluation

7.7.1 Feature Comparison

This study provides a theoretical analysis of our research, comparing it with other blockchain

healthcare solutions. Table 7.2 compares our proposed healthcare solution utilizing blockchain

technology against existing solutions in the healthcare sector. ✓ indicates that the solution

includes feature while ✗ signifies that the feature is absent from the solution. The research
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Table 7.2: Comparison of our proposed solution with existing solutions leveraging
blockchain in healthcare

Ref. Param1 Param2 Param3 Param4 Param5 Param6 Param7 Param8

[168] ✓ ✗ ✓ ✓ ✗ ✗ ✗ ✗

[169] ✗ ✗ ✓ ✓ ✓ ✗ ✗ ✗

[170] ✗ ✗ ✓ ✗ ✓ ✗ ✗ ✗

[171] ✗ ✗ ✓ ✓ ✓ ✗ ✓ ✓

[63] ✗ ✗ ✓ ✓ ✓ ✗ ✓ ✓

[57] ✗ ✗ ✓ ✓ ✓ ✓ ✓ ✓

[172] ✓ ✓ ✓ ✓ ✓ ✗ ✗ ✗

[53] ✗ ✗ ✓ ✓ ✓ ✗ ✗ ✗

[84] ✗ ✗ ✓ ✓ ✗ ✗ ✓ ✗

[173] ✗ ✓ ✓ ✗ ✓ ✗ ✗ ✗

[174] ✗ ✗ ✓ ✓ ✓ ✗ ✗ ✗

[175] ✗ ✗ ✓ ✗ ✓ ✗ ✗ ✗

ABHealChain ✓ ✓ ✓ ✓ ✓ ✓ ✓ ✓
Param1: Access control, Param2: Secure data sharing, Param3: Privacy, Param4: Data security,
Param5: Integrity, Param6: User authentication, Param7: Scalability, Param8 : Distributed file

storage

demonstrates that our solution effectively addresses the requirements of a secure healthcare

system in the following areas: controlling access, securely sharing data, ensuring privacy and

data security, authenticating users, scalability, and establishing a distributed file system.

7.7.2 Experimental Analysis

The proposed approach is simulated using a personal computer device. In the simulation en-

vironment, designated components are configured, comprising an orderer, five organizations,

and the creation of communication channels, as depicted in Table 7.3. Each organization

possesses a peer, referred to as peer0⟨ORG⟩. To evaluate the usefulness and efficiency of

this system, we have employed Hyperledger Caliper version 0.6.0. This specialized tool eval-

uates the performance of a blockchain network installation, capturing crucial performance

indicators for a full analysis.

The Caliper [118] presents an array of performance measures, encompassing throughput,

success rate, latency, traffic in, traffic out, CPU utilization, and memory utilization Ta-

ble 7.4. CPU use is a measure that indicates the extent to which a computer or server’s

CPU is being employed at a specific time. CPU utilization aids in comprehending system

load, identifying performance bottlenecks, optimizing resource allocation, and facilitating
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Table 7.3: Experimental setup and configuration for HLF performance evaluation

Component Parameters

Operating System Ubuntu 22.04 LTS

Hyperledger Fabric v2.5.0

Benchmarking tool Hyperledger Caliper, version 0.6.0

Chaincode language JavaScript

Off-chain storage IPFS

Transaction Type Create, Read, Update

Transaction rate 50, 75, 100, 150, 200, 250

Number of transactions 10, 200, 400, 600, 800, 1000

Number of Worker 5, 25, 50

Number of Organizations 5

Channel Single private channel

capacity planning. The system’s performance has been assessed by systematically altering

Table 7.4: Measuring the resource consumption for 1000 transactions

Name CPU%
(max)

CPU%
(avg)

Memory
(max)[MB]

Memory
(avg)[MB]

Traffic
In[MB]

Traffic
Out[MB]

Disc
Write[MB]

Disc
Read[B]

(Resource Utilization for a Create function)

/peer0.epharma.example.com 6.08 2.19 128 123 7.82 2.87 8.27 0.00

/peer0.doctor.example.com 5.68 2.08 127 123 7.79 2.81 8.27 0.00

/peer0.patient.example.com 6.18 2.22 159 151 7.81 3.40 8.27 0.00

/peer0.pathology.example.com 5.58 2.04 131 128 7.76 2.77 8.27 24.0

/peer0.insurance.example.com 6.11 2.19 125 122 7.87 2.92 8.27 0.00

/orderer.example.com 2.12 0.71 82.0 71.2 6.48 30.4 12.9 0.00

(Resource Utilization for a Read function)

/peer0.epharma.example.com 0.16 0.14 127 127 0.0956 0.279 0.00 0.00

/peer0.doctor.example.com 0.15 0.14 127 126 0.0891 0.276 0.00 0.00

/peer0.patient.example.com 3.81 1.39 159 158 2.45 4.05 0.00 0.00

/peer0.pathology.example.com 0.2 0.16 131 131 0.0945 0.282 0.00 24.0

/peer0.insurance.example.com 0.24 0.16 125 125 0.0933 0.283 0.00 0.00

/orderer.example.com 0.01 0.01 82.1 82.1 0.0440 0.0640 0.00 0.00

(Resource Utilization for an Update function)

/peer0.epharma.example.com 6.38 2.29 134 132 7.61 2.81 8.14 0.00

/peer0.doctor.example.com 5.54 2 132 130 7.61 2.80 8.14 0.00

/peer0.patient.example.com 6.15 2.19 171 166 7.64 3.39 8.14 32.0

/peer0.pathology.example.com 6 2.16 138 135 7.57 2.74 8.14 0.00

/peer0.insurance.example.com 6.03 2.15 132 130 7.58 2.76 8.14 0.00

/orderer.example.com 2.07 0.69 96.1 81.8 6.38 29.7 12.7 0.00

the transaction amount while sustaining a constant transaction rate. The number of transac-

tions will be varied at 10, 200, 400, 600, 800, and 1000 while maintaining a continuous trans-
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action rate of 150 tps to evaluate the effect of transaction volume on blockchain throughput

and latency. For CreateEhr(), CreateDoctorRecord(), CreatePharmacyRecord(), Create-

LabRecord(), and CreateInsuranceRecord(), 1000 transactions are executed at a rate of 150

tps, as illustrated in Figure 7.7. The recorded throughput is 146.5 tps, 114.7 tps, 114.6

tps, 114.6 tps, and 114.7 tps, while the average latency is 0.90 seconds, 0.13 seconds, 0.10

seconds, 0.11 seconds, and 0.11 seconds, respectively, as shown in Figure 7.7. Additionally,

Figure 7.7: Average latency and throughput measures in creating the patient, doc-
tor, pharmacy, insurance, and path lab record

Figure 7.8: Maximum latency and average latency measures in creating patient,
doctor, pharmacy, insurance, and path lab record

maximum and average latency are presented in Figure 7.8. Our trials revealed a decline

in throughput following a specific number of transactions and at certain transaction rates.

This observation indicates that as the system undergoes an increase in load beyond a par-
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ticular threshold, it may face bottlenecks or performance constraints. Similarly, Figure 7.9

Figure 7.9: Latency and throughput measures in retrieving the patient, doctor,
pharmacy, insurance, and path lab record

Figure 7.10: Average latency and throughput measures in updating the patient,
doctor, pharmacy, insurance, and path lab record

illustrates the throughput and latency for ReadEhr(), ReadDoctorRecord(), ReadPharma-

cyRecord(), ReadLabRecord() and ReadInsuranceRecord(). The number of transactions

sent in blockchain are 10, 200, 400, 600, 800, and 1000 at the rate of 150 tps. In the graph,

maximum latency is calculated for 1000 transactions and calculated max. latency is 0.03

sec, 0.02 sec, 0.03 sec, 0.02 sec, and 0.02 sec. The avg. latency calculated for txNumber

10, 200, 4000, 600, 800, and 1000 is 0.01 sec. The observed latency in all the cases are 0.03

sec and 0.02 sec which is slightly more than the average latency. Within the throughput
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presented in Figure 7.9, the observed values for transactions 200, 400, 600, 800, and 1000

are quite close, with negligible differences among them.

Likewise, Figure 7.10 also illustrates the average delay and throughput during record up-

dates. An increase in latency is seen when the transaction count is fixed at 10, with a

transaction rate of 150 transactions per second (tps). Moreover, the findings indicate that

as the transaction count escalates to 200, 400, 600, 800, and 1000, there is a significant

decrease in latency relative to a situation with merely 10 transactions (txNumber 10).

Furthermore, Figure 7.11 illustrates the maximum and average latency metrics associated

with updating patient, doctor, pharmacy, insurance, and pathology medical records. A

Figure 7.11: Maximum, average latency measures in updating the patient, doctor,
pharmacy, insurance, and path lab record

comparative analysis of latency and throughput is conducted in by varying tps and the

number of workers. We calculated the average latency for viewing records in our system

by assessing the latency across various record types, including EHR, Doctor, Pharma, Lab,

and Insurance. The analysis is performed at configured send rates of 50, 100, 150, 200, and

250 tps. The average latency from these assessments are combined to determine the overall

average latency for record viewing in the system. The average latency of 0.01 seconds is

consistent across 50, 100, 150, 200, and 250 transactions per second, as shown in Figure 7.12

and Figure 7.13.

Likewise, Figure 7.14 displays the mean latency associated with updating health records.

The average latencies at the configured send rates of 50, 100, 150, 200, and 250 tps are 0.136

seconds, 0.090 seconds, 0.076 seconds, 0.116 seconds, and 0.178 seconds, respectively. The
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Figure 7.12: Average latency to view the record

Figure 7.13: Average latency to create, read, and update the record

values are lower than those reported in ( [176]).

The throughput observed for record creation with 5, 25, and 50 workers processing 1,000

transactions at 75 tps is 75.1, 75.6, and 76.4 tps, respectively, according to [177]. In contrast,

our system achieved 75.1, 74, and 70 tps, suggesting that the throughput reported in [177]

is marginally superior (Figure 7.15). In contrast, the latency measured for our system with

5, 25, and 50 workers is 0.1, 0.11, and 0.134 seconds, respectively, which is lower than the

latency reported by [177], which are 0.1, 0.11, and 0.76 seconds.

The ABHealChain system uses transaction latency and throughput as its primary metrics

to assess scalability. It has been demonstrated through experiments that the system can
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Figure 7.14: Average latency to update the record

Figure 7.15: Average latency and throughput to create the record

manage an increasing workload without experiencing a decrease in performance. In addition,

the system’s latency stays the same or hardly increases marginally as the demand increases.

Increasing the send rate or the quantity of transactions does not affect the system’s constant

response times.

7.8 Summary

This study utilized HLF technology to develop the ABHealChain framework. The proposed

solution employs HLF as the foundational technology to address the identified issues in the
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healthcare sector’s methodologies and data management systems. Various stakeholders are

engaged in the selected use case, including the patient, physician, laboratory, pharmacy,

and insurance provider. Peer nodes interact through chaincode to securely store data in the

ledger.

This research aims to improve healthcare data management, security, and confidentiality by

applying HLF and advanced cryptographic protocols. The information is stored in blocks,

thereby addressing security concerns effectively. IPFS has been integrated to enhance data

accessibility. An encryption scheme and access control mechanism have been established

to protect sensitive medical data from unauthorized access and prevent intentional and

inadvertent alterations.

This paper addresses the challenges associated with access control, data integrity, data shar-

ing, and data storage. Integrating IoT devices is expected to generate significant amounts of

data in the upcoming phases of healthcare system advancement. In this context, we propose

utilizing HLF as a functional tool, providing a secure and transparent data management

and analysis framework.

The final chapter of this thesis concludes the research and outlines potential directions for

future work. It highlights key contributions and suggests avenues for further investigation,

building upon the findings presented in this thesis.
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Chapter 8

Conclusion and Future Directions

8.1 Conclusion and Future Directions

In recent years, advancements in blockchain technology have revolutionized various sectors,

particularly healthcare, by providing innovative solutions for secure data management, en-

hanced privacy, and improved operational efficiency. There are many types of blockchain,

each having their own advantage and shortcoming. This thesis investigates the application

of HLF blockchain technology to enhance security, privacy, and performance in healthcare

data management. By analyzing scalability and performance of HLF, Ethereum and Hyper-

ledger Besu, the research demonstrates HLF effectively handles large transaction volumes

with minimal latency. The study highlights the superior performance of the Raft ordering

service over Solo and identifies factors affecting scalability, including network size and re-

source capacity. To address healthcare-specific privacy challenges, the BloCPABE scheme is

proposed, providing fine-grained, efficient access control with reduced computational costs

and strong resistance to collusion attacks. Additionally, the SmarConTest methodology im-

proves the detection of vulnerabilities in Ethereum smart contracts, achieving high accuracy

and fast prediction. The ABHealChain framework integrates HLF with IPFS and advanced

cryptographic techniques to secure and streamline healthcare data exchange among diverse

stakeholders. Overall, this thesis underscores the potential of blockchain and cryptographic

solutions to transform healthcare data management by ensuring robust security, privacy,

and scalability. The future work may include:

[1] We will investigate the impact of the endorsement policy on HLF.

[2] We aim to examine the impact of the endorsement policy on HLF.

[3] We plan to analyze various consensus protocols used in permissioned blockchain sys-

tems.
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[4] We intend to explore solutions to resolve the MVCC READ CONFLICT error in

blockchain transactions.

[5] We aim to investigate different deep learning models and feature extraction methods

for detecting vulnerabilities in smart contracts.

[6] We plan to curate a comprehensive labeled dataset using various static and dynamic

analysis tools, covering vulnerabilities in Ethereum smart contracts categorized as

critical, high, and medium.

[7] We propose the development of a system for the online detection of vulnerabilities in

Ethereum smart contracts.

[8] We aim to explore the use of multimodal input components such as source code,

bytecode, and abstract syntax tree for vulnerability detection.

[9] We plan to utilize graph neural networks to capture complex relationships within the

data to enhance detection performance.

[10] We aim to develop a scheme that integrates attribute-based encryption with proxy

re-encryption for enhanced data security.

[11] We plan to explore the use of composite order groups in the development of attribute-

based encryption schemes.

[12] Instead of relying on fog computing to reduce decryption time, we will investigate

techniques that allow for message decryption in constant time.

[13] We aim to design and develop an efficient consensus algorithm that is fault-tolerant,

reaches consensus quickly, is scalable, and is energy efficient.
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ABSTRACT
This study aims to methodically explore the diverse applications of blockchain technology (BT) within the healthcare domain.
Additionally, it seeks to analyze the inherent challenges of integrating BT into healthcare systems. Furthermore, this study eluci-
dates blockchain’s advantageous contributions to the healthcare domain. The suggested research thoroughly reviews the literature
from various databases, using predetermined criteria, such as exclusion and inclusion, to identify pertinent studies. It also demon-
strates the properties of blockchain and its functionality for the patient, healthcare providers, or overall healthcare infrastructure to
assist the healthcare industry in a contemporary direction. The substantial advantages of BT within the medical field are notable.
However, it is vital to acknowledge the security vulnerabilities by employing a blockchain-centered strategy to mitigate these
challenges, allowing for the creation of a robust and streamlined system and framework. The importance of this study is that as
this investigation navigates the convergence of healthcare and BT, it not only delineates the multifaceted applications of BT but
also meticulously examines the associated security challenges. The findings of this study chart a course toward a technologically
advanced, secure, and efficient healthcare ecosystem, improving patient outcomes and reshaping the future of healthcare delivery
worldwide.

1 | Introduction

Healthcare has been an indispensable part of every living being’s
life. The healthcare sector regularly encounters challenges in
providing and retrieving medical records, financial remunera-
tion to healthcare providers, and insurance coverage [1]. The
lack of medical records can endanger patients, as doctors may be
unaware of crucial details such as current medications, history
of laboratory tests, operations, surgeries, and diagnoses. Health-
care record-keeping is subject to tremendous change in developed
and developing nations. This vital information is prone to threats

----------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------

© 2025 John Wiley & Sons Ltd.

like manipulation, deletion, and unauthorized access. To trust
another party to keep our data safe could be very dangerous [2].

As per the data furnished by the Protenus breach barometer,
2020 witnessed a breach of over 50 million patient records across
905 distinct incidents, signifying a substantial 44% upsurge
in hacking-related breaches. Subsequently, in 2021, approxi-
mately 40 million records were compromised, encompassing 758
recorded incidents, with an additional noteworthy 42% increase
in breaches attributed to insider threats. In the year 2022, an
alarming 50 million-plus records have been compromised in
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Abstract
Blockchain Technology has grown exponentially in recent years due to its decentralized, immutable, transparent data

storage, transaction sharing, and processing capabilities. With the emergence of different blockchain platforms, it is

important to analyze and evaluate the performance of these platforms in various scenarios. The popularity of the public

blockchain, i.e., Bitcoin and Ethereum, has increased manifold. But in distinction to a public blockchain, there is a

permissioned and private blockchain that allows restricted involvement of users in the network. To make a well-informed

decision regarding the selection of an appropriate platform for utilization, it is crucial to evaluate diverse performance

metrics among the numerous available blockchain platforms. In this study, we assessed the performance of the Hyperledger

Fabric blockchain (HLF), taking into account various metrics such as resource consumption, throughput, success rate, and

latency. We have incorporated parameters such as the ordering service, programming language to write chaincode/smart

contracts, number of transactions, transactions per second, and organizations to evaluate the system’s performance. Along

with our analysis, we also suggested potential areas of research for future development of blockchain technology.

Keywords Hyperledger fabric � Ordering services � Performance metrics � Hyperledger caliper � Chaincode �
Benchmarking

1 Introduction

One of the most ground-breaking and ingenious advance-

ments in recent years is blockchain technology. Blockchain

is a solid platform that has a wide range of potential uses

across many industries. It was first developed as the

underpinning technology for the cryptocurrency Bitcoin.

With no need for a central authority or middleman,

blockchain technology essentially functions as a decen-

tralized, distributed ledger that is well-kept and verified by

a network of users. Increased security, transparency, effi-

ciency, and cost-effectiveness are just a few advantages

that this technology offers. Blockchain is a topic of

tremendous significance for scholars, developers, and

business leaders due to its potential to positively change

industries, including finance, healthcare, and more. The

launch of the Bitcoin network in 2009 helped popularise

the technology that has subsequently been employed in

many other cryptocurrencies [1].

Through a distributed system, these digital currencies

enable the movement of electronic money. Users can use

digital signatures to give others ownership of their data,

and the transactions are publicly visible on the Bitcoin

blockchain. This makes it possible for any user on the

network to confirm the validity of transactions indepen-

dently. The blockchain’s decentralized structure makes it

possible for the system to work without having a single

point of failure that could cause the database as a whole to

crash. In a blockchain system, a copy of the ledger is

present on every computer in the network at once. This

differs from a traditional business where client information

is stored on a server farm in a single building. Data loss is a

risk even with server farms if proper backups aren’t
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ABSTRACT
Innovations in technology are revolutionizing healthcare, driving a shift toward patient-centric smart healthcare systems. Mobile
health (mHealth) leverages innovations in wearable sensors, telecommunications, and IoT to establish a novel healthcare model
that prioritizes the patient, enabling real-time monitoring, personalized interventions, and improved access to care, ultimately
fostering a proactive approach to health management and enhancing overall patient outcomes. However, safeguarding patient
data transparency, security, and privacy within mHealth systems presents significant challenges, particularly concerning per-
sonal health records (PHR). Ciphertext-Policy Attribute-Based Encryption (CP-ABE) offers a competent answer to facilitating
one-to-many data sharing in healthcare environments. Nevertheless, several issues must be addressed before CP-ABE can be
widely deployed. These include the need for timely and effective attribute revocation when user attributes change, resistance
to collusion attacks, and ensuring data integrity. This paper proposes a revocable and secure fine-grained access scheme using
blockchain and CP-ABE. We compare four prominent state-of-the-art schemes through comprehensive experimentation with our
proposed approach. Our results demonstrate the relative performance of our scheme, showing a significant reduction in compu-
tational costs. Specifically, the key generation cost is reduced by ≈35% to 67%, and the encryption cost is reduced by ≈26% to 39%.
A detailed analysis of communication, computational, and storage overhead reveals that our suggested solution offers a distinct
advantage in terms of efficiency. The Scyther tool is employed to verify the security measures and assess the accuracy of proposed
methodologies, subsequently conducting experiments to showcase its efficacy.

1 | Introduction

The world of healthcare has witnessed a noteworthy evolu-
tion with the emergence of mHealth, which builds upon the
established foundation of electronic health (eHealth). As a
subdomain of eHealth, mHealth capitalizes on the ubiquitous
nature of mobile devices to deliver three core functionalities.
Firstly, it facilitates the acquisition of health-related data directly
from patients. Secondly, the acquired data is securely stored on
servers managed by healthcare providers, ensuring its integrity
and accessibility. Finally, mHealth empowers disseminating
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healthcare information to authorized users [1]. By implementing
secure, attribute-based, fine-grained access controls, this data
distribution can be tailored to specific user roles, such as medical
practitioners, researchers, and patients [2]. The healthcare sector
generates substantial critical data, presenting valuable research
opportunities. However, a primary challenge within the mHealth
ecosystem lies in safeguarding the inherent sensitivity of this
health information. The potential threat of unauthorized access
or attacks necessitates robust security measures to mitigate the
risk of data breaches caused by internal and external actors
[3]. Furthermore, the online dissemination of sensitive patient
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