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Abstract

This thesis presents an efficient approach for recognizing operator chains in deep learn-
ing frameworks using Low-Rank Adaptation (LoRA). The increasing complexity of deep
learning models has created significant computational demands, making efficient adap-
tation crucial for deployment in various environments. We propose a novel application
of LoRA to fine-tune Vision Transformers (ViTs) for recognizing operator chains with
minimal parameter updates.

.@ Our approach achieves 92.23% accuracy Whiléfine=tuning only0:35% 6fthe'model'pa-
rameters, demonstrating both computational efficiency and high recognition performance.
We implement various optimization techniques, including mixed precision training, gra-
dient accumulation, and early stopping to enhance both training efficiency and model
performance. Our experimental results confirm that LoRA enables a significant reduction
.@ in trainable parameters"while'maintaining’competitive performance; making it suitable
for'resource-constrained environments'and preserving pre-trained knowledge. The frame-
work’s adaptability makes it applicable across various sequence recognition tasks beyond

operator chains.
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=@  Chapter 1

INTRODUCTION

1.1 Overview

Convolution Neural Networks have lachieved remarkable success aeross various domains,
yet their growing complexity introduces significant computational and memory constraints,
particularly during model fine-tuning for specialized tasks. This challenge is especially
evident in operator chain recognition where identifying sequences of operations efficiently
can dramatically improve system performance.

.@ Traditional fine-funing approaches updates all'of the'model parameters, which proves
computationally expensive and often results in catastrophic forgetting of knowledge en-
coded in pre-trained weights. This thesis addresses this challenge by introducing a
parameter-efficient approach based on Low-Rank Adaptation(LoRA)[1] to fine-tune pre-
trained Vision Transformer (ViT) model for operator chain recognition tasks.

Operator chains represent sequences of operations that frequently occur together in
computational graphs, program execution flows, or neural network architectures. Ef-
ficiently recognizing these patterns enables various optimizations, including operation
fusion, kernel specialization, and execution planning. However, traditional methods for
identifying these patterns often rely on rule-based systems or computationally intensive
graph analyses that struggle to generalize across different frameworks and hardware plat-
forms.

By reformulating operator chain recognition as a visual pattern recognition prob-
lem, we leverage the powerful representation capabilities of Vision Transformers while
addressing their computational limitations through Low-Rank Adaptation[l|. This ap-

38 'qoach injects trainable low rank decomposition matrices into the modecls while keeping

ost pre-trained weights frozen, significantly reducing the numbers of parameters that
need updating during fine-tuning.

«@® 1.2 Motivation

The primary motivation for'conducting this'study:

.@ 1. Computational Efficiency: As deep learning models grow in complexity, the
computational'resources required for fine=tuning'become prohibitive. Parameter-
efficient adaptation techniques like LoRA[1] address this challenge by significantly
reducing the number of trainable parameters.

2. Preserving Pre-trained Knowledge: Standard fine-tuning approaches risk catas-
trophic forgetting of valuable information encoded in pre-trained weights. LoRA[1]

e 1X
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mitigates this risk by maintaining most of the pre-trained parameters frozen.

3. Adaptability to New Domains: The increasing diversity of operator patterns
across different frameworks and hardware architectures necessitates adaptable recog-
nition systems that can efficiently transfer to new domains with minimal retraining.

4. Resource-Constrained Deployment: Many real world applications run in the
- e environments with the limited computational resources, where full-parameter fine-
tuning’is impractical. Parameter-efficient approaches enable adaptation in these

constrained environments.

1.3 Problem Statement

This thesis addresses the following key research question: How can we adapt efficiently
the pre-trained Vision Transformer models to recognize operator chains with minimal
parameter updates while maintaining high recognition accuracy?

Specifically, we focus on:

1. Developing a parameter-efficient fine-tuning approach using LoRA for Vision Trans-
formers applied to operator chain recognition

- @ 2. Evaluating the trade-offs between parameter efficiency, computational requirements,
and recognition accuracy

3. Designing optimization strategies to enhance training efficiency and model perfor-
mance

4. Analyzing the effectiveness of the approach across different types of operator pat-
terns

1.4 Objectives and Contributions
The primary objectives of this thesis include:

1. Implement and evaluate a LoRA-based approach for fine-tuning Vision Transformers
on operator chain recognition tasks

2. Develop optimization strategies that enhance training efficiency while maintaining
recognition accuracy

3. Provide a comprehensive analysis of the parameter-performance trade-offs

4. Demonstrate the applicability of the approach across different operator pattern cat-
egories

Our key contributions include:

1. A novel application of LoRA to operator chain recognition that achieves 92.23%
- @ accuracy while fine tuning only 0.35% of model parameters

2. A comprehensive implementation framework integrating mixed precision training,
gradient accumulation, and early stopping for efficient fine-tuning
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3. Empirical evaluation demonstrating the effectiveness of the approach across different
operator pattern types

4. Analysis of the impact of the different LoRA configurations on recognition perfor-
mance

1.5 Thesis Structure

This thesis’s remaining sections are structured as follows:

e Chapter 2 provides a literature survey covering deep learning approaches for op-
erator recognition, Vision Transformers, parameter-efficient fine-tuning techniques,
and Low-Rank Adaptation][1].

.@ e Chapter 3 details our methodology, including data preparation, model architecture,
LoRA implementation, fraining'strategies, andoptimization techniques.

o Chapter4idisplays thé'findings 6ffhé‘experiment and analysis, comparing our ap-
proach with baseline methods and evaluating performance across different operator
pattern categories.

e Chapter 5 wraps up the thesis by outlining the main conclusions, talking about the
limits, and offering ideas for future study directions.
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Chapter 2

LITERATURE REVIEW

2.1 Overview

This chapter presents a comprehensive review of literature relevant to operator chain
recognition and parameter-efficient fine-tuning[1][2][3] of deep learning models. We be-
gin by examining traditional approaches to operator pattern recognition, followed by a
discussion of 'Convolution Neural Network methods applied to this domain. We then
explore Vision Transformers (ViTs) and their applications, concluding with a detailed re-
view of parameter-efficient fine-tuning techniques, with particular emphasis on Low-Rank
Adaptation(LoRA)[1].

2.2 Related Work

2.2.1 Operator Chain Recognition Techniques

Early methods for recognizing operator chains mostly depended on rule-based pattern
matching and graph-based algorithms. These techniques relied on static analysis to de-
tect common structures within computational graphs and program execution flows. For
instance, Chen et al. [4] introduced TVM, which used graph-based pattern matching to
identify and optimize operator chains in deep learning models.

In"recent years, machine learning techniques have become increasingly popular for
operator pattern recognition. Jia et al. [5] proposed TASO, a graph substitution opti-
mizer that applies reinforcement learning to uncover optimization opportunities within
computational graphs. Along similar lines, Zheng et al. [?| developed Ansor, which uses
a learning-based search strategy to efficiently optimize tensor program implementations.

Deep learning approaches to operator pattern recognition have gained traction in re-
cent years. Wang et al. [6] introduced PET, a system that uses graph neural networks to
identify operator patterns for hardware acceleration. Renda et al. [7] presented DiffTune,
which employs differentiable programming to optimize operator implementations through
learned parameters.

Despite these advances, most existing approaches still face challenges in terms of com-
putational efficiency, adaptability to new patterns, and ease of deployment in‘resource-
constrained environments.

Submission ID trn:o0id:::27535:98622730



z'l_.l turnitin Page 26 of 57 - Integrity Submission Submission ID _ trn:oid::27535:98622730

- @ 2.2.2 Methods of Convolutional Neural Networks

Convolutional Neural Networks (CNNs) have become a backbone in digital image forensics
due to their ability to automatically learn hierarchical patterns. Their application to
manipulation detection has yielded a range of models with varying focuses.

MISLnet

MISLnet, proposed by Bayar and Stamm [8], introduced the concept of a constrained
convolutional layer that suppresses content information while amplifying manipulation-
related residuals. This was achieved by fixing the first layer to behave like a high-pass filter
and training deeper layers to extract manipulation patterns. MISLnet has shown strong
performance on uncompressed, high-resolution images and demonstrates the feasibility of
learning forensic features directly from data.

RF-CNN

RF-CNN, a lightweight architecture by Singhal et al. [9], utilizes frequency domain fea-
tures of image residuals, particularly those derived from median filtering. By transforming
residuals into the frequency domain before inputting them into a CNN, RF-CNN reduces
computational cost while maintaining high manipulation detection accuracy. It performs
particularly well on small-resolution and JPEG-compressed images, making it suitable for
real-world applications.

FFR-CNN

FFR-CNN by Agarwal and Gupta [10] expands on the idea of residual preprocessing by
using four different filters—average, Gaussian, Laplacian, and median. These filtered
outputs are stacked to form a volumetric input for a 3D CNN, allowing the model to
jointly learn from diverse manipulation signatures. FFR-CNN demonstrates robustness
under anti-forensic attacks and JPEG compression, making it effective for passive forensic
tasks.

Two-Stream CNN

The Two-Stream CNN approach by Liao et al. [11] introduces a bifurcated network that
separately processes tampering artifacts and local noise residuals. This architecture is
tailored for operator chain detection, particularly sequences involving two manipulations.
Despite its simplicity, the dual-path design effectively isolates different types of forensic
evidence, improving chain identification.

ReMReNet

ReMReNet, proposed by Kadha et al. [12], takes a residual learning approach optimized
for JPEG compression. It comprises two parallel streams—one focused on compression
artifacts using DCT residuals and the other on spatial noise patterns. ReMReNet is
designed to detect manipulation chains embedded within JPEG compressed images, a
common challenge in real-world scenarios like social media forensics.
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2.2.3 Vision Transformers

Dosovitskiy et al. introduced Vision Transformers(ViTs)[13]| transformer architecture,
which was first created for natural language processing, by modifying it to computer
vision tasks. ViTs divide images into patches, linearly embed them, and process them
using transformer encoder blocks. Despite requiring large datasets for pre-training, ViTs
have achieved state-of-the-art performance on various vision tasks|[13].

Several works have extended the original ViT architecture to enhance its performance
and efficiency. Touvron et al.[14] introduced DeiT, which employs a teacher-student strat-
egy to distill knowledge into Vision Transformers, reducing the need for large-scale pre-
training. Liu et al.[15] presented Swin'Transformer] which introduces hierarchical feature
maps and shiffed windows to improve efficiency and performance on dense prediction
tasks.

The application of Vision Transformers to pattern recognition in non-traditional do-
mains remains an area of active research. While' ViTs have demonstrated impressive per-
formance on'standard image classification tasks, their application to specialized domains
like operator chain recognition presents unique challenges and opportunities.

2.2.4 Parameter-Efficient Fine-Tuning

[2][1] Large pre-trained models’ fine-tuning has become a standard approach in transfer
learning, but it requires updating all model parameters, which is computationally inten-
sive. Several parameter-efficient methods have been suggested to deal with this'problem:

1! Adapter Methods: Houlsby et al. [2| proposed adding small adapter modules
between transformer layers while freezing the original parameters. Pfeiffer et al. [16]
extended this approach with AdapterFusion, which combines multiple task-specific
adapters.

2. Prompt Tuning: Li and Liang[17] presented prefix tuning, a technique that in-
volves appending learnable vectors to the values and keys in transformer layers.
Lester et al. [3] simplified this approach to only prepend vectors to the input em-
beddings.

3. Low-Rank Adaptation (LoRA): Hu et al. [1] proposed LoRA, which represents
weight updates using low-rank decomposition matrices, significantly reducing the
number of trainable parameters.

2.2.5 Low-Rank Adaptation

Low-Rank Adaptation(LoRA)[1] has emerged as a particularly promising approach for
parameter-efficient fine tuning. Thé'foundation 6f LoRASthe finding that during fine-
tuning, updates to pre-trained weight matrices frequently have a low intrinsic rank. By
exploiting this property, LoRA parameterizes weight updates as:

W =W + AW = W + BA[1] (2.1)

where W € R%* is the pre trained weight matrix, B € R*" and A € R™* are low-
rank matrices (with rank r < min(d, k)), and AW = BA is the update to the weight
matrix|[1].
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- @ Only the low-rank matrices A and B are trained during fine-tuning, while the pre-
trained weights W are frozen. This method preserves model performance while drastically
- @ lowering the number of trainable parameters. For instance, LoRA can decrease the number

of trainable parameters by orders of magnitude in a standard Vision Transformer with
millions of parameters.

Several research has shown that LoRA works well in a variety of fields. Hu et al.|[1]
showed that LoRA achieves competitive performance on natural language processing task
while training only 0.5% of the parameters. Wang et al.[18] extended LoRA to mixture-
of-experts models with AdaMix, which dynamically combines multiple LoRA modules.

Despite its success, the application of LoRA to vision tasks, particularly in specialized
domains like operator chain recognition, remains relatively unexplored. By examining
how well LoRA works for optimizing Vision Transformers in the context of operator chain
recognition, this thesis seeks to close this gap.

2.3 Integration of Features

Effective operator chain recognition requires integrating multiple types of features, in-
cluding:

1. Spatial Features: Information about the position and arrangement of operators
in computational graphs or program flows.

2. Semantic Features: Understanding of the meaning and function of different op-
erators and their relationships.

3. Contextual Features: Information about the broader context in which operator
chains appear, including input/output dependencies and hardware constraints.

- @ Vision Transformers excel at integrating these features through their self-attention
mechanism, which can éapturé'complex relationshipsbetween'operators and their context.
By treating operator chains as visual patterns, we can leverage the powerful representation
capabilities of ViTs while addressing their computational limitations through Low-Rank
Adaptation.

2.4 Comparative Study of Image Manipulation and Op-
erator Chain Detection

Recent studies have focused on detecting not only the presence of manipulation in images
but also the sequence in which such operations were applied. This section compares deep
learning-based techniques against the ViT+LoRA model presented in this thesis, which
achieves 92.2% accuracy.

2.4.1 Challenges in Continuous Recognition

Continuous operator chain recognition—identifying operator patterns in streaming data or
continuous execution flows—presents additional challenges compared to static recognition:

1. Temporal Dependencies: Operator chains may span across time, requiring mod-
els to capture temporal dependencies.
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2. Variable Length: Operator chains can have variable lengths, making it challenging
to design fixed-size representations.

3. Context Sensitivity: The interpretation of operators may depend on their con-
text, requiring models to maintain contextual information over time.

2.4.2 General-Purpose Image Manipulation Detectors

Table 2.1: Comparison of General-Purpose Manipulation Detectors

Model Approach Strengths Limitations

SDCN2 Residual-domain Dense CNN High accuracy, resistant to anti- | No operation order detec-
forensics tion

MISLnet [8] Constrained CNN Suppresses content features, high gen- | Degrades under JPEG com-
erality pression

RF-CNN [9] Frequency Residual CNN Lightweight, good for low-res JPEGs Limited to manipulation de-

tection
FFR-CNN [10] | 3D CNN with filtered residuals | Effective under compression No chain detection

2.4.3 Operator Chain Detection Techniques

Table 2.2: Comparison of Operator Chain Detection Methods

Model Technique Chain Sup- | Strengths
port

Two-Stream CNN [11] | Dual stream (artifacts + | 2 ops Good  performance  under
residuals) JPEG compression

ReMReNet [12] Dual-stream ResNet | JPEG- Robust to double JPEG, less
(DCT and noise residu- | focused generalizable
als)

Transformer-Chain [19] | Sequence-to-sequence Up to 5 ops Treats manipulation detection
modeling as translation

ViT+LoRA (Ours) | Vision Transformer -+ | Configurable | Superior accuracy, scalable,
LoRA parameter-efficient

2.4.4 Performance and Robustness Summary

Table 2.3: Capability Matrix for Reviewed Models

Model Multi-Op Detection | Order Detection | JPEG Robust
MISLnet [8] v v

RF-CNN |[9] v v
FFR-CNN [10] v v
Transformer-Chain [19] v v

ReMReNet [12] v v v
Two-Stream CNN [11] v v v
ViT+LoRA (Ours) v v v

2.4.5 Discussion

While traditional approaches to operator chain recognition have made significant progress,
they still face challenges in terms of computational efficiency, adaptability, and ease of
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deployment. Deep learning approaches, particularly those based on Vision Transformers
and sequence modeling, offer promising alternatives but often require significant compu-

tational resources for fine tuning. Parameter efficient fine tuning techniques like LoRA
:8 address this challenge by significantly reducing the number of trainable parameters while
maintaining model performance! By combining ViTs with LoRA, we aim to develop an
‘@ approach that leverages the'powerful representation’capabilities 6ffTransformers while

addressing their computational limitations.
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Chapter 3

METHODOLOGY

3.1 Data Preparation

3.1.1 Dataset Description

To effectively train and evaluate our model for detecting operator chains, we curated a
comprehensive dataset tailored to visually represent different sequences of common image
processing operations. The dataset focuses on simulating real-world transformations of-
ten encountered in multimedia tampering, image forensics, and computational pipelines.
Instead of relying solely on metadata or manual labels, each image is a synthetic but
visually encoded representation of a sequence of operations, allowing the model to learn
to distinguish these transformations based purely on visual patterns.

Structure and Composition

The dataset contains a total of 100,000 samples, each in'the form of a 224 %224 pixel
image. These images are uniformly resized and preprocessed to ensure compatibility with
the Vision Transformer (ViT-Base) model. The samples are divided into three subsets:

¢ 'Training 'Set’ (75,000 samples): Usedto'trainthe model’to learn patterns and
associations between visual distortions and operator sequences.

e Validation Set (15,000 samples): Employed for monitoring overfitting and fine-
tuning hyperparameters during training.

e Test Set (10,000 samples): Held out for final performance evaluation and com-
parison with other baselines.

Importantly, the dataset is class-balanced, meaning each of the 10 classes contributes
an equal number of samples. This design ensures that the model isn’t biased toward any
particular operation pattern.

Operator Chain Classes

The ten classes in the dataset were chosen based on common image transformation
sequences, particularly those that could appear during tampering, editing, or typical
preprocessing workflows in imaging pipelines. Here’s a breakdown of each:

1. GB (Gaussian Blur): Samples that apply only Gaussian Blur, representing sce-
narios where images are smoothed or denoised using a Gaussian kernel.

2. GB_MF (Gaussian Blur — Median Filter): Images where a blur operation
is followed by a median filter, often mimicking two-stage denoising techniques.
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3. GB_RS (Gaussian Blur — Resampling): Combines blurring with a resizing
operation, a sequence typical in data augmentation or quality degradation.

4. MF (Median Filter): Pure median-filtered samples, targeting the removal of
salt-and-pepper noise while preserving edges.

5. MF GB (Median Filter — Gaussian Blur): Applies median filtering before
Gaussian Blur, allowing investigation into how order affects visual traceability.

6. MF RS (Median Filter — Resampling): Resizing follows a median filter,
representing post-denoising scaling scenarios.

7. Original: These are unaltered, pristine samples. They serve as a control group,
enabling the model to differentiate between manipulated and untouched images.

8. RS (Resampling): Images subjected to scaling or interpolation without any fil-
tering.

9. RS GB (Resampling — Gaussian Blur): Upsampling or downsampling fol-
lowed by smoothing, often seen in video pipelines.

10. RS MF (Resampling — Median Filter): Similar to RS_GB but followed by
a median filter, simulating more aggressive post-processing.

Why Visual Representation?

Instead of working with textual logs or operator tags, we opted to use images as a proxy
for the operation chains. This decision allows the model to “see” the traces left behind
by these operations. For example, Gaussian Blur leaves soft, fuzzy edges; resampling
might introduce aliasing or compression artifacts; and median filtering creates sharp,
discontinuous transitions in pixel values. These subtle effects, though often hard for the
human eye to detect in isolation, become learnable signals for vision models trained at
scale.

Real-World Relevance

Although synthetic in construction, the dataset reflects realistic manipulations. Such
operation sequences are commonly found in:

e Edited social media content, where multiple filters and resizing steps are applied.

e Image tampering, where noise suppression and resampling are used to mask forg-
eries.

e Compression pipelines, where intermediate transformations often involve blurring
and resizing.

By simulating these combinations, the dataset not only supports classification but
also allows for probing a model’s sensitivity to the order of operations—an important
consideration in forensics where the sequence of edits can reveal intent or authenticity.

- @ Challenges in the Dataset

One of the key challenges posed by this dataset’is the subtlety of 'the visual cues.
Unlike object classification where categories differ significantly (e.g., cat vs. dog), here
the differences between classes can be minimal, especially when the same operations are

- @ applied in a different order (e.g., GB_MF vs. MF GB). This requires the"modelto
develop a“fine-grained understanding 6flocal textures amd¥global patterns, something
that transformer-based architectures are particularly well-suited to handle.
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N 27 3:1:2 Data Collection and Preprocessing

Creating a'meaningful and representative dataset for operator chain detection required
a well-structured and thoughtful pipeline. Our process not only ensured the technical
correctness of each data point but also aimed to simulate realistic scenarios encountered
in computational workflows and visual forensics. The following outlines the major stages
of our data collection and preprocessing;:

Data Collection Process

1. Operator Chain Extraction: We began by parsing computational graphs from
.@ widely-used deep learning frameworks such as TensorFlow and PyTorch. These
graphs inherently contain sequences of operations—ranging from convolutions and
blurs to resampling and activation functions. Our focus was on extracting mean-
ingful subsets of these graphs that contained image-related transformations. This
automated graph traversal helped us gather diverse and representative chains with-
out manual labeling.

2. Visual Representation: Rather than using symbolic or textual descriptions of
these chains, we translated each operator sequence into a **visual format**. This
was achieved by applying the operator chain to a synthetic base image and capturing
the resulting visual output. Each image thus encodes the composite effect of a
particular chain of operations, making it suitable for training visual models like
ViT. This approach enables the model to pick up on subtle differences caused by
the **order and combination of transformations**,

3. Augmentation: To improve generalization and prevent overfitting, especially given
the subtle variations between classes, we introduced several data augmentation tech-
niques. These included:

e Random horizontal and vertical flips
e Small rotations (+15 degrees)
e Color jitter (adjusting brightness, contrast, and saturation)

These transformations mimic real-world variabilities and help the model learn robust
features invariant to orientation or lighting conditions.

Preprocessing Pipeline

.Q To " prepare the images for training with the"ViT-Base model, we applied a series of
preprocessing steps aligned with best practices for transformer-based vision models:

.Q 1. Resizing: Each image was Fésized 16224 X224 pixels] which matchestheinput'size
required by the ViT-Base architecture. We used bilinear interpolation for resizing
to minimize distortions.

2. Normalization: Following the convention for' models pre-trained on TmageNet, all
images were normalized using the dataset’s standard mean and standard deviation

values:
mean = [0.485,0.456,0.406], std = [0.229,0.224,0.225]

10
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This'normalization ensures that our input data is on the same scale as the pre-
training data, which is crucial for stable transfer learning.

3. Tensor Conversion: Finally"thetimages were converted into Py Toreh tensors
andlappropriately permuted to match the expected channel-first format (CxHxW).

These tensors were then batched and fed into the training pipeline.

Why This Matters

This process wasn’t just about preparing data for a model—it was about embedding
operational semantics into visual space. Operator chains that might look identical at a
graph level can result in visually distinct patterns when applied to an image. Capturing
those differences and allowing the model to learn from them was a key motivation behind
our visual transformation approach. Furthermore, by augmenting and normalizing the
data effectively, we ensured that the model could generalize well to unseen chains or
subtle variations in operator order.

3.2 Model Architecture

3.2.1 Vision Transformer Base Model

[13] We utilized the pre-trained Vision Transformer(ViT-Base) model with the patch size
16x16 and input resolution 224 x 224, pre-trained on the ImageNet-21k. The'architecture
of'the model'consists'of'the following components:

1. Patch Embedding: Theé patch embedding layer/takes an input picture @ =C,
where H, W are thelimage’s height’and

o creates N = B fromtheimog.. ROIRDE DRSS

(hence, P = 16)

e Flattens gach patch into & vector of the dimension P? - C

e Projects each of the flattened patch fo'alD-dimensional embedding Space using
alincar projection = € R” )P

Mathematically, the'pateh"embedding loperation can'bélexpressed &st

o= [ a2Es 3 B + By 1)

the positional embeddings -give -infor—
mation, and 2! is the i-th flattened patch. The patch embeddings are prepended

with B leanable]class

2. Transformer Encoder: The embedded patches are processed by L transformer
encoder blocks (where L = 12 for ViT-Base). Each block consists of:

Layers Normalization (LN)
Multi-Head Self-Attentions (MHSA)

Residual connections

Layers Normalization (LN)

11
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e Multi-Layer Perceptrons (MLP)

e Residual connections

Each transformer block’s operations may be stated as'follows:

B — MuisA (NSNS 52

2 = MLP(LN(z)) + 7 (3.3)
G OR el xansformer BEOABHblock idenoted by &l

3. Multi-Head Self-Attention: The Multi-Head Self-Attention (MHSA) mechanism

with A heads can be described as:

MHSA(Z) = Concati(heady, . head;,)° (3.4

where'each'of the attentionhead'computes:

A 21 . 21V, 2, 59

and the attention operation is:

)y oo

B im0 o

are W2 WK andWy e RP*P/h,

4. Classification Head: Following the last transformer encoder block, a linear classi-

fication head and Layer Normalization are applied to the class token representation:
2% s block, and W, € RP*Cout ig
the classification weight matrix, with C,,; being the number of output classes (10
in our example).

Yy = LN(Zg)Wcls (37)

Table 3.1 provides a detailed specification of the Vision Transformer architecture used
in this study.

3.2.2 Low-Rank Adaptation[1] Implementation

In our LoRA implementation, we apply low-rank adaptation to the key, value projection
matrices in the self-attention mechanism. For each weight matrix W/ and W}, LoRA
defines the update:

Wi = W+ AW = W + B AF (3.8)

WY =Wy + AWY =W + By AY (3.9)

where BX BY € RP*" AK AY € R™P/" and rank r < min(D, D/h). During
training, the pre-trained weights WX and W} remain frozen, while only the low-rank
matrices A and B are updated.

In our implementation, we set the following LoRA parameters:

12
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Table 3.1: Vision Transformer Architecture Details

Component

Specification

Input resolution
Patch size
Number of patches

Embedding dimensions (D)

Number of head (h)
Head dimension

Number of layers (L)

MLP dimension
Parameters (total)

Parameters (trainable with LoRA)

224 x 224 pixels
16 x 16 pixels
196 (14 x 14)
768

12

64 (768/12)

12

3072 (4 x D)
86,108,948
302,602 (0.35%)

e Rank r =8

e Scaling factor a = 8

e Dropout rate = 0.1

e Target modules: key, value projection matrices in the self-attention

Table 3.2 shows a breakdown of the trainable parameters in our LoRA implementation.

3.3

Table 3.2: Breakdown of Trainable Parameters with LoRA

Component Parameters % of Total
LoRA Key Matrices 147,456 0.17%
(12 layers x 12 heads x (768x8 + 8x64))

LoRA Value Matrices 147,456 0.17%
(12 layers x 12 heads x (768x8 + 8x64))

Classification Head 7,690 0.01%
(768%x10 + 10)

Total Trainable 302,602 0.35%
Frozen Parameters 85,806,346 99.65%
Total Parameters 86,108,948 100%

Training Strategy

Our training approach incorporates several optimization techniques to enhance efficiency
and performance:

3.3.1 Mixed Precision Training

In modern deep learning workloads, training large-scale models often demands substantial
computational resources and memory. To address these challenges, we adopted Automatic

7 turnitin
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Mixed Precision (AMP) provided by PyTorch, which enables faster training and reduced
memory consumption while preserving model accuracy.

.e What is Mixed Precision? Mixed precision refers to the usc of both 16-bit (FP16)
and32=bit(FP32)fleating point'types during modelfraining! Most of the matrix compu-
tations and convolutions—particularly those that are memory-intensive—are performed

.o in FP16, while operations that require high numerical accuracy, such asloss computation
and gradient updates, remain in FP32.

This hybrid computation approach offers the best of both worlds:

e Performance Gain: FP16 computations require less memory bandwidth and can
.@ be executed faster on modern GPUs, especially those With"Tenser Cores (eg!,
NVIDIA WVeltayTuring; and Ampereiarchitectures).

e Memory Efficiency: By halving the memory requirement for certain operations,
we can fit larger models or larger batches into GPU memory.

e Numerical Stability: Using FP32 for critical calculations avoids issues like un-
derflow /overflow that might arise in FP16-only training.

Integration with LoRA and Gradient Accumulation
In our workflow, AMP seamlessly integrates with' LoRA=based parameter-efficient fine-
88 tuning’and gradient accumulation. Since LoRAVintroducesionly a'small'number ofaddi-

tional trainable’parameters] and gradient accumulation allows for effective larger batch
sizes, combining these with AMP further enhances training scalability.

We used PyTorch’s torch.cuda.amp module and managed the precision scaling using
the GradScaler utility, which dynamically scales the loss to avoid FP16 underflow. Here’s
an overview of our AMP training logic:

Algorithm 1 Mixed Precision Training with LoRA

1: Initialize GradScaler

.@ é: Initialize model with LoRA adaptations for epoch =110 max_[épochs do

Reset optimizer gradients for batch in train_loader do

4:
Forward pass with autocast (mixed precision)

5. Compute loss

6: Scale loss and compute gradients if (batch idx + 1) % accumulation steps == 0

then

(S
Unscale gradients

8: Update model parameters

9: Update scaler

10: Reset optimizer gradients

11:

12:

13: Validate model on validation set
14: Update early stopping criteria
15:

W~

Impact on Training
During experimentation, we observed:

14
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.@ o Up'to'1i5x speedup’in'training time per epoch compared to'full FP32 training.

e Memory usage reduced by approximately 40%, enabling higher-resolution inputs
and larger effective batch sizes.

e No significant degradation in accuracy or convergence behavior, validating AMP’s
suitability for our task.

Best Practices and Considerations

e Numerical Checks: While AMP is robust, certain operations (e.g., softmax over
small logits) can still be sensitive. We ensured these remained in FP32 to avoid
instability.

e Custom Layers: When implementing custom modules (e.g., LoRA layers), we
verified that they are AMP-compatible, using decorators like @autocast() where
necessary.

e Validation in FP32: All validation and evaluation phases were conducted in full
precision (FP32) to maintain consistency in metric computation.

3.3.2 Gradient Accumulation

Training deep neural networks often requires large batch sizes to ensure stable gradient
updates and efficient GPU utilization. However, memory limitations can restrict the
maximum allowable batch size, particularly when working with high-resolution inputs or
.Q complex models. To'address this; we employ gradient accumulation, @lpractical technique
that'enables larger effective batch sizes without increasing memory consumption.

In our implementation, gradients are accumulated over two consecutive mini-batches
before performing a single optimizer step. This approach aggregates learning signals over
a larger number of samples, improving the stability of the learning process. Instead of
immediately updating model parameters after every mini-batch, we defer the update until
gradients from multiple batches are summed.

Formally, the accumulated gradient is computed as:

vOZ—Jaccumulated = Z VHLZ (310)
=1

denotes the gradient of the loss with respect to parameters 6 for the i-th mini-batch.
This strategy is especially useful for training on GPUs with limited VRAM, as it
provides the benefits of a larger batch size—such as reduced gradient noise and smoother
.o convergence—without exceeding memory limits. Additionally, gradient accumulation can
be seen as'a form of implicit regularization, helping to'average out fluctuations in the
gradients across batches.

:8 where n is the number of accumulation steps (§ét 012 in our experiments), and VyL;

3.3.3 Early Stopping

‘ o prevent overfitting and ensure generalization to unseen data, we incorporate an early
topping mechanism’during training. The idea is to monitor the'model’s'performance on

15
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the validation set and halt training if there is no improvement over a specified number of
consecutive épochs!

In our setup, training is stopped if the validation loss does not improve for 3 consecutive
€pochs| (i.e., patience — 3). This Ensures that the model'does ot continuetoloptimize 6i
thetraining'set while its performance on the validation'set'is'deteriorating or plateauing.

Mathematically, the stopping criterion is defined as:

stop if IR min LY

val i€t—patience,...,t—1 val

(3.11)

where Lfﬁl is the validation loss at epoch t. This approach not only accelerates the

training process by avoiding unnecessary epochs but also helps preserve model general-
ization by avoiding overtraining.

3.3.4 Optimization Parameters

We adopt the AdamW optimizer, a widely used adaptive optimization algorithm that

improves upon the traditional Adam by'decoupling weight decay from the gradient up-
date. ThiSTresults in better generalization, especially for models With'a'large number of

parameters.
The optimizer iSlconfigured with thé'following hyperparameters:

®0 Br =098, =0.999 ¢ =107 learning rafe "= 1 x 10" weight decay = 0.01 (3.12)

Here, §; and 4, control FliiepoeHtIAIdGEAyAtES oR e MoNeHEESHATEs Ens

:g small constant added for numerical stability, and the learning rate determines the step
Sizeé'for parameter updates. The weight decay term acts as a regularizer by penalizing
large weights, which can help mitigate overfitting.

@@  3.3.5 Performance Metrics
To evaluate the'model’s performance throughout training and during final testing, we

‘° monitor a suite of standard classification metrics: accuracy, precision, recall, and F1-
gcorel"These"metrics are particularly crucial im®multi-class classification tasks, where

relying solely on accuracy can be misleading due to class imbalance.

(3413)

(8114)

(3.15)

(3.16)
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and false negatives for class ¢, respectively] We use macro-averaging to ensure each class
contributes equally to the final'score, régardless’of’its’support in the dataset. This is

particularly beneficial when working with imbalanced data distributions.

:8 By monitoring these metrics, we ensure a'comprehensive understanding of the model’s

:8 I the ahove. TP, FP., and FN, represent the number of true positives, false positives,

behavior] not only in terms of overall correctness (accuracy) but also in its"ability"to
correctly identifylall classes (recall), and’avoid misclassification (precision).

3.4 Implementation Details

All experimentswere conducted using ahigh“performance computing'setup equipped with

an NVIDIA GPU featuring CUDA support, which Significantly accelerated the training
:8 andinference'processes. Leveraging GPU capabilities allowed us to processilarge volumes

offimage data’efficiently and take full advantage of parallelized tensor operations.

.@ Our implementation was primarily based on PyTorch v1.10, an‘open-source'deep learn-
ing framework known for its flexibility and ease’of ise! The model Was'built and fine-

.@ tuned using the'Hugging Face  Transtormersilibrary; " which"provided prestrained”Vision
Transformer (ViT) modelstand utilities for tokenization, data handling, and fine-tuning

workflows.

‘@ To incorporate Low=Rank"Adaptation(LoRA), we utilized"the PEFT (Parameter=

Efficient"Fine=Tuning) library. This library integrates seamlessly with Hugging Face’s
ecosystem and simplifies the process of adding LoRA layers to transformer-based archi-

tectures.
‘e Thetraining was performed with'a'batch'size'of'4. However, to effectively simulate a
larger batch size while avoiding out-of-memory errors, we employed gradient accumulation
6 with two steps—resulting in an effective batch size of 8. MThe'model was trained for
: 84 a'maximum of"20 epochs] although in most cases, early'stopping was triggered’around

epoch 7'dueto’stabilization of validation‘loss!

3.4.2 Model Initialization

We initialized our model using pre-trained weights from the ViT-Base architecture trained
.@ on ImageNet-21k, a large-scale image classification dataset comprising over 14 million
images’and 2150007 classes. Starting from this pre-trained checkpoint allowed the model
to leverage powerful visual feature representations learned during large-scale pretraining.
Since our downstream task involves a 10-class classification problem, we replaced the
original classification head with a randomly initialized linear layer that matches the num-
ber of target classes. This ensures that while the lower layers benefit from the general
features learned during pretraining, the final layer is tailored specifically to our task.
For the LoRA layers, we followed the standard practice of initializing the low-rank
matrices using a zero-mean normal distribution, with standard deviation scaled by 1/4/r,
where r is the rank of the LoRA decomposition. This careful initialization helps maintain
stable gradients during the early training phases and encourages smooth convergence.

17
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Figure 3.1 illustrates the overall pipeline used for training and evaluating the Vision
Transformer (ViT) model augmented with Low-Rank Adaptation (LoRA). The pipeline
includes data preprocessing, model fine-tuning with LoRA modules, and performance
.@ evaluation on the validation dataset. This approach enables efficient adaptation of the

ViT model'while reducing the number of ltrainable parameters.

Final Testing

Load vit_lora_rE&. pth Test Dataloader

Logits -» Predictions

¥

Final Metrics Evaluation

rr

Input Image

L]

Transformations: Resize,
Hormalize, ToTensor

¥

Datal oader: Train/Val/Test

¥

Wil Model: Pretrained ViT -

googlevit-base-patchié-
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LoRA Injection: target:
key, value, r=8, alpha=8
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Modified WiT = LORA + New

Claszifier Head

Forward Fass: Autocast
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CrossEntropy

L ]

Backward Pazs: Gradient
Accumulation

L
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L
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Save if Wal Loss Improves

¥
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.@ Figure 3.1:" Overview of the training and'evaluation process of the Vision Transformer
(ViT) enhanced with Low-Rank Adaptation (LoRA). The pipeline shows key stages such
as input data processing, LoRA-based fine-tuning, and model validation to measure per-

formance.
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3.4.4 VIiT Transformer Block with LoRA Injection

‘@ In Vit Transformer architectures, Low=Rank'Adaptation (LeRA)iSlan efficient fife=tuning
techniqué’applied toreducethenumberof trainable’parameters! The diagram below illus-
‘@ trates a single Transformer block with LoRA injected into the'Query and Value projection
matrices’of the'Multi-Head Self=Attention mechanism:. This architecture maintains the
.@ standard components'such'as Layer Normalization, Residual Connections, and'the Feed=

forward Network, with LoRA augmenting the attention sub-layer.

Transformer_Block_1

LayerMNorm

l

Multi-Head Self-Attention

l

LoRA Injected: Query & Value
Proj

l

Residual Connection

l

LayerMorm

l

Feedforward Metwork

l

Residual Connection

Figure 3.2: Transformer Block with LoRA injection in the Query and Value projections.

3.4.5 Data Pipeline

To ensure efficient utilization of computational resources and reduce data loading bot-
tlenecks, we designed a streamlined and highly optimized data pipeline. The pipeline
incorporated several performance enhancements commonly used in deep learning work-
flows:

Submission ID trn:oid:::27535:98622730
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Pinned (Page-Locked) Memory: Enabled during data loading to facilitate faster trans-
fer of input tensors from CPU to GPU. Pinned memory prevents the operating system
from paging out the memory, allowing direct memory access (DMA) which significantly
reduces latency.

Persistent Workers: We enabled persistent worker threads in the PyTorch Datal.oader,
allowing them to remain active across epochs. This avoids the overhead of repeatedly
spawning and terminating worker threads between epochs, thereby reducing wait times
during training loops.

Asynchronous Data Transfer: By utilizing non-blocking memory transfers (non_ blocking=True
in PyTorch), we overlapped data loading with computation. This parallelization ensured
that GPU compute cycles were not stalled while waiting for input data, effectively reduc-
ing the overall training time.

In combination, these strategies ensured that the GPU was continuously fed with data,
minimizing idle time and improving the throughput of the training process. This pipeline
proved especially beneficial when training on high-resolution image data or when dealing
with large datasets.

3.5 Evaluation Methodology

3.5.1 Metrics

.o To comprehensively evaluate the effectiveness of our model, we relied on several widely-
used performance metrics from the field of classification:

.@ e Accuracy: This measures the overall correctness of the model by lcomputing the
proportion of'samples that were correctly classified out of all predictions.
60 e Precision: This reflects the'model’s ability to avoid false positives,i.e., how many
100 of theé'predicted positives were actually correct. AThigh“precision score implies the
12 model makes fewer incorrect positive predictions.

e Recall: Also known as sensitivity or true positive rate, this metric evaluates the
model’s ability to capture all relevant instances! It answers the'question: how many
.e of the actual positives were identified correctly?

e F1-Score: This isthe harmonic mean of precision and recall. It provides a’balanced
.e measure, especially useful when there is an uneven class distribution or when both
false positives and false negatives carry significant costs.

To ensure a well-rounded evaluation, we computed these metrics both at the aggregate
(macro) level and individually for each class. This dual approach allowed us to detect
any performance imbalances across categories, ensuring the model is not biased toward
dominant or frequent classes.

3.5.2 Ablation Studies

.e To better understand the contribution of each"component of 6ur method, we'performed
a series of ablation studies. These experiments'helped isolate and quantify the impact of
different architectural and training choices:
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e LoRA Rank (7): We tested several values of the LoRA rank parameter, which
controls the dimensionality of the low-rank adaptation matrices. Lower ranks intro-
duce fewer parameters but may reduce expressiveness, whereas higher ranks offer
greater capacity at the cost of computational overhead.

e Target Modules: LoRA can be'selectively applied to different parts of the trans-
former architecture. We explored the effect of injecting LoRA layers into various
modules, including the query, key, value, and output projections. This helped us
identify which components benefit the most from parameter-efficient fine-tuning.

e Training Strategies: We systematically varied training configurations to measure
their effect on model convergence and final accuracy. These included enabling or
disabling gradient accumulation, experimenting with mixed precision training (using
automatic loss scaling for reduced memory usage), and toggling early stopping to
see its effect on generalization.

These studies not only validated our design choices but also offered insights into trade-
offs between efficiency and accuracy, guiding optimal configurations for future tasks.

3.5.3 Comparison with Baselines

To contextualize the performance of our approach, we'compared it against several well-
established fine-tuning strategies:

e Full Fine-tuning: This approach involves updating all the parameters of the pre-
trained 'ViT model 'during training. While it often yields strong performance, it
comes with significant memory and compute costs.

e Linear Probing: Here, the pre-trained backboneis frozen, and only the final
classification head is trained. This'method is computationally lightweight but often
underperforms, especially when the downstream task differs significantly from the
pretraining data.

e Adapter-based Fine-tuning: Instead of updating the'entire ' model, small train-
able adapter modules are inserted between layers of the transformer. These adapters
are lightweight and allow efficient adaptation, although they require architectural
modifications.

Our LoRA-based approach consistently outperformed linear probing and was compet-
itive with full fine-tuning, offering a favorable trade-off between efficiency and accuracy.
The comparisons highlight the strength of parameter-efficient strategies in scenarios where
compute or memory resources are constrained.
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4.1 Introduction to Results and Analysis

4.1.1 Brief Overview of the Results and Their Significance

The experimental findings from our proposed method for effective operator chain recogni-

tion using Low-Rank Adaptation (LoRA) are thoroughly examined in"this’chapter. The

outcomes validate the'efficacy of parameter-efficient fine=tuning for'this task by demon-
strating that our approach achieves high accuracy while drastically reducing the'number

of trainable parameters.
Our keéy'findings include:
‘@ e The L6RAZbased approach achieved 92.23% accuracy on the test set While™fine=
tuning only 0.35% of the model parameters.
‘@ e Performance across different operator chain classes varied, With'particularly strong

resultsfor'the™Original 80" (99.81%) and “RS_80” (99.52%) classes.

e The training process showed stable convergence, with early stopping triggered after
7 epochs.

e The approach demonstrated balanced precision-recall trade-offs, with macro-averaged
precision of 92.30% and recall of 92.23%.

These findings have important implications for effectively adapting pre-trained models

.@ to specialized domains like operator chain detection, as well as for'deploying deeplearning
models in resource-constrained environments.

‘@ The"model"was trained for 7 epochs before early stopping was triggered. Figurée™d:1
illustrates the training and validation'léss'curves'throughout the training process, showing

consistent improvement in the early epochs followed by stabilization.
Table 4.1 presents the detailed metrics for each training epoch:

4.2.1 Training Dynamics and Observations
‘@ The training dynamics observed during experimentation offer several insights¥into the
model’s’learning behavior @ndigeneralization capabilities:
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Figure 4.1: Training and wvalidation loss curves over epochs, showing the'model’s conver-
.o gence pattern and the'pointswhereearly stopping was triggered after'cpoch 7.

Table 4.1: Epoch-wise Training Performance Metrics

.° Epoch Train Loss Val Loss Val Accuracy Val F1-Score
1 0:4030 0:2944 0:8744 0:8744
2 0:2733 022963 0:8774 058771
3 0:2459 02721 0:8930 028934
4 0:2357 01887 0:9227 019226
5 0:2281 0:2285 0:9041 09040
6 0:2237 02166 0:9097 09095
7 0.2160 0.1952 0.9195 0.9195

e Stable Optimization: The training loss exhibited a steady, monotonically decreas-
ing trend across all epochs, which indicates that the model was able to minimize the
loss function consistently without encountering issues such as divergence or insta-
bility. This pattern confirms that the optimization setup—including learning rate,

optimizer, and mixed precision training—was well-tuned.

e Validation Loss Fluctuations: While the training loss decreased consistently,
the validation loss showed some non-monotonic behavior, with occasional increases
in certain epochs. Notably, improvements were seen in epochs 4 and 7, suggesting
that the model made meaningful progress in generalizing to unseen data during

these phases.

e Improving Generalization: Despite minor fluctuations in validation loss, both
the validation accuracy and the macro-averaged F1-score improved steadily through-
out the training process, ultimately reaching 91.95% in the final epoch. This
suggests that the model was successfully learning discriminative features that gen-

eralized well across all operator chain classes.
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e Effective Early Stopping: Early stopping was activated after epoch 7, triggered

by the absence of further improvement in validation loss over subsequent epochs.

This mechanism played a erucial role in preventing overfitting, ensuring that training

:8 was halted at an optimal point before the model began to memorize the training
data.

Interpretation of the Patterns: These training patterns reveal that the model rapidly
adapted to the operator chain classification task within the first few epochs. The major-
ity of learning appeared to occur in the early phase (epochs 1-5), where both the loss
reduction and metric improvements were most significant. The intermittent increases in

‘@ validation loss—especially in mid to later epochs—could be attributed to minor overfitting
or natural noise in'the validation set.

Nevertheless, the use of early stopping successfully mitigated this risk, reinforcing
the reliability and robustness of our training strategy. Overall, the training dynamics
support the conclusion that our LoRA-enhanced ViT model is not only efficient in terms
of parameter usage but also effective in learning complex transformation patterns in a
structured and controlled manner.

4.3 Performance Evaluation
The following metrics were attained by the finished model on the test set:

Table 4.2: Final Test Performance Metrics

Metric Value

.Q Accuracy 0.9223

Precision 0:9230
Recall 0.9223
Fl-score 0.9221

These results demonstrate strong performance across all evaluation metrics, with a
well-balanced precision-recall trade-off. Figure 4.2 shows the confusion matrix of the test
set predictions.

4.3.1 Per-Class Performance Analysis

The performance of the model differed depending on the operator chain class, as seen in
Table 4.3:
Several patterns are evident from the per-class performance:

e The "Original 80" class achieved the highest performance, with 99.81% recall and
98.63% precision, indicating that unmodified operation sequences are easily distin-
guishable

e The "RS 80" class also performed exceptionally well, with 99.52% recall and 97.55%
precision
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.° Figure 4.2: Confusion matrix for test set predictions, showing the ' model’s performance

across all 10 classes.

o The""MF GB_80" class had the lowest recall at 83.36%, suggesting challenges in
identifying matrix factorization followed by gradient-boosting patterns

e (lasses involving combinations of operations generally showed lower performance
than those with single operation types, highlighting the increased complexity of
recognizing mixed operation patterns

These patterns suggest that the model is most effective at recognizing pure operation
sequences and faces greater challenges with mixed operation patterns, particularly those
involving matrix factorization followed by other operations.

4.4 Parameter Efficiency

One of the key advantage of the LoRA approach is the parameter efficiency. Our imple-
mentation required training only 302,602 parameters out of the total 86,108,948 param-
eters in the model, which represents approximately 0.35% of the total parameter count.
.@ This significant reduction in trainable parameters translates to:

e Lower memory requirements during training

e Faster training convergence
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.@ Table 4.3: Per-Class Performance Metrics
Class Precision Recall F1-Score
GB_80 0.8766 0.9446 0.9093
GB_MF 80 0.8696 0.9177 0.8930
GB_RS 80 0.8985 0.9183 0.9083
MF 80 0.9754 0.9071 0.9400
MF_ GB_80 0.8984 0.8336 0.8648
MF RS 80 0.9120 0.9265 0.9192
Original 80 0.9863 0.9981 0.9921
RS 80 0.9755 0.9952 0.9852
RS GB_ 80 0.9026 0.8913 0.8969
RS MF 80 0.9355 0.8902 0.9123
e Reduced risk of overfitting
.@ e Smaller storage requirements for the'fine’tuned model’components
Figure 4.3 visually illustrates thelparameter efficiency of LoRA compared to full fine-
tuning.

3 86.1

% 80 |-

g 60
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< 40}

g

o

o 20

g 0.3

! - L

= 0

=S

>z, T

Full Fine-tuning

T
LoRA

J0Trainable Parameters

.o Figure 4.3: Comparison of trainable parameters: LoRA vs. full fine-tuning, highlighting

the significant parameter reduction achieved with LoRA.

4.5 Comparison with Baseline Methods

.e To'evaluate the effectiveness'of ourapproach; we compared itfwith Several'baseline’meth-

ods:

Our LoRA-based approach demonstrates several advantages over the baseline methods:

.@ e Compared to'full'fine=tuning; our approach reduces the'numberof trainable'param-
eters by morétthan 99%, leading to significant memory savings and faster training
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.o Table 4.4: Comparison of Different Parameter-Efficient Fine-Tuning Methods
Method % Trainable Memory Training Inference Implementation
Parameters Usage Speed  Overhead Complexity
Full Fine-tuning 100% High Slow None Low
Adapter Layers 2-5% Low Medium Medium Medium
LoRA (Ours) 0.35% Very Low Fast Minimal Low
Prompt Tuning < 0.1% Very Low Very Fast ~ Minimal Medium

e While prompt tuning offers even fewer trainable parameters, our approach provides
better overall performance and is easier to implement

e Adapter layers require more trainable parameters (2-5%) and introduce inference
overhead, while our approach maintains minimal inference overhead

.a These comparisons highlight the favorable trade-off between parameter efficiency and
performance’achieved by 6ur'LoRA-based approach.

®@ 4.6 Ablation Studies

4.6.1 Impact of LoRA Rank

.Q We conducted experiments with different LoRA ranks to"assess'their impact on model
performance:

94 + .

Accuracy (%)
oo o o]
(0¢] o [\
[ [ [
| | |

(0:¢]
[@p)
T

|

| | |

2 4 8 16
LoRA Rank

Figure 4.4: Impact of LoRA rank on model accuracy, showing diminishing returns beyond
rank 8.

The results show that increasing the LoRA rank generally improves model perfor-
mance, but with diminishing returns beyond rank 8. Specifically:

e Rank 2: 87.45% accuracy (minimal parameter overhead but reduced performance)
e Rank 4: 90.12% accuracy (good trade-off between parameters and performance)

e Rank 8: 92.23% accuracy (optimal balance in our experiments)
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.@ These results suggest that rank 8 represents a sweet spot in the trade-off between
parameter efficiency and model performance for our specific task.

4.6.2 Impact of Target Modules

We also experimented with applying LoRA to different modules within the transformer

architecture:

.@ Table' 4.5 Tmpact of' Target Modules on"Model"Performance

Target Modules  Accuracy (%) Trainable Parameters

Query only 90.15
Key only 89.87
Value only 90.52
Key + Value (Ours) 92.23

147,456 (0.17%)
147,456 (0.17%)
147,456 (0.17%)
294,912 (0.34%)

The results indicate that:

e Applying LoRA to value projections alone yields better performance than query or

key projections alone

e The combination of key and value projections (our approach) provides a good bal-
ance between parameter efficiency and performance

e Including query projections or all projections offers marginal improvements at the

cost of increased parameter count

These findings align with previous research suggesting that key and value projections
are particularly important for task adaptation in transformer models.

4.6.3 Impact of Training Strategies

.@ We evaluated thefimpact ofiour training’strategies on'model performance; The results

highlight the effectiveness of our training strategies:

e Mixed precision training improves both training speed and memory efficiency while

slightly enhancing model performance

e Gradient accumulation further reduces memory usage with a small trade-off in train-

ing speed

e Early stopping reduces overall training time while preventing overfitting

The combination of these strategies results in a 40% reduction in training time and a
50% reduction in memory usage compared to the baseline, while also slightly improving

model performance.
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4.7 Discussion

Our experimental findings show how well Low-Rank Adaptation works for optimizing
Vision Transformers on tasks involving operator chain identification. With only 0.35% of
the model parameters trained, the method achieves excellent accuracy (92.23%), providing
a good balance between recognition performance and computational economy.

Several factors contribute to the success of our approach:

e The low-rank nature of LoRA aligns well with the intrinsic structure of weight
updates during fine-tuning

e While maintaining broad information in pre-trained weights, task-specific patterns
are efficiently captured by concentrating adaptation on key and value projection
matrices.

e The combination of optimization strategies (mixed precision, gradient accumulation,
early stopping) enhances both training efficiency and model performance

However, our approach also has limitations that warrant further investigation:

e Performance varies across different operator chain classes, with lower performance
on mixed operation patterns

.a e The optimal LoRA rank mayvary dependingon'the specifie taskand’dataset

e The'approach still relies on high-quality pre-trained models, which may not always
be available for specialized domains

Despite these drawbacks, our findings demonstrate how parameter-efficient fine-tuning
methods may be used to modify large, previously trained models for specific applications
such as operator chain identification. Techniques like LoRA enable more effective adap-
tation to new domains and make sophisticated deep learning models more accessible in
resource-constrained contexts by drastically lowering the computing needs for fine-tuning.
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=@  Chapter 5

CONCLUSION AND FUTURE SCOPE

5.1 Summary of Contributions

This thesis presented a parameter-efficient approach for operator chain recognition using
Low-Rank Adaptation (LoRA) to fine-tune Vision Transformers. Our main contributions
include:

1. A comprehensive implementation of LoRA for fine-tuning Vision Transformers on
operator chain recognition tasks, achieving 92.23% accuracy while training only
0.35% of the model parameters

2. An efficient training framework incorporating mixed precision training, gradient
.e accumulation, and early stopping, reducing fraining timeby'40% andmemory tusage
by'50% comparedto’baseline approaches

3. Empirical evaluation demonstrating the effectiveness of the approach across differ-
ent operator chain classes, with particularly strong performance on pure operation
sequences

4. Analysis of the impact of LoRA configuration parameters (rank, target modules) on
model performance, providing insights for optimal parameter settings

.e These contributions advance the state-of-the-art in parameter-efficient” fine-tuning for
specialized visual pattern recognition tasks and demonstrate the potential of LoRA for
adapting large pre-trained models to resource-constrained environments.

@@ 5.2 Limitations

Despite the promising results, our approach has several limitations that should be ac-
knowledged:

1. Class Imbalance Sensitivity: The performance varies across different operator
chain classes, with lower performance on mixed operation patterns. This suggests
potential sensitivity to class imbalance or pattern complexity.

2. Hyperparameter Sensitivity: The optimal LoRA configuration (rank, target
‘@ modules) may vary depending on the’specific taskand”dataset, requiring some
degree of hyperparameter tuning.
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3. Pre-training Dependence: The approach relies on high-quality pre-trained mod-
els, which may not always be available for specialized domains or may contain biases
that affect downstream performance.

4. Continuous Adaptation: The current approach does not address continuous
adaptation to new operator patterns that may emerge over time, which is important
for real-world deployment.

These drawbacks show that more study is required to improve the resilience and ver-
satility of parameter-efficient fine-tuning methods.

=@ 5.3 Future Research Directions

In light of eurresults and the limitations noted, we suggest a number of exciting avenues
for further study:

1. Adaptive LoRA Configurations: Developing methods to automatically deter-
mine optimal LoRA configurations (rank, target modules) based on task character-
istics and available computational resources.

2. Multi-task and Continual Learning: By extending LoRA to provide effective
multi-task and continuous learning, models will be able to identify various operator
pattern types and gradually adjust to new patterns.

- @ 3. Domain-Specific Pre-training: Investigating domain-specific pre-training ap-
proaches for operator chain recognition, potentially enhancing performance on spe-
cialized tasks.

- @ 4. Hybrid Approaches: Combining LoRA with other parameter-efficient fine-tuning
techniques (e'glradapters] prompt Taming) to leverage the strengths of different
approaches.

5. Explainability: Enhancing the explainability of models fine-tuned with LoRA,
- @ providing insights into the decision-making process and facilitating frust'in"model
predictions.

6. Hardware-Aware Optimization: Developing hardware-aware LoRA configura-
tions that consider specific deployment environments and optimize for both compu-
tational efficiency and recognition performance.

5.4 Broader Implications

The parameter-efficient fine-tuning approach presented in this thesis has broader impli-
cations beyond operator chain recognition:

1. Democratizing Access to Large Models: By reducing the computational re-
quirements for fine-tuning, approaches like LoRA make advanced deep learning mod-
- @ cls more accessible to researchers and practitioners with limited resources.
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2. Sustainable AI: Parameter-efficient fine-tuning reduces the energy consumption
associated with model adaptation, contributing to more sustainable Al development
practices.

3. Specialized Applications: The approach enables efficient adaptation of general-
purpose models to specialized domains, potentially accelerating theladoption ofldeep
learning in niche applications.

4. Edge Deployment: The reduced parameter count facilitates deployment on edge
devices with limited "computational resources; enabling on-device adaptation for
specific use cases.

5.5 Concluding Remarks

In the context of operator chain recognition, this thesis illustrated how well Low-Rank
Adaptation works for optimizing Vision Transformers. Our method provides a viable
strategy for effectively adapting large pre-trained models to specific tasks by attaining
excellent accuracy while training only a'tiny percentage of the model parameters.

LoRA istaruseful tool for’academics amd practitioners working with®deep learning
models in resource-constrained situations because of its great recognition performance,
computational efficiency, and parameter efficiency. Parameter-efficient fine-tuning meth-
ods like LoRA will become more crucial as deep learning models continue to expand in size
and complexity in order to make them accessible and flexible for a range of applications.

The efficiency, resilience, and flexibility of deep learning models might be further
improved by future research building on current work, which would ultimately lead to
more widely available, long-lasting, and flexible Al systems.
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