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ABSTRACT 

With the rise of the application of Machine learning in academia and industrial sector, 

clustering has become an important field of study. Clustering has been extensively used 

in studies involving unlabeled data, image processing and unsupervised learning. We 

have taken up the concept of clustering for our study and we have discussed the 

performance of two very popular and well used clustering algorithms and the 

application of clustering. The application of clustering has been discussed in the context 

of COVID 19 and medical field. In the First part, we compare K-Means and BIRCH 

Clustering algorithms on multiple datasets, and derive our results. After considering 

those results, we would move to discuss the application part. As we know, the world is 

witnessing an unprecedented catastrophe as a result of the COVID-19 epidemic, which 

has spread to approximately 216 nations and territories throughout the globe. A 

COVID-19 infection may progress to pneumonia, which may be diagnosed by CXR 

(Chest X-Ray) examination and should be treated as soon as possible after diagnosis. 

This part would be intended to examine the use of artificial intelligence in speedy & 

accurate diagnosis of COVID-19 pneumonia utilizing digital CXR pictures. In this 

research, we use a machine learning (ML) method i.e. SVM (Support Vector Machine) 

classification technique. SVM was used in the development of the model. The purpose 

of this research has been to use clustering, image processing, image segmentation, and 

feature extraction in fast or accurate identification of COVID19 chest X-ray or CT 

images. We assessed the performance of ML techniques on chest X-ray pictures as well 

as CT scans to COVID-19 diagnosis in this work. The model's performance was 

assessed using relevant classification measures, such as accuracy, precision, recall, & 

F1 score, among others. 
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CHAPTER 1 

INTRODUCTION 

1.1 OVERVIEW 

Clustering has been extensively used in studies involving unlabeled data, image 

processing and unsupervised learning. The first purpose of this study is to discuss 

various applications of clustering, and take up two clustering algorithms of K means 

and Balanced Iterative Reducing and Clustering through Hierarchy Clustering 

(BIRCH), as these algorithms have been applied to a wide array of studies across 

different domains, and document a comparative study between these two. K Means is a 

technique of Partitioning based clustering, whereas BIRCH clustering is a technique of 

Hierarchical Method of clustering. The methodology is based on comparing BIRCH and 

K-Means Clustering algorithms, using a total of five datasets. The pre-processing of 

dataset is described in the later parts of the report; Encoding is performed on different 

attributes of these datasets and dimensionality reduction using principle component 

analysis is performed. In this study, validation of clustering performance using the 

Internal Validation is done, and here silhouette index is used. The Silhouette index takes 

into account the mean distance between the clusters. The results are tested on 2 to 100 

clusters and deduction of optimal quantity of clusters is done as well. On every dataset 

it is observed that K-Means outperforms BIRCH clustering method. Thus we come to 

the conclusion K-Means clustering algorithm proves out to be better for clustering, for 

our considered datasets. So this result would be the basis for the next part of our two 

fold study, that is, explain and implement K-Means (as it is the better performing 

clustering algorithm) in the analysis and detection of COVID 19 disease which would 

explain the application of clustering in our study. 

Clustering is a technique using which data is grouped into groups or clusters of 

alike data, and each cluster would belong to a class or label. This division of similar 

data points into classes have several applications in the field of data mining and 

machine learning (ML). Many published studies have used concepts of clustering in 

processing their data before the deduction of results. Clustering has found its application 

is many fields of studies, like customer analysis. This helps businesses identify their 

different customer bases having different characteristics of consumption. Similarly, 
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recommendation systems also utilize this technique. One major area clustering is 

employed is image processing. Clustering is increasingly being employed for image 

segmentation. Image Segmentation (IS) is a technique via which division of an image 

into different parts or ‘segments’ is done, after which the image turns more meaningful, 

or often easier to process by a ML algorithm. Clustering is of many types and numerous 

algorithms can be used do perform it. Figure 1.1 shows the different types of clustering. 

 

Figure 1.1: Types of Clustering. 

 

COVID-19 is a lethal illness caused by a coronavirus that has just recently been 

identified. SARS-CoV, a coronavirus that entered the human body for the first time in 

December 2019, may transmit primarily among people via droplets created by infected 

patients when they talk, cough, or sneeze, as well as through the atmosphere (Nur-a-

alam et al., 2021) [1]. Because the droplets are too weighty to travel long distances, they 

are unable to spread from person to person while coming into close touch with one 

another (Holshue et al., 2020) [2]. Even though the precise period is not yet established, 

recent research estimates that COVID-19 may continue functioning in the air for up to 3 

hours, on copper for 4 hours, as well as on plastic as well as corrosion resistance for up 

to 72 hours, depending on the material. The specific responses to these issues, on the 
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other hand, are all still up in the air within the broader health academic researchers but 

are now under examination. Many individuals may not notice any severe symptoms, 

although the majority of patients had fever & cough as primary symptoms. It is common 

to have other secondary symptom such as body pains, sore throat, as well as a headache 

as well. 

COVID-19 illness is now spreading at an alarming rate, owing to a lack of rapid 

diagnosis technologies. In 2020, a large number of individuals will die as a result of this 

illness all over the globe. The respiratory systems, as well as lungs, are the primary sites 

where the virus may spread quickly and efficiently. This results in an inflammatory 

response and the formation of fluid-filled air sacs that may then be discharged. The 

mechanism is responsible for establishing a stumbling block in the intake of oxygen. 

The rapid and precise diagnosis of the virus is a big issue for physicians and other 

health care workers all around the globe, but it is essential if the fatality rate generated 

by this virus is to be reduced. 

People were already suffering from a variety of different ailments as a result of 

global environmental issues, as well as the COVID-19 will have an immense influence 

on this situation. In its current state, the virus has migrated to nearly every country in 

the region. As a result, the countries with the highest revealed that the current 

COVID19 cases are America, South-East Asia, and Europe, respectively (Figure 1.2). 

As of the 7th of January, 2021, the World Health Organization (WHO) has recorded 

more than 85,929,428 confirmed cases of the virus and more than 1,876,100 fatalities as 

a consequence of the epidemic. To diagnose viral infections and isolate those who have 

been infected, further research into efficient screening procedures is needed at this time, 

according to the World Health Organization. International efforts by healthcare 

professionals as well as scientists to strengthen their treatment plans or test capacity via 

the use of multifunctional testing are underway in many nations across the globe to both 

boundary spread of virus & protect themselves from the fatal infection. 
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Figure 1.2: Map for COVID deaths according to WHO on 7 January 2021. 

The epidemic of COVID-19 started with the first diagnosis of an unknown 

bacterial meningitis in late 2019 in Wuhan, China, and spread about world as a 

pandemic in following months. COVID-19 was discovered to be produced through a 

new Coronavirus (called severe acute respiratory syndrome coronavirus 2), which was 

discovered by ribonucleic acid sequence of respiratory samples collected from patients. 

Patients with COVID-19 appear with symptoms that are comparable to those of other 

viral infections, including such influenza as well as other coronaviruses including such 

acute respiratory syndrome, as well as other viral disorders. It is difficult to diagnose 

since the symptoms are vague. They include fever, cough, weariness, Dyspnea 

(Shortness of Breath), diarrhoea, & perhaps even Anosmia (Loss of smell). The 

radiographic findings are generic, and they may be noticed in individuals who are 

suffering from various viral diseases, medication responses, or aspiration as well (Zhang 

et al., 2021) [3]. 

The similarity in clinical presentation with different responses and disorders 

presents difficulties in establishing a clinical diagnosis in certain cases. Modern 

reference standard methods for identifying patients with COVID-19 infection include 

RT-PCR. In complement to the RT-PCR test, computed tomography (CT) has been 

routinely employed in China, but rarely in other countries, to give an alternative way of 

COVID-19 diagnosis as well as treatment response surveillance. Health care 

professional groups, on the other hand, do not suggest Imaging techniques as a standard 

diagnostic imaging technique for patients with COVID-19 because to considerations 
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about CT facility contaminants including vulnerability to health care employees(Zhang 

et al., 2021) [3]. 

Major medical organisations, on the other hand, urge the usage of chest 

radiography as part of work-up for those who are suspected of having COVID-19 

because of the particular benefits it provides: Just about all the clinics, emergency 

departments, urgent care centres, and hospitals, including both agricultural and non - 

agricultural medical institutions, are prepared with fixed & mobile radiography systems, 

which may be found in almost any setting. Because these units may be readily shielded 

from exposure & sanitised after use, it is possible to employ them immediately in a 

controlled clinical setting without the need to shift the patients. In present radiologic 

practise, the poor detection accuracy of chest radiography in the identification of 

COVID-19 provides a significant obstacle to the adoption of this technique. According 

to the findings of a recent research, chest radiography has low sensitivity for the 

identification of COVID-19. Approximately one-third of radiologists are viewing 

COVID-19–brought pneumonia for first time, & as a result, they must interpret more 

pictures in order to get familiar with both the common and unusual imaging 

characteristics of this illness (Zhang et al., 2021) [3]. 

With technical breakthroughs in extent of ML, X-ray pictures of the chest may 

now be utilised to diagnose COVID-19 using X-ray images of the chest. In the field of 

ML, DL has emerged as most important techniques. Deep learning focuses on collecting 

characteristics from pictures and classifying them, which may be used in a variety of 

applications such as object detection or, in medical circumstances, task categorization. 

When it comes to applying artificial intelligence to data mining, analysis, and 

recognition, ML and DL have established themselves as well-established fields in the 

field. COVID-19 may now be discovered, measured, and tracked thanks to recent 

advancements in AI, making it simpler to separate people who have been infected in 

order to get speedier treatment for their illness. Chest x-rays are used to screen the 

patient's lungs for infections that may be present. It is a more efficient, simpler, less 

expensive, and less dangerous means of testing patients, and as such, it must be 

adopted. All nations must employ chest X-rays immediately in light of the rising death 

rates, which may be traced back to the implementation of COVID-19. However, despite 

the fact that this technology advance appears to be beneficial, the images of multiple 
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kinds of pneumonia are equivalent as well as overlap with pictures of other infectious as 

well as parasitic lung diseases, making it difficult to identify among COVID-19 and 

also other viral cases of pneumonia (Of, 2020) [4]. 

Investigation in Artificial Intelligence (AI), particularly in Machine as well as 

Deep Learning methods, has shown that these algorithms, when applied to medical 

pictures, perform very well. When it comes to quickly and tirelessly learning to 

discriminate COVID-19 pneumonia from other forms of pneumonia using chest 

radiographs, machine learning technologies, especially deep learning, offer distinct 

benefits. It was our goal in this research to grow & estimate a classification algorithm 

for distinguishing COVID-19 Analysis from Chest X-ray Photographs from other 

causes of malformations at computed tomography from other causes of anomalies at 

computed tomography, as well as to test its effectiveness against thoracic radiographers 

(Rishabh Raj, 2020) [5]. 

1.2 PERFORMANCE COMPARISON OF ALGORITHMS 

We have taken up two algorithms for the comparative evaluation for the part 1 of the 

study. The two clustering algorithms are K Means Algorithm and the BIRCH Clustering 

algorithm. In the First part, we will compare these two on five datasets, and the 

performance would be measure on the silhouette coefficient. This part deals with the 

comparison of the algorithms. 

 Clustering, as a concept of data mining has been used in various real life examples for 

solving problems. In important application like medical imaging, K Means is a popular 

algorithm which is often used and gives good results. Studies have been conducted 

where K Means has been used with the combination of another algorithm fuzzy c 

means, to develop segmentation method for human brain magnetic resonance imaging 

(MRI) images [6]. A previous study has also used K means algorithm for the image 

segmentation of medical images to detect breast cancer [7]. K means has been used in 

the recognition of Parkinson’s disease, where K means algorithm has been used to 

cluster the fuzzified pixel information & K means was also used in the segmentation of 

MRI images for the same study [8]. K means is well performing, and it has been used in 

other domains too. These examples involve studies like prediction of churn in banking 

system, where K means algorithm has been applied along with other clustering 
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techniques [9]. BIRCH Algorithm has also been used for various applications and has 

proved out to be a good performing algorithm for clustering data. An article has 

developed an improved version of BIRCH algorithm called Dynamic BIRCH (D 

BIRCH), and used to cluster 10,000 data points from the electricity generated from a 

thermal power plant [10]. BIRCH algorithm is also utilized in a study which aims to 

identify the malware families via clustering [11]. This study shows that BIRCH is a 

good performing algorithm for malware family identification. A previous study also 

uses BIRCH algorithm for the realization of different scenarios relating to wind power 

outputs [12].  

We aim to do a comparative study based on these two algorithms and since these two 

clustering methods are very popular, well performing and have been tested in various 

case studies across different domains, Partitioning method clustering i.e. K-Means 

clustering, and Hierarchical Method i.e. BIRCH are taken up for the comparative 

evaluation in our article. Five datasets are considered for the comparative evaluation on 

these two algorithms. These two different algorithms have selected because primarily 

they belong to a different type of clustering method as illustrated in the Figure 1.2, and 

since both have given good results in the past, we also want to conduct a study which 

would help future researchers what algorithm to select for their data. These five datasets 

have a detailed description later on in the study. Evaluation of the clustering results is 

performed with the internal clustering validation metric called the silhouette coefficient. 

The methodology of the study is also described later on in the study. 

1.3 CLUSTERING VALIDATION & RELATED METRICS  

In this study, validation is done on grounds of a validation metric called the Silhouette 

Coefficient. The measure used to evaluate the clustering results is silhouette index. 

Every cluster is basically a silhouette, that displays which objects lie within its cluster, 

or which ones lie between clusters [13]. This measure has the index of [-1, 1]. The 

Silhouette value s(i) of a single data point Xi is calculated as shown in equation (1.1): 

s(i) = (B(i) − A(i)) / max{A(i), B(i)}                     ……(1.1) [14] 

Where, 



8 
 

‘A’ stands for mean intra cluster distance, which indicates how compact the cluster that 

‘i’ belongs to is. And ‘B’ stands for the mean nearest cluster distance, which indicates 

how far apart ‘i’ is from other clusters 

Some other clustering validation techniques are also there. Calinski Harabasz index is 

on clustering validation technique which validates the clustering results based on 

average within cluster sum of squares. Index I is another coefficient which validates 

based on maximum distance between cluster centers and evaluates compactness based 

on the sum of distances between objects and their cluster center.  

1.4 COVID-19 DIAGNOSIS IN CHEST X-RAYS IMAGES 

After the completion of the comparative evaluation of clustering algorithms, we move 

on to the application of clustering in detection of COVID 19. We are using the 

clustering concepts the second part where COVID 19 is being detected with the help of 

a ML model. Many different technologies have been used in this part, like Principle 

component analysis (PCA), Image preprocessing using Unsharp filter method, but the 

clustering is being used to segment the images of the Chest X ray images before feeding 

them into a ML model. Segmentation is basically dividing the image into different 

regions so that the accuracy of ML model is increased. 

COVID-19 pandemic, which was triggered by the infection of humans with the 

SARS-CoV, has continued to have catastrophic impact on health & well-being of 

worldwide population. A vital stage in battle against COVID-19 is adequate screening 

of diseased individuals, so that those who have been affected may get timely treatment 

and care, as well as be isolated in order to prevent the virus from spreading further 

across the population. The RT-PCR test is the major screening method for detecting 

COVID-19 patients. Additionally, the specificity of RT-PCR testing is quite diverse but 

has not been reported in a fair and clear fashion to far, with early findings in China 

showing suggesting it has rather low specificity. Also found were drastically varied 

positive rates based on how the information was received, as well as a diminishing 

positive rate as time passed after the onset of the illnesses(Das et al., 2021) [15]. 

A second screening approach for COVID-19 that has been used is radiography 

examination, where radiologists perform and evaluate chest radiography imaging to 

check for visual ciphers related with the SARS-CoV virus infection. Several early 

investigations have shown that individuals with COVID-19 infection had abnormalities 
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in their chest radiographs, leading some to argue that radiography evaluation might be 

utilised as the main screening method for COVID-19 in epidemic regions. COVID-19 

positive subjects in Huang et a research’s had bilateral radiographic abnormalities in 

CXR pictures, while Guan et a study’s had radiographic abnormalities like ground-glass 

opacity, bilateral abnormalities, and interstitial abnormalities in CXR and CT images. 

There has been a lot of talk about using CT imaging for COVID-19 screening because it 

provides better image detail in merger and acquisition, but there are several major 

benefits to using CXR imaging, especially in areas with limited resources and those that 

have been strictly impacted with global COVID-19 pandemic(Wang et al., 2020) [16]: 

 Rapid triaging: When combined with viral testing (that also takes time), The 

use of CXR imaging enables for the quick triaging of individuals who have been 

diagnosed with COVID-19. If viral test method is not an alternative available, 

this process can be done in comparison to viral diagnostics (which requires 

months as well) to help alleviate the rising numbers of patients, particularly in 

regions most severely impacted where ability has been managed to reach, or as a 

stand-alone procedure if viral test method is not an alternative. Even before 

patients suspected of COVID-19 arrive at outpatient department, CXR imagery 

could be immensely beneficial for quarantining in geographical locations where 

patients are recommended to stay in the house until the onset of innovative 

symptoms. It’s because aberrations are commonly noted at the beginning of the 

survey because once patients secretive of COVID-19 arrive at outpatient 

department. 

 Availability & accessibility: CXR imaging is commonly inexpensive is 

approachable at several clinical sites as well as imaging facilities since it is 

considered standard instrumentation in most health services. CXR imaging, in 

example, is considerably more widely accessible than CT imaging, which is 

particularly important in poor nations wherever CT scanners are prohibitively 

expensive owing to high operational and maintenance expenses. 

 Portability: By having transportable CXR equipment, imaging may be done 

inside an isolation room, minimising the danger of COVID-19 transmission both 

during transfer to provides a detailed including such CT scanners and within the 

rooms containing the fixed imaging systems by a factor of many orders of 

magnitude. 
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1.5 COMPUTER-AIDED DETECTION (CAD) 

For cases like lung cancer, computer-aided diagnosis (CAD) is most beneficial 

when it is able to portray lung cancer in people who are at elevated risk but do not 

exhibit disease-related symptoms, indicating that the tumour has been found at an early 

stage, when it is associated with a better prognosis. In addition to being the most 

prevalent examination technique in medical practise, chest radiography is also a 

valuable clinical tool in the identification of diseases. The automated identification of 

chest illness using chest radiography has therefore emerged as one of the most hotly 

debated areas in medical imaging research today. The research undertakes a complete 

review of computer-aided detection (CAD) systems on the basis of clinical applications, 

with a particular emphasis on the AI skill utilised in chest radiography. 

CAD is a technique used in area of Radiology that provides vital information for 

surgical purposes. Because of its significance, numerous computer vision approaches 

are processed in order to retrieve valuable information from pictures obtained from 

imaging technologies e.g. X-ray, MRI, &CT scans, among others. Figure 1.3 shows 

CAD. 

 

Figure 1.3: Computer-Aided Detection (CAD) System 

Chest radiography (also known as CXR) is a medical imaging device diagnostic 

skill that is both affordable & simple to use. Currently, it is the most often used 

diagnosing tool in medical practise, and it evaluation of lung illness (Qin et al., 2018) 

[17]. Chest X-rays are performed by radiologists who have received extensive training 
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in order to identify ailments including such pneumonia, TB, interstitial lung disease, as 

well as early lung cancer. 

1.6 X-RAYS 

X-rays are an essential medical tool for physicians to use in their practise. X-

rays are ionised kinds of radiation that use rays to capture images of the subject. 

Doctors discovered that they were unable to get a comprehensive glimpse of the 

patient's physique. When it comes to seeing comprehensive information, alternative 

equipment such as MRI or CT scans is needed, which is much more costly. X-ray scans 

do not provide any medical information about organs or tissues; they solely provide an 

image of the bones. MRI and CT scans may provide more detailed images of the bones 

than ordinary X-rays. Unlike an X-ray, which provides a 2-D picture of the bone 

structure, a CT scan has the capability of providing a 3-D image of the bone structure 

However, MRI and CT scans are more expensive, putting them out of reach for most 

patients. As a result, digital x-ray technology is a solution for x-rays that exhibit a three-

dimensional digital picture structure. Numerous variables contribute to the poor quality 

of an X-ray picture, both externally and internally. For illustration, for the external 

element, insufficient equipment, operator error, abnormality of the patient, while others 

are all factors that contribute to a poor image quality. For example, a lack of detail, poor 

contrast, and brightness in X-ray pictures are all possible outcomes of this situation. As 

a result, we need to increase the excellence of X-ray picture such that it is superior to 

prior image. Histogram equalisation may be used to allow for consistent lighting, 

adjusting grey levels to minimise noise, and utilising High-pass filters to clarify 

features, among other methods of improving X-ray images, among others. Since its 

invention, X-ray has found widespread use in scientific and medical disciplines.(Aziz et 

al., 2017) [18].  

When it comes to assessing and identifying lung cancer, the chest X-ray picture 

requires the aid of developing CAD approaches. Typically, lung segmentation including 

nodule detection are carried out with the use of a computer-aided detection scheme, and 

nodule segmentation and diagnosis are carried out for the aid of a computer-aided 

detection technique. Cancer detection & detection in chest X-ray pictures is based on 

lung segmentation, which is the foundation of all other processes. Lung cancer detection 

and diagnosis, which is based on correct specificity and sensitivity of lung 

segmentation, resulting in patients receiving early treatment as well as extending the life 
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of cancer patients(Image Pre-Processing Techniques for X-Ray Medical Images : A 

Survey, 2021) [19]. 

1.7 CHEST X-RAYS 

Since its inception, chest X-ray imagery has been a core component of 

radiological imaging, and so it remains the most commonly performed radiological 

standardized test in the globe, to developed nations reporting an estimate of 238 

enlarged chest X-ray captured images per 1000 of demography per year in 

industrialized nations. A total of 129 million CXR pictures were captured in the United 

States alone in 2006, according to current estimates. Because of the low radiation 

dosage and cost-effectiveness of CXR pictures, as well as their acceptable sensitivity to 

a broad range of diseases, there has been an increase in the demand for & affordability 

of CXR images. CXR is frequently imaging study performed, and it continues to be 

important in the screening, diagnosis, and therapy of a wide variety of disorders. 

There are three primary kinds of chest X-rays that may be distinguished based 

on the location as well as direction of patient in relation to X-ray source & detector 

panel: Posteroanterior, anteroposterior, and lateral are all terms used to describe the 

position of a body part. In radiology, the frontal views are known to it as the 

posteroanterior (PA) and anteroposterior (AP) views, accordingly, since the X-ray 

source is positioned to the back or front of the person in both circumstances. The AP 

image is typically taken from people who are lying down, while the PA picture is 

commonly produced from patients who are standing up. Taking a lateral image in 

combination with a PA image is usual, and thus projection the X-ray through one side 

of the subject to another, most typically from bottom to top, is what is meant by lateral 

imaging. Figure 1.4 illustrates several examples of various picture kinds in more detail 

(Çallı et al., 2021) [20]. 

 

Figure 1.4:  Left: PA view frontal chest radiograph. Middle: lateral chest radiograph. 

Right: AP view chest radiograph. 

https://www.sciencedirect.com/topics/medicine-and-dentistry/thorax-radiography
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Because of the superimposition of anatomical features along the projected plane, 

interpretation of chest radiograph might be difficult. As a consequence of this effect, it 

may be very hard to identify abnormalities in specific areas, to perceive minor or subtle 

anomalies, or to reliably discriminate between distinct clinical patterns on same image. 

These factors contribute to substantial inter-observer variability seen in examination of 

CXR pictures by radiologists in general (Çallı et al., 2021) [20]. 

1.8 MACHINE LEARNING 

Since our application has a major part of ML which is used for classifying the images 

into different categories, it is important to discuss the ML part in this section. 

Medical imaging has completely transformed the health-care business, allowing 

physicians and scientists to have a more in-depth understanding of human body than 

they ever had before. Medical pictures are also used to follow progression of an ongoing 

condition as well as to give patients with a more thorough level of treatment. No doubt, 

computed tomography provides a more comprehensive and better picture, but it is 

expensive and not readily accessible in underdeveloped regions due to the lack of 

infrastructure. A qualified radiologist can diagnose pneumonia, cardiovascular 

breakdown, lung sickness, and other conditions based on interpretation of CXR. The 

affordability, simplicity, and non-invasive nature of XR technology make it a popular 

choice. The procedure takes just a few minutes, and the findings are available within 

minutes of the procedure being completed. Even in underdeveloped areas, advanced 

digital radiography devices are readily accessible. Thus, chest radiographs are often 

performed only for screening purposes. The most difficult aspect of examining chest X-

rays is necessity for presence of an experienced radiologist. The analysis of a chest X-

ray is dependent on skill of radiologist since various bodily components overlap in a 

chest X-ray, which may conceal sick tissue. Consequently, more work is needed to 

build a computerised automated technique to aid radiologists in classifying one lung or 

both lungs with pneumonia and a normal lung from chest X-ray pictures, which is 

currently lacking. Recently developed AI skill provides novel potential in area of CAD 

systems to identify illnesses automatically from chest X-rays using ML. ML procedure 

learns from huge input data that has been labelled. (Parveen & Khan, 2020) [21].  

An area of AI known as ML is a technique that tackles real-world issues by 

"giving learning capabilities to a computer without the need for extra programming". 
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The attempts to determine if computers might accumulate information in order to 

emulate the human brain resulted in the development of machine learning techniques. 

When Arthur Samuel created the first game-playing software for checkers in 1952, he 

was attempting to achieve enough abilities to defeat a world checker champion. This 

was the beginning of ML's journey. Later, in 1957, Frank Rosenblatt developed an 

electrical system that can learn how to solve complicated problems by emulating the 

process that occurs in the human brain, which he named the Rosenblatt Machine. The 

advancement of machine learning contributes to the increased use of computers in 

medicine (Alić et al., 2017) [22]. 

  In the majority of situations of illness identification and diagnosis, the 

development of machine learning systems is seen as an effort to mimic the expertise of 

medical specialists in the identification of sickness. Because machine learning (ML) 

allows computer programmes to learn from data, creating a program to recognise 

similar themes including being able to decide on measure of academic, it does not have 

difficulty coping with the insufficiency of the medical database that is being utilised to 

train it. Classification the most well ML approach in medical applications because it 

relates to issues that arise in daily life, and it is also the methodology that is most often 

used in medical applications(Alić et al., 2017) [22] (Zhou et al., 2015) [23]. 

1.8.1 Types of Learning 

A machine learning system learns from its previous experiences in order to 

increase the effectiveness of intelligent software components on a computer. Machine 

learning systems may be divided into two categories(Reddy & Babu, 2018)(Hormozi et 

al., 2012) [24][25]: 

 

Figure 1.5:  Types of Machine Learning 
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1.8.1.1 Supervised Learning  

It is necessary to have training data that contains labelled data and data that has a 

producing value in order to do supervised learning. In the case when a collection of 

algorithms needs external help, the techniques are referred to as supervised machine 

learning algorithms. In these methods, input dataset is divided into 2 parts: training 

dataset as well as testing dataset. And the output variable that has to be predicted or 

categorised comes under the train dataset category as well. These results are achieved in 

such a manner that certain types of patterns from the training dataset are learnt by all of 

the methods. These are now performed to the test dataset in order to predict or sort the 

data (Meenakshi, 2020) [26]. 

1.8.1.2 Unsupervised Learning 

Unsupervised learning methods are used in this case. Do not utilise a training set 

as well as attempt to discover patterns or organization in the data on your own. 

Unsupervised clustering issues may be tackled applying a diversity of methods. This 

technique is those that learn a minor no. of characteristics from data without the 

assistance of a human being or a computer. Whenever new data is fed into or introduced 

into these techniques, the class of the data is identified based on the previously learnt 

characteristics of the data. This sort of technique is mostly used for classification and 

feature reduction tasks in software. Clustering and dimensionality reduction approaches 

are two of the most used kinds of algorithms, and they are divided into two categories. 

(Meenakshi, 2020) [26]. 

 K-Means Clustering: KMC is a form of unsupervised learning technique that 

creates discrete clusters in the number 'K'. When the programme is started, it 

automatically forms clusters or groups. The objects that have the same 

characters are grouped in the same cluster using this technique approach. The 

centre of a certain cluster is essentially the mean of the individual clusters in 

terms of distance. 

 Principal Component Analysis: By lowering the number of dimensions in the 

data, the PCA algorithm approach makes calculations simpler and much more 

rapid. PCA is an abbreviation for principal component analysis. We may use 2D 

data as an example to further comprehend this straightforward method. The data 

normally takes up two axes when displayed on a graph, but when PCA is applied 
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to the data, the data becomes one axis, allowing for simple and rapid 

calculations to be performed. 

1.8.2 Machine Learning Technique 

Different machine learning models are present to distinguish between chest X-

ray pictures that were abnormal and those that were not. Providing a binary 

classification of the inclusion or exclusion of influenza on a CXR is goal of this module, 

as is selecting the most appropriate model for pneumonia forecasting. 

1.8.2.1 Naive Bayesian  

It is simple to construct a NB model since it does not need sophisticated iterative 

parameter estimates, making it especially effective for extremely big datasets. Due to its 

simple structure, the NBC often beats more advanced classification algorithms, and so it 

frequently performs shockingly well. It is commonly used because of its effectiveness. 

NB classification method is widely used classification techniques in the field of data 

mining. NBC is a fundamental probabilistic-based algorithm that predicts the likelihood 

of a class member belonging to that class (Han et al., 2012) [27]. If an attribute has an 

impact on a specific class that is also irrespective of the effects of other characteristics, 

this is referred to as conditional probability independent in the context of a NBC. 

1.8.2.2 Decision Tree  

A DT is a categorization model that is built in the shape of a hierarchy. DT 

learning, which is used in data mining as well as ML, is a probabilistic classifier that 

maps information about in an item to inferences about just the item's target value. It is a 

DT that is employed as a predictive model. Classification technique and regression trees 

are two more descriptive terms for these types of modelling techniques (Witten et al., 

1999) [28]. The leaves of these tree constructions indicate categories, while the 

branches reflect the conjunctions of elements that result to the classifications 

represented by the leaves. An example of a decision tree is one that may be used in 

decision processes to graphically as well as clearly describe choices as well as decision 

making. In data mining, a decision tree explains data but does not make judgments; 

rather, the categorization tree that is produced may be used as an input for setting 

priorities. 
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1.8.2.3 K Nearest Neighbours  

KNN (Aha et al., 1991) [29] is most straightforward classification techniques 

available in ML. It falls under the category of instance-based learning, sometimes 

known as lazy learning. Using this classification strategy, it is possible to take into 

consideration local approximation while deferring all calculation till the categorization 

process is complete. It preserves all of the recorded examples in the supplied dataset as 

well as classifies new cases similarity measures including such Euclidean distance. As a 

result, the K most comparable occurrences, also known as the neighbours, are managed 

by searching across the whole prepared set for yet another test data point, which is then 

controlled. Furthermore, the anticipated result is obtained by abrogating the yielding 

parameter for those K instances that are reliant on a majority vote of the neighbours in 

the greater portion of the neighbourhood.  

1.8.2.4 Artificial neural network (ANN) 

An ANN, sometimes known as a neural network (NN), is a mathematical proof 

or computer model that is inspired by the way biological and/or functional elements of 

biological NNs (e.g., the hippocampus). NN is made up of a no. of artificial neurons 

that are linked to one another and that processing information using a chosen because it 

provides to computing. In the majority of situations, an ANN is an adaptive integrative 

process in response to external or requires a structure that travels through the network 

during in the learning phase of the algorithm. Modern neural networks are statistical 

data modelling techniques that are non-linear in nature. They are often used in the 

modelling of complicated interactions between inputs and outputs, as well as in the 

discovery of patterns from the data (Alawnah & Sagahyroon, 2017) [30]. 

1.8.2.5 Support vector machines (SVMs)  

Classification as well as regression analysis are both performed using SVMs, 

which are a group of similar supervised learning algorithms that examine data and 

detect patterns. SVMs (Keerthi et al., 2001) [31], are yet another prominent 

classification approach that is frequently employed in a variety of predictive analytics 

applications. Typically, SVM is used as a binary classifier, which means it is used to 

data from the following emphases in informational variable space according to their 
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class, which may be either class 0 or class 1. An appropriate hyperplane is selected in 

vector machine that is a line that may participate in the variable space and is used to do 

this task. With the help of this hyperplane, the vector ML computation is able to 

determine the coefficients that result in the optimal detachment of the subclasses.  

1.8.2.6 Random forest (RF) 

RF classifier introduced by (Breiman, 2001) [32] is an ensemble machine 

learning approach that generates a prediction result by taking into consideration 

numerous learning algorithms at the same time. In DT building, RF is a strategy that 

uses bootstrap aggregation (bagging) in conjunction with random feature extraction to 

produce a collection of DTs that have controlled variance. Instead of a single DT, 

RF generates a huge number of DTs to anticipate the final output behaviour class of 

mobile phone users based on their cell phone log data, rather than a single decision tree. 

The over-fitting problem that may arise with a single DT, that was earlier resolved, is 

eliminated since it creates numerous decision trees for a particular dataset.  

1.8.2.7 Logistic regression (LR) 

LR (Cessie & Houwelingen, 1992) [33] is yet another common probabilistic-

based statistical approach for solving classification difficulties that is utilised to address 

classification tasks. Most of the time, logistic regression is used to estimate probabilities 

by applying a logistic function that is also known as the sigmoid function. The 

hypothesis of logistic regression suggests that function should be limited to values 

between 0 and 1. Using a given dataset, this classifier determines the link between a 

categorical dependent variable as well as one or more independent factors. This is the 

dependant variable, which is the target class that we will forecast. The independent 

variables, on the other hand, are the qualities or contextual factors that we will use to 

forecast which class will be selected.  

1.8.2.8 Adaptive boosting (AdaBoost) 

This is a ML meta-algorithm developed by (Freund & Schapire, 1996) [34], 

which stands for adaptive boosting. This approach may also be used to make predictions 

in certain situations. Boosted classifiers are designed to integrate the output of other 

learning procedures, known as 'weak learners,' in order to build an operative classifier 

that can be used to get the final output of the boosted classifier method. This is referred 
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to be an adaptive classifier in that it significantly improves the performance of the 

classifier; nevertheless, in certain circumstances, it may result in overfitting. This is 

sensitive to noisy data & outliers, and that may be used to improve performance. A lot 

of experts in the field of context-aware mobile services make use of the AdaBoost 

classifier for a variety of applications.  

DL is a subset of ML, which is wide phrase that refers to methods for learning 

new things. DL has risen to prominence in recent years as approach of choice for IP 

jobs, and it has had a significant influence on area of medical imaging. DL is 

notoriously data-hungry, & indeed CXR research communal has stands to benefit from 

publishing of many large labelled databases in recent years, which were primarily made 

possible by the automatic data preprocessing of radiology reports, which allowed for 

generation of labels in the first place. 

Deep learning is a new study topic in the fields of machine learning as well as 

pattern recognition that is rapidly gaining popularity. When it comes to categorization, 

deep learning is a term used to refer to machine learning approaches that employ 

supervised or unsupervised procedures to automatically learn classification tasks in 

deep structures. In deep learning, the notion of a human brain with various forms of 

representation, with basic characteristics at the lower levels and higher-level 

abstractions constructed on top of that, is referred to as multi-level representation. 

Humans organise their thoughts and concepts in a hierarchical fashion. Initially, human 

beings absorb basic notions, which they later combine to represent more complex 

concepts. When compared to a deep neural network, the human brain is made up of 

several layers of neurons that operate as feature detectors, recognising more abstract 

characteristics as the layers of neurons are increased in number. This method of 

describing information in a more abstract manner is simpler for computers to generalise 

than the previous one. The goal is to identify more abstract characteristics at the upper 

layers of the representations by employing neural networks, which are capable of 

quickly distinguishing between the numerous explanatory elements included in the data. 

Because of its state-of-the-art effectiveness in a wide range of domains such as object 

perception, voice recognition, computer vision, collaborative filtering, including natural 

language processing in recent years it has gained a great deal of interest. The amount of 

data being generated is growing at an exponential rate, and deep learning is becoming 
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more important in offering big data predictive analytics solutions (W. Liu et al., 2017) 

[35]. 

1.8.3 Overview of Deep Learning Techniques 

There has been a plethora of DL-based designs suggested. Deep architectures 

such as CNNs, AEs, RNNs, as well as DBNs are amongst the most often utilised deep 

architectures for detection of DR. Various architectural styles will be discussed in detail 

in the following sections (Asiri et al., 2019) [36]. 

1.8.3.1 Auto encoder  

The standard definition of an auto encoder is a feed forward neural network with 

the goal of learning a compressed, distributed representation of a dataset. An auto-

encoder is a three-layer neural network that has been taught to recreate its inputs by 

utilising them as the output of the network. Because it has to automatically learn which 

represent the variation in the data in order for it to be replicated, Using simply linear 

convolution layers, it can be demonstrated to be comparable to PCA and might even be 

utilised for dimensionality reduction. Once trained, the hidden layer activations are 

utilised as the learnt features, as well as the top layer may be removed from 

consideration altogether. 

 

Figure 1.6: Auto encoders 
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Training may be either supervised or unsupervised, with the latter being the 

more common option. The activations in the top-layer may be considered as features 

and input into any appropriate classifier, such as a Random Forest, SVM, or other 

similar algorithm. The weights learned by training the layers separately are then utilised 

to initialise the weights in the final deep network, and the whole structure is fine-tuned 

beyond that point. The network may be fine-tuned using back propagation if an extra 

output layer is added on top of the network, on the other hand. Only if the parameters 

are started near to a suitable solution will back propagation operate effectively in deep 

networks, as previously stated. This is ensured by the layer-by-layer pre-training. There 

are also more ways, including as dropout and maxout that may be used to fine-tune deep 

networks. 

1.8.3.2 Restricted Boltzmann Machine (RBM)  

There are two layers to RBM: the visible layer and the concealed one. Between 

layers, however, there are no links; only visible to concealed links are found here. It is 

trained to maximise the anticipated log probability of the data. For each input, a binary 

vector of Bernoulli distributions is used to learn the distributions. As with a 

conventional neural network, an activation function between 0 as well as 1 is often 

utilised, and the logistic function is used to calculate it. Assuming the output is random, 

all neurons are engaged if the activation is larger than the random variable for that 

particular neuron. Neurons in the buried layer get inputs from visible units. Initial input 

vectors for visible neurons are binary, and afterwards hidden layer probabilities are 

applied. 

 

Figure 1.7: Visible and hidden layers in an RBM 
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1.8.3.3 Convolutional Neural Networks (CNN)  

MLPs with a biological orientation are known as CNNs. In a typical 

Convolutional Neural Network, there are several layers of hierarchy, some of which are 

used to represent features and others of which are used as a form of traditional neural 

network for classification. Convolutional and sub sampling layers are two forms of 

modifying layers that may be used to change the appearance of images. There are two 

types of convolution layers: those that use equal-sized filter maps to execute 

convolution operations, and those that use smaller filter maps to accomplish sub 

sampling. 

1.8.3.4 Recurrent Neural Network  

Correctly put, an RNN model is a sequential model that is capable of portraying 

how successive elements relate to each other. Figure 1.8 depicts a feedback loop as a 

series of recurrences in both time and sequence. Exploding or disappearing gradients in 

RNNs are well-known issues. The learning process might come to a standstill if the 

gradient becomes too tiny or too great during the course of a lengthy data set. This 

problem was addressed by introducing the LSTM model and proposing the GRU model 

(gated recurrent unit). Both of these networks prevent gradients from bursting or 

disappearing by allowing the gradient to flow uninterruptedly across the network. 

 

Figure 1.8: An illustration of a simple RNN and its unfolded structure through time t. 
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1.8.3.5 Deep Belief Networks 

DBN is a deep network architecture that uses Boltzmann-restricted cascading to 

generate the network layers. An RBM is trained to optimise the similarity between input 

and projection using a contrasted divergence approach (in terms of likelihood). DBNs 

are probabilistic frameworks because they prevent degenerate solutions by using 

probability. DBNs may be taught using a layer-by-layer greedy learning technique and 

then fine-tuned using gradient descent & back propagation methods such as SAEs. 

Employing a greedy approach of gradient descent and back-propagation, DBNs are 

constructed unsupervised and enhanced using layer-by-layer learning. (Vinyals et al., 

2017) [37]. 

 

Figure 1.9: Structure of DBN 

1.9 FEATURE EXTRACTION (FE) 

Feature extraction (FE) from high-dimensional images is an example of 

dimensionality reduction, in which a large number of pixels from the picture are 

represented in a low-dimensional space so that the important sections of the image may 

be successfully recorded. Machine Learning, Image Processing, and more are all 

examples of its wide variety of uses. Pattern Recognition in image processing may 

make extensive use of this technology. Medical image analysis in particular, including 

counting red blood cells, white blood cells and cancer cell identification, has benefited 

greatly from the use of this technology. There are certain limitations in medical image 

analysis software feature extraction approaches due to the complexity of medical 
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pictures. Colour (Gray) image characteristics, texture features, form features, as well as 

spatial linkages are often employed in feature extraction algorithms. The extracted 

image characteristics should be able to characterise things both abstractly and in a more 

precise manner. In order to do any computer vision, an image must exhibit properties 

including such distinctiveness, consistency; features are invariant under geometric 

shape, quickness, and abstraction. While several Feature Extraction techniques have 

emerged in the previous decade, each has its own pros and downsides(Kalaivani et al., 

2020) [38]. Some are simple to implement, while others have low computational cost 

and quick processing speed, and so forth.  

The method of removing valuable information from the raw data is called data 

mining. Nevertheless, for most FE approaches, the issue of extracting relevant features 

that may accurately capture underlying content of a piece of data or dataset as 

completely as possible continues to be a significant obstacle. It is the process of 

extracting the common characteristics from a picture so that it may be utilised for a 

range of different applications that is known as feature extraction. For the purpose of 

extracting visual characteristics, a variety of approaches have been developed. Image 

matching and recognition methodologies, as well as learning in machine learning 

techniques, can benefit from these characteristics(Khalid et al., 2014) [39]. 

 

Figure 1.10: Classification of feature extraction techniques. 
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In order to execute image feature extraction on the component image, different picture 

pre-processing methods such as normalisation, thresholding, binarization, scaling, and 

so on are applied to the image. As seen before features may be divided into two 

categories: generic features (GF) and domain-specific features (DSF). Color, form, and 

texture are examples of application autonomous characteristics, while conceptual and 

human face aspects are examples of application dependant features. 

a) Color Features  

In order to retrieve information that is presented in the form of a video or an image, 

colour features are often used for the extraction of visual characteristics. Color is most 

important characteristics of photographs, and it is characterised in terms of colour 

spaces or models, which are as follows: “RGB, HMMD, HSV, and LUV”. Color 

characteristics are resistant to changes in translation or viewing angle. This is to specify 

the various colour characteristics, and once the colour space for a given picture has been 

determined, the related colour features may be simply extracted from the image in 

question. It is possible to get several colour characteristics from published literature, 

such as colour correlation, colour histograms, colour coherence vectors (CCV), and 

colour moments (CM), to name a few examples. CM is the most straightforward and 

effective aspect of the group. 

b) Texture Features  

Color features make use of individual pixels, while texture features make use of groups 

of pixels. Texture is used by the human visual system to aid in the interpretation as well 

as identification of images. Texture, in its most basic form, describes visual patterns that 

have the homogeneity quality. TF may be broadly classified into two types: spatial TF 

and spectral TF. 

c) Shape Features  

When it comes to detecting and distinguishing real-world items, shape features (SF) 

play a critical role. They are the most dominating visual indication used by humans for 

similarity checking and matching. In general, SF are separated into two categories: 

region-based (RB) as well as contour-based (CB). 
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1.10 AIM OF THE PROJECT 

 The aim of this project is to study the concept of clustering in depth with a 

twofold approach.  

 The first step is concerned with the comparison of two well performing and 

popular algorithms namely K Means and BIRCH on five datasets. 

 The better algorithm is applied for the application purpose. The better algorithm 

is used for image segmentation of CXR images in COVID 19 detection in the 

second step.    

1.11 MOTIVATION 

Clustering is very important concept in the upcoming fields of studies like ML, 

AI and other business applications. Primary motivation behind this study was to study 

clustering in depth with a twofold approach. In the first part the motivation behind the 

study is to deduce the better algorithm via testing it on five different datasets. Another 

motivation behind the application part is to implement the better algorithm deduced 

from first part & help the medical field, with using that algorithm for detection of 

COVID 19. 

This research’s motivation in the implementation part is to offer a consistent 

analysis system to support the decision-making of medical experts in the detection 

COVID-19 virus. Since the corona virus mainly attacks the respiratory system, the 

diagnosis of chest X-rays has emerged as a viable solution for detection of COVID-19 

infection. RTPCR (Y. Fang et al., 2020) [40], on the other hand, is by far most 

successful method of COVID-19 detection. As a result of geological, sociological, and 

economic limitations, this procedure is very time consuming (taking hours to even days) 

and necessitates the use of specific kits that may not be accessible in distant sections of 

a nation. The fast antigen test, on the other hand, tests for the presence of viral antigens 

in a nasal swab, but it has a greater incidence of false negatives because of the higher 

likelihood of false positives. The serological test searches for antibodies created by the 

immune system against the virus in the patient's blood sample, which is collected during 

the procedure. In both CT scans and X-ray scans, invisible regions of the electro-

magnetic spectrum are used in order to identify any kind of aberration. CT scans are 

employed for early detection and have a high level of clinical significance. In this 

article, we discovered that chest X-ray testing are both economically feasible and 
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reasonably simple to interpret the findings of. Chest X-rays are readily accessible, are 

available in portable formats, and provide a minimal risk of radiation exposure. CT 

scans, on the other hand, are associated with a significant radiation risk, are costly, need 

clinical competence to perform, and are not portable. As a result, X-ray scans are more 

convenient than CT scans in many situations. 

We have written two articles in which we will conduct a comparison research of 

the clustering algorithms and then the analysis and detection of the COVID disease 

through the K Means algorithm. 

1.12 CONTRIBUTION OF THIS PROJECT 

The following is the most significant contribution made by this paper: 

 We have performed a thorough comparative evaluation on two well known and 

good performing clustering algorithms on five datasets. 

 In the part 2 of our study, implement the K means algorithm for COVID-19 

detection & Using our proposed framework, we tested the algorithms' validity on 

3 well-known public X-ray and CT-scan image datasets, which were publicly 

available. 

 Introduce an image segmentation model for segmenting COVID-19 CT images 

using a K-Means clustering approach, which demonstrated improved 

performance over previous models. 

 The proposed Fast. AI framework was evaluated in comparison to earlier 

research on a variety of performance criteria, including precision, accuracy, 

recall, as well as f1-score. All measures have shown considerable improvements. 

 After conducting a thorough assessment to verify the proposed approaches, we 

discovered that the proposed SVM classifier machine learning model has 

exceptional performance on 3-class classification tasks. After conducting a 

thorough assessment to verify the proposed approaches, we discovered that the 

SVM classifier model has good performance on similar studies. Studies have 

been conducted for the detection of brain tumour in MRI images, using SVMs, 

in which the linear kernel of SVM showed a very good accuracy of 91.66% [41]. 
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Apart from medical imaging, SVM has also proved out to give good accuracy of 

98.46% imaging in classification of plant diseases [42]. Brain tumour 

classification using images has also other studies where SVM has proven to be 

effective. Linear and Quadratic SVM has given 97.2% accuracy and cubic SVM 

has given 94.4% accuracy in previous studies [43]. Later on we discuss COVID 

19 detection in previous studies using CXR images have also used SVM has 

given accuracies better than KNN classifier. 

1.13 THESIS OUTLINE 

This research work is partitioned into six chapters. The layout of every chapter is given 

beneath. 

Chapter 1 is the Introduction of this study. This chapter goes into detail on the first part 

i.e. the comparison of the clustering algorithms on 5 datasets & the second part on 

COVID detection. 

Chapter 2 is the study project's review of the literature. The purpose of this chapter to 

describe the studies and research results in the fields of clustering which relate to our 

first objective which is compare clustering algorithms & study ML, FE, & others in area 

of COVID-19 patient detection using CXR Images related works on the current study 

that have been conducted. 

Chapter 3 describes the tools used for implementation of this study. 

Chapter 4 describes the research methodology. The methodology of the two objectives 

which is comparison of algorithms and then implement and use clustering for analysis 

& detection of COVID are described in this section. 

Chapter 5 describes the outcome of the experiment. The proposed model of both the 

part of study is evaluated here and results are presented. Various evaluation metrics are 

used here. 

Chapter 6 is the concluding part of this paper. Conclusions of the studies and the 

potential future work are presented here. 
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CHAPTER 2 

LITERATURE REVIEW 

2.1 RELATED WORK 

Clustering has become an important field of study for variety of studies in academics 

and Industrial applications. Numerous good studies have been conducted based on 

clustering and its applications in diverse fields. This section comprises of studying all 

the good studies related to our study which gives us inspiration to conduct our study and 

help us too.  

We also study the good researches conducted related to the application of the clustering 

algorithm in our study which is analysis and detection of COVID 19. Since 

commencement of COVID-19 (Cov-19) pandemic, scientists have created ML-based 

algorithms to automated screening of positive COV-19 cases utilising a variety of 

radiological imaging, including CT scans and CXR. This section comprises research 

that have been conducted in relation to COV-19 diagnosis, and which have 

predominantly made use of artificial intelligence-based approaches, particularly ML as 

well as deep learning. 

2.1.1 Based on Clustering 

F.Wang, Hector-Hugo Franco-Penya, J. D. Kelleher, J. Pugh, R. Ross presented a study 

which contains a simplified version of Silhouette index, which was employed for 

validation of K Means method [14]. 

A study was conducted for Validation of the IRIS dataset by A. Vysala and Dr. J. 

Gomes. In this, the internal validation has been through the Silhouette Coefficient [44].  

I. Ullah, H. Hussain, I. Ali, A. Liaquat have presented a study in which, K-Means 

algorithm was employed for Customer churn [9]. 

Y. Tu, Y. Liu, Z. Li have presented an article in 2010, in which the BIRCH Algorithm 

was employed with the focus on creating a new technique regarding time series 

segmentation [45].  
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An Enhanced model of K Means & Silhouette coefficient was previously employed in a 

study to detect the Dental Plaque has been presented in a study by P. Sudheera, V R 

Sajja, S. D. Kumar and N. G. Rao [46]. 

In an article presented by A.K. Singh, S. Mittal, P. Malhotra and Y. V. Srivastava, 

KMeans was applied to Cereal data, and to internally validate the result, 

“DaviesBouldin” Index was used [47].  

A review study was conducted by A. Pugazhenthi and L.S. Kumar regarding the 

KMeans technique & Fuzzy C-Means [48].  

The prediction of Customer churn in the telecom industry has been performed, and 

KMeans has been used in this study. This study was conducted by S. Preetha and R. 

Rayapeddi [49]. 

BIRCH technique has been applied in a study concerned with Malware identification, 

written by G. Pitolli, L. Aniello, G. Laurenza, L. Querzoni and R. Baldoni [11].  

H. Mahi, N. Farhi, K. Labed and D. Benhamed have written an article in which 

KHarmonic Means with validation using silhouette coefficient was conducted with 

focus on clustering Multispectral Satellite images [50]. 

S.H. Jun and S.J. Lee, have conducted a study which compares algorithms using 

Internal Cluster Validation was also an inspiration for our article [51].  

T. Gupta and S. P. Panda have conducted a study in which the IRIS dataset was taken 

up for the study, and used CLARA technique and K-Means technique for clustering. 

The internal validation was done by employing Dunn index and Silhouette Index [52]. 

A. D. Fontanini and J. Abreu conducted a study in which BIRCH technique was 

employed to extract the load profiles in a study [53].  

M. Aryuni, E. D. Madyatmadja and E. Miranda have presented a study, in which, a 

customer segmentation study was performed, via K-Means and K-Medoids techniques 

[54]. 

A study was held in past by Y. Liu, Z. Li, H. Xiong, X. Gao and J. Wu, which helped us 

understand the validation measures. This helped us in understanding concepts and 

conducting our study [55]. 
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K-Means Algorithm is employed in past study by X. Min and R. Lin, where fraud 

detection was done via signaling data [56]. 

The corpus callosum was segmented from brain magnetic resonance imaging using the 

K-Means approach by G.V. Bhalerao and N. Sampathila [57].  

Medical Image segmentation has been performed through an optimized version of 

KMeans in an article by R. Alzu’bi, A. Anushya, E. Hamed, B.S. Angela Vincy and A. 

AlSha’ar [58]. 

In a previous study by S. Songma, W. Chimphlee, K. Maichalernnukul and P. 

Sanguansat, Two phase classification method was proposed, in which K-Means was 

taken up for clustering [59]. 

Previous study by T H Sardar et. Al, have proposed a document clustering method in 

which combination of MapReduce and K-Means have been used which have given 

better results [60]. 

In a previous study by Joy Iong Zong Chen, K-Means algorithm has been used with the 

CNN Algorithm for the recognition of vehicle license plates, which has also been 

improved by application of detection & location algorithms [61]. 

A comparative study between K-Means and Fuzzy C means has been performed before 

by K. Zhou et. Al which also aims at comparatively evaluating two different clustering 

algorithms [62]. 

Previously by C Cheng et al. a Fuzzy K-Means based control method has been proposed 

for improvement in boiler combustion efficiency of a 1000MW ultra supercritical power 

plant. GPC with combination of FKM has been used in this study to improve control 

efficiency [63].  

K-Means has also been modified by repeated watershed transformation i.e. iterated 

watersheds which has shown improved results which has been illustrated through image 

segmentation by S Soor et. Al [64]. 

I Khan et. Al have previously modified Fuzzy K-Means by a twofold process, which 

could detect correct number of clusters while initializing different cluster centroids[65]. 
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S De et. Al have demonstrated in a previous study that K-Means can be used in the 

segmentation of skin tones, which are under different illumination and backgrounds 

[66]. 

2.1.2 Based on COV-19 Diagnosis in CXR 

A variety of studies have been published on COV-19 and how to identify it since 

emergence of COV-19 pandemic. These trainings include medical analysis, artificial 

intelligence, data mining, including data mining connected to COV-19. There are many 

CXR image datasets required to address COV-19 instances, & this literature review 

examines the existing CXR image datasets to detect COV-19 cases using different 

learning models that are applied to categorise the CXR pictures. Many evaluations have 

been conducted to highlight current advancements in recognition of COV-19 infection.  

(Shorfuzzaman et al., 2021) [67] In this research, researchers present a unique 

CNN-based DL fusion framework that is built on transfer learning idea, wherever 

parameters (weights) after separate models are fused in single model to extract features 

from pictures, that are then fed to a bespoke classifier for predicting, utilising the 

transfer learning approach. The diseased regions in CXR images are shown applying 

gradient-weighted class activation mapping, which is a type of classification mapping. 

Also included is feature representation via visualisation, which permits us to obtain a 

improved grasp of class separability of the tested models in terms of COV-19 detection. 

When evaluating effectiveness of suggested models, cross-validation experiments are 

carried out using open-access datasets including healthy plus COV-19 & other 

pneumonia infected CXR pictures, respectively. It was discovered that best-performing 

fusion model can accomplish classification accuracy of 95.49 percent while also 

exhibiting a higher degree of sensitivity as well as specificity. 

(Singh & Singh, 2021) [68] In this study, an automated technique for diagnosis 

of COV-19 using CXR pictures is suggested. Approach proposes an enhanced 

depthwise CNN for analysing CXR pictures, which is a breakthrough in the field. It is 

necessary to use decomposition method in order to incorporate multiresolution analysis 

into a network. Frequency sub-bands extracted from input photos are sent into the 

network, which then uses them to detect the illness state. The network is meant to 

predict if an input picture is normal, viral pneumonia, or COV-19 based on its 

classification. When paired with Grad-CAM visualisation, the forecasted output from 
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the algorithm is used to provide a diagnostic. In addition, a comparison analysis with 

the current approaches is carried out. For the purpose of performance assessment, 

measures such as accuracy, sensitivity, as well as F1-measure are computed. The 

suggested technique outperforms the existing approaches in terms of effectiveness, and 

so as a outcome, it may be utilised to provide an accurate diagnosis of the condition. 

(Krishnan & Krishnan, 2021) [69] The modern techniques of assessing chest X-

rays as well as CT scans need extensive expertise and therefore are time-consuming, 

suggesting that they are spending valuable medical professionals' time at a period when 

people's lives are at danger, which is concerning. Using fine-tuning of the Vision 

Transformer, this research attempts to aid in classification of CXR, resulting in 

advanced efficiency in classification of CXR. CXR are applied in the suggested 

technique to develop pretrained models that are fine-tuned for identifying the existence 

of COV-19 illness. According to the accuracy score of 97.61 percent, precision score of 

95.34 percent, recall score of 93.84 percent, as well as FL-score of 94.58 percent, this 

strategy is the most accurate method. This finding demonstrates the effectiveness of 

transformer-based models on CXR images. 

(Ji et al., 2021) [70] This work presents a COV-19 detection approach that is 

based on the merging of picture modal features. Small-sample enhancement process, 

including such rotation, translation, as well as random transformation, are performed on 

chest X-rays in the first step of this approach. When it comes to extracting modal 

features, five traditional pretraining models are utilised. The model is trained as well as 

fine-tuned, and then it is evaluated using the ML evaluation standard, as well as the 

ROC is plotted against the model's performance. When compare to conventional model, 

the classification approach developed in this work is more successful in detecting COV-

19 image modal data, so it getting the desired result of properly detecting occurrences. 

(Peng et al., 2021) [71] Researchers performed multiple case studies to illustrate 

the usefulness of COV-19-CT-CXR. Researchers demonstrate that the inclusion of 

COV-19-CT-CXR as extra training data may result in enhanced DL efficiency for the 

categorization of COV-19 or non-COV-19 CT when combined with other training data. 

Secondly, researchers gathered CT pictures of influenza, another frequent respiratory 

syncytial ailment that may appear in a similar manner to COV-19. To establish the 

illness differences in research literature, researchers used text mining to extract captions 
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as well as image explanations from research papers then contrasted 15 clinical 

symptoms as well as 20 clinical results of COV-19 to those of infection to display 

disease disparities. The dataset is one-of-a-kind in that it retrieves images together with 

pertinent text or fine-grained annotations, and it could be readily expanded in the 

coming. In addition to current sources, researchers expect that this effort will help to 

computer - aided diagnosis of the COV-19 epidemic. 

(Hou & Gao, 2021) [72] this study, a novel diagnostic allows for the 

development on a DCNN has been created to help radiologists diagnose COV-19 

pneumonia via separating it from non-COV-19 influenza in patients regardless of 

interpretation and detection of chest X-rays. The medical ability to identify and 

diagnose COV-19 will be improved by using an automated technology to speed up the 

interpretation of chest X-rays while also improving performance. X-ray dataset pictures 

are utilised in the DCNN to describe the behaviour of the training-learning models in 

order to get improved prediction performance by using the comprehensible technique. 

The average accuracy of technique is over 96 percent, that can substitute human reading 

but has possibility to be used to large-scale quick screening for COV-19 for extensively 

usage scenarios. 

(Hastuti et al., 2021) [73] This research, the transfer learning model is used, 

allowing for an examination of the accuracy acquired and a comparison with the 

accuracy findings produced by the conventional learning approach. An open-source 

dataset of 1500 CXR images was utilised in this research. The precision of TL as well 

as selection of epoch or batch size parameters are used to gauge system efficiency. This 

shows that the optimal pair parameter utilising transfer learning techniques is paired by 

epochs 100, batch size 64, and yields a 98 percent accuracy rate. their transfer learning 

approaches outperform classical instructional strategies in terms of classification 

accuracy. 

(Madaan et al., 2021) [74] In this study, researchers present a 2-phase X-ray 

image classification system, named XCOVNet, for early COV-19 identification utilising 

a cnn model, which is described in detail. It is possible to identify COV-19 poisons in 

X-ray pictures of patients in dual stages. Pre-processing 392 CXR pictures, half of 

whom are positive for COV-19 & another half negative. Patients may be classified with 

98.44% efficiency after the second round of training and tuning neural network models. 
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(Calderon-Ramirez et al., 2021) [75] They use CXR pictures with uncertainty 

estimates to develop a COV-19 infection detection mechanism. Computer-aided 

diagnostic tools in the medical area must be used with caution if they are to be safe. A 

board-certified radiologist should review any model estimates that have a significant 

degree of uncertainty. Utilizing unlabeled data and the MixMatch semi-supervised 

approach, they hope to enhance uncertainty estimates. In this study, they evaluate the 

most commonly used uncertainty estimating methods, including Softmax scoring, 

Monte Carlo dropout, as well as probabilistic uncertainty quantifying. Jensen-Shannon 

distance here among uncertainty populations of right and wrong guesses may be used to 

verify the validity of uncertainty measurements. Just like many other prior measures, 

this one takes into account the distribution of uncertain estimates, unlike most other 

metrics. They found that incorporating unlabeled data improved their ability to predict 

uncertainties significantly. The Monte Carlo dropout approach yields the most accurate 

findings. 

(Awasthi et al., 2021) [76] They are working on a mobile DL prototype for 

COV-19 diagnosis that is both lightweight as well as efficient, so this makes use of US 

lung pictures. COV-19, pneumonia, and healthy were the three groups that participated 

in this activity. The newly constructed network, dubbed Mini-COVIDNet, was 

contrasted to both existing lightweight as well as current heavy neural network models 

in order to determine its performance. The projected network has an 83.2 percent 

reliability rating and requires just 24 minutes of training. The Mini-COVIDNet that has 

been proposed uses 4.39 network parameters and just 51.29 MB of RAM, which is 

much less than the next most efficient network. A mobile application might be utilised 

to locate COV-19 care locations by using lung ultrasound imaging. When compared to 

other lightweight systems in general of accuracy & duration, the Mini-COVIDNet 

shown here outperforms them. This is in accordance with the distribution of numerous 

inconsequential systems on surrounded systems. 

(Panetta et al., 2021) [77] The investigation is conducted out on double publicly 

obtainable datasets: (a) Kaggle & (b) COVIDGR, both of which are freely available 

online. For the purpose of evaluating the system's performance, a variety of evaluation 

metrics would be utilised. These measurements will include accuracy, a clear indication, 

precision, efficiency, as well as f1 scores. Kaggle x-rays revealed a difference of around 
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100 percent between normal as well as COV-19 x-rays when using the three-class 

categorization system described previously. When it comes to the specificities, they 

received an overall score of 77.72 8.06, whereas the COVIDGR dataset received an 

overall score of 72.65 6.83. 

(Channa et al., 2020)  [78] In this case of COV-19 pendamic, streaming 

diagnosis built on retrospective evaluation of laboratory data in form of CXR is 

required, and DL may be used to do this. A novel approach for detecting COV-19 was 

presented in this study, which included synthesising medical pictures with the use of 

deep networks. The research yielded good findings, with an accuracy of 91.67 percent 

in diagnosing COV-19 as well as an accuracy of I00 percent in determining the survival 

ratio. 

(J. Liu et al., 2020) [79] this report presents COV-19 CT, a common image 

model for time-space sequences. This project successfully completed the creation of 

several deep models, ranging from CT segmentation in the pulmonary parenchyma of 

the lumbar spine to lesion identification that permits automatic case sensing of COV-19. 

By integrating images from various phases of a similar patient, it may be possible to 

acquire more accurate screening findings than previously possible. The COV-19 image 

detection framework for time-space sequences is suggested in this study as a 

standardising image detection model. The findings of the experiment demonstrated that 

the model is extremely accurate and reliable, with good support for diagnosis of COVID 

19, and it has a favourable impact on epidemic detection and management in general.  

(Haritha et al., 2020) [80] They make use of CheXNet algorithms to anticipate 

CXR data for this section of the new COV-19 disease, which is in its first year. With 

future improvement, this approach may be used in real-time COV-19 detecting 

circumstances, such as in traffic jams. Its key goal is to increase the number of data sets 

available in its framework in order to give better training for more exact estimations. 

During MLtraining, this improves the model's performance over a wide range of data 

sets, which is beneficial. It may be possible to predict the chances of this individual's 

survival in more detail. 

(Ahsan Pritom et al., 2020) [81] The first comprehensive test was carried out in 

order to detect and identify websites that were infected with COV-19. A methodology 
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was described, and it was then applied to a set of data. In their studies, they discovered 

that the attackers that carry out COV-19 hostile websites are agile, skilled, and driven 

by financial gain. If the WHOIS data for certain websites is available, their research has 

shown that an RF detector might be a useful tool in detecting this kind of assault. 

(Kapetanović & Poljak, 2020) [82] The current coronavirus epidemic in the 

Republic of Croatia's Closed Territory has been patterned after a previous outbreak in 

the same region (COV-19). The revised SEIR prototype is designed to depict the 

pandemic by employing statistical numbers from the public, such as the number of 

people who were infected, recovered, as well as died during the outbreak. The SEIR 

model, which was implemented by the Croatian Ministry of Health at the beginning of 

COV-19 on February 25, provides introductory information about the future diseases, 

tighter monitoring of social distance, including quarantine action for those suffering 

with harmful illnesses. It will be possible to calculate the basic reproductive number if 

the information supplied is accurate and indeed the model used is accurate. The results 

hint to the possibility of significant improvements and urge on the Ministry of Health to 

take severe preventive measures. 

(Yang et al., 2018) [83] In this study, a novel CT image denoisation approach 

built on Wasserstein distance and perceptual similarity is developed using a GAN. The 

Wasserstein distance is an essential notion in the best transport theory, and it has the 

potential to advance efficacy of GAN. Noise is reduced by associating the perceptual 

qualities of a designated output with perceptual characteristics of ground truth in a 

particular region, while GAN focuses on statistical migration from a powerful to a weak 

data distribution. As a result, suggested solution applies your visual perception 

experience to problem of picture degradation, and it is capable of not only dropping 

image noise, but of attempting to preserve vital information. They obtained promising 

results in their studies, which were carried out with the use of clinical CT pictures. 

(Van Tulder & De Bruijne, 2016) [84] This work blends a generative and a 

discriminating learning aim, and it proposes a convolutional classification confined by 

the Boltzmann network as a solution. This aids in the learning of filters that are suited 

for the characterisation as well as classification of training data, which really is 

beneficial. They show CT pictures with lung texture and airway identification learning 

assessments, as well as other materials. When a mixture of learning objectives was 
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used, the results were merely discriminatory or generative, with one example to 

illustrate an increase in performance of lung tissue categorization of between 1 percent 

and 8 percent. This demonstrates how discriminating learning may assist a learner who 

is generally unsupervised in the process of learning filters that are optimal for 

classification. 

There have been various studies issued in the literature that have employed DL 

classifiers to recognize people infected with COV-19. The released datasets as well as 

DL models for CXR pictures for which many scientists have previously offered a 

survey have been deliberated in aspect. 

(Dimas et al., 2021) [85] In this work, CNN architecture is used in conjunction 

with DL to recognise images. X-ray pictures are utilised to distinguish between people 

who are infected with COV-19 and those who are not. It is estimated that 2562 x-ray 

pictures have been taken, which have been split into two categories: positive as well as 

normal. It will also make use of CLAHE preprocessing, as well as two sets of data 

which will be utilised as DL training manuals, namely the original data as well as the 

CLAHE preprocessed data, for COV-19 x-ray picture. Training procedure is carried out 

with help of CNN and Resnet-101 framework. The research separated the data into two 

groups based on an 80:20 ratio of training data to test data. A comparison of 

classification performance using a confusion matrix reveals that the suggested technique 

has the greatest accuracy, 99.62 percent sensitivity, including 99.60 percent specificity, 

all of which are 99.61 percent. 

(Rawat et al., 2021) [86] In order to address this issue, a COV-19 detection 

system has been developed. This method will aid medical specialists in interpreting the 

report, as well as the expert panel will then make a final decision. As previously noted, 

Deep Learning methods, particularly CNN, have shown to be great in medical picture 

interpretation & detection, & since our goal is comparable to medical image 

classification, CNN is an excellent candidate for our use case in this context. We 

investigated four alternative CNN architectures on a CXR for Cov-19 Analysis, which 

we found to be effective. The models that are being utilised have been pre-trained using 

ImageNet datasets. The findings have been obtained by the use of Transfer Learning. 

Using multiple architectures, a comparative assessment of the data revealed that 
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structures based on CNN offer significant promise for Cov-19 diagnosis & recognition, 

according to findings. 

 (Nur-a-alam et al., 2021) [1] In this research, researchers used Convolutional 

Neural Networks to undertake thorough empirical analysis in order to identify such 

pneumonia on photos. Our examination of a collection of current CNN models reveals 

that some of these models are unsatisfactory decision-making capabilities. Cov-19 data 

from of the COVID-CXNet dataset as well as the Normal class data from the NIH CXR 

dataset, multiple binary class classification classifiers are based in this context. CHALE 

as well as BEASF based on the ASF were used to pre-process the data, as well as 

CHALE for the data. With the use of transfer learning approaches, the ImageNet pre 

trained modelling of different CNN models, such as DenseNet, VGGNet, and 

EfficientNet, are converted to this domain and used in other applications. By combining 

the EfficientNetB5 model with pre - processed data, the best possible result is attained, 

with an F1 score of 0.99. 

(Akter et al., 2021) [87] Recent study has shown a correlation between presence 

of COV-19 and discoveries in CXR pictures. This paper's method builds on that 

research by using current DL models (VGG19 as well as U-Net) to analyse CXR 

images and categorise them as true or false for COV-19. Following the preprocessing 

stage, that also includes lung segmentation as well as removing the environmental 

factors that does not provide key data for the task and might even result in biassed 

outcomes, the developed scheme moves on to the classification algorithm trained using 

the transfer learning scheme, but instead eventually to the outcomes analysis and the 

findings stage, that also includes heat maps visualisation. The most accurate models had 

a COV-19 discovery accuracy of around 97 percent. 

(Shadin et al., 2021) [88] The study offered two models for perceiving COV-19 

from CXR images, one dependent on DL and another one on transfer learning, both of 

which were based on CNN. A total of 1553 CXR pictures were utilised in this study, 

which came from several datasets. Our suggested DL-based CNN architecture attained 

maximum training accuracy of 79.74 percent as well as the maximum validation 

accuracy of 84.92 percent. On the contrary, the TL-based InceptionV3 structure scored 

the greatest training accuracy of 85.41 percent and the maximum validation accuracy of 

85.94 percent among all architectures tested. 
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(Wu et al., 2021) [89] This work describes the growth of a unique Joint 

Classification as well as Segmentation (JCS) algorithm for performing real-time as well 

as comprehensible COV-19 chestCT diagnosis in the laboratory setting. 144,167 

chestCT scans of 400 COV-19 patients plus 350 uninfected cases were used to train the 

joint classification & segmentation (JCS) algorithm. COVID-CS dataset was used to 

train their JCS system. The suggested JCS diagnostic method for COV-19 feature 

extraction and classification has been shown to be very effective in extensive testing, 

according to the authors. This model achieves an average sensitivity of 95.0 percent and 

specificity of 94.0 percent on our COVID-CS classifications testing set, as well as a 

Dice score of 78.5 percent on the segmentation test set, using our COVID-CS dataset as 

input. 

(Chang et al., 2021) [90] In this work, clinicians are assisted in identifying 

COV-19 illness from CXR pictures by using DL techniques Once the photos had been 

pre-processed, they were sent into the VGG16 model, which automatically classified 

them into three groups to aid radiologist in diagnosis & conduct of condition. The 

accuracy of categorization was found to be 78 percent, according to findings. Detail 

investigations revealed that by correcting imbalanced pictures issue, accuracy of system 

may be significantly improved. Furthermore, selecting most appropriate picture pre-

processing methods has a great likelihood of producing superior outcomes. 

(Morís et al., 2021) [91] Due to a lack of available pictures of this current 

illness, researchers describe in this paper novel ways for artificially boosting the 

dimensionality of portable CXR datasets for COV-19 diagnosis, which are in response 

to the poor supply of images of this recent disease. Thus, researchers merged three 

complimentary CycleGAN designs to do a simultaneous oversampling utilising an 

unsupervised technique as well as without the need for paired data, as opposed to the 

traditional approach. Although the portable X-ray pictures have low quality, we 

demonstrate inclusive accuracy of 92.50 percent in a COV-19 screening environment, 

demonstrating that they are suitable for COV-19 diagnostic tasks given the negative 

quality of the images. 

(Lin et al., 2021) [92] Proposed AANet can adaptively retrieve typical 

radiographic observations of COV-19 from diseased locations with a variety of sizes & 

features are intended to address this issue. It is made up of two key elements: an 
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adaptable deformable ResNet as well as an attention-based encoder, both of which are 

very effective. This network is intended to deal with the wide range of COV-19 

radiographic characteristics. Numerous trials on a variety of publicly available datasets 

show that the suggested AANet improves current best practises. 

(Z. Fang et al., 2021) [93] Effective control of COV-19 requires accurate 

identification at an early stage. Chest screening with radiographic imaging, furthermore 

to the RT-PCR swab test, plays an essential role in preventing the spread of virus. heir 

MSRCovXNet beats various government DL techniques in identification of COV-19 

without the use of other DL methods. MSRCovXNet has an accuracy of 98.9 percent 

and recall of 94 percent without use of other DL techniques. When tested on the 

COVIDGR dataset, technique achieves an average accuracy of 82.2 percent, 

outperforming other methods by at least 1.2 percent on average. 

(Arias-Londono et al., 2020) [94] This study gives an assessment of several deep 

neural network-based algorithms that were developed. In order to construct an 

automated COV-19 diagnostic tool that uses CXR pictures to identify among control, 

pneumonia, and COV-19 groups, the following first procedures must be taken. On the 

basis of a dataset consisting of over 79,500 X-Ray pictures obtained from various 

sources, the study discusses the procedure that was used to train a CNN. Three distinct 

experiments, each including 3 distinct pre-processing approaches, are carried out to 

assess and compare the models that have been built. The goal is to determine if 

preparing the data has an impact on the outcomes and whether it makes them more 

understandable. In the same way, a careful examination of various variability concerns 

that might jeopardise the system as well as its impacts is carried out. The applied 

approach achieves a classification accuracy of 91.5 percent, with an average recall of 

87.4 percent for the poorest but most explainable test, which necessitates the use of an 

automated segmentation of the lung area. 

(Sethi et al., 2020) [95] Discovered that a unique coronavirus spillover 

occurrence has evolved as a pandemic that is impacting public health throughout the 

world. The screening of a large number of people is necessary in order to slow the 

spread of illness in a given community. Real-time PCR a common diagnostic method 

for pathological testing. As a consequence, the rising frequency of misleading test 

results has created an opportunity for researchers to investigate alternate testing 
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methods. CXR scans of COV-19 patients have shown to be valuable alternative signal 

in screening process for COV-19. Though, accuracy is dependent on radiological 

knowledge once again. Using a diagnosis recommender system to aid doctor in 

examining the lung pictures of the patients would lessen the diagnostic load placed on 

the physician. Medical imaging categorization has shown to be an effective use of DL 

methods, notably CNN. For diagnosis of COV-19, 4 distinct deep CNN architecture 

were tested on pictures of chest X-rays taken from various angles. It has been found that 

CNN-based architectures have the ability to diagnose COV-19 illness in certain cases. 

(Bekhet et al., 2020) [96] This investigate describes an AI-based approach for 

early COV-19 detection using CXR pictures that makes use of medical knowledge as 

well as deep CNNs. to do this, a DL model is painstakingly constructed and fine-tuned 

to get best possible performance in COV-19 detection. Test data on current benchmark 

datasets reveal that the suggested method beats competition in terms of recognising 

COV-19 with a 96 percent accuracy rate. 

(Jabber et al., 2020) [97] During the year 2020, a unique corona virus will have 

evolved as a highly pandemic illness that will damage public health throughout the 

globe. A significant number of individuals must be screened in order to determine those 

who are affected and prevent the spread of illness, which has become vital. There are 

failure scenarios for this tool because it produces more false testing results than 

necessary, necessitating the need to find a substitute tool. When it comes to COV-19 

screening, CXR are a superior option to PCR. However, in this case, accuracy of 

findings is quite important. Researchers suggest a diagnostic recommendation system 

for reviewing lung pictures, which may aid physicians in their work and lessen the 

strain placed on them. An method based on DNNs. The CNN (convolution neural 

network) is utilised to achieve the highest level of accuracy possible. 

(Liang et al., 2020) [98] An important goal is to develop a mapping between the 

visual patterns seen on normal chest X-rays and the COV-19 pneumonia CXR patterns. 

Although the original dataset has just 219 COV-19 positive pictures, it contains 1,341 

photos of normal chest X-rays as well as 1,345 images of viral pneumonia, which is a 

usual unbalanced problem in the medical field. For the image-to-image translation, a U-

Net-based architecture is used to produce synthetic COV-19 X-Ray chest pictures from 

regular CXR photos using the normal CXR imagery. To complete the final 
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categorization task, an architecture consisting of 50 convolutional layers of residual net 

(ResNet) is used. When trained with the original unbalanced dataset, the model obtains 

an accuracy of 96.1 percent, which is higher than the accuracy of 95.6 percent achieved 

while trained using the train by-scratch approach. Furthermore, the classifier trained 

with the improved dataset exhibits more consistent measures of accuracy, recall, as well 

as F1 scores across multiple picture classes than the classifier trained with the original 

dataset. Finally, researchers accomplish that GAN-based data improvement technique is 

appropriate to the vast majority of medical picture pattern recognition tasks, and 

therefore it is a powerful tool for addressing the widespread problem of expertise 

dependency that exists in the medical field. 

(Calderon-Ramirez et al., 2020) [99] This problem is addressed by developing a 

semi-supervised DL model that uses both classification and regression problems data. A 

semi-supervised DL system based on Mix Match architecture is designed and tested to 

categorise CXR into Cov-19, pneumonia, as well as healthy patients based on their 

appearance. The proposed technique was calibrated by 2 publicly accessible datasets, 

which were used in the calibration. The findings demonstrate that once labelled / 

unlabelled data ratio is low, accuracy increases by around 15 percent. This suggests that 

our semi-supervised approach may aid in the improvement of performance levels in the 

identification of Cov-19 once quantity of good labelled data is limited. 

(Al Mamlook et al., 2020) [100] with this work, the researchers want to 

construct a model that will aid in classification of CXR medical pictures into normal 

(healthy) & abnormal (diseased) categories. As a result, to boost efficiency and 

accuracy, seven current cutting-edge ML approaches and well-known CNN models 

have been combined to obtain the desired results. In this work, we offer our DL for the 

classification problem that is trained with altered photos and goes through a number of 

pre-processing processes before being used. When comparing the DL approach for the 

classification task to the other 7 ML techniques, it was discovered that the DL technique 

performed the best. With only an overall accuracy of 98.46 percent in this research, 

researchers were able to accurately classify respiratory infection in CXR images using 

DL based on CNN. It had a more successful outcome in terms of identifying instances 

of Pneumonia. 
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(Tsai & Tao, 2019) [101] this study investigates the use of effective quantitative 

features for detecting pneumonia from Chest X-rays identifier by using CNN as well as 

decision fusion of feature selection for the detection of pneumonia from Chest X-rays 

identifier. For all 14 illnesses, we are able to identify those using Chest X-rays, and we 

get state-of-the-art findings for all 14 disorders. The average experimental findings 

obtain a high identification rate that is much higher than that achieved by the current 

known approaches on a consistent basis. Briefly stated, the suggested ML approach 

outperforms the strategies mentioned in the literatures as well as achieves a higher 

recognition accuracy rate of 80.90 percent for 144 layers of CNN, demonstrating 

potential applications in the classification of histology images from chest X-rays. 

 (Katona & Antal, 2019) [102] In this study, researchers offer a technique for 

analysing X-ray pictures that is lightweight, automated, and scalable. Using DCNNs, 

humans were able to detect the presence of 16 medical disorders after training the 

network. In our evaluation, researchers used publicly accessible data to demonstrate that 

their technique is similar to the advanced approach while using much fewer computing 

resources. 

(Tang et al., 2019) [103] In this research, researchers offer an end-to-end 

infrastructure for abnormal CXR diagnosis that is built on generative adversarial one-

class learning. In contrast to earlier techniques, our system only accepts standard CXR 

pictures as input data. As a result, it is possible to identify aberrant chest X-rays from 

normal ones. AUC of 0.841 is reached on the tough NIH CXR dataset in a one-class 

learning context, demonstrating the eff ectiveness of our technique. This has the 

potential to reduce the burden for radiologists, as shown by quantitative and qualitative 

testing. 

(Kieu et al., 2018) [104] In this research, researchers present a DL model for 

detecting abnormal problems in CXR pictures using deep learning. The suggested 

model, referred to as Multi-CNNs, makes use of several CNN to decide on the input 

picture. Convolutional neural networks are used to construct each component of the 

Multi-CNN, which is built using the ConvnetJS package. The output of the suggested 

model is normal/abnormal density, as indicated by the name. This work also introduces 

Fusion rules, which are a way for combining outcomes of model's components and 
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synthesising results of model as a whole. The experimental findings from our x-ray 

image dataset demonstrated the viability of a suggested Multi-CNNs model with a 96 

percent success rate. 

2.1.3 Based on ML Techniques 

With the development of COV-19 illness around the globe, it has become a fascinating 

task for the whole human race to overcome. The accurate identification of persons 

infected with COV-19 is still a pressing global need, with an increasing number of cases 

reported each year. CXR images, among other things, are a promising tool for detecting 

COV-19 patients quickly and effectively. There have been several researches that have 

shown the effectiveness of employing ML classifiers in the analysis of COV-19 using 

chest X-rays. They carried out multiple contrasts among a subset of classifiers in order 

to determine which was the most effective. 

(Jabra et al., 2021) [105] In this research, researchers study the possibility of 

using a mix of advanced classifiers in order to achieve the maximum precision and 

accuracy for detection of COV-19 from X-ray images. The researchers performed a 

detailed comparative analysis between 16 state-of-the art classifiers to achieve this goal. 

Innovation in this work comes from the methods we used to construct the inference 

system that enables us to identify COV-19 with high accuracy, which is detailed in the 

publication. Steps one, two, and three make up the methodology: (1) a comprehensive 

comparison of 16 advanced classifiers; (2) a comparison of number of items different 

classifiers, such as hard/soft majority, weighted voting, SVM, as well as RF; as well as 

(3) identification of optimal combination of DL models as well as ensemble 

classification method that results in highest categorization confidence on 3 classes. 

Research discovered that employing Majority Voting technique is an appropriate 

approach to use in over-all circumstances for this work, and that it can attain an average 

accuracy of up to 99.314 percent on a typical basis.  

(Hasoon et al., 2021) [106] this work presents a technique for the categorization 

as well as early identification of COV-19 using X-ray pictures, which is accomplished 

by image processing. Several procedures, such as image pre-processing, feature 

extraction, as well as classification KNN as well as SVM are employed. A total of 5,000 

photos are used in the testing of the six models, with a training percentage of 5 folds 
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cross-validation applied to each sample. 89.2 percent to 98.66 percent accuracy in 

diagnosis was found in the assessment, indicating a high level of accuracy. This model 

exceeds other models in that it obtains an average accuracy of 98.66 percent, sensitivity 

of 97.76 percent, specificity of 100 percent, precision of 100 percent, and specificity of 

100 percent. 

(Haque et al., 2021) [107] The efficiency of SSL for COV-19 diagnosis from 

CXR pictures has been investigated in this study. ML approaches have been shown to 

be much more efficient and accurate than traditional methods for picture categorization. 

On either hand, supervised learning is often used methods in ML, and it is very handy 

for specialists in diagnosing and making informed judgments regarding COV-19. It is 

also one of the most effective approaches in ML. To perform supervised learning in 

classification task, a large no. of radiographic pictures with high precision are required, 

which may be a challenging problem in the medical area. A novel technique for COV-

19 Diagnosis using a nominal dataset has been studied in order to solve the issue at 

hand. A prepossessing strategy, which involves collecting and integrating local phase 

image features into a multi-feature picture, has been examined for use in training our 

SSL model in the teacher/student paradigm. According to our findings, the SSL model 

achieves 93.45 percent accuracy when 17.0 percent of the complete dataset is used for 

training. In addition, we present comparative metrics of the SSL method in comparison 

to other fully supervised approaches. 

(Chandra et al., 2021) [108] In this work, an automated COVID screening 

approach (ACOS) is proposed that apply radiomic texture descriptions from CXR 

images to distinguish between normal, suspected, & NCOV-19 people. Novel proposal 

proposes a two-phase classification strategy that leverages a majority vote-based 

classification - based composed of five benchmark supervised categorization 

approaches as the first phase and a majority vote-based classifier ensemble as the 

second phase. Following Friedman's post-hoc many contrasts and z-test statistics, it 

seems that the results of the ACoS system are statistically significant. In conclusion, 

results are compared to the most recent advanced methodologies that are presently 

available. 

(Sheeba Rani et al., 2021) [109] This section presented a novel COV-19 

diagnostic model that is built on variety of ML–based classification techniques on CXR. 
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The suggested technique gathers samples from patients’ first using Internet of Things 

devices as well as transfers the data to a cloud server, where the real diagnostic is 

performed. The suggested model's performance has been verified using a CXR dataset 

to demonstrate its effectiveness. In study, it was discovered that AdaBoost with RF 

model outperformed competition with accurate results of 90.13 percent, F score of 

90.28 percent, kappa value of 89.59 percent, as well as MCC of 87.44 percent compared 

to other models. When compared to similar approaches, obtained findings revealed that 

suggested model is more successful for the diagnosis of COV-19 in conjunction with 

streptococcus pneumonia. 

(Izdihar et al., 2021) [110] This research sought to determine the sensitivity of 

CoV-19 detection using the CAD4COVID software, as well as the accuracy of classifier 

performance using Automated ML (Auto ML) method, to better understand virus. A 

total of 70 CXR pictures were evaluated, and 39, 20 and 11 patients were assigned a 

likelihood score in low range (0-35), medium range (36-65), and high range (66-100) 

categories, respectively. AutoML detection has a sensitivity of 0.99 and an accuracy of 

0.83, according to results. In conclude, AutoML with best optimizer may be equivalent 

to CAD4COVID in terms of specificity and consistency in identification of Cov-19 in 

terms of precision or sensitivity. 

(Silva & Fernando, 2021) [111] The study covers popular as well as publicly 

accessible labelled CXR datasets with their requirements and explores the labellers, 

labelling methodology utilised by them, as well as the labelling strategies employed by 

them in a complete manner. Next, common and successful image processing approaches 

for CXR pictures are discussed in further detail. The study then goes on to describe the 

various ML structures that are currently in use, as well as the usefulness of DNN for this 

good application. To wrap it all up, there is a discussion of the gaps and undiscovered 

areas that exist in the existing literature, as well as what the future may hold for them in 

ML-based automated pathology identification on chest X-rays. 

(Meng et al., 2021) [112] This research describes a ML-based method for 

addressing the challenge of pneumonia diagnosis. Feature extraction as well as a 

dimensional reduction technique was used in the technique, which enabled it to improve 

classification performance while also lowering the problems associated with the training 

phase. The suggested methodology was tested against numerous mainstream deep 
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neural networks in the assessment tests, and the results were compared with 

experimental results of the trials using our possible framework. Several deep neural 

networks for common terms, including as ResNet, MobileNet, as well as Xception, have 

been shown to surpass our suggested technique in experiments, according to the 

findings. 

(Brunese et al., 2020)  [113] In order to rapidly screen patients with the goal of 

detecting this new kind of pulmonary illness, they present in this study a technique that 

will automatically identify COV-19 disease by analysing medical pictures, which will 

be implemented in the near future. Researchers use supervised ML methods to advance 

a model built on a data set of 85 CXR that was made accessible for study purpose and is 

publicly available. The results of the experiment prove efficiency of the suggested 

strategy in distinguishing between COV-19 illness and other lung disorders. 

(Yee & Raymond, 2020) [114] In this study, researchers present development of 

a pneumonia detection system based on feature extraction from CNNs. The feature 

extraction from CXR images was carried out with support of InceptionV3 CNN. Three 

classification algorithm models were trained using the extracted feature to predict 

instances of pneumonia from a Kaggle dataset, with the results being published in 

JAMA Internal Medicine. The three methods are KNN, NN, as well as SVM, and that 

they are described in detail below. Models were evaluated for their effectiveness using a 

confusion matrix that depicted the models' sensitivity, accuracy, precision, and 

specificity (sensitivity, accuracy, precision, and specificity). In the outcomes, it was 

found that the Neural Network model had the high sensitivity of 84.1 percent, following 

by SVM (83.5 percent) as well as the KNN (83.5 percent). The AUC for the Support 

vector machines model was 93.1 percent, which was the greatest of all of the 

classification techniques tested. 

(Eljamassi & Maghari, 2020) [115] In this work, researchers current a 

classification model that can be applied to identify the presence of an infection in the 

CXR pictures taken. Patients with COV-19 were included in a dataset that included 

CXR pictures of healthy persons, those who had pneumonia due to SARS, 

streptococcus, or pneumococcus, or additional patients with COV-19. For the extraction 

of visual characteristics, the HOG is utilised. SVM, RF, and KNN are used to classify 

the pictures, with classification rates of 98.14 percent, 96.29 percent, and 88.89 percent, 
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respectively, for the three classification methods. As a final recommendation, it is 

possible to detect COV-19 disease more effectively. 

(Thepade & Jadhav, 2020) [116] This research seeks to develop an automated 

approach for identifying pictures of chest X-rays that have been infected with the 

Covid19 virus. The suggested technique makes use of a dataset that contains human 

CXR taken from non-infected persons & those who have contracted pneumonia or have 

been infected with the Covid19 virus. Again, for purpose of feature extraction, local 

binary patterns with changes in their input parameters are utilised. Measurements of 

findings reveal that ensemble of RTree-RForest-KNN provides best classification 

accuracy, & that ensemble approaches outperform majority of individual classifiers in 

terms of classification effectiveness. When evaluating input parameters of “LBP, 

parameters R=6 (P=48) and R=7 (P=56)” provide best speech for average of metrics for 

10-fold cross validation in suggested Covid19 detection technique from CXR pictures. 

(Thepade et al., 2020)   [117] The current study presents a colour space-based 

global texture FE approach for identifying covid19-infected patients. Luminance 

Chroma characteristics of CXR pictures are retrieved from color spaces such as YCrCb, 

Kekre-LUV, & CIE-LUV, as well as from grayscale images. These extracted 

characteristics are utilized to train several ML classifiers & ensembles, which are then 

used to conduct 3-class classification as covid19, pneumonia, as well as normal, among 

others. The consequences of 10Kcrossvalidation reveal that ensembles outperform 

individual ML classifiers in terms of performance.  

(Luo et al., 2020) [118] This research argues that adding an external CXR 

dataset results in poor training data, that increases difficulty of task. The faulty data is 

broken down into two categories: domain discrepancy, which occurs when the picture 

appearance differ across datasets, as well as label discrepancy, which occurs when 

various datasets are only partly labeled. In order to do this, we design the multi-label 

thoracic illness classification issue as a set of weighted independent binary tasks that are 

divided into categories. Considering common categories that are maintained across 

domains, researchers use task-specific adversarial training to mitigate the disparities in 

feature representations. They provide uncertainty-aware temporal ensembling of model 

predictions for categories that are available in a single dataset, which allows us to mine 

data from the missing labels even further. So that domain and label mismatches may be 
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modelled and addressed concurrently, our system provides enhanced knowledge mining 

capabilities. Using three large datasets including more than 360,000 CXR pictures, 

researchers undertake a series of studies. We demonstrate that our technique beats other 

proposed model that establishes the advanced effectiveness on official NIH test set with 

an AUC of 0.8349, indicating efficiency of employing external dataset to enhance the 

internal classification usefulness of algorithm. 

D. Narın and T. Ö. Onur (2021) In this research, suggested that a DL-based 

system that leverages CXR pictures from normal, COVID-19, and viral pneumonia 

patients be used to allow automated identification of COVID-19 patients to be used to 

identify the disease. Findings demonstrate whenever a DL-based model is employed in 

the original data, classification efficiency is 94.44 percent, as well as the maximum 

classification findings, is 82.30 percent when edge identification techniques are applied, 

respectively [119]. 

E. T. Hastuti et al. (2021) In this study, utilizing chest Xray images, the research 

presents the CNN approach for the identification of COVID-19 instances, which may be 

improved by using the TL model that can enhance accuracy even more. the Transfer 

Learning model DenseNet121 was employed. Results show that paired variables with 

epochs 100 and batch size 64 provide an accuracy rate of 98 percent, indicating that this 

is an optimal pair parameter when using TL approaches. [73]. 

S. Lafraxo and M. el Ansari (2020) In this study, researchers present CoviNet, a 

deep learning network that can be used to measure the levels of COVID19 in CXR 

images efficiently. Depending on AMF (Adaptive Median Filter), histogram 

equalization, as well as a convolutional neural network, the proposed scheme is a hybrid 

of the two.This model has an efficiency of 98.62 percent for binary classification as 

well as a precision of 95.77 percent for multi-class classification, according to results. 

Because early detection of COVID19 may help to prevent the virus from spreading, this 

paradigm can be utilized to aid radiologists in making the first identification of the virus 

[120]. 

E. Irmak (2020) In this study, a unique, strong, as well as resilient CNN model is 

constructed & suggested for the identification of COVID-19 illness utilizing publically 

accessible information. With an accuracy of 99.20 percent, this model may be used to 
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determine if a particular CXR picture of a patient contains COVID-19 or not. The 

usefulness of the suggested approach is shown by experimental findings on clinical 

datasets [121]. 

D. F. Eljamassi & A. Y. Maghari (2020) In this work, researchers present a 

classification algorithm that can be used to identify the presence of an infection in the 

CXR pictures taken. For extraction of visual characteristics, HOG (Histogram of 

Oriented Gradients) is utilized. RF (Random Forests), SVM (Support Vector Machine), 

as well as Kclosest neighbors (KNN) are used to classify the pictures, with 

classification rates of 98.14 percent, 96.29 percent, and 88.89 percent, respectively, for 

the three classification methods. As a consequence of these findings, it is possible to 

identify COVID-19 illness more effectively [115]. 

In a 2022 study, A deep learning approach was taken to detect the COVID 19 

cases via Chest X-ray images by A. Bhattacharyya, D. Bhaik, S. Kumar, P. Thakur, R. 

Sharma, and R. B. Pachori. In this study, a novel three-fold model was proposed for the 

aim, with segmentation using C-GAN, then extraction of discriminatory features using 

the deep neural Networks, and finally training the data on various Machine learning 

models. As a result, VCG-19 found the best results in this particular study [122]. 

A 2022 study by A. Hossein Barshooi and Abdollah Amrikhani used techniques 

by combining mainstream data augmentation techniques by Generative adversarial 

Networks and used different Filters. The Densenet-201 model was used to classify this 

data [123]. 

S. Sheykhivand et al In a 2021 Study, Multi-class classification was done using 

GANs with a combined technique of Deep transfer learning and LSTM networks. This 

study has also compared with other deep transfer learning models [124]. 

K. U. Ahamed et al In a study conducted in 2021 used CT Scans and Chest X 

rays images and a modified ResNet50V2 architecture to detect COVID-19 [125]. 

N. Rashid et al. In a study in the year 2021 was conducted to detect the COVID-

19 Cases from the Chest X-ray images in a twofold CNN-based scheme. EfficientNet-

B4 network applied in both the stages of this study [126]. 
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2.2 SUMMARY 

In general, DL and ML models for COV-19 identification that have been published in 

the literature have had trouble converging owing to the tough training approach they 

have through. The resulting model may not be stable or it may not contain the optimal 

set of parameters, as a result (weights). Therefore, the variety in training or validation 

losses will be greater than intended, as well as the loss will oscillate up and down 

throughout training phase as a consequence. As a response to this problem, we have 

developed a weighted fusion of variables inside the system on the basis of our solution. 

The weight training from numerous models of the communications system that were 

seen at the conclusion of the training process is taken into consideration by the 

investigators, who then take the average of those weights. Furthermore, while current 

ML methodologies have demonstrated superiority over other strategies in the detection 

of COV-19, the majority of these methodologies do not provide sufficient causal 

inference of models related to pertinent features of pathological signs in the CXR 

images to support their observations. It is thus impossible to determine the clinical 

effectiveness of these strategies unless more research is conducted to evaluate the high 

level properties retrieved from these models. Even if the experimental findings are quite 

precise, it is exceedingly unlikely that physicians in the actual world would accept a 

black-box categorization model. A technique for producing heat-maps that depict the 

regions of CXR pictures that are most suggestive of the illness is provided by our 

suggested system, which uses an explain-ability approach. Interpretability of our 

model's choice in a way that is clear to clinicians is provided as a result of this. 
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CHAPTER 3 

TOOLS USED 

3.1 PYTHON PROGRAMMING LANGUAGE 

Python has achieved great appeal as an interpretive object-oriented 

programming language by developing complex software applications in several sectors 

like ML and DL. For the analysis of data, Python has a wide and robust collection of 

libraries and tools that are accessible for free. The term "big data" refers to the vast 

volumes of data that data scientists must deal with. Since it's simple to use and there are 

so many Python packages available, Python has become a popular choice for dealing 

with large volumes of data. ML, online services, data mining and classification, and 

other applications may benefit from Python's more robust analytics capabilities. Python, 

as a programming language, is quite forgiving and allows for pseudo-code-like 

programs. Useful for testing and enforcing pseudo code provided in instructional 

papers. Python has made this process rather simple in several cases. Python, on the 

other hand, is not perfect. The language is constantly created, and packages are 

notorious for their use of Duck writing. Using a package approach that yields something 

that looks like an array but isn't one may be annoying. Because the return type of a 

method is not specified in the standard Python documentation, this might lead to a great 

deal of trial and error testing that would not be necessary for a well-written language. 

Plus, this is an issue that makes learning a new Python package or library more 

complicated than it should be. Python as a programming language is supported by a 

large ecosystem. If you encounter any issues, all you have to do is go over to Stack 

Overflow and ask for help. Python is a widely-used programming language, which 

means that almost any question can be answered with a straightforward yes or no. 

Scientific computing is well-served by Python's extensive set of strong capabilities. 

NumPy, Pandas, as well as SciPy, are all free and well-documented packages. As a 

result of such packages, the amount of code necessary to create a particular program 

will be drastically reduced. This facilitates rapid iteration (Halterman, 2011) [127] 

(Jackson, 2006) [128] (Butwall et al., 2019) [129]. 
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Figure 3.1: Machine learning in Python 

3.1.1 Characteristics of Python 

The following are some of the most significant properties of Python programming: 

 Function and organized programming approaches, or object-oriented 

development, are supported.  

 It may be used as a scripting language, as well as compressed to byte-code for 

the development of big programs. 

 It offers identical high-level dynamic data structures & allows for dynamic type 

verification to be performed. 

 It has the capability of supporting automated waste collection. 

 It can be readily combined with C, C++, COM, ActiveX, CORBA, as well as 

Java, among other programming languages. 

3.1.2 Applications of Python 

As previously said, Python is extensively used programming languages on internet. I'm 

going to mention a couple of them below for consideration: 

 Easy-to-learn: Python features a in significant no. of keywords, a 

straightforward organization, and a well-established syntax. 

 Easy-to-read: Python code is better specified as well as apparent to the human 

eye than other programming languages. 

 Easy-to-maintain: Python's programming language is quite simple to keep up 

to date. 
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 A wide standard library: The majority of Python's libraries are very portable 

as well as cross-platform interoperable with UNIX, Windows, as well as 

Macintosh operating systems. 

 Interactive Mode: A feature of Python is its capability for the interactive 

environment, allowing enables for interactive development and testing of code 

snippets. 

 Portable: Python is capable of running on a broad range of hardware 

configurations that have the same interface across all of these systems. 

 Extendable: It is possible to include low-level modules in the Programming 

environment. These modules provide programmers the ability to enhance or 

adapt their tools to make them more effective. 

 Databases: Each of the main commercial databases may be accessed with the 

Python programming language. 

 GUI Programming: Python facilitates the development and porting of 

graphical user interface (GUI) programs to a variety of diverse calls, libraries, & 

monitoring systems. 

 Scalable: Shell scripting gives better strength and structure for huge projects, 

while Python does not. 

3.1.3 Python Libraries 

There are several Python libraries available that provide strong and successful bases for 

assisting your data science work as well as the building of machine learning models. 

Whereas the list may well have been intimidating, there are a few libraries in particular 

on which you should concentrate your efforts since they are among the most widely 

utilized nowadays. Many libraries were used in this thesis, and they are listed in the next 

study framework (Beklemysheva, 2020) [130]: 

3.1.3.1 Numpy 

The major reason NumPy is utilized is because of its N-dimensional array 

capabilities. In comparison to Python lists, NumPy's arrays are 50 times more resilient. 

Some libraries, including TensorFlow, rely on NumPy for core tensor computations. 

Pre-compiled algorithms for mathematical procedures, which might be difficult to solve 

interactively, are also provided by NumPy. (Jan Erik Solem, 2012) [131]. 
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3.1.3.2 Pandas 

One of Python's most popular modules, Pandas is used largely for data analysis. 

Some of the most important tools for data exploration, cleaning, and analysis are 

included. All types of structured data may be loaded, prepared, manipulated, and 

analyzed using Pandas. Pandas Data-frames are used as an input by machine learning 

packages as well. (Santos, 2019) [132]. 

3.1.3.3 Matplotlib 

Plotting tool Matplotlib is a Python library that allows computers to create a 

wide variety of graphing as well as visualization in a simple way. Jupyter Notebook's 

seamless integration with Matplotlib makes creating visualizations much easier than it 

was previously. In contrast to pandas, matplotlib does not use NumPy but rather python. 

3.1.3.4 OpenCV 

Since its inception in C++, OpenCV has been adapted to work in C++, Python, 

and now Java too though. It is a well-known object recognition package. The OpenCV 

website provides a free downloading of the software. This is a powerful tool for 

working with images, and it also has a broad spectrum of applications for image data 

editing, edge detection, and some other activities. 

3.1.3.5 Scikit-Learn  

Scikit-learn, a Python library for ML, is widely considered to be the most 

significant. To create machine learning models, you'll need to use scikit-learn, which 

has a plethora of tools for forecasting design and prediction, after having to clean or 

manipulate your data with Pandas or NumPy. Scikit-learn has a variety of uses. As an 

example, scikit-learn can be used to construct supervised as well as unsupervised 

ML models, cross-validated model accuracy, and perform feature importance analyses. 

(Van Der Walt et al., 2014) [133].  

3.1.3.6 Plotly 

When creating visuals, Plotly is a must-have tool because of its high power, ease 

of use, and the ability to interact with the visualizations. Plotly and Dash, a program that 

uses Plotly visuals to create dynamic dashboards, go hand in hand. It is possible to 
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execute these plots both online and in real life using Dash, a web-based Python interface 

that eliminates the requirement for JavaScript in analytical web-based applications. 

3.1.3.7 Seaborn 

Matplotlib-based Seaborn is a useful library for producing a variety of 

visualizations. Seaborn's ability to create data graphics that are enhanced is one of its 

most valuable characteristics. Data Scientists may get a better understanding of their 

models by seeing hidden relationships in a visual context. When it comes to data 

visualizations, it has adjustable themes and high-level interfaces that make it possible to 

create visually appealing charts that can then be exhibited to stakeholders. 

3.1.4 Download and Install Python 

You must first download the software before proceeding with the installation procedure. 

Python for Windows is accessible in all versions on python.org, which is where you 

may get them. 

 

Figure 3.2: Python Download 

 

Download the necessary version as well as follow the on-screen directions to complete 

the installation procedure. 
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A) Beginning the installation, Getting Started: 

 

Figure 3.3: Python Installation I 

B) Installing Libraries: 

 

Figure 3.4: Python Installation II 

C) Installing pip and other features: 

 

Figure 3.5: Python Installation III 
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D) Finishing Installation: 

 

Figure 3.6: Python Installation IV 

Create the following command in your Terminal to check that the installation was 

successful. 

 

Figure 3.7: Python Installation V 

3.2 CODE EDITOR (JUPYTER) 

Anaconda is the Python distribution that comes in second place in terms of 

popularity. If you want to install a third-party package, Anaconda provides an installer 

utility called conda that you may use to do this. Nevertheless, since Anaconda includes 

pre-installed using numerous scientific libraries, along with the Jupyter Notebook, you 

won't need to do something further than install Anaconda on your computer. 

3.2.1 Jupyter Notebooks 

The Jupyter Notebook is an open-source online tool that allows users to create as 

well as share information that includes live code, equations, visualization, and text. You 

may use it to generate representations of data code, equations, visualizations, and text. 

The Jupyter Notebook is developed by the members of the Project Jupyter community. 

Jupyter Notebooks are a spin-off program within the IPython project, which is utilized 

to have its own IPython Notebook project. Because it supports three programming 

languages in particular: Julia, Python, as well as R, the name "Jupyter" is derived from 
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these three languages. Jupyter comes pre-installed with the IPython kernel, which 

enables you to write your programs in the Python programming language. However, 

there are presently over 100 different kernels available for you to choose from. 

The Jupyter Notebook is an open-source online application that enables you to 

create custom notebooks which feature live code, equations, graphics, or descriptive 

prose. It is free to use it and open-source software. It is completely free though and can 

be obtained by visiting the Jupyter webpage. This includes data purification as well as 

transformation, simulation methods, multidimensional statistical study, data 

visualisation and ML, as well as a wide range of additional functions. 

Three components make up the Jupyter Notebook in its most basic form (Northwestern, 

2019) [134]: 

 It is an interactive web application that enables you to write as well as run 

code in real-time while concurrently writing notebook papers. It is free to use. 

 Kernels: In the notebook’s web-based application, the kernels are distinct 

operations that are launched by the notebooks web service that run users' code in 

a particular language. The response is delivered to the notebook’s web-based 

application where it was first entered. Also included are duties such as 

computations for interaction gadgets, tab completion, as well as transparent 

management in the kernel. 

 Notebook documents: A self-contained report is a document that contains 

recognition of all substance demonstrated in the notebook's web application, 

including connections of calculations, narrative prose, equations, photographs, 

and interactive rich media visualizations of elements. These manuscripts are 

referred to as single docs. There is a kernel for every notebook document that is 

created. Users have the option of exporting the notebook in several various 

formats, like Latex and PDF, among others. 
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CHAPTER 4 

RESEARCH METHODOLOGY 

4.1 PROBLEM STATEMENT 

Our aim is to study concepts of clustering in depth, and in a twofold approach 

with first performing the comparative study and then the application study. Since 

clustering has become such an important field and is being used in a wide area of 

academic research and industrial applications, we intend to compare the K Means 

Algorithm and BIRCH algorithm using 5 Datasets. The results derived from this study 

would be used in the application study, where we will use the better clustering 

algorithm for the image segmentation for CXR images and detect COVID 19. COVID-

19 outbreak, which has touched approximately 216 nations & territories throughout the 

world, has thrown the world into chaos. There has been an increase in interest in 

computational model-based diagnostic techniques to assist with COVID-19 case 

screening and diagnosis via medical imaging, like CXR scans, since the outbreak of the 

disease. The CXR images of patients who have been infected with COVID-19 contain 

aberrations that show different radiological patterns, according to early findings. Even 

for experienced radiologists, detecting these patterns is difficult & time-consuming. 

With the considerably bigger dataset, we noted that the model appeared to have an over 

fitting problem and the performance somewhat deteriorated). However, the practical use 

of these strategies is unknown until more research into the high-level characteristics 

collected from these models is conducted. Although some studies imply that CXR scans 

aren't the greatest tool for detecting COVID-19 early, other studies (published in the 

literature) demonstrate that radiography images provide important information 

regarding COVID-19 infection as the disease progresses. 

4.2 PROPOSED METHODOLOGY FOR COMPARATIVE STUDY 

Here, methodology of the study is described in three sub sections. 

4.2.1 Dataset Description 

In this section the detailed description of the datasets is given on which the two 

clustering algorithms are compared. In this part, total of five datasets were used. Four 

datasets are collected via the website Kaggle, and one is available in the ‘seaborn’ 
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library of the Python programming language. Table 4.1 depicts brief description of all 

five datasets. 

Table 4.1: Brief description of Datasets 

DATASET ROWS COLUMNS SOURCE 

Dataset 1 (D1) 1002 23 Kaggle 

Dataset 2 (D2) 848 5 Seaborn Library of Python 

Dataset 3 (D3) 200 5 Kaggle 

Dataset 4 (D4) 2240 29 Kaggle 

Dataset 5 (D5) 420 12 Kaggle 

 

D1 is regarding the Software Architecture styles [135]. This data, as already indicated, 

is of shape 1002 x 23. D1 was secured from the Kaggle website. D1 contains attributes 

like Timestamp, Name, Organization, Last Degree, Job Experience , Repository 

Architectural Styles used, Client Server Styles used, Abstract Machine Styles used, 

Object Oriented Styles, Function Oriented Styles used, Driven Styles used ,Layered 

Styles used, Pipes & Filters Architectural Styles used, Data Centric Architectural Styles 

used, Blackboard Architectural Styles used, Rule Based Architectural Styles used, 

Publish Subscribe Architectural Styles used, Asynchronous Messaging Architectural 

Styles used, Plug-ins Architectural Styles used, Micro-kernel Architectural Styles used, 

Peer-to-Peer Architectural Styles used, Domain Driven Architectural Styles used, 

Shared Nothing Architectural Styles used. One hot encoding was performed on two of 

its attributes. D2 is secured from the Seaborn library of the Python programming 

language. This Dataset 2 has attributes like align, choice, time, coherence, firing rate. 

One hot Encoding was performed on two of its attributes.D3 was collected from 

Kaggle, and is named Mall customer Segmentation Data [136]. This dataset contains 

attributes of ID of the Customer, Age, Gender, Income Annually and Spending Score. 

Label Encoding was performed on the attribute of Gender in this dataset.D4 was 

collected from Kaggle, and is named Marketing Campaign Dataset [137]. One hot 

encoding on two of its attributes was performed.D5 is also collected from Kaggle; the 

“Birds Bones and Living Habits” Dataset, and has attributes like, Length and the 

Diameter of the “Tarsometatarsus”, Length and Diameter of the “Tibiotarsus” , Length 
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and Diameter of the “Femur”, Length and Diameter of the “Ulna”, Length and Diameter 

of the “Humerus” [138]. 

4.2.2 Workflow of the Study 

In Figure 4.1 explains the workflow of our study conducted in our article. After data 

cleaning and pre-processing, principle component analysis is performed. After that, both 

the clustering techniques are performed. Finally, Comparison is made. 

 

Figure 4.1: Block Diagram of Clustering study 

 

4.2.3 Validation Metrics, K Means & BIRCH 

Here, clustering is performed via K Means cluster technique and BIRCH clustering 

method on the dimensionally reduced dataset, which has two newly extracted features.  

K Means is a type of clustering algorithm that uses an objective portioning criterion to 

construct clusters. K Means is a clustering method established on centroid values. 

 

 The centroid of a cluster is used to illustrate the cluster in a centroid-based 

partitioning technique.  
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 The centroid of a cluster is determined as the average of the data points that 

make up the cluster using the K Means approach.  

 Then it chooses 'x' of the objects in the dataset at random.  

 For the remaining items, the Euclidean distance among the object and the cluster 

mean is used to assign the object to the cluster to which it is most comparable 

[27]. This improves the with-in cluster variation by computing new means using 

objects allocated to a cluster in last iteration. The algorithm has been taken from 

Data Mining: Concepts and techniques by J Han et. Al [27] where full algorithm 

has been given. BIRCH stands for Hierarchical Method of Clustering, and it 

operates via assembling data objects into a tree of clusters or a hierarchy. 

BIRCH is a two-phase process.  

 The Clustering Feature Tree (C.F. Tree), is constructed in the first phase.  

 In the second phase, BIRCH clusters the leaf nodes of previously developed tree 

using a clustering algorithm, which aggregates dense clusters into larger ones 

and removes sparse clusters as outliers. 

The techniques carried out in this particular article are validated by internal validation 

metrics. Internal validation metrics are basically used to perceive the quality of  

results obtained after clustering. The algorithm has been taken from [27]. 

4.3 PROPOSED METHODOLOGY FOR APPLICATION OF K-

MEANS ALGORITHM 

To solve the aforementioned difficulty, we have improved ML approaches for 

high-accuracy identification of COVID-19 utilizing CXR pictures. We gathered CXR 

pictures from 2 publicly available open-source repositories. The author's GitHub 

repository has a total of 616 positive COVID-19 pictures, all of which were acquired 

from author's repository. Next, we got the similar no. of normal and other non-

COVID19 pneumonia images from the Kaggle collection to compare outcomes of 2 

groups. Our research included exploring and analyzing data sets, pre-processing 

approaches, feature extraction, segmentation methods, and classification methods, 

among others. Firstly, apply the pre-processing techniques using Image filtering using 

an unsharp method and Image resizing into 196 * 196 after this apply the segmentation 

method that is K-means clustering and then use feature extraction which is extracting 
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the feature with the help of principal component analysis, lastly apply classification 

technique. Then, the PCA is combined with the consolidated machine learning method 

which is the SVM classifier. The suggested approaches provide better outcomes for 

COVID-19 diagnosis than other methods that have been published before. Radiologists 

& virologists, in our view, will benefit from our efforts in fight against the COVID-19 

epidemic since they will be able to make better and quicker diagnoses. 

4.3.1 Data Pre-Processing 

When it comes to Image pre-processing, it's described as the process of 

converting or encoding data in such a way that it can be readily interpreted by 

computers to provide reliable information. To put it another way, information should be 

converted in such a way that it can be readily understood by multiple algorithms, 

resulting in more accurate outcomes in the process. It is not required for every dataset to 

have full and accurate pure data. To get relevant information and reliable classification, 

image processing must be performed on each picture to remove noisy or distorted 

pixels. Remove noisy or distorted pixels from each picture to get more information and 

more accurate classification. After that, the images were transformed from RGB to 

greyscale using python program, and then they were resized to 224x224 pixels so that 

they could be loaded into the database for use by the computer system. Resizing means 

changing the size of the image, whatever the method: can be cropping, can be scaling. 

A) Image Filtering Using Unsharp Method 

Filtering methods save important information in a picture while filtering out any 

noise that may be there. This procedure may be viewed by taking a look at the many 

filters that are used in the process (Zaafouri et al., 2011) [139]. The unsharp filter is a 

simple and direct sharpening operator that derives its name from the fact that it 

improves edge sharpness (as well as other high-frequency components in an image) by 

performing a process that deducts an unsharp (or smoothed) version of the image from 

the original image, resulting in sharper edges. 

B) Image Resizing  

Since most photos aren't the actual size we need, it's essential to understand how 

to resize an image correctly. The pixels in an image are updated when it is resized.  
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Resizing means changing the size of the image, whatever the method: can be cropping, 

can be scaling. 

4.3.2 Image Segmentation (IS) 

IS (Y. Song & Yan, 2018) [140] is a technique of dividing an image into 

numerous no. of segments, and it is a way to accurately identify pixels of an image in a 

decision-oriented application. In the context of IS, this procedure refers to the process of 

splitting a picture's elements into desirable segments or portions that share features such 

as texture, intensity, and pixel value. So we can conclude (Ghoniemy, 2016) [141] that 

the objective of IS is to shorten or modify the representation of a picture, as well as to 

transfer the information contained inside an image into a more understandable form, to 

make the future analysis simpler. COVID-19 detection is more effective when it is split 

into smaller segments. To attain high segmentation effectiveness, a clustering approach 

called K-means clustering was developed to be used. 

A) K-means clustering 

It is an unsupervised image segmentation approach to use the clustering method 

(Kim et al., 2020) [142]. The K-means clustering method (H. M. Liu & Lu, 2015) [143] 

is a widely used clustering technique. Within a data vector, the K-means algorithm 

divides the data vector into predetermined no. of groups. Centroids of predetermined 

clusters are initialized randomly at the start of the simulation. When k-means clustering 

is used, a data collection is separated into a set of data with a k no. of groups, which is 

then divided again. Each cluster in the partition is distinguished by the data member it 

contains as well as the cluster centroid it contains. As a general rule, the centroid of a 

cluster may be defined as the point at which the total distances between all elements in 

the cluster are the shortest. The K-means (Eamani et al., 2020) [144] algorithm, as a 

consequence, is an iterative strategy that is aimed to minimize the sum of distances 

between each object, as well as the centroid of every cluster, throughout all clusters. 

4.3.3 Feature Extraction (FE) 

FE is a concept that is often used in computer vision and IP applications. FE (F. 

Song et al., 2010) [145] is a kind of dimensionality reduction that provides more 

information about the source picture than other forms of reduction. To be processed, 

input data must first be translated into a smaller representation set of features. FE is the 
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term used to describe this process. Features are extracted from images to divide them 

into distinct subsets, which are often solitary points, a continuous curve, or an area 

(Kaur & Sharma, 2019) [146]. PCA is often used for FE in CT-image datasets to 

identify COVID19, and it is particularly effective for this purpose. 

A) Principal Component Analysis 

PCA (Kristiyanti & Wahyudi, 2017) [147] is a well-known and very effective 

approach that is used in image identification and compression for the extraction of 

features as well as the representation of data. In area of pattern recognition, computer 

vision, and signal processing, this approach is frequently employed. The main goal of 

PCA is to decrease the high dimensionality of the input space (spectra were recorded) to 

the significantly poorer dimensionality of the input space (independent variables), that 

is necessary in order to accurately portray the information. The presence of a 

statistically significant correlation between observed variables shows that this is true. 

PCA successfully decreases the number of features in the data set by removing minor 

components & shows the data set in a low-dimensional subspace (Suganthy & 

Ramamoorthy, 2012) [148]. 

4.3.4 Classification 

Classification is an ML method that is used to predict which data examples 

belong to which groups. Machine learning is the term used to describe a system that has 

the potential of autonomously learning knowledge from experience and other sources of 

information.  

Generally speaking, a classification algorithm is a function that balances input 

features in such a way that the output separates them into 2 classes: one class with 

positive values and also another class with negative values (or vice versa). It is 

developed by comparing the sensitivity and specificity when the threshold of the 

distance from the classifier boundary is changed over time (Erdaw & Tachbele, 2021) 

[149]. COVID-19 patient detection using an SVM classifier for the classification. It is 

most often used for classification in SVM. According to this approach, each data item is 

plotted as a point in an n-dimensional space, with each characteristic's value reflecting 

the value of a certain coordinate. 
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A) SVM Classifier 

The SVM classification method is explored in detail in this section. SVMs are a 

subset of the wider category of kernel algorithms. Using dot-products, a kernel method 

is an algorithm that is solely dependent on the data it is given. When this is the case, the 

dot product can be substituted with a kernel function that calculates the dot product in 

some feature space, which may be of high dimension. When it comes to identifying and 

categorizing flaws, SVM is a well-known approach. Because of its superior 

performance and ability to execute experiments well, SVM is becoming more popular. 

To effectively translate the training data into a higher dimensional vector space, 

SVM makes use of non-linear functional mappings. As a result, the technique seeks for 

an ideal hyperplane to separate classes in question by ensuring that the observations 

obtained near borders of hyperplane, called support vectors, are segregated in the most 

optimal way possible and therefore maximize the marginal distance. Even though these 

support vectors are difficult to categorize, they, when combined with the outliers, give 

critical information concerning classification (Chen et al., 2018)[150](Mago et al., 

2016)[151]. To put it simply, the essential concept underlying SVM is the development 

of an ideal hyperplane that can then be utilized for classification of linearly separable 

patterns. In pattern classification, an ideal hyperplane is a hyperplane chosen from a 

collection of hyperplanes for categorizing patterns in such a way that it maximizes the 

margin of the hyperplane, which is the distance among hyperplane and the closest point 

of each pattern. The most important goal of SVM is to maximize the margin for it to 

properly categorize the provided patterns; that is, the higher the margin size, the more 

accurately and the patterns are classified by SVM. 
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Figure 4.2: SVM Model 

The support vector machine approach is shown in Figure 4.2, which is a straight 

forward model. The model is comprised of two distinct patterns, and the purpose of 

SVM is to distinguish between the two patterns in the model. The model is made up of 

three main lines of work. The line “w.x-b=0” is referred to as the margin of separation 

or marginal line in mathematics. 

4.4 PROPOSED WORKFLOW 

Step 1. Start 

Step 2. Gather Dataset (CXR images). 

Step 3. Input COVID-19 positive images. 

Step 4. Apply image processing using Image Filtering(Unsharp Method) and     

Image Segmentation (K-means). 

Step 5. Feature Extraction using PCA. 

Step 6. Split dataset into training and testing. 

Step 7. Train the model with SVM classification. 

Step 8. Measure performance. 

Step 9. A compared model with existing approaches. 

Step 10. End 
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4.5 PROPOSED FLOWCHART 

Here, in this section, we provide a proposed flowchart in Figure 4.3 for this 

implementation work. Each step is described in the proposed methodology section as 

well as the result section. once it gets trained then we have followed different steps to 

sentiment analysis as mentioned below diagram: 

 

 

Figure 4.3: Flow Chart of proposed Methodology 
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The suggested work is shown in Figure 4.3. The first stage is to pick the dataset for 

evaluation and comparison; the second step is to do pre-processing on the dataset. The 

third phase is picture segmentation, which is accomplished via the use of K-means 

clustering. The fourth phase is feature extraction, which is accomplished via the use of 

the PCA approach. Then there's a data split that leads to two-part training and testing. 

The third and fifth algorithms are classification algorithms, which are used to compare 

and contrast various methods. In the next stage, performance is evaluated and 

algorithms are compared to determine which algorithm is the most accurate in terms of 

accuracy. 
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CHAPTER 5 

RESULT ANALYSIS 

5.1 RESULTS: COMPARATIVE ANALYSIS OF PERFORMANCE 

OF ALGORITHMS 

We present the results of the first part in this section. The result is explained in three 

brief sections 

5.1.1 Dimensionality Reduction using PCA 

Here, application of Principal component Analysis (P.C.A.) for dimensionality 

reduction is done and new features are extracted. By projecting the data into a much 

smaller space, PCA decreases the data's dimensionality. Rather of selecting features, 

this method creates a union of attributes by establishing a smaller collection of 

variables. Figure 5.1 shows the visualization of five datasets. Each graph in the Figure 

depicts the five datasets after dimensionality reduction. First feature is represented on 

the x-axis and second feature is represented on the y-axis. 

 

Figure 5.1: Datasets visualization 

5.1.2 Clustering Validation 

Here, performance of two employed techniques studied. Both techniques have been 

tested from two to hundred clusters. The following Table 5.1 documents the optimal 
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amount of clusters found for each dataset, by the K-Means technique. This is the 

quantities of clusters where the silhouette index has been computed to be the highest. 

Table 5.1: K-Means Performance 

 OPTIMAL AMOUNT OF CLUSTERS FOUND BY K MEANS 

D1 2 

D2 100 

D3 5 

D4 3 

D5 2 

 

Figure 5.2 depicts the silhouette coefficient versus the quantities of clusters relation, 

from the K-Means. 

 

Figure 5.2: Silhouette index found by K-Means 

 

Table 5.2 documents the ideal quantity of clusters found for every dataset, by BIRCH 

technique. 
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Table 5.2: BIRCH Performance 

 OPTIMAL AMOUNT OF CLUSTERS FOUND BY BIRCH 

D1 2 

D2 100 

D3 5 

D4 3 

D5 2 

 

Figure 5.3 depicts the silhouette coefficient versus the quantity of clusters relation in the 

five data sets by BIRCH Algorithm. 

 

Figure 5.3: Silhouette index found by BIRCH 

 

5.1.3 Comparative Analysis 

Now, after the Validation has been done, the comparison is done to deduce the 

comparative results of our article. Table 5.3 documents the analysis in a comparative 

sense of silhouette coefficient obtained in all the datasets. 
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Table 5.3: Comparison of K-Means and BIRCH 

 

K-Means Birch 

D1 0.625829 0.608685 

D2 0.61976 0.61847 

D3 0.552626 0.547779 

D4 0.576879 0.561479 

D5 0.632506 0.624427 

 

It is observed, that on all five datasets, K-Means clustering method obtains better result, 

i.e. a better value for the coefficient. By this observation it is deduced that K means 

proves out to be a better performing technique in our study. 

5.2 RESULTS: ANALYSIS & DETECTION OF COVID 19 

 Dataset Description 

We have gathered CXR pictures from 2 publicly available open-source repositories. In 

the first step, 616 COVID-19 positive images are collected from GitHub repository 

maintained by (J. P. Cohen, P. Morrison, 2020) [152]. For the next step, we acquired 

equal no. of normal & other non-COVID19 pneumonia photos from the Kaggle 

repository (Mooney, 2018) [153] to prevent any imbalance in the curated dataset 

between different classes. As a result of this, a final dataset has a total of 1848 X-ray 

pictures that represent all 3 classes of pneumonia: healthy, COVID-19, & also other 

non-COVID-19. 
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Figure 5.4: Sample Images of collected data 

Figure 5.4 shows the samples of dataset images. All sample images were used for 

resizing, shaping, and segmentation. A variety of clinical contexts have resulted in 

differing sizes for the CXR pictures in the curated collection. For the input photos to be 

appropriate for model training and testing, we have done several essential pre-

processing activities on them. To achieve this resolution, all photos are reduced in size 

to 196 x 196 pixels, and indeed the values of all pixels are scaled to the range [0, 1] 

using the min-max normalization method. Figure 5.4 shows a variety of CXR picture 

examples from several categories. 

Table 5.4: Dataset Labelling 

Category  Label 

Pneumonia 0 

Normal 1 

Covid 2 

Table 5.4 shows the label and categories of the dataset. The above table shows the data 

labelling. The Pneumonia category data is denoted by 0, Normal category data is 

denoted by 1 COVID, and category data is denoted by 2. 
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5.3 SCREENSHOTS OF THE RESULTS 

This section visualizes the screenshots of all results obtained from the simulation. 

1) After Pre-processing Results 

Data pre-processing in ML continues with the division of the dataset in the following 

phase. To prepare a dataset for an ML model, it is necessary to divide it into 2 different 

sets: training set & testing set. Generally speaking, a training set refers to a subset of a 

dataset that is used to train an ML model. 

Even though chest X-ray pictures always include black, white, and grey components, 

chest X-ray images always exhibit restricted contrast as a result of the low exposure 

dosage administered to patients. Due to the location of the lungs on both sides of the 

chest cavity, the region around the lungs might be easily ignored by X-rays, which are 

almost black. It looks almost white in this picture because the X-rays cannot travel 

through the heart, which is located in the middle of the lungs, and so cannot completely 

penetrate it. Bones are made of protein; therefore since they are too thick to allow X-

rays to flow through them, the bones appear almost completely white in the pictures 

taken with a radiograph. Aside from that, bones have distinct edges. 
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Fig 5.5: Original images with their Histograms 
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Fig 5.6: Sharp images with their Histograms 

 

It is a graphical representation of the number of pixels in a picture as a function of their 

intensity that is used to create sharp images using histograms. Each bin in a histogram 

represents a certain intensity value range, and histograms are composed of bins. 
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Fig 5.7: Segmented images with their Histograms 

The above Figure 5.5, 5.6, 5.7 shows the after pre-processing results with their 

histograms. In statistics, a histogram is a graphical representation that splits a set of data 

points into ranges that are determined by the user, and it is used to visualize the 

distribution of data points. The histogram, which has a similar appearance to a bar 

graph, consolidates a data series into visually intelligible visuals by gathering multiple 

data points & separating them into logical ranges or bins. 
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5.4 CLASSIFICATION EVALUATION METRICS 

In this subsection, several evaluation metrics, precision, accuracy, recall, F1 score & so 

on, are described. According to the outputs of the model, four indices, TP (True 

Positive), TN (True Negative), FP (False Positive), FN (False Negative), are utilized to 

analyze and identify the performance of model. The True Positive means that the CXR 

images, which suffer from pneumonia, are signed as pneumonia as well by the model. 

The True Negative means if the chest X-ray images do not show pneumonia & model 

predicts. The remaining matrices have a similar definition. The four metrics are given as 

follows: 

𝐴𝑐𝑐𝑢𝑟𝑎𝑐𝑦 =   
𝑇𝑃 +  𝑇𝑁 

TP +  TN +  FP +  FN
                             … . (5.1) 

precision =   
𝑇𝑃  

TP  +  FP 
                                           … (5.2) 

recall =   
𝑇𝑃  

FP +  FN 
                                               … (5.3) 

F1 =  2 ×
precision

precision +  recall 
                                         … . . (5.4) 

The performance measure of different machine learning algorithms is analyzed by 

considering measures. Among four metrics, the precision rate was always used to 

estimate how much the number of images that are truly pneumonia accounted for in the 

total number examples, which are classified as positive for pneumonia. That is, the 

pneumonia images must be identified in practical clinical diagnoses and hence, the 

precision rate is especially important. In most cases, the higher the precision rate gets, 

the lower the recall rate is. Thus, the F1 score rate is widely considered as a proper 

criterion. 

5.5 EXPERIMENTAL RESULTS 

During the experimental tests that were conducted, each of the metrics that were 

included in the practicable also and the proposed solution was examined in detail and 

evaluated. In addition, the experimental assessment technique is discussed, and the 

results of the research are provided. 
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Figure 5.8: Confusion Matrix of SVM Classifier 

Figure 5.8 demonstrates confusion matrix of the SVM classifier. The figure depicts the 

confusion matrix created from the entire system's performance metrics during the 

classification step. The planned technique requires labelled test data to confirm its 

expected output during assessment. This depicts complete performance of system. The 

X-axis shows the predicated label of each dataset category. Similarly, Y-axis shows the 

true label of three categories which are denoted by the 0, 1 and 2. Based on the 

confusion matrices and tables, it is clear that the concatenated network outperforms the 

single-layer network in terms of identifying COVID-19 and not detecting false instances 

of COVID-19, as well as in terms of outputting higher overall accuracy. Even though 

we had an imbalanced dataset and just a few examples of COVID-19, we were able to 

increase COVID-19 detection, as well as the detection of the other classes, by using the 

suggested approach. 

Table 5.5: Results of training and testing accuracy 

Model Training accuracy Testing accuracy 

SVM (RBF) 100 96.17 
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Table 5.5 shows performance of training and testing accuracy of our proposed model. 

M. Shorfuzzaman et al. [66] have carried out classification on same dataset and 

obtained maximum accuracy of 95.49% on ResNet50V2 model. We have been able to 

improve the testing accuracy. We are performing Grid Searching for Model, and to find 

out the best Hyper Parameters. Grid Searching is basically the evaluation of the 

accuracies of model with different combination of hyperparameters to deduce the best 

hyperparameters. We have performed this study in python, and after applying this 

technique we have tuned the hyperparameters. We evaluated the performance of 

classifier on different combinations of SVM kernels and regularization parameters. 

After application of this technique, we deduce best kernel for this study is the RBF 

Kernel, and the Regularization Parameter is 10. The SVM classifier achieved 100% 

training accuracy and 96.17% testing accuracy. Training accuracy refers to the accuracy 

with which identical pictures are used for both training & testing, while test accuracy 

refers to the accuracy with which the trained model detects independent images that 

were not used in training (or vice versa). 

Table 5.6: Results of Different Parameters 

Parameters Values obtained 

Precision 0.9630 

Recall 0.9620 

F1 Score 0.9620 

 

The above Table 5.6 shows the three parameters that are F1 score, Recall, and precision. 

The F1 score achieved a higher value in comparison to precision and recall. F1 score for 

SVM classifier is 0.9620 Precision is 0.9630 or Recall is 0.9620.  
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CHAPTER 

CONCLUSION AND FUTURE SCOPE 

6.1 CONCLUSION 

With increasing number of data & ML centric studies in industrial applications and 

academia, clustering is being heavily used in multiple domains for various purposes. 

Clustering is being heavily used in customer base identification, image processing, and 

recommendation systems, in libraries to cluster different books on the basis of genre, 

topic etc. and many more. It is observed that K means and BIRCH have extensively 

been used in medical domain, customer domain etc. and have proved to be popular and 

good performing algorithms. These two algorithms are hence taken up in this study to 

be comparatively evaluated. These two techniques were applied to five datasets. Before 

the application of clustering techniques, the preprocessing and dimensionality reduction 

of the datasets was done. The validation of the clustering results was done using the 

silhouette coefficient. The ideal amounts of clusters for all five datasets were deduced, 

and the results from the silhouette coefficient were compared. From our results, it is 

concluded that K-Means obtains higher silhouette index on all five datasets, thus, 

proves to be a better performing technique. In the mentioned previous studies, 

comparison of clustering algorithms has been done before too. In previous literature 

CLARA algorithm has been proven to better than K-Means on certain data, and 

comparison of K-Means and FCM have also been performed. Along the same lines we 

have also conducted the first part of the study. As far as the application of K-Means 

algorithm for detection of COVID is concerned, the diagnosis of SARS CoV-2, that is 

responsible for COVID-19, utilizing chest X-ray pictures is critical for both patients and 

clinicians since it may save their lives if they are diagnosed early. As a bonus, in nations 

where it is not possible to obtain laboratory testing equipment, this becomes even more 

critical. Because of the huge no. of fatalities caused by the coronavirus pandemic, 

healthcare systems around the globe have been strained to their breaking point. A more 

rapid, simpler, and less expensive method of detecting the COVID-19 virus may help 

save lives & lessen load on healthcare professionals by detecting the virus early. By 

applying IP methods to X-ray images, machine learning has played a significant role in 

identification of COVID-19. Furthermore, KMC was used for IS. By merging the 

characteristics collected by the PCA approach, this research work intended & applied an 
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ML system for the identification of COVID-19 with high accuracy & minimal 

complexity. SVM classifier classification technique is crucial in the detection of 

COVID-19 using CXR images, which was used in this study. It was possible to detect 

COVID-19 by employing X-ray scans of chest to create output of highlighted lung vital 

region, which was then used to detect COVID-19. Suggested SVM classifier 

outperformed competition in terms of classification accuracy. 

6.2 FUTURE WORK 

The work done in future to compare and evaluate the results on the considered 

algorithms will be critical to our study as it will provide more useful information with 

respect to our study. Previous studies have taken many algorithms like FCM, CLARA, 

and other algorithms are also mentioned in the article. The Comparison of these types of 

clustering algorithms on the datasets we have taken up would be considered an 

extension to our study. The comparison of the two algorithms we have taken i.e. K-

Means and BIRCH on more datasets will also be extension to our work. Application of 

both algorithms on a real life case study, to observe which algorithm performs better 

would also be a potential future work. Coming to the application part, the work that will 

be done in the future to develop, host, and benchmark COVID-19-related data sets will 

be critical since it will aid in the identification of discoveries that will be valuable in the 

fight against the illness. The collection of further COVID-19 photos as they become 

available soon will be an immediate extension of our present effort, to significantly 

improve prediction findings. Furthermore, we want to use an enhanced fusion model 

depending upon feature concatenation taken from CXR pictures & multimodal COVID-

19 data in the future to increase the accuracy of predictions. 
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