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ABSTRACT 
 

The paper presents the implementation and analysis of a recursive Discrete Cosine 

Transform (DCT) and Discrete Hartley Transform (DHT) using Verilog. Knowing that 

there has been a growing demand for high speed and resource efficient systems there 

is a need for implementations that are both fast and lightweight, so the proposed work 

aims to design a hardware optimized version of the DCT and DHT using the recursive 

algorithm with an IIR filter based structure to improve performance and reduce 

complexity. DCT computations are mainly used in applications like signal processing 

and image compression, thus the proposed design aims to enhance the speed and 

resource efficiency of DCT computations. Earlier implementations on Verilog have 

been done for 𝑁 = 8, the proposed research work moves forward with the 

implementation of 𝑁 = 2௥, thus the verilog module are designed in a generalized 

manner. While, in the implementation and analysis of a recursive Discrete Hartley 

Transform (DHT) algorithm for input sequences of length N, where N = 2m and m 

>=2 is done Verilog. The simulation and synthesis results from MATLAB Simulink 

validate the correctness of the modules and functions applied and the performance of 

the design.  

 

The advantages of the proposed recursive structure architecture are that it reduces the 

number of adders and multipliers required for DCT and DHT computations. In 

traditional methods, the number of operations is dependent on the value of the input 

sequence length N. Whereas, the proposed recursive structure helps to maintain a fixed 

number of multipliers and adders regardless of N. This makes the structure more 

efficient, and this is achieved by reusing intermediate results and processing data in 

smaller manageable groups. This also helps in reducing the truncation errors, leading 

to higher accuracy in computations. This methodology is implemented using Verilog 

to demonstrate how much feasible the recursive architecture is. This makes it suitable 

for real-time applications on physical hardware structures. This research contributes to 

the ongoing efforts to optimize the DCT and DHT computations and thus it paves the 

way for more efficient compression and processing technologies. The proposed 

architecture suits real-time signal processing systems such as radar communication 
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and imaging. The proposed methodology is applied in Verilog to check its feasibility. 

The results show that the structure is efficient in computing the DCT and DHT 

coefficient with minimum input-output ports, hardware complexity, and power 

consumption which are highly useful in parallel VLSI implementations. 
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CHAPTER 1 
 

 INTRODUCTION 
 

 

 

1.1 BACKGROUND 
 

In the field of signal processing, transforms are important mathematical 
tools that enable the analysis, manipulation, and interpretation of signals in frequency 
domain which are not possible in their time domain or spatial domain. Thus, these 
transforms enable to extract and analyse useful information, reduce complexity, 
enhance their signal features which helps to perform efficient computations for various 
applications that ranges from communications and multimedia to biomedical and radar 
systems.  The core feature of these transforms is to convert a signal form from one 
domain to another, usually from time domain to frequency or another transform 
domain. By this transform, clearer understanding of the signal’s underlying properties 
is facilitated. For instance, any complex time-domain signal may exhibit patterns or 
frequencies which are not very clear in its original time-domain but becomes more 
apparent and easier to manipulate once transformed in frequency domain. As a result, 
transforms are an essential function for applications such as filtering, compression, 
modulation, noise reduction, and feature extraction in digital signal processing, speech 
processing or image processing.  

Transforms can be broadly categorized based on two key attributes, the 
first one is the nature of signal that is, whether the signal is continuous or discrete, and 
the second criteria is the type of mathematical operation which means whether it uses 
trigonometric, exponential or kernel-based transformations. Continuous transforms are 
applied to continuous time signals. These signals vary over time and represented by 
mathematical functions defined over a continuous range. Examples of continuous 
transforms include the Laplace Transform and the Fourier Transform, both are widely 
used in system analysis, control systems and analog processing. These transforms help 
in understanding how systems respond over a continuous range of frequencies or in 
the complex s-domain. Discrete transforms are foundational in digital system as the 
process signals using digital logic or software algorithms. Their implementation are 
often optimized using fast algorithms like the Fast Fourier Transform (FFT), for DFTs 
and Fast Hartley Transform (FHT) for DHTs, which significantly reduce the number 
of computations required.  

With the concept of hardware description languages (HDLs) such as 
Verilog and VHDL, transforms can now be implemented directly on digital hardware 
such as FPGAs and ASICs. This allows for real-time processing with high speed and 
efficiency which is the essential requirement in systems which require discrete 
computations in systems like video encoders, communication transceivers, medical 
imaging devices, and radar systems. Transforms serve as the foundation for advanced 
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techniques and systems where it is used to isolate frequency components in 
communication signals, compress images and videos by removing perceptual 
redundant features (e.g., JPEG uses DCT), design filters in digital audio and 
biomedical devices, detect and analyse features in radar and sonar systems, perform 
spectral analysis in scientific measurements, etc. Thus, these transforms bridge the gap 
between raw signals data and meaningful, actionable insights. Transforms provide the 
mathematical foundation necessary for modern signal processing systems whether in 
analog or digital form, continuous or discrete form. The key area of ongoing research 
is understanding and optimizing these transforms, especially in the context of efficient 
implementation of hardware. This helps in the technical advancement of the mentioned 
applications. 

 

1.1.1 Discrete Fourier Transform (DFT) 
 
In Digital Signal Processing (DSP), Discrete Fourier Transform (DFT) is a 

fundamental and widely used tool which converts the discrete time signal from the 
time domain to frequency domain. The signal’s frequency components are essential in 
many ways and the transformation of signal from time to frequency domain helps in a 
detailed analysis of the signal/s frequency components. Unlike the continuous Fourier 
Transform which deals with the continuous-time signals, the DFT is especially 
designed for sequences of sampled data. This helps where signals are inherently 
quantized which makes it suitable for digital applications perfectly. The DFT of a 
sequence of length N is mathematically defined as: 

 
 

𝑋(𝑘) =  ෍ 𝑥(𝑚). 𝑊௠௞ 

ேିଵ

௠ୀ଴

 
 

(1.1) 

 

for k=0,1,.., N-1, where 𝑊 =  𝑒ି௝ଶగ/ே is the primitive Nth root of unity. 

There is a very high computational cost of DFT, when the value of N is 
large, this is where Fast Fourier Transform (FFT) algorithm comes in picture. The FFT 
drastically reduces the number of multiplications and additions required from 𝑂(𝑁ଶ) 
operations to 𝑂(𝑁 log 𝑁) that makes real-time frequency analysis feasible in modern 
digital systems. Despite the strength of DFT, there are certain limitations which include 
the spectral leakage that arises when the signal does not contain an integer number of 
periods within the sampling window, limited frequency resolution which depends on 
the number of samples N and the sampling rate.  

 

1.1.2 Discrete Cosine Transform (DCT) 
 

The discrete cosine transform DCT is another important transform used 
primarily in signal and image compression techniques as discussed earlier in DFT it is 
a complex valued transform which results into complex valued coefficients the DCT 
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produces only real valued coefficients which simplifies hardware and software 
implementations. The DCT is a finite sequence of real data points as a sum of cosine 
functions oscillating at various frequencies the main property of DCT is its energy 
compaction property which allows most of the signal’s energy to be concentrated in a 
few low frequency components so wherever a large portion of the high frequency 
content can be discarded this property makes it ideal for compression of algorithms 
with minimal loss of signal quality. 

The DCT of a sequence of length N is given by: 

 𝑌(𝑘) =
√ଶ

ே
 𝐸௞ ∑ 𝑋[𝑛]. co s ቀ

(ଶ௡ାଵ)௞గ

ଶே
ቁேିଵ

௡ୀ଴    

 

 
(1.2) 

for k=0,1,.., N-1, where the normalization factor  𝐸௞ is defined as: 

𝐸௞ =  ቐ
√1

2
,    𝑘 = 0

 1,        𝑘 ≠ 0  

 

The DCT is extensively used in applications like JPEG image compression 
mpeg video compression speech coding feature extraction in machine learning when 
the essential feature of a signal is efficiently captured with minimal coefficients the 
DCT enables more compact and efficient data representation. 

 

1.1.3 Discrete Sine Transform (DST) 
 

The Discrete Sine Transform (DST) is closely related to the DCT but uses 
sign functions instead of cosine functions as it's basis, this change results in different 
boundary conditions which makes the DST particularly useful in solving partial 
differential equations, image reconstructions and specific signal processing scenarios 
where odd symmetry is assumed or beneficial. This transform also produces real 
valued outputs and it also possesses energy compaction properties which are similar 
to that of DCT thus making it a valuable data compression technique. There are 
multiple variants of DST just like the DCT (DST I, DST II, DST III, and DST IV) 
which are each tailored according to particular boundary conditions and application 
needs. 
The DST of a sequence of length N is defined as: 
 
 𝑋(𝑘) = 𝑎௞ ∑ 𝑥[𝑛]. sin ቀ

(ଶ௡ିଵ)௞గ

ଶே
ቁே

௡ୀ଴    

 

 
(1.3) 

for k=1,2.., N, where: 

𝑎௞ =
1

√2
. ∈௞ 

∈௞=  ቐ
√1

2
,    𝑘 = 𝑁

 1, 1 ≤ 𝑘 ≤ 𝑁 − 1  

 



16 
 

DSTs are less commonly used than DCTs but they play an important role in 
applications such as signal reconstruction with odd symmetry, certain image and video 
processing tasks and scientific computing and numerical solutions of PDEs.  

 
1.1.4 Discrete Hartley Transform (DHT) 

 
The discrete Hartley transform DHT is known as a powerful alternative to 

DFT for analyzing the frequency content of real valued signals. It was introduced by 
R Braswell in 1983. DHT is entirely real valued which simplifies computation and 
avoids the need for handling complex numbers which becomes an advantage in both 
software and hardware implementations. DHT combines the sin and cosine 
components into a single function “cas” which is defined as: 

 𝑐𝑎𝑠(𝜃)  =  𝑐𝑜𝑠(𝜃)  +  𝑠𝑖𝑛(𝜃) (1.4) 
 

The DHT of sequence of length N is given by: 

 
𝑋[𝑘]  =  ෍ 𝑥[𝑛]. 𝑐𝑎𝑠(2𝜋𝑛𝑘/𝑁) 

ேିଵ

௡ୀ଴

 
 

(1.5) 

for k=0,1,.., N-1. 

The DHT retains many of the desirable properties of the DFT including 
the orthogonality invertibility and energy conservation. DHT is more computationally 
efficient for real valued signals since it avoids complex arithmetic wherever the 
requirement of tasks such as radar signal processing, biomedical signal analysis, image 
compression and reconstruction are there. The DHT is well suited because they are 
real time processing tasks, moreover many fast algorithms developed for the DFT can 
be adapted to the DHT which makes it a flexible and efficient transform for various 
real world applications where phase information is secondary to magnitude analysis. 

 

1.2 PROBLEM STATEMENT 
 

There is a growing demand for efficient and real time signal processing 
techniques in modern digital systems particularly in applications where image 
processing, radar communication and multimedia processing is concerned. In such 
type of applications, the transform like the Discrete Cosine Transform (DCT) and 
Discrete Hartley Transform (DHT) play a fundamental role because of their ability to 
combat energy and represent signals in the frequency domain with reduced 
redundancy. Also, both the transform work for real valued signals thus, making it 
efficient for the application in hardware systems. 

The conventional implementations of DCT and DHT especially for 
variable input lengths 𝑁 = 2௥   often rely on iterative or matrix based approaches which 
involve a high number of arithmetic operations and significant hardware resources 
thus, slowing down the whole computation process, because of this these 



17 
 

implementations tend to scale poorly with increasing input size that is, the value of N 
which leads to increased power consumption latency and moreover hardware 
complexity while all of these problems are detrimental to real time and embedded 
applications. There is a critical need for a unified and recursive hardware architecture 
which can perform DCT and DHT computations efficiently across any variable input 
lengths and minimizing hardware resource usage. Such type of design must be 
scalable, modular and capable of reusing the intermediate computations to reduce the 
number of multipliers, adders and memory elements without sacrificing the 
computational accuracy or throughput. This research aims to address these limitations 
by developing memory efficient recursive hardware architectures for both DCT and 
DHT using Verilog HDL. The objective is to achieve a fixed minimal set of 
computational resources which is independent of the input sequence length N. Thus, 
the proposed architecture utilizes a preprocessing stage followed by an Infinite 
Impulse Response (IIR) filter based recursive structure which makes the 
implementation suitable for high-speed, low power VLSI applications. 

 

1.3 MOTIVATION OF THE RESEARCH  
 

In modern digital systems there is a growing demand for fast and efficient 
data processing methods due to the exponential rise in multimedia content radar 
systems and real time communication technologies. From the mathematical backbone 
of many such applications Discrete Cosine Transform and Discrete Hartley Transform 
can compress data and analyze frequency components effectively. Implementing these 
transforms efficiently in hardware remains a challenge despite of their mathematical 
importance. The existing implementations often demand higher computational 
resources and do not scale well with increasing data sizes hardware resources 
especially in FPGA and ASIC are limited and there is a constant need to explore 
optimized architectures that balance speed accuracy and resource usage additionally 
there is a growing interest in real time applications such as image and video 
compression biomedical signal analysis and radar signal processing which motivates 
the development of architectures that can deliver fast and accurate results with minimal 
latency. This research is motivated by the need to bridge the gap between algorithmic 
efficiency and hardware feasibility this work aims to address current inefficiencies and 
pave the way for scalable real time transform computation by focusing on the recursive 
architectures and Verilog based hardware implementation of DCT and DHT. 

 

1.4 OBJECTIVE OF THE WORK 
 

The main objective of this research is to analyze design and implement the 
recursive hardware architecture for the Discrete Cosine Transform and Discrete 
Hartley Transform using Verilog Hardware Description Language. When compared to 
the traditional methods the goal is to develop an efficient scalable and real time capable 
transform modules which consume fewer hardware resources and hand demonstrate 
improve performance. Specific objectives include to study and understand the 
theoretical foundations of DCT and DHT and their applications in signal and image 
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processing. To explore recursive algorithms suitable for hardware implementation 
particularly using IIR filter based structures , to design a generalized and scalable 
Verilog HDL architecture for DCT and DHT that supports variable input lengths, to 
implement a preprocessing stage allowed by recursive computation blocks to reduce 
the number of arithmetic operations, to verify the functional correctness of the 
proposed architecture through simulation using Verilog test benches, to evaluate and 
compare the performance in terms of speed hardware utilization latency and power 
efficiency.  

 

1.5 THESIS ORGANIZATION 
 

This thesis is organized into five chapters, each of which systematically 
develops the understanding, methodology, implementation, and findings of the 
research work on recursive and memory efficient hardware architectures for the 
Discrete Cosine Transform and Discrete Hartley Transform using Verilog HDL. 

Chapter 1: Introduction 

This chapter presents the background of signal processing transforms and their 
importance in various applications. It includes an overview of different transforms 
such as the DFT, DCT, DST and DHT, followed by the formulation of the problem 
statement. The motivation for undertaking the research is elaborated and clear 
objectives are defined to guide the course of the work. 

Chapter 2: Literature Review 

This chapter discusses the previous works and existing architectures related to DCT 
and DHT implementations it highlights their limitations reviews classical and modern 
approaches in terms of computational complexity and hardware efficiencies. It also 
identifies the key gaps that form the basis for the proposed research. 

Chapter 3: Analysis and Implementation of Discrete Cosine Transform in Verilog 

This chapter details the theoretical formulation and recursive computation of the DCT 
the design includes A preprocessing stage and a recursive structure for efficient 
computation of the DCT coefficients the implementation in Verilog is explained 
thoroughly which is further followed by the testing methodology, validation metrics, 
and simulation results. An overview of the developed RTL design is also presented. 

Chapter 4: Analysis and Implementation of DHT Recursive Structure in Verilog 

This chapter focuses on the recursive architecture of the DHT mathematical 
background, decomposition of the transform, and the corresponding hardware 
architecture is covered in this chapter. The Verilog implementation is described along 
with the preprocessing logic and coefficient generation process. The results include 
simulation waveforms along with its output streaming behavior and synthesis results 
are analyzed and discussed. 
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Chapter 5 Conclusion 

The final chapter summarizes the major findings of the work and discusses the 
contributions made through the recursive and memory optimized Verilog 
implementations of DCT and DHT it also outlines the scope for future enhancement 
in terms of scalability performance and real-world application integration. 
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CHAPTER 2 
 

 LITERATURE REVIEW 
 

 

 

2.1 EXISTING DCT ARCHITECTURES 
 

The Discrete Cosine Transform is a fundamental tool in digital signal 
processing, particularly in the fields of image and video compression. This DCT 
transforms the discrete data points into sum of cos functions helping to analyse the 
signal in terms of its frequency contents. Its efficiency in compacting energy into a 
small number of coefficients makes it a preferred choice in compression algorithms 
like JPEG and MPEG. Among the various types of DCT, the DCT-II is the most widely 
used. It is characterised by its ability to represent data with minimal information loss, 
which is critical for applications requiring high fidelity, such as medical imaging and 
high-definitions video. The mathematical formulation of DCT-II facilities the 
separation of signal into frequency components, thereby enhancing compression 
efficiency and reducing computational complexity. Traditional implementations of the 
DCT-II algorithm involve direct computation methods and fast Fourier transforms-
based techniques. While direct computation is straightforward, it is computationally 
expansive, making it impractical for real-time applications. FFT-based methods offer 
improved efficiency but still face challenges in terms of hardware complexity and 
power consumption, particularly for large data sets. Recursive algorithms have been 
employed in various signal processing tasks to reduce computational overhead. By 
reusing intermediate results, recursive methods can significantly cut down on the 
number of operations required. This is particularly useful in the context of real-time 
processing, where latency and throughput are critical considerations.  

The paper [1] involves several key steps to perform the Discrete Cosine 
Transform, DCT using efficient VLSI architectures, particularly focusing on systolic 
arrays. These systolic architectures are a parallel computing architecture which are 
used to efficiently execute regular repetitive computations, particularly those found in 
digital signal processing and matrix operations. The overall approach focuses on 
optimizing the computation of DCT by leveraging existing DFT systolic array 
architectures and employing a prime factor algorithm to reduce computational 
complexity and enhance the efficiency of VLSI implementations. 

In paper [2], a method of CORDIC based Radix2 DCT algorithm was also 
introduced in which fast DCT algorithm addressing several limitations of existing 
methods was explained. This algorithm integrates the advantages of both CORDIC and 
Radix2 techniques resulting in a solution that will generate higher order DCT, regular 
data flow, uniform post scaling factor and in-place computation and arithmetic 
sequence rotation angles. Compared to the traditional DCT algorithms, this method 
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offers low computational complexity, high scalability and modularity, regular and 
pipelined implementation which are suitable for real-time applications. Thus, the 
proposed CORDIC based Radix2 fast DCT algorithm represents a significant step 
forward offering a promising solution for high-speed pipelined VLSI implementations. 

In [3], the paper presents a technique based on the fusion of the arithmetic 
distribution with Loeffler algorithm to overcome the problems such as high silicon 
occupation area and the number of multipliers to be integrated. It presents the 
implementation of this algorithm on FPGA Xilinx. As a result, classical integration of 
one or more multipliers without the loss of data accuracy was eliminated.  

Verilog uses a modular approach for mathematical computations and thus 
it becomes easy for managing the data flow in calculations where feedback is used [4]. 
In the proposed paper, such techniques are used which helps to perform recursive 
procedures.  

In paper [5], [6], Wang introduced a recursive algorithm realized using the 
infinite impulse response filter structure used to compute the coefficients of discrete 
cosine transform. This, as a result was able to use fewer number of computational 
cycles. The paper presented by Chan was further modified to improve the processing 
speed using a second order IIR filter structure which was presented in paper [7].This 
algorithm reduces the problem of requirement of more execution cycles and 
multipliers. The DCT computation algorithm used in this paper facilitates a structure 
such that it reduces the hardware complexity. 

 

2.2 EXISTING DHT ARCHITECTURES 
 

There are many previous research and advancements focusing on the 
hardware efficient realizations for VLSI applications. Few research presents a clear 
trend towards optimizing the DHT for low-power, high-speed VLSI architectures, 
through CORDIC/MAC-based computation, systolic arrays and parallel processing, 
prime -length and general-length support, application-specific adaptations in speech, 
image and power systems. This review lays the foundation for the proposed work, 
which focuses on a memory-efficient and recursive DHT architecture using 32-bit 
scalar registers, aiming to reducing I/O complexity and hardware cost. The transform-
based methods are the base of Digital Signal Processing (DSP) applications, which 
helps to convert the signals from time domain to frequency domain to analyse 
compression and transmission efficiently. Most of the transforms are complex-valued 
whereas Discrete Hartley Transform (DHT) [8], [9] has gained importance as an option 
for real values to Discrete-Fourier Transform (DFT) by which complex arithmetic 
computations and storage requirements can be avoided. Due to its real valued 
computation DHT becomes more attractive for area-efficient and low power 
implementations in VLSI and FPGA systems.  

The paper [10], presents a unified VLSI array architecture which is capable 
of calculating DFT, DCT, DST and DHT using a CORDIC-based processing element. 
It forms the foundation for versatile transform suitable for applications in data 
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compression and spectrum analysis which results in low-latency and high-throughput 
performance.  

Paper [11] shows its applications in speech processing proposed a hybrid 
approach which combines DFT and DHT to enhance speech signal by reducing cross-
spectral terms. So, the use of Fast Hartley Transform (FHT) improved the memory 
usage and execution time showcasing the practical edge of DHT in real-time acoustic 
signal enhancement. 

Paper [12] explored DHT-based compression for digital image processing. 
Subsequent 2-D DHT implementation for an 8x8 matrix demonstrated the transform’s 
utility in image storage systems. Recently, [13] introduces a power system signal 
compression method using DHT in the smart grid domain. In paper [14], authors 
leveraged DHT features for acoustic scene classification, underlining the benefit of 
real arithmetic in achieving low computational complexity. Several works have 
focused on efficient VLSI implementations of the DHT.  

In [15], author introduced a novel cyclic convolution-based architecture, 
allowing DHT computation for arbitrary-length sequences. [16] proposed systolic 
array architectures for odd-time generalized DHT and prime-length DHT, respectively 
ensuring low I/O cost and modular design—key characteristics for scalable VLSI 
systems. [17] took this further with an ASIC-level implementation of a high-speed 
DHT processor using parallel addition and MAC-based design outperforming 
CORDIC, circular convolution, and other traditional methods. In [18], author 
discussed the replacement of DFT by DHT in VLSI systems where input signals are 
purely real minimizing the gate-level interconnection overheads with the use of 
automated HDL-based design flows.  

 

2.3 SUMMARY OF KEY FINDINGS FROM LITERATURE 
 

The proposed method incorporates the algorithm proposed in paper [7]  
and implement it in Xilinx Vivado using the device specifications product family – 
Artix 7, project part – ‘xc7a200tfbg676-3’.  The concept of recursive implementation 
of DCT-II builds on these principles by dividing the computation into smaller, 
manageable parts and processing them iteratively. This approach not only reduces the 
computational load, but also simplifies the hardware design, making it more suitable 
for implementation on resource-constrained devices such as FPGAs and ASICs.  

The Discrete Hartley Transform stands out among other transforms 
because of it real-valued nature which is suitable in hardware-efficient 
implementations, particularly in VLSI and FPGA systems. The proposed Verilog-
based method aims to take the advantage of the real-valued functionality by developing 
recursive structure using [19] scalar 32-bits input. This approach gives a more 
streamlined, modular design that addresses the gaps such as, reducing the memory 
usage by supporting sequential data streaming, embedding finite state machine control 
and minimizing I/O port usage. The architecture is implemented in Xilinx Vivado 
using the device specifications product family – Artix 7, project part – 
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‘xc7a100tcsg324-3’. The upcoming chapter will explain the module decomposition 
and Verilog implementation of this DHT system and its resource analysis. 

 

2.4 RESEARCH GAP 
 

There have been extensive research and numerous applications of the 
discrete cosine transform and discrete Hartley transform in digital signal processing 
image compression and communication systems despite of this there remain several 
key challenges and limitations which are still unaddressed in the existing literature. 
The following research gaps have been identified as the motivation for the thesis: 

1. Inefficient hardware utilization in conventional architectures - Most traditional 
DCT and DHT implementations are based on matrix multiplications your 
iterative algorithms which require a large number of adders, multipliers and 
memory elements. This kind of approach consumes significant hardware 
resources which makes them unsuitable for area and power constraint systems 
such as embedded or portable devices. 
 

2. What scalability with input size - Many existing hardware architectures are 
designed for fixed sequence example N is equal to 8 or north is equal to 16 and 
they do not generalize well for arbitrary lengths N is equal to 2 R in the case of 
DCT. There are varying data requirements across different applications 
depending on values of N, so the lack of scalability which means the 
dependency on the value of N makes the designs rigid and thus they are not 
adaptable. 

 

3. High latency and power consumption - According to the growing need of low 
power consumption in modern digital signal processing there arises a need of 
low computation time and low power consumption. The conventional DCT and 
DHT designs often involve long combinational paths or complex control logic 
which increases computation time and power consumption. These factors 
hinder the feasibility of real time implementation particularly in high-speed 
applications such as radar or video streaming. 

 

4. Insufficient research on DHT compared to DFT and DCT for hardware 
implementations - There is a lack of optimized DHT hardware designs 
particularly those that take advantages of recursive methods. Although DHT 
offers several advantages over DFT, example real valued computation, simpler 
arithmetic, it remains relatively underutilized and under researched in hardware 
implementations.  
 

5. Limited verification on real hardware platforms - many published architectures 
are only simulated using software tools example MATLAB or ModelSIM 
without validation on actual hardware platforms. Real-world verification is 
essential to assess timing performance resource utilization and power metrics. 
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CHAPTER 3  
 

ANALYSIS AND IMPLEMENTATION OF DISCRETE COSINE 
TRANSFORM IN VERILOG 

 

 

 

3.1 MATHEMATICAL FOUNDATION  
 

The DCT-II algorithm for a sequence of N length is mathematically 
defined as: 

 
X(k) = √ଶ

ே
 𝐴𝑘 ෍ 𝑥(𝑛) cos ቂ

గ

ே
ቀ𝑛 +

ଵ

ଶ
ቁ 𝑘ቃ

ேିଵ

௡ୀଵ
 

 

(3.1) 

Where k = 0, 1, (N-1) and, 

 
𝐴௞ =  ቐ

1

√2
, 𝑘 = 0

1, 𝑜𝑡ℎ𝑒𝑟𝑤𝑖𝑠𝑒

 
 

 

Referring to the calculation in [7] it is done in such a way that it involves 
two stages, firstly the input sequence goes through the preprocessing stage which 
results in intermediate values wp(n). These values served as the input to the 
computational stage which involves the recursive second order DCT structure 
computation to produce the final output coefficients.  

The preprocessing stage ensures that the input data is appropriately 
prepared for the recursive filter structures optimizing the computation flow. This 
process can be generalised into the following expression: 

 X(2p(2i+1)) = X(2i+1), X(2(2i+1))…, X(2r-1(2i+1)) and X(0) 
 

(3.2) 

Here, x(n) is the input sequence which is divided as x0(n), x1(n), x2(n), …, xp(n) in the 
iterative stages.  

 

3.1.1 Recursive computation of DCT coefficients: 
 

In this algorithm, the first step includes of dividing the DCT coefficients 
into two groups: odd and even. The odd group has k = odd and p = 0. Even group 
(k=even) is subdivided into (r-1) groups. In Eqn 3.2, k is replaced by 2p(2i+1). Here, 
p=0,1,2, …. (r-1) and i = 0,1,2 … (2r-(p+1)-1), such that 
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 X(2p(2i+1)) = ෌ 𝑥(𝑛) cos [ 2௣(2𝑖 + 1)𝛼𝑖 ]
ேିଵ

௡ୀଵ
 (3.3) 

Where, αi = 
ଶ௣(ଶ௜ାଵ)గ

ଶே
 (3.4) 

By the derivation in paper[7], the final solution for calculating the DCT is given as: 

𝐺௝௜
௣

 (𝑘) = [ (−1)௜ sin ቀ
ఈ೛೔

ଶ
ቁ {𝑤௣(𝑗) + 𝑤௣(𝑗 − 1)} + 2𝐺(௝ିଵ)௜

௣ (𝑘) cos൫𝛼௣௜൯ −

𝐺(௝ିଶ)௜
௣ (𝑘)] 

 
(3.5) 

Such that, 

 𝐺௝௜
௣

 (𝑘)= X(k) = X(2p(2i+1)) (3.6) 
 

Where, j = 0,1, …, 
ே

ଶ೛ାଵ 
– 1 and αpi = 

ଶ௣(ଶ௜ାଵ)గ

ଶே
 

The equation for wp(n) gives the output of preprocessing stage which will 
act as an input to the DCT structure, and xp+1(n) gives the intermediate inputs to 
calculate wp(n). Taking the Z-transform of Eqn. 3.5, it can be implemented using an 
IIR direct form 2 filter. This equation is given below as: 

 
𝐺௝௜

௣
 (𝑘)

𝑤௣(𝑗)
=  

(−1)௜ sin ቀ
𝛼௣௜

2 ቁ (1 + 𝑧ିଵ)

1 − 2 cos൫𝛼௣௜൯ 𝑧ିଵ + 𝑧ିଶ
 

(3.7) 

This equation is represented in the following IIR filter structure as shown below: 

 

 

Figure 3.1 IIR filter representation of DCT recursive algorithm  

 

Moving forward, when the above IIR filter structure is developed in the 
Verilog code, it uses the basic evaluation scheme of IIR filter calculation. There form 
two equations, stated as the following: 
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v(n) = x(n) + 2cos(theta) * v(n-1) - v(n-2) 
 

(3.8) 

Y(n)= v(n) + v(n-1) (3.9) 
  

As we can see in Eqn. 3.6, the output Gji is evaluated depending on the 

variables wp(n), cos൫𝛼௣௜൯, sinቀ
ఈ೛೔

ଶ
ቁ, iteration values i and j, so this equation is 

computed i numbers of time for every value of j. These equations are implemented in 
Verilog by using modules of multipliers, adders, two’s complement, trigonometric 
lookup table to produce cos and sin values, as Verilog does not support trigonometric 
calculations. 

 

3.1.2 Preprocessing stage 
 

The values of wp(j) is evaluated according to the figure shown below in 
Figure 3.1. To calculate X(0) coefficient of DCT sequence w3(0) is multiplied with 

ට
ଶ

ே
𝐴𝑘 such that k = 0. The other coeffecients of DCT for w0(j) , w1(j) , w2(j) , w3(j)  

are also computed for different values of p. Now, after this stage the outputs are fed as 
input to the second order IIR filter. 

 

Figure 3.2 Preprocessing stage used for N=8  

The above process can be formulated in a mathematical equation as following: 

 
𝑤௣(𝑛) =  𝑥௣(𝑛)– 𝑥௣ ൬

𝑁

2
− 𝑛 − 1൰ 

(3.10) 

 
𝑥௣ାଵ(𝑛) =  𝑥௣(𝑛) + 𝑥௣ ൬

𝑁

2
− 𝑛 − 1൰ 

(3.11) 

   
The values 𝑥௣ାଵ(𝑛) are the input values for wp(n) calculations. When p=0, 

the input sequence x(n) is used as the input to the preprocessing stage w0(n). For p=1, 
xp+1(n) i.e., x1(n) is calculated which is fed as input to the next preprocessing stage 
iteration i.e., w1(n). This iteratively calculates the intermediate values wp(n). 
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The above two equations are a part of preprocessing stage, which gives the 
intermediate resulting values which must be fed as input to the DCT recursive IIR 
structure. They are implemented in Verilog module such that it executes for every value 
of p. The output of 𝑥௣ାଵ(𝑛) becomes the input for the w(n) successive iterations. The 
preprocessing stage is a part of the Top_Module in the verilog code. 

 

3.1.3 Coefficient calculation: 
 

This section details the recursive computation of Discrete Cosine 
Transform (DCT) coefficients for both even and odd indices. Once the outputs from 
the preprocessing stage—corresponding to p=0,1,2,…,(r−1) are obtained, they are 
passed into the DCT structure for coefficient generation. The flowchart shown in 
Figure 3.3 illustrates the step-by-step execution of the DCT-II algorithm for a 
transform length of N=8, outlining the recursive stages involved in coefficient 
computation. For the given parameters N=8 and recursion level r=3, the algorithm 
categorizes the coefficients into two main groups: odd and even. The computation 
begins with the odd-indexed coefficients namely X(1),X(3),X(5),X(7)—followed by 
the even-indexed coefficients. The even group is further subdivided into two smaller 
sets: X(2),X(6) and X(4), while the DC coefficient X(0) is computed separately, owing 
to its distinct structural behaviour in the recursive formulation. 

 

 

Figure 3.3 Flow chart representing the division of DCT coefficients. 

The below process is iterated over number of cycles calculated by the 

formula 𝑐𝑦𝑐𝑙𝑒𝑠 =
ே

ଶ೛ శభ
  for every value of p. For N=8, at p=0, cycles are equal to 4, 
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and the intermediate outputs w0(0), w0(1), w0(2), w0(3) are fed to the DCT structure in 
first iteration successively. After w0(0) is processed, the output of the DCT structure 
gives delay 1, delay 2 and DCT_out values. Delay 1 and delay 2 values are fed again 
to the DCT structure along with the input w0(1) in the next iteration. This process is 
repeated for all iterations where p=0 and at the end w0(3) gives DCT_output value 

which is then multiplied by (−1)௜ sin ቀ
ఈ೛೔

ଶ
ቁ ටቀ

ଶ

ே
ቁ 𝐴𝑘. For values of  i = 0,1,…, 2r-(p+1)-

1, i.e., i=0,1,2,3 we get odd DCT coefficients X(1), X(3), X(5), X(7).  

For next iteration where p=1, the above process is repeated for cycles equal 
to 2, and the intermediate values w1(0), w1(1) are fed to the DCT structure in second 
iteration along with the delay values. The output of second iteration will give the even 
DCT coefficients X(2), X(6) and next iteration for p=2,  X(4) is calculated by the same 
procedure. 

 

3.2 Verilog Implementation 
 

An equivalent hardware architecture is developed for the computation of 
DCT-II algorithm using an IIR filter which is given in the Figure 3.1 by using Eqn 3.8 
and 3.9. This is a recursive process which involves a feedback and feed forward loop 
as shown in the Figure 3.4. This includes the delay element z -1  denoted by D flip flop 
which stores the previous values. The adders and multipliers are used for further 
calculations.  

As we know the output from the preprocessing stage obtained by the 
equations for wp(n) serves as the input to the DCT IIR filter structures. Let’s say the 
variable v(n) is the set of inputs calculated over each iteration for the value of p. For 

eg., N=8, p=0,1,2 there are three cycles (
ே

ଶ೛ శభ), sets of inputs wp(n). The processing of 

DCT structure takes v(0) as the first input along with delay values, i.e., v(n-1) and v(n-
2) which are initially set to zero. After each iteration, the delay values are updated and 
given as input along with v(n). Next, Y(n) is computed according to the Eqn 3.9. The 
output thus obtained after processing of iterations for p=0,  

It can be understood easily by the below given parameters: 

Table 3.1 DCT Récursive Structure Computation 

OPERATOR COMPUTATION OUTPUT 
 v(n-1) Delay 1 
 v(n-2) Delay 2 
Multiplier 2cos(theta) * Delay 1 Mult 1 
Two’s Complement -Delay 2 Negative Feedback 
Adder  Mult 1 + Negative 

Feedback 
Add 1 

Adder w(n) + Add 1  Add 2 
Adder Add 2 + Delay 1 Add 3 
Multiplier A * sin[alpha /2] *Mult 1 Mult 2 
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Final output : Delay 1 = Add 1  

            Delay 2 = Delay 1 

            DCT_out = Mult 2  

Due to this, the hardware for IIR filter is drastically reduced as the 
recursive structure maintains a fixed number of multipliers and adders regardless of N. 
This efficiency is achieved by reusing intermediate results and processing data in 
smaller, manageable chunks.  

 

 

Figure 3.4  Hardware Circuit of DCT realisation for Recursive filter 

Fixed Point Arithmetic is used for the fractional implementation in Verilog. 
This involves the use of IEEE standard for floating points in which implicit 
normalization is done. This is a technique to represent any fractional number in binary 
format using half precision, single precision or double precision. In the implemented 
Verilog code, 32 bits are used to represent the input data. Thus, by using the half 
precision technique, variables or inputs are defined.  

Implicit normalization: 

[(-1)s * (1.M) * 2E-Bias] or [(-1)s * (0.M) * 2-126] 

S E M 
 

Where, S: Sign bit,  E: Bias Exponent and M: Mantissa 
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3.3 Testing Methodology 
 

The testing module in a Verilog code defines the validity of the 
implementation of the recursive Discrete Cosine Transform (DCT structure). This 
section will consist of the test environment, the process by which input is generated, 
verification procedures, and the metric which involves how to assess the performance 
and accuracy. 

 

3.3.1 Test Environment 
 

The DCT structure was implemented and tested using the hardware 
description language (HDL), specifically Verilog in a simulation environment. The 
following tools were used for testing. 

1. Simulator: Xilinx Vivado for waveform analysis and debugging. 

2. Synthesis: Xilinx Vivado for FPGA synthesis 

3. Target FPGA: Xilinx Artix 

4. Clock Frequency: The design was tested at an operational clock frequency of 
100 MHz 

 

3.3.2 Input Data Generation 
 

The major motivation of implementing this structure is to compute the 
DCT coefficients for any value of N=2r, to test this implementation extensively various 
sets of input data were used. Any integer sequence for N=8, 16, 32, 64 etc. can be 
taken. Each integer is a 32 signed bit value given as input. 

3.3.3 Verification Procedure 
 

1. Simulation Verification: The values obtained in the ‘scope’ and ‘objects’ are 
analysed, waveform outputs were analysed to ensure intermediate and final 
results which matches with the expected outputs of the DCT process computed 
mathematically. 

2. Comparison with MATLAB Model: A MATLAB script was also implemented 
according to the functionality of the DCT recursive structure to compute the 
results. These results were then matched with the Verilog simulation results to 
ensure numerical accuracy. 
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3.3.4 Metrics for validation 
 

The following metrics are used to evaluate the implementation: 

1. Correctness: the output of the code implemented in Verilog was compared 
against theoretical and MATLAB results for various test cases. Inputs N=8 and 
N=16 was thoroughly verified. 

2. Resource Utilization: FPGA resource utilization (LUTs, flip flops, DSP slices, 
and BRAM) was also analysed, the report is also given in the below figure. 

 

Figure 3.5 Utilization Report 1

 

Figure 3.6 Utilization Report 2 

3.3.5 Observations 
 

The simulation results showed that the outputs of the preprocessing stage 
and the DCT coefficient computation stage closely matched the theoretical values, with 
negligible error due to quantization. Additionally, for larger values of N, the resource 
utilization increases, leading to an increase in the number of input and output pins. The 
utilization report presented above shows the statistics only for N = 8. 
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3.4 RESULTS 
 

Input: x[n] = {10,9,8,4,6,7,9,5} 

Preprocessing stage Outputs: The values w0(n) are computed using equation 6 and 7. 

 

Table 3.2 Preprocessing stage results 

STAGE (p) 𝒙𝒑ା𝟏(𝒏) 𝒘𝒑(𝒏) 
p = 0 {15, 18, 15, 10} {5, 0, 1, -2} 

 
p = 1 {25, 33} {5, 3} 

 
p = 2 {58} {-8} 

 

 

 

Figure 3.7 Simulation result showing intermediate value of 𝑥ଵ(𝑛) 

 

DCT Output: 

The Discrete Cosine Transform (DCT) output values in signed decimal 
format and their corresponding fractional values, calculated using fixed-point Q16.16 
for 32 bit precision, are shown below. 

 
Formula used: 
 

𝑭𝒓𝒂𝒄𝒕𝒊𝒐𝒏𝒂𝒍 𝑽𝒂𝒍𝒖𝒆 =  
𝑺𝒊𝒈𝒏𝒆𝒅 𝑫𝒆𝒄𝒊𝒎𝒂𝒍

𝟐𝟏𝟔
 

 

 
(3.12) 
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Figure 3.8 Simulation result showing the intermediate values 𝑤଴(𝑛) 

 

Table 3.3 DCT Coefficient calculations after simulation 

INDEX of DCT [] Signed Decimal 
Value 

Fractional value (used Fixed point 
Q16.16 for 32 bit precision) 

0 1343338 20.50 
1 166101 2.53 
2 188981 2.88 
3 140198 2.14 
4 -185360 -2.82 
5 42922 0.65 
6 -28127 -0.42 
7 123476 1.88 

 

3.5 Overview of the RTL design 
 

The RTL (Register Transfer Level) design implementation figure 3.9 
represents the hardware implementation of the recursive DCT algorithm. This RTL 
was generated using the Verilog/VHDL code and was synthesized using Xilinx Vivado, 
this consists of multiple interconnected various functional blocks of the algorithm. The 
resulting RTL design has various functional modules, these includes the preprocessing 
stages, recursive computation blocks and the final output aggregations. The elements 
such as multipliers and adders known as the data path elements are used to perform 
the required arithmetic operations whereas the control logic manages the iterative 
processing across the multiple cycles. The RTL figure 3.9  is hierarchical and thus 
modularization in the design is enabled by instantiating the modules and submodules 
in the Top module of the Verilog code in a recursive structure, this is how the data 
flows sequentially from one stage to another, ensuring efficient processing. Thus, the 
RTL implementation of the recursive DCT algorithm can successfully captures the 
functionality of the theoretical model in hardware. 
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Figure 3.9 Elaborated RTL Design of DCT Structure 

 

3.6 CONCLUSION 
 

The proposed algorithm of DCT coefficient computation shows that the 
computation complexity can be reduced as the number of multipliers remains the same 
irrespective of the value of N. By this recursive filter structure, reduction in 
computational overhead is achieved. This structure efficiently uses the intermediate 
results and processes the data in smaller manageable groups. The feasibility and 
effectiveness of this proposed architecture can be presented in the Verilog 
implementation which makes it highly suitable for real-time signal processing 
applications. Reduction errors are also reduced by using minimum number of 
multipliers and adders in this recursive structure which leads to more accurate and 
reliable computations. This research work has contributed in the ongoing efforts to 
optimize DCT computations and it also paves the way for more efficient data 
compression and processing technologies. This approach simplifies the hardware 
design which makes it an attractive solution for various digital signal processing tasks.  

The future scope involves in the research and development using extension 
to other transforms such as DST and DHT. By formulating similar recursive algorithm 
for these transforms, the benefits of reduced computational complexity can be realized. 
Further, the VHDL implementation can be done in the FPGA prototyping which will 
provide insights into its physical performance and practical usability. It helps to assess 
some real-world factors such as the power consumption, processing speed and resource 
utilization. Furthermore, the optimization for larger values of N could be explored. 
Also integrating the DCT computation with popular compression algorithms like JPEG 
and MPEG can directly demonstrate its impact on improving compression efficiency 
and reducing processing time. Adding to this, further research could focus on 
optimizing the recursive structure for low-power and high-speed applications essential 
for portable and embedded systems. By addressing these future directions, recursive 
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DCT computation algorithm can be further defined and adapted to meet the evolving 
demands of digital signal processing, making it a versatile and valuable tool for wide 
range of applications.  
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CHAPTER 4 
 

 ANALYSIS AND IMPLEMENTATION OF DHT RECURSIVE 
STRUCTURE IN VERILOG 

 

 

 

4.1 MATHEMATICAL BACKGROUND 
 

DHT is a transform that converts samples of N real-valued numbers x(n) 
into coefficients of real numbers H(k) with the help of the formula given as 

 
𝐻[𝑘] = ෍ 𝑥(𝑛)

ேିଵ

௡ୀ଴

 cas ൬
2𝜋𝑘𝑛

𝑁
൰ 

(4.1) 

 

where k = 0  to  N-1, 

cas(θ) = cos(θ) + sin(θ) 

 The Eqn 4.1 can be split into two parts where first part is from n=0 to ቀ
ே

ଶ
− 1ቁ and 

𝑛 =
ே

ଶ
 to N-1. 

The properties of symmetry and periodicity are used to decompose the 
DHT expression. By this, the recursive nature of DHT can be explored. By putting 

(𝑛ᇱ = 𝑛 +
ே

ଶ
) and applying trigonometric properties, the equation can be further 

manipulated. An important part of the derivation in [19] shows the preprocessing stage 
outputs. 

The right term of the Eqn 4.1 reduces and becomes 

𝐻[𝑘] = ෍ 𝑥(𝑛)

ே/ଶିଵ

௡ୀ଴

 cas ൬
2𝜋𝑘𝑛

𝑁
൰ + ෍ 𝑥(𝑛 + 𝑁/2)

ே/ଶିଵ

௡ୀ଴

 cas ቆ
2𝜋𝑘(𝑛 + 𝑁/2)

𝑁
ቇ 

 
(4.2) 

where (𝑛ᇱ = 𝑛 +
ே

ଶ
). 

Solving the above equation further and expanding the right term of Eqn 4.2, 
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𝐻[𝑘] = ෍ 𝑥(𝑛)

ே/ଶିଵ

௡ୀ଴

 cas ൬
2𝜋𝑘𝑛

𝑁
൰

+ ෍ 𝑥(𝑛 + 𝑁/2) ൤cos ൬
2𝜋𝑘𝑛

𝑁
+ 𝜋𝑘൰ − sin ൬

2𝜋𝑘𝑛

𝑁
+ 𝜋𝑘൰൨

ேିଵ

௡ୀே/ଶ

 

 
 
 
 
(4.3) 

where k = 0 to N-1. 

𝐻[𝑘] = ෍ 𝑥(𝑛)

ே/ଶିଵ

௡ୀ଴

 cas ൬
2𝜋𝑘𝑛

𝑁
൰ + ෍ 𝑥(𝑛 + 𝑁/2)

ேିଵ

௡ୀே/ଶ

⋅ (−1)௞ ൤cas ൬
2𝜋𝑘𝑛

𝑁
൰൨ 

 
(4.4) 

 

where k=0 to N-1 

 𝑊௞(𝑛) = 𝑥(𝑛) + (−1)௞ ⋅ 𝑥(𝑛 + 𝑁/2) (4.5) 
 

The resulting 𝑊௞ is the input given to the DHT structure which will help 

further to calculate the DHT coefficients. Now, put (𝑛ᇱ =
ே

ଶ
− 1 − 𝑛)  to simplify the 

expression more and make the structure more symmetric. This is done to simplify the 
expression within trigonometric functions (such as (cas(θ)). This also reveals the 
property of symmetries in the structure of the Discrete Hartley Transform (DHT). This 
reindexing is done by which the order of summation is reversed.  

 

𝐻[𝑘] = ෍ 𝑊௞ ൬
𝑁

2
− 1 − 𝑛൰

ே
ଶ

ିଵ

௡ୀ଴

⋅ cas൫𝜋𝑘 − 𝜃௞ ⋅ 𝑛(𝑛 + 1)൯ 

(4.6) 

 

 

𝐻[𝑘] = ෍ 𝑊௞ ൬
𝑁

2
− 1 − 𝑛൰

ே
ଶ

ିଵ

௡ୀ଴

⋅ cms൫𝜃௞(𝑛 + 1)൯ 

 
(4.7) 

 

So the final form of the expression becomes  

 𝑋[𝑘] = (−1)௞ ⋅ 𝐺௜[𝑘] (4.8) 
 

where  (𝑖 =
ே

ଶ
− 1) , and(θ௞) is defined as (θ௞  =

ଶ஠௞

ே
) 

After the mathematical manipulations, the resulting equation turns out to 
be a compact and symmetric form of the DHT expression. This equation becomes the 
base of the proposed DHT recursive structure and helps to develop efficient recursive 
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computation and hardware-friendly implementations. For (𝑖 = 0,1, …
ே

ଶ
− 1) multiple 

stages of 𝐺௞ is obtained. Using trigonometric properties and performing derivation, the 
recursion for (𝐺௜[𝑘]) from Eqn 4.8 results in: 

 (4.9) 

 

 

where ( 𝑘 =  0, 1, 2, … , 𝑁 − 1 ). 

The full derivation is referred from [19]. Applying z-transform to the Eqn 4.9, transfer 
function:  

 𝐺௞(𝑧)

𝑊௞(𝑧)
=

cos(𝜃௞) − sin(𝜃௞) − 𝑧ିଵ

1 − 2 cos(𝜃௞) 𝑧ିଵ + 𝑧ିଶ
 

(4.10) 

 

 

4.2 DHT STRUCTURE 
 

The Eqn 4.1, represents an Infinite Impulse Response (IIR) equation of 
Direct form -II type which can be used to obtain the structure shown in Fig 4.1. It 
shows that 𝑊௞ is the input given to the DHT structure whose calculation is included in 
the pre-processing stage. This recursive structure has fixed numbers of delays, 
multipliers and adders which makes the proposed methodology efficient in calculating 
DHT coefficients by using the same structure again and again. Thus, the number of 
multipliers and adders remains same for any number of N. The only difference is the 
number of iterations this structure takes to evaluate the coefficients.  

The input sequence is not directly fed into this structure, while the inputs 
goes through a preprocessing stage which results in 𝑊௞, calculated by the help of Eqn 
4.5. The output of this preprocessing stage is then fed to the IIR filter structure.  

In this structure, there are feedforward paths and feedback paths, where 
the intermediate results are fed back along with the inputs to achieve the final 
coefficients, and this makes it recursive in nature. For N inputs, there are 𝑘 = 𝑁 − 1 

cycles and in each cycle, there are (𝑖 =
ே

ଶ
− 1) iterations. In any 𝑘th cycle, the 

ቀ
ே

ଶ
− 1ቁ

th

 iteration gives the final DHT coefficient for that particular cycle. 

 

4.3 VERILOG IMPLEMENTATION 
 

According to Figure 4.1 an equivalent hardware can be built which 
incorporates the same functionality by using blocks like multipliers, adders, and 
delays. 
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Figure 4.1 IIR filter structure of DHT recursive algorithm [19] 

 

 

Figure 4.2 Hardware Circuit of DHT realisation for Recursive filter 
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4.3.1 PREPROCESSING STAGE 
 

The Top Module of the Verilog code is the main controller for the DHT 
coefficient evaluation. This handles the input collection and streams the output 
coefficients sequentially. The module begins storing the input N samples in 32 bits 
each into registers. When all the inputs are collected, the intermediate computation 
starts. In this calculation phase, the 𝑊௞ is filled with values by the calculation using 
Eqn 4.5 which has even and odd symmetry according to k values which range from 0 
to N-1.  

Let m = 4, so N = 8, n = 0, 1, 2, 3, (𝑖 =
ே

ଶ
− 1) , and (θ௞) is defined as 

(θ௞  =
ଶ஠௞

ே
) . For each value of k from 0 to 7 and n from 0 to 3, 𝑊௞(𝑛) is computed. 

This results into 32 values such as for each k there are 4 values and based on k to be 
even or odd, the resulting 𝑊௞ are symmetrical and hence follows a repetitive pattern. 

Mathematically,  

For even 𝑘: 𝑤௞(𝑛) = 𝑥[𝑛] + 𝑥[𝑛 + 4],  for 𝑛 = 0 to 3 

For odd 𝑘: 𝑤௞(𝑛) = 𝑥[𝑛] − 𝑥[𝑛 + 4],   for 𝑛 = 0 to 3 

 

This symmetry allows to reduce redundant computation and takes only 2 
clock cycles to compute 𝑊௞ for parity of k. This type of pattern can help in simplifying 
the hardware by enabling reuse of computational blocks based on value of k (even or 
odd). Now the output of this preprocessing stage becomes the input for DHT IIR 
recursive filter structure. 

 

4.3.2 COEFFICIENT CALCULATION 
 

This part involves implementing the recursive structure in Verilog and 
feeding the inputs to it to achieve the required output. By Figure 4.1, IIR filter is 
implemented in Verilog using Direct form II equations given below:  

 𝑣(𝑛) = 𝑤(𝑛) + 2 cos(θ) ∗ 𝑣(𝑛 − 1) − 𝑣(𝑛 − 2) 
 

(4.11) 

 𝑌(𝑛) = 𝑣(𝑛)[cos(θ) − sin(θ)] + 𝑣(𝑛 − 1)  (4.12) 
 

These equations when analyzed into a hardware circuit, includes 
multipliers, adders, delays and twos complements blocks as shown in the figure. In 
detail, the outputs attained through the preprocessing stage are fed as inputs into the 
recursive structure. 

 Let’s say the variable 𝑊௞ is the set of inputs calculated over each iteration 
for the value of k. For eg., N=8, there are k cycles and i loops. The processing of DHT 
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structure takes 𝑊௞(0) as the first input along with delay values, i.e., v(n-1) and v(n-2) 
which are initially set to zero. After each iteration, the delay values are updated and 
given as input along with 𝑊௞. Next, Y(n) is computed according to the Eqn 4.12.  

Verilog code for this recursive DHT structure is written such that the 
outputs are intermediate coefficient values, v(n-1) and v(n-2). These delay values are 
given as feedback to next loop and after each cycle is completed these values are again 
set back to zeros. This recursively achieved by Figure 4.2 which has feedforward and 
feedback paths. In each cycle, the iteration over ‘i’ loops are done where the final 

output will be at the (𝑖 =
ே

ଶ
− 1) loop. This output is the final DHT coefficient which 

was aimed to be calculated and matches the theoretical tested results. This is explained 
in the given flow chart in Figure 4.3.  

 

 

 

Figure 4.3 Flow Chart for DHT Realisation 

 

Since, in Verilog, fractional values are written in Fixed Point Arithmetic 
format following IEEE standards so implicit normalization is also done. This method 
helps to write any fractional number in binary format using various types of precision 
techniques. In the implemented Verilog code, 32 bits are used to represent the input 
and output data. Thus, by using the half precision technique, variables or inputs are 
defined.  
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4.4 RESULT 
 

This section presents the simulation outputs, streaming behavior, synthesis 
results, and a comparative analysis of the proposed recursive DHT architecture 
implemented in Verilog. The results validate the functional correctness, memory 
efficiency, and suitability for real-time VLSI applications. MATLAB result after 
evaluating Eqn 4.1 is given as: 

 

Table 4.1 DHT Coefficient Result through MATLAB 

INDEX of X[] DHT COEFFICIENT 
0 36 
1 -13.65685424 
2 8 
3 5.65685424 
4 4 
5 -2.34314575 
6 0 
7 -5.65685424 

 

 4.4.1 Functional Simulation 
 

The functionality of the proposed design was tested through test benches 
written in Verilog using Vivado 2023.2 and through the simulation results. The design 
was tested by giving a known input sequence, and then the output DHT coefficients 
were compared with the expected results computed using MATLAB.  Simulation 
results of the recursive structure are shown in Figure 4.4. 

 Input Vector: x(n) = {8, 7, 6, 5, 4, 3, 2, 1} 
 Expected Output: Computed using standard DHT formula (floating-point) by 

Eqn 4.1. 
 Observed Output: Matches expected results up to 3 decimal places  

 

 

Figure 4.4 Simulation Result 
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4.4.2 Output Streaming Behavior 
 

The proposed architecture outputs one 32-bit DHT coefficient per clock 
cycle after loading the input stream. Data is processed in a pipeline without requiring 
memory storage of all coefficients. 

 Input Method: Streaming 32-bit interface 
 Output Rate: 1 coefficient per clock cycle 
 Latency: Approximately 10--12 cycles depending on FSM configuration 
 Throughput: Sustained at 1 coefficient/cycle after initial delay 

 

4.4.4 Synthesis Results 
 

The Verilog code was synthesized using Xilinx Vivado for Artix-7 
(xc7a100tcsg324-1) FPGA. The design shows efficient hardware utilization given in 
Figure 4.5 and Figure 4.6. 

 

 

Figure 4.5 Utilization Report after Synthesis for DHT 

The resource utilization of the proposed recursive DHT architecture was obtained after 
synthesizing the Verilog design using Xilinx Vivado 2023.1 for the Artix-7 
(xc7a100tcsg324-1) FPGA. The design demonstrates efficient usage of logic 
resources, with minimal reliance on memory blocks or digital signal processing (DSP) 
slices. 

 

Figure 4.6 Power Utilization report after synthesis for DHT 
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Due to the use of a serialized streaming input and output mechanism (32-
bit word per clock), the design significantly reduces the need for wide parallel ports. 
The low utilization figures across all resource categories confirm the area efficiency 
of the proposed design.  

Figure 4.7 shows the synthesized netlist of the proposed Discrete Hartley 
Transform (DHT) architecture as generated by the Xilinx Vivado tool. The netlist 
represents the gate-level realization of the RTL design, where all high-level Verilog 
modules are elaborated into interconnected logic primitives such as LUTs, flip-flops, 
and arithmetic units. 

 

 

Figure 4.7 DHT Netlist after synthesis 

 

The synthesized netlist validates the modular and hierarchical design approach. Each 
functional block is instantiated independently and connected using standard interfaces. 
The netlist figure 4.7 serves as evidence that the recursive DHT architecture is 
synthesis-friendly and well-suited for real-time hardware implementation. This figure 
4.7 only shows cropped part of full netlist structure. For the full structure refer to the 
Apendix. The input sequence x(n) for which the output is shown in table 4.3 in signed 
decimal format as received in Verilog along with its fractional values.  

 

Table 4.2 Synthesis Results on Artix-7 FPGA 

Resource Type Used Available Utilization % 
Slice LUTs 2524 63400 3.98 

DSPs 32 240 13.33 
Bonded IOB 36 200 17.14 

Slice Registers 41 126800 0.03 
 

 
Fractional Value =  

Signed Decimal

2ଵ଺  
 

(4.13) 
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Table 4.3 DHT coefficients calculations 

DHT Coefficients 
X[] 

Signed Decimal Values Fractional Values 

0 2359296 36 
1 -895017 -13.65685 
2 524288 8 
3 -370694 5.65685 
4 262144 4 
5 -153561 -2.34314 
6 0 0 
7 370720 -5.65685 

 

4.5 CONCLUSION 
 

In this work, a recursive and memory-efficient Verilog-based 
implementation of the DHT was successfully developed and evaluated. The design 
ensures reduced I/O utilization and improved scalability. A finite state machine (FSM) 
was implemented to manage data loading, computation sequencing, and output 
streaming. Synthesis results from Vivado confirm that the design meets key constraints 
for hardware implementation, including optimal utilization of logic resources, minimal 
use of bonded I/O, and efficient routing. The netlist visualization validates the modular 
structure. 

Overall, the proposed recursive DHT design demonstrates the feasibility of 
implementing real-time, low-memory signal processing systems in Verilog. Future 
work may focus on extending this design for higher-order transforms and integrating 
on FPGA or ASIC platforms. 
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CHAPTER 5 

 

COCLUSION  
 

 

 

5.1 Conclusion 
 

This research presents a unified approach to optimizing DCT and DHT 
through recursive and memory-efficient hardware implementations using Verilog. The 
recursive filter structure developed for DCT enables a significant reduction in 
computational complexity, as the number of multipliers remains independent of the 
transform length NNN. This approach efficiently utilizes intermediate results, 
processes data in manageable blocks, and minimizes the use of hardware resources 
such as multipliers and adders. Consequently, the architecture achieves higher 
accuracy, improved reliability, and lower implementation overhead—making it highly 
suitable for real-time signal processing and compression systems. 

In parallel, a pipelined, modular, and scalable architecture for DHT was 
designed and implemented in Verilog. The system incorporates a finite state machine 
(FSM) to control data loading, computation sequencing, and output streaming, thereby 
achieving low I/O utilization and high throughput. Synthesis results from Vivado 
validate that the DHT architecture meets critical design constraints such as optimal 
logic utilization, efficient routing, and reduced bonded I/O usage. Netlist visualization 
further confirms the design’s modular and scalable structure, emphasizing its 
applicability in practical hardware systems. 

Collectively, these implementations demonstrate the practical viability of 
recursive structures for DCT and DHT in resource-constrained environments and real-
time applications. The developed architectures strike a balance between performance, 
resource efficiency, and design simplicity, contributing meaningfully to the ongoing 
efforts in hardware-efficient signal processing. 

 

5.2 Future Scope 
 

The proposed architectures open several avenues for future research and development: 

 Extension to Other Transforms: The recursive filter methodology can be 
extended to other transforms such as the DST, thereby generalizing the 
framework for multiple transform types with reduced computational 
complexity. 
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 VHDL Implementation and FPGA Prototyping: Porting the design to 
VHDL and deploying it on FPGA platforms will offer insight into physical 
design metrics, including power consumption, operating speed, and resource 
utilization under real-time conditions. 

 Integration with Compression Standards: Embedding the recursive DCT 
module into widely used compression algorithms like JPEG and MPEG can 
directly quantify its impact on compression efficiency, latency, and power 
performance. 

 Low-Power and Embedded Applications: Further research could focus on 
optimizing these designs for ultra-low-power and high-speed performance, 
targeting portable, battery-operated, and embedded DSP systems. 

 ASIC Implementation: Exploring ASIC-based implementations could yield 
custom chip designs for specific real-time applications, improving efficiency, 
compactness, and power management. 

In conclusion, this work lays a strong foundation for real-time, scalable, and hardware-
efficient transform computation. By addressing the outlined future directions, the 
recursive DCT and DHT designs can be adapted to meet the growing demands of 
modern digital signal processing applications across various domains. 

 

5.3 Social Impact  
 

The growing demand for real-time signal processing in various 
applications such as healthcare monitoring, communication systems, and smart 
infrastructure requires solutions that are not only efficient but also accessible and 
sustainable. This research contributes to this goal by presenting hardware efficient 
implementations of DHT and DCT using recursive structures in Verilog. 

By minimizing computational complexity, hardware area, and power 
consumption, the proposed architectures enable the deployment of cost effective and 
energy efficient DSP solutions. These designs are especially relevant for: 

 Healthcare Devices: Real time transforms in ECG and PPG processing are 
critical for wearable and portable diagnostic systems. The low-power and real-
time nature of the proposed architecture supports continuous monitoring in 
remote or underserved area. 

 Sustainable Electronics: When there is power optimized hardware solution, 
it reduces the energy demand, and this also aligns with global efforts towards 
green technology and carbon footprint reduction. 

 Inclusive Technology: FPGA or ASIC based designs are resource efficient 
and these designs make advanced signal processing feasible in low cost and 
low resource environments, broadening acess to digital healthcare, education 
and communication. 

 Smart Infrastructure: The real time processing capabilities support 
applications in smart cities, environmental monitoring, and disaster response 
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systems, improving safety, responsiveness and quality of life. These can be 
implemented in monitoring traffic congestion, public safety (CCTV/audio 
sensors), seismic or vibration detectors which needs to be digitized and the low 
hardware complexity and low power makes it ideal for battery powered sensor 
nodes, real time signal processing before transmission, reducing data payload 
and saving energy. 

 

By enabling scalable, affordable, and environmentally responsible signal processing 
systems, this research contributes meaningfully to the broader vision of technology for 
social good. 
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