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ABSTRACT

The rapid growth of patient-generated drug reviews has introduced a valuable resource

for understanding real-world treatment outcomes and user experiences. This thesis ex-

plores deep learning approaches for extracting sentiment from such unstructured feedback,

focusing on two architectures: Bidirectional Long Short-Term Memory (Bi-LSTM) and a

hybrid Convolutional Neural Network with Bi-LSTM (CNN-BiLSTM).

Unlike many existing studies that depend on static pre-trained embeddings, both mod-

els are trained from scratch using task-specific word representations. This enhances their

adaptability to domain-specific terminology and nuanced sentiment expressions commonly

found in medical reviews.

The experiments are conducted on the publicly available Drug Review Dataset from

the UCI Machine Learning Repository, hosted on Kaggle. Reviews are preprocessed and

labeled as positive, negative, or neutral based on user-provided ratings. The models

are evaluated using standard metrics including accuracy, precision, recall, F1-score, and

Cohen’s Kappa.

The results indicate that the CNN-BiLSTM model outperforms the standalone Bi-

LSTM across all metrics. Its combined ability to extract local features and capture bidi-

rectional context leads to more robust sentiment prediction. This research demonstrates

the feasibility of building end-to-end sentiment classifiers tailored to healthcare narratives

and lays the groundwork for future extensions such as multilingual analysis, aspect-based

sentiment classification, and interpretable AI models.
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Chapter 1

INTRODUCTION

In recent years, the proliferation of user-generated healthcare content—ranging from on-
line drug reviews to patient forums and informal clinical narratives—has opened new av-
enues for understanding patient perspectives on treatments. These unstructured textual
sources o!er valuable insights into drug e”cacy, side e!ects, and overall patient satisfac-
tion. However, extracting structured meaning from such content requires sophisticated
techniques capable of interpreting natural language. Sentiment analysis, which aims to
determine the emotional tone (positive, neutral, or negative) of textual data, serves as a
powerful tool in this context [1, 2].

Conventional sentiment analysis techniques, including lexicon-based methods, hand-
crafted rules, and classical machine learning algorithms, often perform well in general-
purpose applications [2]. Nevertheless, their e!ectiveness diminishes when applied to
healthcare narratives due to the presence of specialized terminology and nuanced expres-
sions common in medical reviews.

Recent advancements in deep learning have significantly enhanced natural language
understanding. Architectures like Long Short-Term Memory (LSTM) networks [3] and
Convolutional Neural Networks (CNNs) [4] have demonstrated strong capabilities in learn-
ing context and semantic patterns from raw textual input. Bidirectional LSTM (Bi-
LSTM) models further extend this by incorporating context from both directions of a
sequence. Hybrid frameworks that combine CNNs with Bi-LSTMs have shown promising
results in capturing both local phrase-level patterns and long-term dependencies [5, 6].

This thesis presents a deep learning-based approach for sentiment classification of
patient-submitted drug reviews. Instead of depending on general-purpose, static word em-
beddings such as GloVe [7], the proposed models are trained from scratch using healthcare-
specific data, enabling them to learn relevant linguistic features directly from the corpus.

This research utilizes the publicly available Drug Review Dataset sourced from the UCI
Machine Learning Repository and hosted on Kaggle [8]. This dataset contains patient-
written feedback and associated numeric ratings, which are used as proxy sentiment labels.
Model performance is assessed using established classification metrics such as accuracy,
precision, recall, F1-score, and Cohen’s Kappa

All models are implemented using the TensorFlow deep learning framework and trained
on Google Colab, leveraging its scalability and ease of experimentation [9, 10].
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1.1 Motivation

As patient-centered healthcare continues to gain importance, analyzing the subjective
experiences shared by patients has emerged as a critical tool for improving treatment
outcomes and tailoring healthcare services. Online platforms such as Drugs.com provide
a wealth of real-world feedback on medications, capturing valuable insights related to
e!ectiveness, side e!ects, and overall satisfaction—often beyond the scope of controlled
clinical trials.

Yet, this feedback is inherently unstructured and linguistically diverse, making it dif-
ficult to analyze manually at scale. The complexity increases due to mixed sentiments
within single reviews, domain-specific terminology, and variability in expression.

To address this challenge, there is a growing need for automated sentiment analysis
systems that can understand healthcare-specific language and derive actionable insights
from raw textual reviews. This research aims to fill that gap by developing deep learning
models that are trained end-to-end on domain-relevant data, without relying on static,
pre-trained word embeddings. By learning directly from patient-written content, the
models are better equipped to adapt to the nuances of medical narratives and provide
more accurate and meaningful sentiment classification. This approach holds promise
for supporting healthcare professionals, pharmaceutical companies, and policymakers in
interpreting large volumes of patient feedback e”ciently and e!ectively.

1.2 Objectives

The principal aims of this study are:

• To develop and implement deep learning models—namely Bi-LSTM and a CNN-
enhanced Bi-LSTM—for sentiment analysis of patient drug reviews.

• To perform training exclusively on patient reviews and associated ratings, without
using external static word embeddings.

• For assessing such models on balanced datasets and regular evaluation metrics, such
as F1-score, recall,Cohen’s kappa, accuracy and precision.

• To conduct comparative analysis between models and investigate the benefits of
hybrid architectures over standalone recurrent models.

• To explore potential improvements for sentiment detection in the context of medical
text analytics.

1.3 Challenges

Several challenges arise when applying deep learning techniques to sentiment analysis in
the healthcare domain:

• Specialized vocabulary: Medical text often includes domain-specific terminology
and abbreviations that may not be well-represented in general language models.
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• Ambiguous sentiment: Patient reviews frequently contain mixed or conflicting
sentiments (e.g., “The medication worked but gave me headaches”), making classi-
fication nontrivial.

• Imbalanced labels: Positive reviews tend to outnumber negative or neutral ones,
which can lead to biased predictions if not addressed.

• Limited labeled data: Annotated medical sentiment datasets are scarce; hence,
indirect labeling based on numerical ratings is used.

• Interpretability: Deep learning models have traditionally been referred to as black
boxes, which limits their acceptability in high-stakes fields like healthcare.

This thesis aims to tackle these issues using models that are both data-driven and
tailored to the healthcare domain, emphasizing end-to-end training and minimal reliance
on external resources.

1.4 Thesis Organization

• Chapter 1: Introduction — Introduces the research problem, motivation, objec-
tives, challenges, provides a high-level overview of the study.

• Chapter 2: Literature Review — Reports on current sentiment analysis meth-
ods,from conventional methods to deep learning architectures in current times, with
emphasis on healthcare applications.

• Chapter 3: Research Methodology —Describes the dataset used (Drug Review
Dataset from Kaggle), preprocessing pipeline, model architectures, and training
strategy.

• Chapter 4: Results and Discussion — Presents experimental setup, evaluation
metrics, model performance comparison, and qualitative analysis.

• Chapter 5: Conclusion and Future Scope—Condenses the main findings,constraints,
and proposes future developments like multilingual and aspect-based sentiment anal-
ysis.

3



Chapter 2

LITERATURE REVIEW

2.1 Literature Survey

Over the past two decades, sentiment analysis has grown from rule-based methods and
lexicon-driven systems into a robust field heavily influenced by deep learning advance-
ments. Foundational research by Pang and Lee [1] laid the groundwork for supervised
sentiment classification using machine learning algorithms. Building upon this, Liu [2]
provided an extensive review of techniques based on linguistic rules, statistical methods,
and manual feature design.

In medical and health-related contexts, textual data presents unique challenges. Pa-
tient narratives tend to include domain-specific terminology and informal language that
can hinder traditional models’ performance. Colón-Ruiz and Segura-Bedmar [11] demon-
strated the value of deep learning architectures—specifically recurrent neural networks—in
analyzing Spanish-language tweets related to health. Their work showed that end-to-end
neural models are particularly e!ective for noisy and colloquial text found in real-world
health data.

Long Short-Term Memory (LSTM) networks, introduced by Hochreiter and Schmid-
huber [3], remain central to sequential data modeling. These were later extended into
Bidirectional LSTM (Bi-LSTM) networks, which process input in both temporal direc-
tions, enhancing context comprehension. In a separate line of work, Kim [12] illustrated
that Convolutional Neural Networks (CNNs), originally designed for visual data, could
also e!ectively extract semantic features from text sequences.

Recent e!orts have focused on hybrid architectures that blend CNNs with Bi-LSTM
models to capture both spatial and temporal patterns in textual data. Zhou et al. [5]
further refined this idea by integrating attention mechanisms, allowing the model to em-
phasize the most salient parts of the input. Gräßer et al. [6] applied such methods to
fine-grained sentiment classification in pharmaceutical reviews, showing promising im-
provements in aspect-specific opinion detection.

Together, these developments form the backbone of modern sentiment analysis and
provide a solid foundation for this thesis, which employs deep learning models for classi-
fying sentiment in patient-generated drug reviews.

2.2 Dataset

This study uses a single large-scale dataset: the Drug Review Dataset, which is pub-
licly available on Kaggle and originally sourced from the UCI Machine Learning Repos-
itory [13]. The dataset comprises over 160,000 user-submitted reviews of various medi-
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cations, each associated with a numerical rating on a scale of 1 to 10. Along with the
review text, each record includes the drug name, the medical condition it was used for,
and a “useful count” indicating how many users found the review helpful.

For the purpose of supervised sentiment classification, the numeric ratings are mapped
to sentiment labels using a three-class scheme. Ratings from 1 to 4 are categorized as
Negative, ratings 5 to 6 are labeled as Neutral, and ratings from 7 to 10 are marked as
Positive. This rating-to-label conversion allows the model to learn from implicit sentiment
cues, even in the absence of explicit annotations.

The dataset is well-suited for this task due to its substantial volume, diversity of medi-
cal conditions, and the use of natural language written by real users. These characteristics
make it possible to train deep learning models that can capture domain-specific linguistic
patterns and generalize across di!erent contexts in patient feedback.

Figure 2.1: Sample entries from the Drug Review Dataset showing review text, condition,
and rating fields.

2.3 Problem Statement

Although patient drug reviews o!er a wealth of information, analyzing them for sen-
timent poses several di”culties. Traditional approaches, including lexicon-based tech-
niques and classifiers built on static word embeddings, often fail to capture the complex,
domain-specific expressions common in healthcare text. For example, phrases like “no
improvement” may be misclassified if models lack contextual understanding.

Another layer of complexity arises from the presence of mixed sentiments within indi-
vidual reviews. A patient might describe both the benefits and side e!ects of a medication,
making it challenging to assign a single sentiment label. This ambiguity is less common
in domains like product reviews, where sentiment is usually more uniform.

The central research challenge addressed in this thesis is the design of deep learn-
ing models that can extract sentiment from free-form patient narratives without using
generic, pre-trained embeddings. Instead, the models are trained directly on the health-
care datasets, allowing them to learn specialized patterns and vocabulary that better
reflect the medical context. The goal is to create end-to-end systems capable of nuanced
and accurate sentiment classification based solely on the data itself.

5



Chapter 3

PROPOSED METHODOLOGY

3.1 Research Design

This research adopts an empirical methodology to develop and evaluate deep learning
models for sentiment classification of patient drug reviews. The focus is on two architec-
tures: a Bi-LSTM network and a hybrid model that integrates a Convolutional Neural
Network (CNN) with Bi-LSTM. Both models are trained from scratch using domain-
specific data, without relying on external word embeddings.

The overall research process is structured into the following five stages:

Figure 3.1: Flowchart illustrating the end-to-end research design process.

1. Data Acquisition — Collecting and consolidating review data from the Kaggle-
hosted Drug Review Dataset.
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2. Data Preprocessing and Feature Engineering — Cleaning and preparing the
review text for input into neural networks through steps such as tokenization,
padding, and sentiment label assignment.

3. Model Design — Constructing the deep learning architectures with layers tailored
to capture both local and sequential text features.

4. Model Training — Using TensorFlow and Keras within the Google Colab envi-
ronment to train the models end-to-end with GPU support.

5. Evaluation and Analysis — Measuring model performance with standard classi-
fication metrics and conducting error analysis.

This structured approach ensures reproducibility, facilitates iterative experimentation,
and supports rigorous evaluation of model e!ectiveness in extracting sentiment from un-
structured medical feedback.

3.2 Dataset Description

This study uses a single large-scale dataset of patient-submitted drug reviews, publicly
available on Kaggle [13]. The dataset, originally sourced from the UCI Machine Learning
Repository, comprises over 160,000 records split across training and testing files. Each
record includes several fields: the name of the medication, the medical condition for which
it was used, the textual review, a numeric rating (1–10), the date of submission, and a
count of how many users found the review helpful.

For the purpose of sentiment classification, the numeric ratings are converted into
categorical labels. A three-class mapping scheme is applied:

Figure 3.2: Distribution of sentiment classes (Positive, Neutral, Negative) based on user
ratings.

• 1 to 4 are labeled as Negative.

• 5 to 6 are classified as Neutral.
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• 7 to 10 are marked as Positive.

This approach enables weak supervision, where sentiment labels are inferred from
numerical ratings rather than manually annotated. The diversity of medical conditions
and the real-world language used by patients in the reviews make this dataset a strong
foundation for training deep learning models aimed at extracting sentiment.

Figure 3.3: Distribution of sentiment classes derived from patient review ratings.

Figure 3.4: Bar chart showing the number of user-submitted drug reviews per year from
2008 to 2017.

3.3 Data Preprocessing

Preprocessing plays a critical role in converting unstructured textual reviews into a format
that deep learning models can e”ciently interpret and learn from. The raw patient
feedback undergoes the following sequential transformations:

• Text Normalization (Lowercasing): All characters are converted to lowercase
to reduce redundancy and maintain uniformity in word representation.
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• Stopword Removal: Frequently occurring words that contribute minimal seman-
tic value—such as “is”, “the”, and “an”—are removed to focus on more meaningful
terms.

• Punctuation and Special Character Removal: All symbols, punctuation, and
non-alphanumeric characters are stripped from the text using regular expressions.

• Tokenization: Each review is split into individual tokens (words), enabling word-
level analysis and embedding.

• Lemmatization: Words are reduced to their root forms (e.g., “treating” becomes
“treat”), helping to decrease vocabulary size while preserving core meanings.

• Sequence Padding: Since input reviews vary in length, sequences are padded with
zeros to ensure consistent input dimensions for the neural networks.

Figure 3.5: Preprocessing pipeline applied to the DrugReview dataset.

After preprocessing, the cleaned reviews are transformed into sequences of integers
using a Keras tokenizer. This tokenizer constructs a vocabulary index based on the
corpus and encodes each word in the text accordingly. The resulting numerical sequences
are then passed into the embedding layer as model input.

3.4 Model Architectures and Working Principles

3.4.1 Convolutional Neural Networks (CNN)

CNNs are highly e!ective for extracting spatial features from data. In sentiment analy-
sis, CNNs apply filters over text embeddings to detect local n-gram patterns that may

9



correlate with sentiment. This makes them particularly useful for identifying key phrases
or expressions.

The architecture starts with the embedding layer that converts tokens into dense
vectors. The 1D convolutional layer is next, scanning embeddings with ReLU activation.
Max-pooling is applied for reducing dimensions while preserving strong features. Final
classification is performed with the dense layer with softmax activation. Categorical cross-
entropy loss is used to train the model.

Figure 3.6: CNN Architecture for Sentiment Classification.

3.4.2 Long Short-Term Memory (LSTM)

Long Short-TermMemory (LSTM) networks are a type of recurrent neural network (RNN)
designed to capture long-term dependencies in sequential data. These networks are espe-
cially suited for tasks like sentiment analysis, where understanding the context over time
is crucial. LSTMs manage information flow using a set of internal gates, each of which
plays a distinct role in updating and preserving memory [3, 14].

Each LSTM cell includes the following key mechanisms:

• Forget Gate: This gate controls which parts of the previous cell state should be
discarded. It takes the current input xt and the previous hidden state ht→1 as input
and computes the forget vector:

ft = ω (Wf · [ht→1, xt] + bf ) (3.1)

• Input Gate: This gate determines what new information will be added to the cell
state. It has two components:

it = ω (Wi · [ht→1, xt] + bi) (3.2)

C̃t = tanh (WC · [ht→1, xt] + bC) (3.3)

• Cell State Update: The updated cell state Ct is computed by combining the
previous state and the new candidate values:

Ct = ft · Ct→1 + it · C̃t (3.4)

• Output Gate: This gate generates the output hidden state ht based on the updated
cell state:

ot = ω (Wo · [ht→1, xt] + bo) (3.5)

ht = ot · tanh (Ct) (3.6)

In these equations, ω represents the sigmoid activation function and tanh is the hy-
perbolic tangent function. These activations ensure that the LSTM selectively retains
and updates information over time. For multi-class sentiment classification tasks, the
LSTM output is typically passed to a dense layer with softmax activation. The model is
optimized using categorical cross-entropy as the loss function.
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Figure 3.7: LSTM Cell Architecture.

3.4.3 Bidirectional LSTM (Bi-LSTM)

Bi-LSTM networks add to the standard LSTM architecture two parallel layers: one pro-
cesses the sequence in one direction, and another in the other direction. The two perspec-
tives enable the model to leverage past and future context information, which is especially
beneficial in sentiment analysis tasks where surrounding context greatly influences mean-
ing [15].

Let pft and pbt represent the output vectors from the forward and backward LSTM
layers at time t, respectively. The final output pt is computed by combining these two
vectors:

pt = pft + pbt (3.7)

where:

• pt is the resulting probability distribution over sentiment classes,

• pft is the forward LSTM’s output at time t,

• pbt is the backward LSTM’s output at time t.

The final concatenated output is passed to a dense layer followed by softmax activation
to perform multi-class sentiment classification. This architecture has been proven e!ective
in numerous NLP tasks, particularly when the full sentence context is important [16, 17,
18].

3.4.4 Bidirectional LSTM Model

This architecture is built to capture both forward and backward dependencies in text
sequences. The layers include:

• Embedding Layer: Transforms input tokens into trainable vector embeddings.

• SpatialDropout1D Layer: Regularizes the embedding layer to prevent overfit-
ting.

• Bidirectional LSTM Layer: Employs 64 memory units to capture context in
both directions.

11



• Dense Output Layer: Applies softmax to classify sentiment into three classes.

This model is particularly e!ective in capturing full context when interpreting patient-
written reviews [3].

Figure 3.8: Bi-LSTM Architecture: Combines forward and backward LSTM layers for
enhanced context understanding.

3.4.5 Hybrid CNN-BiLSTM Architecture

The CNN-BiLSTM model combines the local feature extraction of CNN with the contex-
tual modeling of Bi-LSTM. Initially, convolution and pooling layers capture prominent
local patterns such as key phrases. The Bi-LSTM layer then interprets these patterns
within the full sequence context.

This hybrid approach benefits from CNN’s ability to extract spatial features and Bi-
LSTM’s strength in modeling sequential dependencies. The model uses ReLU in the
convolution layer, softmax in the output layer, and is trained using categorical cross-
entropy.

3.4.6 CNN-BiLSTM Hybrid Model

To improve performance, a hybrid model is designed by incorporating a CNN before the
Bi-LSTM. The architecture includes:

• Embedding Layer: Converts input tokens into embeddings.

• 1D Convolutional Layer: Extracts local textual features using filters.

• MaxPooling Layer: Reduces spatial dimensions and highlights salient features.

• Bidirectional LSTM Layer: Learns dependencies in both forward and backward
directions.

• Dense Output Layer: Performs multi-class classification using softmax.

This model leverages the strengths of both CNN and Bi-LSTM for robust sentiment
classification [12, 5].
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Figure 3.9: Hybrid CNN-BiLSTM Architecture

3.5 Training and Evaluation Strategy

The dataset is partitioned into training and testing sets using a 75:25 ratio. Additionally,
a portion of the training data is further split to create a validation set, which is used to
track the model’s performance during training and prevent overfitting.

Training is conducted using the Adam optimization algorithm, paired with the cat-
egorical cross-entropy loss function—well-suited for multi-class classification problems.
Each model is trained for 10 to 20 epochs, with a batch size of 64. Key hyperparameters
such as the learning rate and dropout rate are selected through empirical experimentation
to maintain a trade-o! between convergence and overfitting control.

To assess the e!ectiveness of the models, several evaluation metrics are employed:

1. Accuracy: The ratio of correctly predicted instances to the total number of pre-
dictions.

2. Precision: The proportion of true positive predictions among all predicted posi-
tives.

3. Recall: The ability of the model to capture all relevant positive cases.

4. F1-Score: The harmonic mean of precision and recall, providing a balance between
them.

5. Cohen’s Kappa: A statistical measure that evaluates inter-rater agreement, ad-
justed for chance agreement.

These metrics are calculated on the test dataset to assess generalization performance.
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Chapter 4

RESULTS AND DISCUSSION

4.1 Experimental Setup

All experimental evaluations were carried out on Google Colab [19], utilizing its built-in
GPU acceleration capabilities to expedite training. The implementation of the models
was done using TensorFlow and Keras [20]. The dataset was partitioned with 75% used
for training and the remaining 25% for testing the model’s generalization performance.

Both the Bi-LSTM and the CNN-BiLSTM models were trained on sequences derived
from patient reviews that had been tokenized and padded to a uniform length. The word
embedding layer was initialized randomly and trained so that the model learned the word
representations from the medical context automatically. All the models were trained for
more than 15 epochs with a batch size of 64 on the Adam optimizer and loss function
categorical cross-entropy since it is suitable for multiclass classification.

4.2 Model Performance

Model performance was evaluated using a set of standard classification metrics: precision,
recall, accuracy, F1-score, and Cohen’s Kappa.These metrics provide a comprehensive as-
sessment of how well each model captures sentiment across multiple classes. The classifi-
cation task involves three sentiment categories—positive, neutral, and negative—and thus
benefits from metrics that balance performance across imbalanced class distributions.

Table 4.1 provides a side-by-side comparison of the Bi-LSTM and CNN-BiLSTM mod-
els. The CNN-BiLSTM architecture consistently outperforms the standalone Bi-LSTM
across all metrics. This improvement highlights the advantage of combining convolutional
layers—which e!ectively extract local text patterns—with bidirectional LSTM layers that
capture long-range dependencies in the review text.

Table 4.1: Performance Comparison of Bi-LSTM and CNN-BiLSTM Models
Metric Bi-LSTM CNN-BiLSTM
Accuracy 0.875 0.942
Precision 0.861 0.938
Recall 0.858 0.944
F1-Score 0.859 0.941
Cohen’s Kappa 0.823 0.912

To further understand the training dynamics of the Bi-LSTM model, Figure 4.1 shows
the training and validation loss and accuracy curves. The plots reveal a consistent down-
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ward trend in loss and a steady improvement in accuracy, indicating stable learning be-
havior and minimal overfitting.

4.2.1 Bi-LSTM Training Analysis

The performance of the Bidirectional Long Short-Term Memory (Bi-LSTM) model is
illustrated using its training and validation curves in Figure 4.1. The model was trained
for five epochs using padded review sequences, and the loss and accuracy values were
monitored throughout.

As shown in the plots, both training and validation losses steadily decline, while
accuracy increases over each epoch. This trend reflects stable convergence, indicating that
the model is successfully learning semantic patterns from the data without overfitting.

The Bi-LSTM architecture is preferred since it can handle input sequences both in
forward and backward directions so that it can capture contextual dependencies better
than unidirectional models. This two-directional context processing is especially valuable
in natural language applications like sentiment analysis, when the meaning of a word or
phrase will more than likely be based in prior and subsequent words.

Despite its overall strong performance, the model demonstrates some class-level confu-
sion, particularly between neutral and negative sentiments, as later shown in the confusion
matrix. Nevertheless, the Bi-LSTM remains a robust baseline for deep learning in senti-
ment classification.

Figure 4.1: Training and validation loss and accuracy curves for the Bi-LSTM model.

In addition, the confusion matrix in Figure 4.2 provides insight into the class-wise
performance of the Bi-LSTM model. It reveals a strong prediction capability for the
positive class, while showing moderate confusion between neutral and negative classes.
This is expected in sentiment tasks where user reviews often contain mixed tones.
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Figure 4.2: Confusion matrix for the Bi-LSTM model.

4.2.2 CNN-BiLSTM Training Analysis

To evaluate the CNN-BiLSTM model, training and validation performance over epochs is
plotted in Figure 4.3. The graphs show a steady decline in both training and validation
loss, accompanied by a consistent improvement in accuracy. This indicates that the model
is able to learn e!ectively while generalizing well to unseen data.

Figure 4.3: Training and validation loss and accuracy curves for the CNN-BiLSTM model.

Figure 4.4 presents the confusion matrix for the CNN-BiLSTM model. The model
shows high precision in identifying positive and neutral sentiment classes, with relatively
minimal confusion. Compared to the Bi-LSTM-only configuration, this hybrid model re-
duces misclassification, especially in the neutral class, which is typically more ambiguous.
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Figure 4.4: Confusion matrix for the CNN-BiLSTM model.

Together, these evaluations demonstrate that while both models perform well, the
CNN-BiLSTM architecture is better suited for capturing nuanced sentiment patterns in
real-world patient reviews.

4.3 Comparative Analysis

As indicated in Table 4.1, the CNN-BiLSTM model consistently achieved superior scores
across all evaluation metrics when compared to the standalone Bi-LSTM. The convolu-
tional layer in the hybrid model plays a key role in identifying important local features,
such as specific medical expressions and keyword clusters. These features are then fed
into the Bi-LSTM layer, which excels at capturing the contextual dependencies across the
review text.

Cohen’s Kappa values further reinforce this observation by demonstrating stronger
inter-rater agreement between the CNN-BiLSTM model’s predictions and the actual la-
bels. The improvements across all performance indicators suggest that integrating both
local and global text analysis contributes meaningfully to sentiment classification tasks
in the medical domain.

4.4 Discussion of Findings

The results demonstrate that the combination of CNN and Bi-LSTM enhances the model’s
ability to interpret reviews that contain mixed sentiments. For example, many patients
express satisfaction with treatment outcomes but also highlight adverse side e!ects. The
CNN-BiLSTM model is better equipped to handle such nuances due to its capacity for
both local pattern recognition and contextual sequence analysis.

Another important insight is the e!ectiveness of training the embedding layer from
scratch using domain-specific data. Despite not using external pre-trained embeddings
such as GloVe or Word2Vec, the models achieved high accuracy, illustrating that large
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and representative healthcare datasets can support robust model training.
Figures 4.5 and 4.6 illustrate the training and validation trends over epochs, showing

stable and improving model behavior without overfitting.

Figure 4.5: Training and validation accuracy over epochs.

Figure 4.6: Training and validation loss over epochs.

Furthermore, the confusion matrix for the CNN-BiLSTM model, shown in Figure 4.7,
reveals balanced performance across sentiment categories, with minimal misclassification.

Figure 4.7: Confusion matrix for CNN-BiLSTM model.

Overall, the CNN-BiLSTM architecture presents a scalable and domain-sensitive so-
lution for extracting sentiment from patient narratives. Its ability to generalize across
diverse review patterns makes it suitable for integration into real-world clinical feedback
systems.
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Chapter 5

CONCLUSION FUTURE WORK and SOCIAL
IMPACT

5.1 Summary of Findings

This thesis investigated the use of deep learning architectures for sentiment classification
in patient-generated drug reviews, with an emphasis on learning from scratch without
reliance on pre-trained embeddings. Two models were designed and tested: a standalone
Bi-LSTM network and a hybrid CNN-BiLSTM model that integrates convolutional and
sequential processing layers.

Empirical results showed that the CNN-BiLSTM architecture consistently outper-
formed the Bi-LSTM model across all key evaluation metrics—accuracy, precision, recall,
F1-score, and Cohen’s kappa. The hybrid design benefited from the strengths of both
CNNs, which identify localized patterns, and Bi-LSTMs, which capture long-range depen-
dencies in text sequences. This allowed the model to more e!ectively interpret complex
sentiment expressions, especially in reviews containing both praise and criticism.

Significantly, the models learned word embeddings directly from the dataset, elimi-
nating the need for external linguistic resources such as GloVe or Word2Vec. This not
only simplified the training process but also allowed the embeddings to adapt specifically
to the healthcare domain, improving overall model robustness and relevance.

5.2 Limitations

Although the models demonstrated strong performance, there are certain constraints that
may a!ect their broader applicability:

• Language and Cultural Bias: The dataset predominantly consists of English-
language reviews submitted by users from a limited demographic. As a result, the
findings may not generalize well across di!erent languages or cultural expressions of
sentiment.

• Class Distribution Bias: While the dataset was balanced artificially for the pur-
pose of training and evaluation, natural sentiment distributions in user feedback are
often skewed—especially toward positive sentiment. This could a!ect the model’s
e!ectiveness when deployed in real-world applications.

• Lack of Interpretability: Deep neural networks often function as black-box mod-
els, making it challenging to interpret their decision-making process—particularly
concerning in high-stakes fields like healthcare.
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• Sentiment Resolution: The current models classify sentiment on a coarse-grained
scale (positive, neutral, negative), but do not distinguish between di!erent aspects
of sentiment such as emotional distress, drug e!ectiveness, or side e!ect severity.

5.3 Future Work

Several avenues remain open for future research, each o!ering the potential to improve
the precision, scope, and interpretability of sentiment analysis systems in the healthcare
domain:

• Aspect-Based Sentiment Analysis (ABSA): Future models could be designed
to detect sentiment at the aspect level—for example, classifying sentiment related
to e!ectiveness separately from side e!ects or a!ordability.

• Model Explainability: Incorporating mechanisms such as attention layers, or ex-
ternal interpretability tools like LIME (Local Interpretable Model-agnostic Expla-
nations) and SHAP (SHapley Additive exPlanations), would improve transparency
and increase the trustworthiness of the models.

• Domain-Specific Pretraining: Although this study avoided the use of pre-trained
embeddings, building domain-specific word vectors from large-scale medical liter-
ature could provide a middle ground—retaining contextual depth without losing
domain relevance.

• Multilingual Analysis: Expanding the methodology to handle feedback in multi-
ple languages could make the system applicable to more diverse patient populations
worldwide.

• Use of Transformer-Based Models: Models based on transformer architectures
such as BERT or BioBERT, fine-tuned on medical reviews, could be evaluated
against the current LSTM-based frameworks to assess potential gains in performance
and generalization.

In conclusion, this work demonstrates the value of training deep learning models di-
rectly on domain-specific data for sentiment extraction. The success of the CNN-BiLSTM
model provides a strong foundation for building intelligent tools capable of analyzing large
volumes of patient feedback. Such systems have the potential to support clinicians, re-
searchers, and policy-makers by converting unstructured reviews into actionable insights.
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