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PREFACE 
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mutual benefits. The bulletin also aims to propagate the intellectual contribution of Delhi 

Technological University (DTU) as a whole to the academia.  

 

The bulletin contains information resources available in the internet in the form of 

articles, reports, presentations published in international journals, websites, etc. by the 
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in this bulletin may be because of the reason that the full text either was not accessible or 

could not be searched by the search engine used by the library for this purpose.  

 

The learned faculty and students are requested to provide their uncovered 

publications to the library either through email or in CD, etc. to make the bulletin more 

comprehensive. 

 

This issue contains the information published during April, 2022. The arrangement 
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Abstract
Intelligent reflecting surfaces aided communication have been emerging as strong candidates to support the 6G wireless
physical platforms. IRS has shown promising qualities in enhancing the spectral efficiency of wireless networks because
of its capability to alter the conduct of interacting electromagnetic waves through intelligent handling of the reflections
phase shifts. Also, NOMA proves itself to be superior among the other multiple access techniques as it supports a greater
number of users using non-orthogonal resource allocation. This paper brings a survey over the IRS-assisted NOMA networks.
The IRS and NOMA technologies, and their physical working principles are first introduced in the paper. The state-of-the-
art of the IRS-assisted NOMA communication networks is next presented followed by a discussion of related performance
parameters for analysis. Afterward, it discusses the resource allocation, and secrecy requirements in the IRS–NOMAnetworks.
Furthermore, it presents the relevant work related to the optimization of energy efficiency, power efficiency and coverage. A
comparison of IRS–NOMAnetworkwithMIMO–NOMA, and relay aidedNOMAnetwork is provided. Finally, a few exciting
open challenges for IRS-assisted NOMA networks are identified including optimization problem using ML, identifying
implementing scenarios of NOMA or OMA with IRS, PLS, and terahertz communication.

Keywords Intelligent reflecting surfaces · Multiple access · OMA · NOMA · Relay networks · IRS assisted NOMA networks

1 Introduction

The future wireless networks are expected to support highly
efficient, secure, reliable, and flexible design for emerging
applications of 6G and beyond [1]. In order to achieve this
goal, rigorous efforts have been undertaken in the research
and development of wireless communications. As the wire-
less environment is modelled as uncontrolled entity, to
mitigate its impairments several approaches such as using
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multiple antennas, employing complex encoding and decod-
ing algorithms at the end-points of the communication link,
and adding additional network infrastructure, e.g., relays
is worked upon to make the transmission reliable. These
solutions, however, may increase the network complexity,
the network power consumption, and the network deploy-
ment cost which is comprehensively discussed in subsequent
sections. Due to its minimal complexity, intelligence, and
energy-efficient features, IRS is a very promising technology
for the development of beyond 5G or 6G wireless communi-
cations in recent years [2–5]. By aptly deploying an IRS in the
environment, an extra communication link that goes through
the IRS can be built between the transmitter and receiver,
and thus, better support diverse user requirements, such as
extended coverage, increased data rate, minimized power
consumption, and enhanced secure transmissions. Not only
theoretically attractive, IRS also possesses various advan-
tages in terms of practical implementation such as it is of
low hardware and energy cost, and can be easily deployed
on the environment objects, e.g., the facades of buildings.
Figure 1 illustrates the application of IRS in 5G and beyond
communication networks. In comparison with conventional
active relaying technologies, IRS consumesmuch less energy
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Fig. 1 IRS applications in 5G and beyond networks

and is less expensive since they do not employ RF chains or
high power-consuming components. IRS can be seamlessly
integrated into existing wireless communication networks to
realize different objectives, including the improvement of
the energy efficiency and the mitigation of inter-user inter-
ference [6]. To fully extract the benefits provided by IRS,
it is necessary to investigate the integration of IRS with
other transmission technologies for next-generation com-
munication systems. Among the MA techniques NOMA
has received considerable attention in the design of the
next-generation networks. With NOMA, multiple UEs are
co-scheduled and share the same radio resources in time,
frequency, and/or code so the problem of spectrum scarcity
can be solved up to some extent. In particular, many forms of
NOMA have been developed to encourage dynamic spec-
trum sharing among users by opportunistically exploiting
the user’s heterogeneous channel conditions [7]. Conven-
tionally, a user’s channel conditions are viewed as a type
of fixed and non-tunable phenomenon which is solely deter-
mined by the user’s propagation environment. Therefore, if
the user’s channel conditions are not ideal for the application
of NOMA, like if the users have similar channel conditions,
the performance gain of NOMA can be quite limited. IRS
enables a paradigm shift for the design of intelligent NOMA,

since the use of an IRS ensures that the propagation environ-
ment can be effectively and intelligently customized for the
needs of NOMA. The application of IRS into NOMA is also
promising, as IRS can be utilized to introduce desirable chan-
nel gain differences among users and lead to performance
improvement of NOMA systems [8, 9]. By enablingmultiple
users to access the same time/frequency resources, NOMA
can achieve higher spectral efficiency and energy efficiency,
and better support massive connectivity when compared to
OMA. Nevertheless, to obtain a decent performance gain of
NOMA over OMA, the users are required to have a large
channel gain disparity. In the conventional NOMA systems,
it becomes difficult to achieve this since the user channels
are determined by the highly stochastic propagation environ-
ments. A recent study over the IRS–NOMA communication
technology introduces several capabilities of this integrated
technology to improvise the spectral efficiency, user fairness,
latency, and secrecy requirements. The characteristics of IRS
to provide configurable channel gains via constructively or
destructively adding the user signals can be used to sup-
press the inter-user interference, and thus, lead to improved
throughput or fairness of NOMA systems.
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1.1 Review of the existing literature

Several studies over the review of the IRS assisted network is
performed in the literature. This has to be noted that several
notions are given to IRS that are interchangeably used in the
literature. Each of such terminologies emphasizes one par-
ticular feature of the smart surface [10]. Table 1 includes the
list of acronyms used throughout the paper. To understand
the basic characteristics of each notion, a comparison is pro-
vided in Table 2. A detailed tutorial on the IRS technology as
a new paradigm enabling the future wireless network is pro-
vided in [11]. In [12], authors review IRS technology and key
implementation technical challenges. A detailed review on
the performance optimization of IRS-assisted wireless net-
works under several communication scenarios is performed
in [13]. In [14] authors summarize RIS-empowered wireless
networks in particular assuming RIS as an efficient trans-
mitter. Likewise, [15] and [16] provide a complete overview
of applications, merits, primary concept, and future research
prospects as well as reflecting design issues on RIS, namely
IRS channel estimation and resource allocation. Review of
the principles of IRS and dispel three specific misconcep-
tions regarding their functionality and performance gains is
explained in [17]. In [18], comparison and contrast between
RIS and relay are performed on the basis of their commu-
nication performance of measures. An overview of different
implementations of RIS using meta-surface and reflect array,
with appropriate channel modelling as well as problems and
opportunities in RIS integrated wireless networks is per-
formed in [19]. In [20] authors deal with the analysis of PLS
over the RIS-assisted future wireless networks and provide
a comprehensive review on articles related to PLS perfor-
mance in IRS networks. The review of the related work is
summarized in Table 3.

1.2 Motivation

Apart from these, several surveys on IRS have recently
appeared in [26, 34, 33] but none of the prior works have
overviewed and studied the integrated IRS–NOMA envi-
ronment. IRS and NOMA are two different communication
techniques that are envisioned to meet the requirements of
6G networks. These two important enabling technologies are
complementary to each other, where the use of NOMA can
improve the spectral efficiency and connectivity of IRS sys-
tems, and the use of IRSs ensures that the users’ propagation
environments can be effectively and intelligently customized
for the implementation of NOMA. As a result, it is still com-
pletely not clear what are the expectations from the IRS
assisted NOMA networks. Motivated by this research gap,
this survey paper deals with the overview of the concept of
the IRS-assisted NOMA networks. In view of this, the main

Table 1 List of Acronyms

AF Amplify and forward

ADC Analog to digital converter

ADMM Alternating direction method of multipliers

ASC Average secrecy capacity

BER Bit error rate

BS Base station

BW Bandwidth

CDMA Code division multiple access

CSI Channel state information

CLT Central limit theorem

DAC Digital to analog converter

DC Direct current

DF Delay and forward

DRL Deep reinforcement learning

ED Eavesdropper

EE Energy efficiency

FDMA Frequency division multiple access

FD Full duplex

FET Field effect transistor

IRS Intelligent reflecting surfaces

HD Half duplex

HARQ-CC Hybrid automatic repeat request with chase
combining

LIM Large intelligent metasurfaces

LIS Large intelligent surfaces

LOS Line-of-sight

LS Least squared

LTE Long term evolution

MA Multiple access

MEMS Micro electro mechanical switch

MISO Multiple-input–single-output

MIMO Multiple-input-multiple-output

MRC Maximal ratio combining

MSE Mean squared error

NOMA Non-orthogonal multiple access

OMA Orthogonal multiple access

OFDMA Orthogonal frequency division multiple
access

OP Outage probability

PIS Passive intelligent surfaces

PLS Physical layer security

RIS Reconfigurable intelligent surfaces

SC Selection combining

SDM Software defined metasurfaces

SDR Semi definite relaxation
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Table 1 (continued)

AF Amplify and forward

SDS Software defined surfaces

SIC Successive interference cancellation

SINR Signal-to-interference-noise-ratio

SOCP Second-order cone programming

SNR Signal-to-noise ratio

SRA Smart reflect array

TDMA Time division multiple access

UAV Unmanned ariel vehicle

UE User equipment

UL Uplink

Table 2 List of several notions of IRS and their characteristics

Notion Characteristic References

IRS Emphasize more on reflecting property
of the smart surface

[10, 11, 21]

LIS Considers infinite surface length or
massive antennas

[22–24]

RIS Focuses more on “reconfigurability” of
the smart surfaces means that the
angle of reflection can be reconfigured
(via software) regardless of the angle
of incidence

[14, 6]

LIM Considers a massive number of
antennas for the asymptotic analysis
of metasurfaces

[25, 26]

SRA Emphasizes the surface’s reflection
function

[27, 28]

PIS Underlines the passive reflection
without consuming transmit power

[29, 30]

SDS Considers software defined interaction
between surface and incoming wave

[31]

SDM Considers both the metallic pattern
through which the surface is
engineered and software defined
interaction of radios

[32]

input of this survey is to bring a thoroughunderstandingof the
functioning and challenges of IRS aided NOMA networks.

1.3 Major contributions

The aim of this article is to provide a comprehensive review
of the implementation and application of this integrated envi-
ronment of the IRS and NOMA technologies. The core
contributions of this review are highlighted in the pointsmen-
tioned below.

• A descriptive explanation of the theory of working of IRS
system is provided which can enable the readers to under-
stand the concept and importance of the IRS system in
communication easily. It also includes the description of
the hardware architecture of the IRS system which can be
helpful for the core hardware design engineer to further
enhance the hardware architecture of the IRS systems.

• The importance and need of MA techniques in the trans-
mission are also highlighted with the main focus on the
NOMA technique. A comparative study of OMA and
NOMA techniques is also explained in the paper which
proves the superiority of the NOMA to fulfill the demands
of the 5G and beyond networks.

• The theory of IRS-aided NOMA networks and its appli-
cation over the various fading channels to analyse the
performances is comprehensively reviewed in the paper.
To add on this performance optimization of the IRS aided
NOMA networks, secrecy requirements, importance of
CSI, and comparison withMIMO–NOMAand relay aided
NOMA is also reviewed.

• In the end, future research directions and open exploration
issues are identified which can empower the researchers to
add on some productive outcomes in the mentioned areas.

1.4 Paper organization

This paper is organized as follows. Section 2 explains the
principle of operation and the hardware architecture of
the IRS system. Importance of MA techniques in wireless
communication and the concept of NOMA transmission is
discussed in Sect. 3. Section 4 includes state-of-art of IRS
aided NOMA networks and a review of the performance
parameters. It also reviews the optimization problems, PLS,
and the importance of CSI in IRS NOMA networks. A com-
parison of IRS–NOMA with the current MIMO–NOMA
and relay aided NOMA technology is provided in Sect. 5.
Section 6consists of a few research ideas followed by a con-
clusion in Sect. 7. The overall framework of this paper is
shown in Fig. 2.

2 Theory of IRS-aided wireless
communication

The wireless communication network systems are designed
based on the postulate that the wireless transmission envi-
ronment is uncontrollable that may impair the signal quality
due to the unwanted reflections and refractions, and delete-
rious interference [35–37]. To meet the requirements of the
next-generation networks which are envisioned to support
high data rate with URLLC, there is a need for a technology
that can transform the stochastic and uncontrollable wireless
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Table 3 Review of the existing literature and its contribution

References Year Main contribution Comparison to this survey

[11] 2020 Provides a comprehensive tutorial over principle,
state-of-the-art results to address the prime
communication challenges, and potential directions
for further investigation

Unlike the mentioned surveys, this paper brings a
comprehensive theoretical understanding of the IRS
along with the NOMA concept. This paper first
discusses the working principle of the IRS. Then it
highlights the importance of MA techniques in wireless
communication with a main emphasis on the NOMA
technique and provides a comparison between OMA and
NOMA. Then a mathematical analysis to understand the
IRS–NOMA integrated environment is provided. Then
various performance metrics of IRS- assisted NOMA
networks are provided. The secrecy requirements and the
importance of CSI in the IRS–NOMA link are reviewed
to improvise the study. Along with this, the performance
optimization parameters such as energy efficiency,
power efficiency, resource allocation, and coverage
optimization are reviewed. This paper afterward surveys
the comparison of IRS–NOMA with MIMO–NOMA
and relay based NOMA technology. Lastly, various
research scopes are highlighted on the integrated
environment of IRS NOMA networks

[12] 2020 Examines the most common wireless communication
applications and compares competitive benefits to
existing technologies along with hardware
architecture and signal model of the IRS

[13] 2020 Provides overview over several performance measures
and analytical methodologies for IRS-assisted
wireless networks performance optimization

[14] 2019 Explores the theoretical performance limits of
RIS-enabled communication systems using
mathematical methodologies and elaborates on its
application in 6G and beyond networks

[15] 2020 Reviews the latest open research field of smart radio
environments empowered by RIS and also provides
a theoretic perspective to RIS-empowered smart
radio environments

[16] 2020 Reviews design issues such as channel estimation,
and resource allocation of IRS network

[17] 2020 Reviews the state-of-art of IRS network and debunk
the specific three myths about the functionality and
performance gain of the IRS-assisted network

[18] 2019 Highlights the key difference between the DF relay
and IRS-assisted networks

[33] 2020 Overviews different implementations of RIS using
meta-surface and reflect-array also discuss the
challenges and opportunities of IRS aided networks

[20] 2020 Reviews the PLS in IRS assisted wireless networks

propagation environment into a stable, reliable, and effi-
cient communication system entity. Implementation of IRS
in communication network has emerged as the most suit-
able solution to deal with the inherent drawback of wireless
environment. This section is dedicated to provide a compre-
hensive review over the IRS-aided wireless communication
networks.

2.1 Working principle

To pace up with the fast escalation of the data rate require-
ments and multimedia traffic, several potential technologies
have been introduced in order to fulfil and address the chal-
lenges of 5G and beyond networks [38]. Recently, IRS
has drawn significant attention of the researchers due to
its significant capability in enabling and controllable wire-
less propagation environment to provide new solutions to
achieve high spectral efficiency and energy efficiency for
next-generation networks [21, 39]. In particular, IRS consists
of an array of passive reflecting units, each one of which can
freely bring out some change which might be in the phase,

amplitude, frequency, or even polarization to the incident
signal [11]. IRS configures a wireless propagation environ-
ment via software-controlled reflection. This consequently
gives another way in a general sense to deal with the wireless
channel fading impairment issue and possibly accomplishes
a breakthrough improvement for the capacity and reliability
of the wireless channel. Figure 3 illustrates the IRS-aided
wireless communication between the BS and the user ter-
minal where LOS communication is blocked because of the
presence of a tree.

The composite channel from the BS to the user via each
IRS element is consists of three segments: the BS-IRS link,
IRS’s reflection, and the IRS-user link. The signal model
accounting for all the reflected signals from IRS element is
given as [11] n ∈ 1, 2 . . . .N

s(t) �
(

N∑
1

βne
jθn h∗

r , ngn

)
x(t) � hH

r �gx(t), (1)
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Fig. 2 Framework of the paper

Fig. 3 Architecture of an IRS aided network
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where hH
r �

[
h∗
r , 1, h

∗
r , 2, . . . .h∗

r , N

]
andg �

[g1, g2 . . . . . . gN ]T .� � diag(β1e jθ1 ,β2e jθ2 ,
. . . ..βNe jθN ) is a diagonal matrix with βn � [0, 1] is
reflection coefficient and θ � [0, 2π ] is the phase shift.
x(t) is the incident signal and N denotes the total number of
reflecting elements at the IRS. The channel coefficient hH

r
and g generally depend on the distance-related path loss,
large-scale fading, and small-scale fading. By intelligently
adjusting these parameters IRS can reconfigure itself to
achieve the desired performance.

2.2 Hardware architecture of IRS

A typical architecture of the IRS is given in Fig. 4. The
first layer comprises of a huge number of tuneable metallic
patches imprinted on the dielectric substrate to straightfor-
wardly tune the occurring signal. The subsequent layer is a
copper plate utilized to limit the signal energy leakage dur-
ing the IRS reflections. The third layer is a control circuit
board to invigorate the reflecting components just as tune
their reflection amplitudes or phase shifts continuously. IRS
controller works as a doorway to connect with other net-
work components such as BS or user terminals. In IRS, the
reflection coefficient of each element must be tuneable to
cater the dynamic wireless perturbations occurring due to
user mobility thus requiring reconfigurability. This can be
obtained by leveraging electronic devices such as PIN diode,
FETs, and MEMS switches. In Fig. 4 example of IRS using
PIN diode is shown. By adjusting DC bias voltage ON and
OFFmode of the PIN is controlled thus by introducing phase
shift of 0 or pi [40]. Few significant implementations of IRS
in the wireless network is provided in the literature, which
includes PLS design [41–44], performance of MIMO net-
works integrated with IRS [45, 46], performance analysis
of fading channels [47, 48], and simultaneous information
and power transfer [49, 50]. On comparing the IRS-aided
network with other related technologies IRS proves to be
more competent. First, compared to active wireless relay-
assisted communication [51, 52], during the amplification of
the received signal, the noise signal is also amplified which
consequently degrades the performance. Also, using relay
in HD mode reduces spectral efficiency whereas FD mode
needs an effective SIC technique which increases its cost and
complexity [53]. A comprehensive comparison of IRS tech-
nologywith technologies such as backscatter communication
and MIMO is studied in [8, 9, 22].

3 NOMA- For 5G and beyond networks

Radio spectrum scarcity is one of the major challenges that
next-generation and beyond networks have to deal with. MA

has a huge impact on resource utilization, as it allows several
users to share the same resource. In the cellular networks, past
generations have been implementing several MA methods
such as TDMA, FDMA, CDMA, and OFDMA [54]. These
techniques are referred as OMA technique because even
though sharing the same resource using different approaches,
provides orthogonal access to the users. In TDMA all the
users are provided a dedicated timeslot in the same fre-
quency band whereas in FDMA, the available bandwidth
is divided into frequency sub-slots and is provided to the
user. In CDMA, the receiver is assigned a distinct spread-
ing code and data is retrieved by multiplexing with the same
pseudo-random sequence at the receiver. In OFDMA, sub-
sets of subcarriers are assigned to the individual users. From
the implementation perspective, the evolution of the wire-
less network generations revolves around theseMAschemes.
Precisely, FDMA, TDMA, CDMA, and OFDMA are being
utilized in the 1G, 2G, 3G, and 4G systems respectively [55].
As these OMA techniques involve orthogonal resource allo-
cation there is no probability of interference among the users
so typically low-complexity receivers can be implemented.
However, the limitation of employing OMA is that it has
severe limitations in terms of supporting a high number of
users. This provides a significant challenge to the 5G systems
which are supposed to support massive device connectivity
with diverse data rates and latency requirements. The cre-
ative concept of NOMA is admitted as the newest member
in the MA family, in order to meet the stringent demands of
5G and beyond systems [56]. NOMA provides the ability for
more users to share the same resource, be it be a time slot
in TDMA, a frequency slot in FDMA, or a spreading code
in CDMA [57]. In the last few years, NOMA has received
considerable attention as a candidate MA technique for LTE,
5G, and beyond 5G systems. With NOMA, multiple UEs
are co-scheduled and share the same radio resources in time,
frequency, and/or code. Nevertheless, due to heterogeneous
latency constraints and channel conditions at receivers, the
conventional SIC used in NOMA transmission may be infea-
sible when implemented in URLLC applications. In [58], to
cope with the latency constraints and to explicitly specify the
trade-off between latency and reliability the normal approxi-
mation of the capacity of finite blocklength codes is adopted
to investigate the transmission energy minimization prob-
lem for two user links. Due to the heterogeneous latency,
the pure NOMA scheme may not achieve the best transmis-
sion energy as the traditional homogeneous setting thus a
hybrid scheme which can include the TDMA and NOMA
as special cases is presented. Similarly in [59], the finite
blocklength code capacity formula is adopted to characterize
the latency of users where user 1 is a latency-tolerant user
which has one packet with a long latency requirement, while
user 2 is a latency-sensitive user which has multiple pack-
ets with short latency requirements. Then, a hybrid NOMA
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Fig. 4 Hardware architecture representation of IRS

transmission scheme has been proposed to handle the hetero-
geneous requirements of users. An adaptive power allocation
scheme to minimize the average transmit power of a HARQ-
CC enabled NOMA system under strict outage constraints
of users is proposed in [60]. Considering practical appli-
cations, the partial HARQ-CC enabled transmissions in the
multi-user scenario are investigated and the power allocation
problem for each user pair is solved by the proposed SCA-
based algorithm. A novel cooperative SWIPT aided NOMA
transmission strategy for MISO and SISO case is proposed
in [61]. By jointly optimizing the power splitting ratio and
the beamforming vectors, authors have aimed at maximiz-
ing the data rate of the “strong user” while satisfying the
QoS requirement of the “weak user”. An iterative algorithm
based on successive convex approximation is presented to
solve the optimization problem. The existing NOMA tech-
nique is classified intomajor twodomains: power domain and
code domain. In power-domain multiplexing, according to
the channel conditions, different users are allocated different
power coefficients whereas, in code-domain multiplexing,
different users are multiplexed over the same resources and
are allocated different codes [62, 63]. In spite of the fact
that code-domainmultiplexing can possibly improve spectral
efficiency, it requires a high data transfer capacity and isn’t
effectively appropriate to the current frameworks. Power-
domain multiplexing, on the other hand, is straightforward
to deploy and no major changes to the existing networks are
required. Furthermore, it does not necessitate additional BW
to improvise spectral efficiency [64]. In the next section, we
focus on the power domain multiplexing to understand the

NOMA and OMA techniques and point out the key differ-
ences.

3.1 Power domain downlink NOMA

A unique power level is available to the user and multiple
users for transmitting their signals while sharing the same
time/frequency/code resources, each using their own allo-
cated power. The power levels are decided depending upon
the channel conditions. To understand it better let us consider
the case of a DL NOMA [65] as shown in Fig. 5a consisting
of a BS connecting two users. Suppose, s1 and s2 signals are
transmitted from BS to user 1 and user 2 with transmitting
power Pt1 and Pt2 respectively. The total transmit power Pt

is predefined for a specific system setting and is given as Pt

� Pt1 + Pt2. As per the adopted power allocation scheme
Pt is divided as Pt1 and Pt2 for user 1 and user 2 respec-
tively. Based on the CSI feedback received from the users,
BS performs SIC ordering on a regular basis and updates
this information to users at receiving end. Without loss of
consensus, it very well may be expressed that a user with a
weaker channel strength is given higher power than a user
with a stronger channel strength to increase the throughput.
Here in this condition, |h1 |2/Nf ,1 >|h2 |2/Nf ,2, hence Pt1 <
Pt2, and only user 1 which has higher channel gain performs
SIC. User 1 decodes user 2’s signal, and subtracts it from the
received signal, before decoding its own signal. User 2 treats
user1’s signal as noise and thus directly decodes its own sig-
nal without SIC. For perfect SIC, the obtainable data rate of
the NOMA users, transmitted over a bandwidth W is given
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Fig. 5 Representation of NOMA and OMA technique

as [66]

R1 � Wlog2

(
1 +

pt1|h1|2
N f , 1

)
(2)

R2 � Wlog2

(
1 +

pt2|h2|2
pt1|h1|2 + N f , 2

)
(3)

The achievable channel capacity is given as R � R1 + R2.
From the Eqs. (2) and (3) we get that by adjusting the power
allocation coefficients α1 and α2, with α1 � Pt1 /Pt and
α2 � Pt2 /Pt, BS can control the data rate of each user.
Let us consider the same case implementing FDMA to get
a comparative understanding of the NOMA transmission.
Figure 5b, where the transmission bandwidth W is equally
divided among the user 1 user 2 as W /2 Hz and the power
allocation ratio remains the same as of the NOMA technique.
Then, the achievable channel capacity of theOMAuser i, can
be written as

R1 � W

2
log2

(
1 +

pt1|h1|2
N f , 1

)
(4)

R2 � W

2
log2

(
1 +

pt2|h2|2
N f , 2

)
(5)

The achievable sum capacity is ROMA � R1 + R2. From
Eqs. (4) and (5) it is clear that, unlike NOMA, OMA does
not suffer from interference from another user. However, in
terms of the BW, in NOMA both the users take the advan-
tage of full BW. As a result, regardless of the BW allocation

ratio, NOMA greatly surpasses OMA in terms of sum capac-
ity. Therefore, when channel conditions change across users,
NOMA in cellular DL delivers high sum capacity and per-
forms a better balance between network efficiency and user
fairness than OMA [67].

3.2 Power domain uplink NOMA

Multiple users broadcast their own UL signals in the same
resource block to the BS in UL-NOMA transmission [68,
69], as shown in Fig. 6. Here users 1 and 2 simultaneously
transmit their signals to the BS. User 1 is again marked as the
strong user experiencing a higher channel gain compared to
user 2, the weak user. Upon receiving the superposed signal,
the BS performs SIC to separate the users’ signals. The BS
initially decodes the user 1’s signal by treating user 2’s sig-
nal as noise, then subtracts user 1’s detected signal from the
received one. The signal of user 2 is then detected from the
remainder. In contrast to DL-NOMA, in UL-NOMA user
1 receives interference from user 2, whereas user 2 is free
from the interference from user 1 as user 1’s signal is elim-
inated prior to decoding user 2’s signal [57]. This is the key
difference between UL and DL NOMA transmission. Also,
in terms of the transmit power, in UL-NOMA the trans-
mit power of the users depends upon the conditions of the
channel of each user. In contrast to DL-NOMA transmis-
sion, if the user’s channel conditions are significantly varied,
their received SINR can be quite different at the BS inde-
pendent of broadcast power. SIC [70] is frequently used
in wireless networks to significantly increase the network
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Figure. 6 Power domain
NOMA-UL network
representations

capacity through effective interference management. By ini-
tiating the following technique, it empowers the user with
the strongest signal to be identified first, having the least
interference-contaminated signal. The signal of the strongest
user re-encodes and re-modulates and, then subtracted from
the composite signal. The 2nd strongest signal, which has
now become the strongest signal, follows the same sequence.
At last, the most vulnerable user decodes its information
without being suffered from any interference in anyway. A
deeper understanding of the concept can be achieved by refer-
ring to the literature [71] and [72] where SIC is implemented
in OFDM and NOMA networks respectively.

3.3 Advantages and challenges of NOMA over OMA

The key advantages of the NOMA technique can be summa-
rized as follows:

(i) High bandwidth efficiency As NOMA allows multi-
ple users to exploit the same resource block, makes
it extremely spectrum-efficient, resulting in enhanced
system throughput [73, 74].

(ii) Massive connectivity By exploiting non-orthogonal
characteristics, NOMA fits itself to support the con-
nectivity of billions of smart devices, which 5G and
beyond networks are expected to support.

(iii) Improved user fairness NOMA’s power allocation
allows a system to strike a balance between fairness
among the users [75].As a result, if a proper power allo-
cation is adopted, the cell-edge users can benefit from
increased data rates while still preserving the system
throughput. Allocation of additional power to the weak
users is a critical element of NOMA. In [76] authors

provide a comparison of fairness in resource allocation
in both NOMA and OMA and conclude that NOMA
outperforms the OMA.

(iv) Low latency The access-grant procedure required in
OMA leads to the latency in the networks specifi-
cally when it is supporting massive connectivity. UL-
NOMA, on the other hand, can achieve grant-free MA
by blindly recognizing active users and decoding their
data streams [77]. As a result, the grant-free NOMA
has lower latency. Furthermore, numerous users are ser-
viced simultaneously in NOMA, a reduction in latency
can be achieved.

(v) Compatibility The astounding compatibility with other
communication technologies permits NOMA to be
promptly integrated with the current and future wire-
less systems. NOMA, for instance, has been shown to
be compatible with the conventional OMA techniques,
like TDMA and OFDMA.

Although the NOMA technique proves its brilliance in
captivating the wants of 6G and beyond networks, still to
get full benefit some limitations and implementation con-
cerns need to be solved. When compared to OMA, NOMA
requires additional receiver complexity and energy usages
as each user must decode the information of all other users
with lower channel gains.When a user makes a SIC error, the
following decoding of all other users’ information is likely
to be incorrect. This implies that to reduce error propagation
number of users in each cluster must be less in NOMAwhich
in turn reduces the sum-rate gain. In order to achieve desired
functionalities of the power domain concept in NOMA at
the receiver, channel gain difference between users should
be adequate. This limits the effective number of user pairs
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Table 4 Comparison of NOMA and OMA techniques

Specification NOMA OMA

Receiver Complexity High Low

Energy Consumption High Low

User Connectivity High Low

System Throughput Larger Smaller

served by clusters. However, NOMA provides the best sys-
tem throughput ensuring user fairness. On review of the
literature such as [78–80] which includes a comprehensive
review of the NOMA and OMA techniques, a comparison of
these techniques is summarized in Table 4.

3.4 Existing NOMA solutions over the performance
of fading channels

Ever since the potentials of the NOMA concept was discov-
ered in [56], researchers over the globe have begun to look at
the ways to turn the NOMA idea into a next-generation radio
access strategy. In wireless communication, it is necessary to
consider channel fading in order to verify the performance
properly. The performance evaluation of the NOMA systems
and comparison with OMA over the several fading channels
is widely explored in the literature. Evaluation ofNOMA-DL
system performance describing power allocation techniques
and user pairing to ensure user fairness for a Rayleigh fad-
ing channel is provided in [75]and [81] respectively. Outage
analysis and power control technique for a NOMA-UL sys-
tem for Rayleigh fading channel links is reported in [69] and
[82] with instantaneous CSI-based user ordering. A multi-
ple user grouping approach is proposed in [83] to enhance
the sum throughput in both UL and DL NOMA systems.
The implementation of NOMA in cooperative relaying over
Rayleigh, Nakagami-m, and α-μ fading channels is analyzed
in [84, 85] and [86] respectively. To study the influence of
composite fading impairments in a DL-NOMA system, in
[87] authors have derived the expressions of OP and average
BER for shadowed κ-μ fading links. The effective rate anal-
ysis for NOMA-DL with shadowed κ-μ and α-μ distributed
fading channels considering instantaneous CSI based user
ordering is presented in [88] and [89], respectively. For the
downlink NOMA system, the outage performance and sum
rate performance are analysed over the α-η-μ fading channel
in [90]. A general expression for the OP in terms of Gaus-
sians hypergeometric function in aNOMA-DL systemwhere
users are randomly deployed is obtained in [91].

The performance of a cooperative relaying NOMA net-
work over Fisher-Snedecore F fading channel and perfor-
mance comparison with OMA is performed in [92]. In
[93], authors analyse OP for the fading links undergoing

Rayleigh, Rician, Nakagami-m/q/lognormal, κ-μ, and η-μ,
fading distributions considering multiple user power-domain
NOMA-DL and UL communication systems. BER of the
Rician and Nakagami-m fading channels implemented in the
power domain NOMA network is analysed in [94] and [95]
respectively. Table 5 provides the summary of a few signif-
icant works related to the performance analysis of NOMA
networks.

4 Integrated IRS–NOMA communications

From the discussions of the preceding sections, it can be
stated that the brilliant capabilities of IRS and NOMA tech-
nologymake it a promising solution to counter the challenges
of next-generation networks. So, this conjecture can be drawn
that integration of IRS with the NOMA network can prove a
highly captivating technique to suffice the data rate demands
of the 6G networks. Integrating NOMA with IRS proposes
a new paradigm to provide a potential MA solution to tackle
the rigorous requirements on latency, massive connectivity,
and data rates for the future 6G networks. For instance, it can
be understood as if any networks system implements NOMA
without IRS, the performance gain of NOMA will critically
depend on the two users’ channels h1 and h2 respectively.
Conventionally, the users’ channel conditions are viewed
as being fixed to be solely determined by the users’ prop-
agation environment. However, the use of IRSs opens up
opportunities for intelligently reconfiguring the users’ prop-
agation environment in order to facilitate the application of
NOMA, which can lead to significant performance gains of
NOMA. Specifically, when the channel gain of both the users
are same, implementing IRS with NOMA introduces more
degree of freedom for system design. As a crucial compo-
nent of NOMA systems, SIC is key to combating this MA
interference. In particular, selecting the SIC decoding order
is based on the users’ CSI and the users’ QoS requirements.
IRS increases the designflexibility ofNOMAnetworks, lead-
ing to the transition from ‘channel condition-based NOMA’
to ‘QoS-based NOMA’. The use of IRS can reduce the
constraints in multiple antenna NOMA networks. In con-
ventional MIMO–NOMA networks, some constraints on the
numbers of antennas at the transmitters and receivers may
need to be satisfied [96]. With the aid of IRS, such con-
straints can be relaxed due to the additional passive array
gains provided by the IRS.With these potential benefits intro-
duced by the integration ofNOMAand IRS, researchers have
begun to investigate IRS–NOMA networks. The succeeding
section contains a conceptual understanding of the IRS- aided
NOMAnetworks, performancemetrics, and their implemen-
tation in the existing networks.
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Table 5 Review of the literature over the performance of NOMA networks

Literature Year Type of NOMA
link

Fading channel Contribution

[75, 81] 2015, 2016 DL Rayleigh Analysis of power allocation strategies and
impact of user pairing in the network

[69] 2016 UL Rayleigh OP and sum rate analysis

[83] 2016 DL and UL Rayleigh Power allocation analysis

[82] 2018 UL Rayleigh Outage analysis and power allocation with
statistical CSI ordering at BS

[84, 85] 2016,2020 DL Nakagami-m, α-μ Performance of cooperative relaying in
NOMA network

[86] 2020 DL η − μ and κ − μ OP and sum rate analysis

[87] 2019 DL shadowed κ − μ OP, BER, and average achievable rate

[88, 89] 2020 DL shadowed κ − μ and α − μ Effective rate analysis

[90] 2020 DL α-η-μ OP and sum rate analysis

[92] 2020 DL Fisher-Snedecore Ergodic capacity analysis and asymptotic
analysis

[93] 2020 DL and UL Rayleigh, Rician,
Nakagami-m/q/ lognormal, κ − μ, η − μ,
Nakagami-lognormal

OP analysis

[94, 95] 2020,2019 DL Rician, Nakagami-m BER analysis

Fig. 7 Representation of IRS assisted NOMA network
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4.1 State-of-the-art and performancemetrics

A typical diagram of the IRS–NOMA network is given in
Fig. 7, deploying IRS for improving wireless service from
single-antenna BS-j to BS1 single antenna cellular users.
However, to better understand the IRS–NOMA concept, a
scenario of DL-NOMA is considered in which the BS simul-
taneously transmits the superimposed signal to the k number
of users via IRS assuming that the direct link between users
and BS is highly attenuated. Such scenarios particularly exist
in the urban environment where the communication between
BS and the user is blocked by high-rise infrastructures [18,
6]. Let us consider k ∈ [1,2……K] set of users. The IRS is
having m reflecting surfaces denoted by m ∈ [1,2……M].
The received signal at kth user is given as [6]

Yk � hH
sr�hrk

K∑
i�1

√
ai Psxi + nk (6)

where Ps denotes the normalized transmission power at
the BS. hsr ∈ CM×1 and hrk ∈ CM×1 are the complex
channel coefficient between the BS and IRS, and IRS and
user, respectively. ai is the power allocation factor for the
i-th user satisfying the condition a1 ≥ a2 ≥ . . . ≥ ak .
Without the loss of generality, we consider the effective cas-
caded channel gain from the BS to IRS and then to user as

|hH
sr�hr1|2 ≤ ∣∣hH

sr�hr2
∣∣2 . . . .. ≤ |hH

sr�hrk|2 [97]. The
wireless link is perturbed by the additive white Gaussian
noise which is represented by nk . As per the NOMA princi-
ple, the received SINR at the k-th user to detect n-th user’s
information (k ≥ n) is given as [6]

SI N Rk→n � ρ|hH
sr�hrk|2an

ρ|hH
sr�hrk|2 ∑M

i�n+1 ai + ωρ|hI |2 + 1
(7)

where hI is complex channel co-efficient, ρ is the transmit
SNR, and ω �1 for imperfect SIC and 0 for perfect SIC.
Using SIC, cancelling all k-1 users signal, received SINR at
k-th user is

SI N Rk � ρ|hH
sr�hrk|2aM

ωρ|hI |2 + 1
(8)

The performance metrics primarily include the proba-
bilistic metrics for characterizing the uncertainty in wireless
transmissions in individual transceivers, and the ergodicmet-
rics for characterizing the network performance, taking into
account the fluctuations in network topology, the distribution
of reflectors, etc. Typical performancemeasures proposed for
IRS–NOMA wireless systems include reflection probability
[98], coverage or OP [99], bit error probability [100, 101],

and ergodic capacity. A systematic review of these perfor-
mance metrics are provided in [13]. In [6] using 1-bit coding,
exact expressions of OP with perfect and imperfect SIC in
IRS–NOMA networks is derived proving that increase in
the number of reflecting elements, decreases the OP. Also, it
is shown that IRS NOMA outperforms the IRS OMA. The
study also shows that deployment of IRSnear toBSdecreases
the OP. For IRS–NOMA and OMA networks [102] analyses
the IRS reflection with discrete phase shifts. To reduce the
transmitting power and satisfy the data rate requirement of
each user, phase shift matrix and beamforming vectors are
jointly optimized in [103]. To ensure user fairness and opti-
mize performance rate, a problem is formulated based on
user ordering scheme with link experiencing the Rician fad-
ing in [8]. In [104], authors have proposed a mathematical
framework to find the error rate of an IRS–NOMA system by
deriving an accurate expression of pairwise error probability
of NOMA users and in [105] BER performance is analysed.
For multi-antenna scenarios, the sum rate of IRS–NOMA
is improved considering fixed reflecting elements in [106].
Secrecy analysis over the IRS-assisted NOMA network is
provided in [107]. An analytical expression for secrecy OP
is derived to understand the performance of the system. Also,
to get the clarity of the implications of NOMA, asymptotic
expressions are derived and the performance is compared
with the OMA.

The authors of [108] investigated the influence of coher-
ent and random phase shifting on outage behaviours for
IRS–NOMA networks as a potential improvement. Using
central limit theorem-based approximation an approximated
expression for theOPof the systemundergoingRayleigh fad-
ing is derived. As this approximation is not suitable at high
SNR values an upper-bounded expression in terms of the
incomplete gamma function is also derived. In [109], the OP
and ergodic rate of nearby users for IRS–NOMA are exam-
ined by developing IRS’s the passive beamforming. Authors
in [110] investigates new channel statistics of the BS-IRS-
user device connection with Nakagami-m fading considering
UL and DL scenarios to characterize the system perfor-
mance. Using moments matching, authors derive a tractable
expression of the outage performance under interference can-
cellation in [111], experiencingNakagami-m fading.Authors
in [112] investigate the secrecy performance of the DL-
IRS–NOMAbyderiving closed-formexpressions for secrecy
OP and the ASC in the case of Nakagami-m fading. For UL
communication the sum ratemaximization problem is solved
by jointly optimizing the power at the user and passive beam-
forming in the IRS–NOMA network in [113]. The efficacy
of implementing IRS in DL-NOMA transmission with two
users over fading channels is performed in [114]. A summary
of the above review is presented in Table 6.
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Table 6 Review of the performance of IRS aided NOMA networks

Year References Parameter Characterization Fading channel Type of NOMA Link

2021 [62] OP and ergodic rate Exact and asymptotic expressions Rayleigh DL

2020 [98] OP Closed-form expression Rayleigh DL

2021 [104] Pairwise error probability Closed-form expression DL

2021 [105] Bit error rate Closed-form expression Rayleigh DL

2019 [106] Secrecy OP Analytical and asymptotic
expressions

Rayleigh DL

2020 [108] OP Approximated and upper bound
expression

Rayleigh DL

2019 [109] OP and ergodic rate Closed-form expression Rayleigh DL

2020 [110] OP and ergodic rate Closed-form expression Nakagami-m DL and UL

2020 [111] OP Closed-form expression Nakagami-m DL and UL

2020 [112] SOP, ASC Closed-form expression Nakagami-m DL

4.2 Performance optimization in IRS–NOMA

Some emerging applications, of the next-generation net-
works such as the Internet of Things, requires all the
connected device to experience similar data rates. To bal-
ance the performance of all the devices of the network, the
minimum achievable data rate can be maximized however,
this brings a deterioration to the devices having good channel
conditions. Furthermore, if the weak device’s channel condi-
tions are excessively degraded, the data rates obtained under
fair power allocation may not be sufficient to meet the QoS
requirements of other devices, resulting in poor network per-
formance. By implementing IRS, the channel gains can be
boosted to guarantee high network performances. Theoreti-
cally, it can be stated that the quality of NOMA to provide
improved user fairness and IRS to improve channel gain can
be jointly used to provide all the devices reach the same
data rate. The increasing demands for larger data rates and
faster-speed wireless communications have prompted severe
concerns on power consumption, EE, and the coverage range
of the future networks. In this section, we deal with the opti-
mization of the performance enhancements provided by the
IRS–NOMAnetworks such as resource allocation, enhanced
coverage, high energy efficiency, and high-power efficiency.

4.2.1 Resource allocation

The concept of joint power allocation and phase shifts opti-
mization problem for the IRS–NOMA was first presented in
[8]. Again in [115], this concept is well explained, where
authors propose IRS–NOMA-DL framework and deals with
throughput maximization issue considering SIC decoding
conditions and IRS reflection coefficients imperatives are
planned by together optimizing the channel assignment,
reflection coefficients, power allocation, and decoding order.

In [116], an effective SOCP- ADMM based algorithm is
proposed assuming perfect SIC for the MISO IRS–NOMA
system. In [117], an efficient user ordering scheme having
minimal complexity is proposed by considering the phase
shifts and transmission rates. In [118], the power-efficient
MISO IRS–NOMA system is explored where beamform-
ing vectors and IRS phase shift matrix are jointly optimized
using SDR and alternating optimization algorithm. By using
the Lagrange duality approach authors in [119] examine the
ergodic and delay-restricted capacity for IRS-aided OMA
and NOMA networks and optimize resource allocation and
phase shift jointly.

4.2.2 Energy efficiency

This is a vital performance metric to balance the throughput
and power consumption so finding an optimization strategy
to achieve the maximal EE is of high importance in the IRS-
based networks. Since IRS-based frameworks are equipped
for changing the phase shift generated by each reflecting
component to constructively concatenate the reflected sig-
nals, they can AF the signals without extra power amplifiers.
[6] proposes an optimized EE technique by optimizing phase
shifts and transmit powerwhilemeetingQoSconstraints. The
EE maximization for the MISO system taking into account,
the individual data rate constraints and the total transmit
power budget is formulated as [120]

�max
w1w2

R

1
η

∑2
k�1||wk||2 + Pc

(9)

Such that

Rk ≥ Rk,min , k � 1, 2 (10)
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2∑
k�1

||wk||2 ≤ Pmax (11)

0 ≤ θn ≤ 2π , n � 1, . . . .N . (12)

where R � R1 + R2, and Rkmin � log2(1 + 	k,min) is the
minimum data rate requirement for k-th user Uk , and where
	k,min � 2Rk,min − 1 is the known least SINR for Uk . Equa-
tions (10), (11), and (12) are the specific conditions ensuring
the QoS need for each user, limit the transmit power to Pmax

and specify the phase shift range respectively with wk being
the beamforming vector for the k-th user. For this formula-
tion, authors have consideredMISO network with BS having
power amplifier efficiency as η ∈ [0, 1] with total circuit
power at the BS as Pc � Pd + P0 and where Pd and P0 stands
for the dynamic and static power consumption respectively.
To address this a proficient alternating optimization-based
algorithm is presented in [120].

4.2.3 Power efficiency

In addition toEE, power optimization frameworks are prereq-
uisites for the efficient utilization of futurewireless networks.
By jointly optimizing the transmit beamforming vectorswk, i

at the BS and reflection coefficient vector ∅ at the IRS, sub-
ject to the transmission rate requirements at 2 K users in
an IRS aided NOMA multi-cluster MISO system, the total
minimize power optimization problem is formulated as [116]

∅min
wk, i

K∑
k�1

(
|∣∣wk, c

∣∣|2 + |∣∣wk, e
∣∣|2) (13)

Such that log2
(
1 + γk, c

) ≥ rk, c ∀k ∈ K
−b ± √

b2 − 4ac

2a
(14)

log2
(
1 + min(γk, e, γk, c

) ≥ rk, e∀k ∈ K

∅ ∈ F (15)

where rk, c and rk, e denote the target data rates of central
user Uk,c and cell-edge user Uk,e in the k-th cluster, respec-
tively. represents the feasible set of the reflection coefficient
vector [34]. Authors in [117] and [118] deal with power opti-
mization problems and introduce effective techniques.

4.2.4 Coverage optimization

It is difficult to ensure uniform signal coverage to all exist-
ing devices in conventional networks. This issue becomes
more pressing at the higher frequency bands of 5G, 6G,
and beyond. The mmWave and terahertz spectrum’s short
wavelengths can resonate with atmospheric oxygen and

water molecules, causing a considerable portion of the
radiated energy to be wasted through kinetic absorption.
This harmful characteristic can lead to strong signal atten-
uation consequently decreasing the communication range.
Implementation of IRS at the cell edge can increase the trans-
mission and NOMA can provide multiple user connectivity,
proving itself to be an efficient technique to enhance the cov-
erage range. The study in [121] proposes a projected gradient
ascent algorithm to tackle the optimization challenges and
establish the IRS phases for maximizing the minimal user
SINR under optimal linear pre-coder.

4.3 Physical layer security in IRS–NOMA

Because of the potentials of intelligently reconfiguring the
wireless propagation environment, IRS has also been applied
in NOMA networks to improve wireless communication
security and privacy. For the multiuser NOMA scenario,
where the quality of the channels from a transmitter to some
of the legitimate users is worse than that of the wiretap chan-
nel from the transmitter to the ED, it is difficult to guarantee
a positive secrecy rate [122]. This thus motivates the appli-
cation of IRSs to NOMA for physical layer security [123]
enhancement. A typical representation of the IRS–NOMA
secure communication is provided in Fig. 8. From a theo-
retic point of view, by implementing IRS in the proximity of
the legitimate NOMA users or the EDs and by efficiently
designing the passive beamforming, the signals received
from reflected and direct paths can be constructively added at
the user and destructively at the ED [124, 42]. So by degrad-
ing the ED signal reception capability and enhancing the
legitimate signal reception capability positive secrecy rate is
achieved in IRS–NOMA networks. To clarify this, an UL
NOMA scenario is shown in Fig. 8. Two users transmit sig-
nals simultaneously to the BS via an IRS, where the IRS
adjusts its phase to guarantee that the users’ signal constella-
tions fully overlap at the ED but do not non-overlap at the BS
[125]. Thus, even if the ED may have a high receive SNR to
decode the superimposed signal successfully, the individual
signals have to be recovered by random guess, which results
in a poor bit error rate performance and degrades the eaves-
dropping capability significantly. To ensure IRS–NOMA
secure communication knowledge of ED’s CSI is impor-
tant for efficient beamforming design, which is practically
not feasible to achieve. Authors in [126] investigate secure
transmission in an IRS–NOMA network considering a prac-
tical eavesdropping scenario with imperfect CSI of the ED.
A robust beamforming scheme using artificial noise to guar-
antee secure NOMA transmission with the IRS is proposed.
The findings show that along with IRS use of artificial noise
is helpful in degrading the ED’s capability and improving the
secrecy rate specifically when QoS of the user is a stringent
requirement. Considering that only the statistical CSI of the
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Fig. 8 An IRS-aided NOMA secure communication

Eve is available, a joint transmit beamforming and reflec-
tion coefficients design problem to maximize the minimum
secrecy rate among legitimate users is proposed in [127].
Secrecy outage probability metric is analyzed subject to the
total transmit power constraint at the BS, the phase shifts
constraints of IRSs and SIC decoding constraints. Authors
in [128] investigate the secrecy performance of IRS-aided
NOMA networks, where BS communicates with a pair of
NOMA users in the presence of an ED and analyse secrecy
outage probability and the ASC. Moreover, in [129] also
secure transmission problem of IRS-assisted NOMA net-
works, which demonstrates the great potential of IRS in
security enhancement of NOMA communication is studied.

4.4 Channel estimation in IRS–NOMA

As NOMA uses SIC to detect the signals, it is of utmost
importance to have the CSI. Most of the NOMA-related
applications have been assumed to have perfect CSI so that
SIC can be easily implemented to detect the signal at the
receiver. Few work focusing on the NOMA application with
imperfect CSI can be found in the literature [130–132]. Simi-
larly, channel estimation in IRS–NOMAsystems is one of the
most critical challenges due to a large number of IRS reflect-
ing unit elements, their distinctive hardware constraints, and
the multiuser nature of NOMA. Prior works on IRS applica-
tions mainly focus on the design of reflection coefficients
under the assumption of perfect CSI, which facilitates in
deriving the system performance upper bound but the actual
estimation of the CSI is difficult to realize in practice. It

is worth noting that such design is practically challenging
due to the lack of transmitting/receiving as well as signal
processing capabilities of the passive IRS elements while
their numbers can be practically very large, which thus calls
for innovative solutions to tackle these new challenges. In
the literature, there are two kinds of RIS channel estimation
schemes semi-Passive and full passive depending onwhether
the IRS is integratedwith sensing devices or not are proposed
in [11]. In semi-passive sensing, devices (e.g., low-cost sen-
sors) are integrated into the reflecting elements of the IRS.
Hence, by letting the BS and each user transmit pilot signals,
the channels from the BS/users to the IRS can be estimated
based on their received pilots. Several literatures are dedi-
cated to develop efficient channel estimation algorithms and
protocols. For instance, a novel reflection pattern at the IRS is
designed in [133] for OFDM to aid the channel estimation at
the access point based on the received pilot signals from the
user. With the estimated CSI, the reflection coefficients are
then optimized by a low-complexity algorithm based on the
resolved strongest signal path in the time domain. Similarly,
for an IRS-assisted multiuser communication system a novel
three-phase pilot-based channel estimation framework using
a small number of pilot symbols is proposed in [134]. Uti-
lizing the correlations among the IRS reflected channels, the
minimum pilot sequence length for perfect channel estima-
tion without noise at the BS are characterized, and the linear
minimum MSE channel estimators considering noise at the
BS is derived. Exploiting the property of BS-RIS to be high
dimensional but quasi-static, a dual-link pilot transmission
scheme, where the BS transmits downlink pilots and receives
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uplink pilots reflected by the RIS is proposed in [135]. Since
the quasi-static BS-RIS channel is estimated less frequently
than the mobile channel is, the average pilot overhead can be
reduced from a long-term perspective. Channel coefficient
estimation for IRS-assisted MISO system using deep learn-
ing is proposed in [136] which provides less complexity as
compared to the linear estimation solutions. Unlike the LS
estimates of the IRS-assisted channel vectors [137], authors
in [138] exploit the prior knowledge of a large-scale fading
statistics at the BS to derive the Bayesian minimum MSE
channel estimates under a protocol in which the IRS applies
a set of optimal phase shifts vectors over multiple channel
estimation sub-phases. The resulting MSE is both analyti-
cally and numerically shown to be lower than that achieved
by the LS estimates. In [139] authors have proposed PAR-
Allel FACtor decomposition including an alternating least
squares algorithm to iteratively estimate the channel between
the base station and RIS, as well as the channels between RIS
and users for theDLRIS-assistedMISO communication sys-
tem. To fully reap the various performance gains brought
by IRS–NOMA, efficient channel estimation schemes are
required since both active transmit beamforming at the BS
and passive reflection beamforming at the IRS rely on CSI.
However, this is a tedious task, due to the fact that the IRS
does not have any RF chains to enable pilot signal transmis-
sion for channel estimation.Alsodue to a large number of IRS
elements and themulti-user nature ofNOMA, a large number
of IRS-related channel coefficients need to be estimated.

5 Performance comparison of IRS–NOMA
with other related technologies

NOMA has been integrated with several other communica-
tion technologies to extract the maximum benefit from it.
There are various pros and cons of each technique which
needs to be highlighted. So, the following sub section pro-
vides a comparative review of the IRS–NOMA with the
contemporary MIMO and the relay technique.

5.1 MIMO–NOMA

To ensure the massive connectivity, increased spectrum effi-
ciency and low latency requirements of the 5G and beyond
networks MIMO is a promising technology to accomplish
these requirements. The key idea is to outfit BSs with multi-
ple antenna arrays that can simultaneously serve numerous
terminals in the same time/frequency resource. Integration
of MIMO with NOMA will help to exploit the features of
both the techniques to reach higher spectral gains which
can outperform the conventional systems. The incorporation
of MIMO nodes along with the NOMA has expectedly
boosted the spectral efficiency [140]. MIMO–NOMA

proves itself superior in terms of capacity as compared to
MIMO–OMA as well [141]. In [142], the authors have
proposed a general framework for MIMO–NOMA system
applicable to both DL and UL transmission by applying
the concept of signal alignment. This analysis concludes by
proving that the performance gain of the system is enhanced
using MIMO–NOMA. The design of the MIMO–NOMA is
quite challenging, as performance evaluation of the MIMO
networks is a tedious process, although it is clear that
MIMO–NOMA outperforms MIMO–OMA specifically in
the terms of sum channel capacity.

All things considered, in spite of their potential improve-
ments, theMIMO–NOMA system has some limitations. The
MIMOnodes have numerous antennas hence the user’s chan-
nels are in form of vectors or matrices, making it difficult
to order users according to their channel conditions so user
ordering becomes a complex task in MIMO–NOMA frame-
works. To tackle this, random beamforming for NOMA is
proposed in [143], which successfully solves this issue by
instructing the BS to order the users based on their channel
quality inputs. Figure 9 illustrates a typical downlink NOMA
link with MIMO with BS having two transmitting anten-
nas. Different transmit beams are formed by MIMO in this
technique, and superposed signals are designated to multiple
users is applied inside each beam This strategy can also be
thought of as a hybrid of NOMA and MU-MIMO. The per-
formance of MIMO–NOMA network can be scaled up with
the increase in antennas. However, this leads to increased
energy consumption and poses physical space constraints in
actual systems at both the BS and user’s devices. Using IRS
along with the NOMA helps to overcome these limitations
of the MIMO-based transmission.

5.2 Relay aided NOMA

As of late, the utilization of NOMA in cooperative 5G net-
works has got a great deal of consideration, because of
inferable benefits of cooperative relaying strategies in terms
of coverage extension and reliability. Two primary proto-
cols of relay behavior are widely known, namely: DF, in
which the relay decodes and re-encodes the information sig-
nal before forwarding it, and AF in which the relay simply
amplifies the received signal and transmits it to the destina-
tion. Major studies have significantly contributed to NOMA
through the application of new techniques in 5G networks
and beyond networks. It will be promising to incorporate
relaying in NOMA systems, explicitly FD, because relay-
ing can offer significantly enhanced throughput and coverage
[144, 145]. A typical FD relay assisted DL NOMA link is
shown in Fig. 10. Using NOMA, the BS sends the super-
posed signal of several users to the relay. FD relay provides
the received signal to the user in either AF or DF mode at the
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Fig. 9 Representation of NOMA
link with MIMO

Fig. 10 Relay aided FD DL
NOMA link

same time. Finally, using SIC each user decodes the super-
posed signal from the relay. For instance, in [146] authors
have investigated relay-aided NOMA network employing
partial relay selection amongmultiple FD-AF relays deriving
expressions for the outage and ergodic capacity metric. Sim-
ilarly, in [147], authors have demonstrated the performance
of the FD relay aided integrated CRNOMAnetwork. A relay
aided NOMA scheme for the uplink cellular network is pro-
posed in [148]. This new technique does not requireCSI at the
user so greatly reduces the transmission overheads. In order
to improve the system capacity and enhance the reliability of
NOMA, cooperative NOMA networks have attracted great
attention [150–152]. Adding to this also there are several lit-
erature focusing on the performance analysis of relay aided
NOMA over the fading channels. Like, a NOMA-based DL-
AF relaying network under Nakagami-m fading is studied in
[153] considering imperfect CSI.

To analyse the performance closed-form expression for
the OP is derived. Again, SC and MRC diversity is applied

over the Nakagami-m fading channel to analyse the per-
formance of a cooperative relay-based NOMA network in
[154]. In [155], NOMA-based DF relay network with per-
fect CSI undergoing Rician fading is analysed. The authors
of [156] looked at the outage performance of the NOMA
system with DF relay using FD and HD mode, where the
close-by user was supposed as a relay to improve transmis-
sion reliability of the far-away users. Furthermore, various
aspects of the relay based NOMA is also explored in the
literature [157–159]. The IRS-assisted NOMA networks
provide less hardware complexity than a relay-aided net-
work as low-power and low-complexity electronic circuits
ensure their configurability [160]. Relay deployment can
be expensive and power-intensive, particularly for realising
multiple-antenna designs at millimetre and submillimetre
wave frequency bands as they are equipped with several
active electronic components, like DACs and ADCs, power
and low-noise amplifiers for transmission and reception
respectively, and mixers. However, both the technologies
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Table 7 Comparison of IRS,
relay and MIMO aided NOMA
technology

Technology Transmission type Hardware cost Energy
consumption

Operating
mechanism

IRS assisted FD Low Low Passive,
reflecting

Relay aided FD/HD High High Active,
receive/transmit

MIMO NOMA FD Very High Very High Active,
receive/transmit

happen to complement each other and have the capacity to
hold a place in the 5G and beyond network architectures.
Based on the above reviews Table 7 presents the comparison
of these technologies.

6 Future research directions

Together providing exciting improvements in the perfor-
mance of the networks by IRS-assisted NOMA, brings new
challenges and open research problems. In this section we
elaborate on some major research problem that can be con-
sidered to unveil some great potential benefits of the IRS-
assisted NOMA networks.

6.1 Learning based approach for the optimization
of IRS co-efficient

In the IRS–NOMA networks, the order of the users could
be efficiently controlled by adequately configuring the IRS’s
meta-atoms. However, to enable this capability, the IRSmust
be dynamically optimized based on the instantaneous chan-
nel realizations. This imposes significant difficulties for the
useful execution of IRS–NOMA, one is that such an opti-
mization can become highly complex as the number of
reflecting elements increases. Different from the alternating
optimizing techniques, machine learning based techniques
are proving to be more appealing to instantaneous channel
realization based upon the radio environment [161, 162]. In
some recent studies, the learning-based techniques have been
utilized for the sum rate maximization for all the users of the
IRS NOMA networks by optimizing the IRS coefficients.
In [163], for an IRS-aided NOMA network to maximize
the sum rate of all users by jointly optimizing the perfor-
mance characteristics, deep learning-based algorithms are
proposed. DRL technique is deployed in [164] to optimally
tune the IRS phase shifts. Furthermore, some more learning-
based techniques can be explored for the development of
efficient low-complexity algorithms for optimizing the IRS
coefficients and thereby can be considered as a promising
research direction.

6.2 Physical layer security in IRS NOMA

Due to the broadcast nature of the wireless medium, wireless
transmission is confronted with security issues. This draws
major attention to the issue of secure transmission in the IRS
NOMA networks as well. Several works on PLS for NOMA
networks and IRS networks are presented in the literature
[165–167]. Ensuring secrecy in the combined IRS NOMA
networks is still in its infancy. Hence, it has major scope to
explore the possibility of maintaining secrecy in the practi-
cal implementation of the IRS–NOMA networks. In [168],
the authors investigate the PLS of IRS-aidedNOMA-DL net-
work. Similarly, [127] looks into improving the security of an
IRS–NOMA network, proposing a distributed IRS–NOMA
transmission framework to serve users confidentially in the
face of passive eavesdropping.

6.3 Comparing IRS NOMA and IRS OMA

The scenarios for using the NOMA or OMA techniques are
still not very clear in the literature and needs some dedicated
studies to clarify their practical implementation scenarios.
In [118] user clustering is used to analyse the performance
of IRS–NOMA and IRS-OMA networks. It is demonstrated
that if users of certain channel conditions are grouped then,
IRS OMA proves to be better than IRS NOMA. For DL
and UL IRS-assisted NOMA and OMA network perfor-
mance is evaluated in [169]. The design of an efficient user
pairing algorithm for the IRS NOMA network to extract
maximum benefit from this technique also draws a major
concern. In [120], authors have proposed a novel energy-
efficient algorithm and through simulations demonstrate that
this algorithm provides superior performance when com-
pared with the IRS OMA.

6.4 Implementation of IRS NOMA in terahertz
communication

Terahertz (THz) communications have been broadly imag-
ined as a promising empowering influence to provide
sufficient transmission capacity and accomplish ultra-high
information rates for 6G wireless networks. Next-generation
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wireless communication systems will operate at higher
frequencies (mmWave or Terahertz band) to support appli-
cations that require sensing of the surrounding environment
and accurate localization [170]. Such high frequencies have
a limited number of propagation paths (mainly due to large
penetration losses, high values of path loss, and low scat-
tering) which may reduce the accuracy of sensing and
localization. Creating a smart radio environment using IRS
can be considered as a promising solution to this prob-
lem, specifically in NLOS communication scenarios [171].
To enhance the spectrum efficiency and coverage ability
using NOMA, can add exceptional benefits to the terahertz
communication system.Designof efficient sensing and local-
ization model for the IRS-assisted NOMA communication
system emerges out to be a subject of further investiga-
tion. In [172], using NOMA transmission provides higher
average data rates for the scenarios where users are located
on variety of distances far from the terahertz access point
proving NOMA to be a promising method for terahertz com-
munication networks. IRS-assisted terahertz communication
network is investigated in literature [173–175]. Apart from
these studies, there is a scope for the study of the IRS-assisted
terahertz communication network with the NOMA transmis-
sion technique.

6.5 IRS NOMA assisted UAV communication

Currently, the aerial radio access networks are emerging as
a potential technique to complement the terrestrial networks
to develop a seamless next-generation mobile communica-
tion. The major component of aerial communication consists
of UAVs. Being equipped with communication and signal
processing capabilities, UAVs can act as moving BSs or
relays to facilitate reliable and efficient communication with
multiple users. When the users are roaming continuously, it
is challenging for the UAV to periodically reposition itself
according to the mobility of the users. In such situations, the
feature of IRS to adjust the phase shift can help to establish
a reliable communication between the UAV and the multi-
users. However, this implementation poses new challenges
in designing the system such as it needs to jointly design the
three-dimensional UAV trajectory/placement, RISs reflec-
tion beamforming, and user association to maximize the
achievable rate of the users. Also, to fully utilize the NOMA
capabilities additional channel condition/QoS-based decod-
ing order design needs to be considered. This makes the joint
UAV trajectory/ placement, IRSs reflection beamforming,
andNOMAdecodingorder selection problemhighly coupled
and difficult to resolve. These design considerations have
been highlighted in [176, 177]. In [178], ML is implemented
to provide real-time control for UAV movement and adjust-
ment of the phase shifts of the IRS and show that using this,
the energy consumption of the UAV enabled IRS–NOMA

network can be minimized. However, current researches on
this is limited which provides a potential future prospective
to the enthusiasts for contributing to exploit the IRS–NOMA
technology in enabling efficient UAV communication sys-
tems.

7 Conclusion

In this paper, we have presented a comprehensive survey of
the IRS-assisted NOMA networks as a candidate technology
to overcome the challenges of the dense network. We have
first explained the basic concept and the advantages of IRS
implementation in the communication network. The need of
MA techniques and the superiority of the NOMA technique
over theOMA transmission is also thoroughly reviewed. Fur-
thermore, the IRS integrated with the NOMA transmission
is reviewed proving that an integrated environment provides
better energy efficiency and coverage probability. Then, it
presents various relevant performance analysis works includ-
ing capacity analysis, UL/DL data rate analysis, and OP.
Afterward, it discusses a review of optimization strategies
aimed at achieving certain objectives, namely, maximizing
EE, power, and coverage. The paper further provides a com-
parison of IRS–NOMA technology with theMIMO–NOMA
and relay-aidedNOMAtechnologies.AsCSI is of paramount
importance in both IRS and NOMA techniques, this concept
is thoroughly reviewed. Finally, we identify a number of fas-
cinating open challenges for IRS–NOMAwireless networks.
This survey is the first of its kind, to the best of the authors’
knowledge, that combines the technical aspects and perfor-
mance analysis of IRS-assisted NOMA networks and sheds
light on prospective research directions for the formulations
of practical problems in future 6G network systems.
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A B S T R A C T

Microblogging has become one of the most crucial tool for expressing and sharing the opinions

and views of everyday life events. Digital channels are being used to monitor public health issues

on the Internet. Twitter is a very popular source that provides tweets related to the sentiment

of the public during the COVID-19 pandemic. Many researchers have used tweets to monitor

the opinion of the people towards the coronavirus vaccine, mental health problems, treatment

received by the doctors, impact of lockdown, etc. However, these works were mostly limited

to the first and second waves of the pandemic. In this work, we aim to study the impact of the

third wave of the pandemic, which started in December 2021 in India. We accomplished this

by collecting tweet data set of two months, i.e., December 2021 and January 2022, discussing

COVID-19 and having country code as “IN". We employed the Latent Dirichlet Allocation

(LDA) technique for topic modeling and labeled each tweet message with the topic words that

best describe it. We also utilized sentiment labels for each tweet and analyzed the distribution of

different topics across different sentiment labels. This helped us to analyze the perspectives and

sentiments of the people with respect to different topic discussions. Our analysis discovered that

the two most discussed topics were “precautionary measures" like get well soon, stay safe, wear

mask, etc., and “vaccine" where people have discussed about its effectiveness and vaccination

drive in India. We found that people mostly had neutral sentiments for the former topic while for

the latter, overall sentiment polarity was negative, reflecting peoples’ mistrust in the COVID-19

vaccine.

1. Introduction

Twitter has become one of the popular sources for gathering public opinion on health research. According to the

2019 survey results [1], there were 290.5 million monthly users actively using Twitter, and this count will increase to

340 million by 2024. Hence, Twitter can get real-time opinions and attitudes about people located in different parts of

the world. The outbreak of COVID-19 has become a cause of concern for policymakers and scientists. In March 2020,

the World Health Organization (WHO) declared COVID-19 as a pandemic [2]. Since then, the dreaded disease has

caused a devastating effect on the entire world, resulting in more than 5,878,328 deaths worldwide [3].

Previous studies have applied sentiment analysis during different outbreaks and epidemics. Baker et al. [4] utilized

machine learning-based techniques to study the spread of influenza based on Arabic tweets. The authors studied

and conducted experiments using several machine learning-based methods like Support Vector Machine, Decision

Trees, Naïve Bayes, and K-Nearest Neighbor to analyze around 54,065 influenza-related tweets in Arabic. Culotta

et al. [5] detected N1H1 influenza-related tweets and compared the results with the Centers for Disease Control and

Prevention by applying different classification methods. Experimental results show that the multiple linear regression

model achieved the highest accuracy of 84.3%. Some studies have developed models which collected data for multiple

infectious diseases like measles, Ebola, swine flu, listeria, etc., from Twitter [6, 7]. The authors have developed a

hybrid model consisting of clue-based lexicons that separated the opinionated text from the factual reports and utilized

machine learning classifiers to classify the multiple infections.
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The first case of the COVID-19 virus was reported in December 2019 in Wuhan [8]. Since then, many of us are

left with the question of “when will this be over?". With each passing year, we see different variants of the deadly

virus, resulting in multiple waves of the pandemic. This creates a huge psychological impact in people’s minds as it

has been more than two years, and people cannot socialize due to worldwide curfews that have confined them into

their respective homes. Currently, the entire world is going through the third wave of the coronavirus, with its new

variant, known as Omicron. The first case of Omicron was reported on 02 December 2021 in India [9]. Past studies

have focused on the first and second waves of the virus, where researchers have analyzed the impact of the pandemic

on people [10]. However, many people have either gotten tired of taking precautions, staying home, and relying on the

digital world or are getting used to it.

Hence, in this paper, we aim to study the state of the mind of the people by analyzing the varying pattern of public

sentiments over time during the third wave of the virus (Omicron) among citizens of India. We also identify whether

the sentiments of people change after the third wave of the pandemic or not. Since now the third wave is getting over

in India, we aim to study the after-effects of this wave on the psychology of Indian citizens. In order to gain insights

into the experience of the people and uncover public concerns during the third wave of the virus, we apply the topic

modeling technique, which extracts the popular topics that are getting significant attention from the public and study the

sentiments associated with each of them. We also show the temporal trend in the sentiments of the people. This study

will be helpful to the policymakers and the healthcare professionals as they can take timely actions for the well-being

of their citizens during any pandemic.

The main contributions of our work are summarized as follows:

1. To the best of our knowledge, this is the first work which focuses on sentiment analysis and retrieving topic

discussions on the Omicron-led third COVID-19 wave in India.

2. We performed LDA-based topic modeling on Twitter data geo-located as India to extract the important topics

which were prevalent during the third wave of the pandemic.

3. We also analyzed the sentiment trend across different topics on complete two-month data and week-wise data.

4. Finally, we summarized the prominent topics that gained major public attention during the third wave of COVID-

19 pandemic in India. We found that the discussions were majorly negative towards “vaccine" topic and neutral

towards “precautionary measures" topic.

The rest of the paper is organized as follows: Section 2 reviews the crucial work on sentiment analysis and topic

modeling related to the COVID-19 pandemic. Section 3 discusses the proposed methodology. Section 4 focuses on the

experimental results and analysis. Section 5 presents the discussion about the analysis. Section 7 concludes the paper

with future remarks.

2. Related Work

This section discusses the previous work related to sentiment analysis and topic modeling. Past studies have focused

on applying sentiment analysis to study different diseases and during disease outbreaks in public. We also explore the

popular work that utilizes topic modeling techniques to discover abstract topics from large textual documents.

2.1. Sentiment analysis
Basiri et al. [11] studied the sentiment intensities of Twitter users for the coronavirus by fusing deep learning

techniques like CNN, BiGRU, FastText, DistilBERT, and one machine learning classifier NBSVM. The study aimed

to detect the correlation of the Tweets generated at the pandemic with the news and events that gained significant

attention from the public. Although the authors targeted eight different countries for this study, selecting the right

keyword for searching information and filtering the tweets was independent of the country. Hence, the study could not

provide an accurate estimation of the sentiment trend of the people in each country. Priyadarshini et al. [12] analyzed

the psychology of the people during lockdown by performing sentiment analysis on the tweets after two and four weeks

of lockdown. The study helped to analyze the mental well-being of the citizens during the lockdown. The results show

that the people were optimistic and supported the lockdown strategies imposed by the government.

Yousefinaghani et al. [13] extracted the sentiments of the people towards the COVID-19 vaccine by retrieving the

tweets and comparing their progression based on time, themes, geographical distribution, and other characteristics. The

results show that the people were more interested in discussing about vaccine rejections. People were vaccine-hesitant

rather than favoring them or being optimistic towards them. The limitation of their work was that the approach used
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by the authors to categorize the sentiments of tweets might have missed some important posts as the entire corpus was

not reviewed. Similarly, Liu et al. [14] identified the themes and studied the temporal trends in the COVID-19 vaccine-

related tweets in different countries and amongst different states of the US. The study majorly focused on analyzing

the sentiments of the citizens before and after the announcement of the Pfizer vaccine. Based on the geographical

analysis, the fluctuation patterns of sentiment were influenced by the number of positive cases or reported deaths

in that area. Nezhad et al. [15] presented a study that aimed to assess the Persian tweets to analyze the sentiments of

Iranian citizens towards the COVID-19 vaccines. The authors compared the sentiments of homegrown vaccine (named

Barekat) and imported vaccines like Pfizer, Moderna, AstraZeneca, and Sinopharm. The authors observed that Iranian

citizens reflected more positive sentiments towards the imported vaccines as compared to the homegrown vaccine.

Huerta et al. [16] explored the sentiment polarity trend in Massachusetts during the pandemic. The tweets were

majorly focusing on increasing the risk in the health of the citizens and anxiety expressions. Das et al. [17] applied

CNNs for training the classifier on the COVID-19 tweets. The authors simulated Bayesian regression based model for

predicting the future cases of the virus and the recovery rate with respect to the latest scenario.

2.2. Topic modeling
Ridhwan et al. [18] applied emotion analysis using a pre-trained RNN classifier and sentiment analysis using the

VADER tool to classify the sentiments into different categories. The authors also applied topic modeling to find the

prevalent discussion topics during the COVID-19 pandemic in Singapore. The results show that during the lockdown,

the positive sentiment was dominant. However, emotions like fear and joy varied over time due to the developments

involved during the pandemic. Chekijian et al. [19] examined the emergency care given to the patients during the

pandemic. The authors applied a topic modeling approach to analyze the comments of the patients and uncover the

concerns of patient experiences in the hospital. The results show that patients were having many issues regarding their

safety, treatment protocols, family or visitors’ restrictions, and limitation of testing.

Melton et al. [20] investigated the sentiments of the people towards the COVID-19 vaccine by applying topic

modeling on text-based data collected from 13 Reddit communities. The authors applied a topic modeling technique

that identified popular topics from the combined dataset and the polarity-wise topics. The polarity analysis was

conducted using lexical-based methods, which suggested that most people were showing positive sentiments towards

the vaccine-related news. This sentiment remained static over an initial period. However, later on, negative sentiments

emerged that were majorly focused on the side-effects of these vaccines as citizens were not confident about them.

Garcia et al. [21] analyzed the tweets of Brazil and the USA for four months by applying different machine learning

classifiers: Naïve Bayes, Logistic Regression, Random Forest, Linear SVM, MLP, and AdaBoost. Topic modeling was

applied to extract the ten main topics related to both countries, out of which seven topics were common in both. The

negative sentiments were prevalent in topics like case statistics, economic impact, and proliferation care. In Portuguese

text, the positive sentiment was mainly directed towards politics. Similarly, for English tweets, the highest number of

positive messages were written for treatment received by the doctors. The major limitation of their work was that the

machine learning-based classifiers failed to generalize and handle the enormous data found on social media platforms.

3. Proposed methodology

3.1. Data Collection and pre-processing
Lopez et al. [22] provided COVID-19 related tweet data set on Github. The authors have continuously collected data

set using standard Tweeter API since 22 January 2020. The authors used certain keywords like coronavirus, COVID,

mask, vaccine, etc. to collect tweets for the data set [22]. The data set is organised by each hour of the day. It is pre-

processed and contains summary details like mentions, hashtags, sentiment scores, Named Entity Recognition (NER)

data of tweets. The sentiment scores and NER data are generated using state-of-the-art Twitter Sentiment and Named

Entity Recognition (NER) algorithms. For sentiment scores, Cliche’s Twitter Sentiment algorithm [23] is used, which

is an ensemble model of multiple Convolutional Neural Networks (CNNs) and Long Short-Term Memory (LSTM)

Networks. The method performed the best in the 11th international workshop on Semantic Evaluation SemEval-2017,

where the task was sentiment analysis of Twitter data. For each tweet, the algorithm generates a vector of predicted

scores for three sentiment classes: positive, neutral, and negative. Then the tweet is assigned to the sentiment class

having highest predicted probability. The algorithm is found to have an accuracy of 75-80% on a sample of COVID-19

tweets, as observed by Rustam et al. [24]. For NER of English language tweets, the authors used the state-of-the-art

English NER model provided by Akbik et al. [25].
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In India, the first case of the Omicron variant was reported on 2 December 2021 in Bangalore. The Omicron-

driven third wave reached its peak on 21 January 2022 with nearly 3,47,000 recorded cases, after which a decline in

the number of cases was observed [26]. Thus, in this study for analysis we have used the data of two months, from 1st

December 2021 till 31st January 2022. Specifically, we used CSV files from the folder Summary_Details, where each

CSV file is named as yyyy_mm_dd_hr_Summary_Details.csv. For instance, 2022_01_01_00_Summary_Details.csv

file contains data of first hour of 1 January 2022. Each CSV file consists of eight columns having headers as:

“Tweet_ID", “Language", “Geolocation_coordinate", “RT", “Likes", “Retweets", “Country", “Date Created". Since

we require tweet data of Indians, we pulled out tweet IDs with country code - "IN" and language set to “EN". For the

extracted tweet IDs, we then retrieved the corresponding sentiment labels from the CSV files in Summary_Sentiments

folder in the data set. For topic modeling, we first obtained the tweet message by using the Hydrator application on

extracted tweet IDs. The data is preprocessed before applying LDA over it. That is, the data is changed to lower case;

then punctuation marks, stop words, and special characters are removed. We also removed hashtags, mentions, and

URLs from it. Also, some keywords like Omicron, COVID, COVID19, COVID-19, corona are likely to be present in

most of the tweet messages and are thus removed to get crisp and concrete topics. Finally, Lemmatization is performed

to get the base word in each tweet message.

3.2. Topic Modeling
Topic modeling or topic discovery is a sub-problem in natural language processing (NLP). The aims is to discover

abstract topics discussed in a set of documents, and then classifies any individual document in the set depending upon

its relevance to each of the discovered topics. A topic is a set of words taken together to suggest a theme. It is crucial

and comes handy when one wants to analyse a huge amount of textual data. It is useful for summarization, similarity

estimation, novelty detection, and categorizing a massive collection of documents. In this work, we applied Latent

Dirichlet Allocation (LDA) [27] technique on tweet messages to retrieve the topic words.

Assuming our dataset is a collection of multiple documents denoted by 𝐷 = 𝑑1, 𝑑2,… , 𝑑𝑛. Each document 𝑑𝑖 is

a mixture of different topics, where each topic is a probabilistic mixture over different words that are combined to

form a document. Topic modeling is used to explain the hidden information in any document. This can be achieved

by grouping the words in such a way that each group represents a topic in a document. Hence, we apply the Latent

Dirichlet allocation (LDA), which is a Bayesian hierarchical probabilistic generative model for finding the hidden

thematic structure in the unstructured text.

The LDA model utilizes two matrices, namely: 𝜃(𝑡𝑑) and 𝜙(𝑤𝑡), which are defined as follows:

𝜃(𝑡𝑑) = 𝑃 (topic t | document d) = Probability distribution of topics in the documents

𝜙(𝑤𝑡) = 𝑃 (word w | topic t) = Probability distribution of words in the topics

Hence,

𝑃 (word w | document d) = 𝜙(𝑤𝑡) ∗ 𝜙(𝑤𝑡)

Assuming we have a total number of topics as T, then the probability distribution of words in the documents 𝑃 (𝑤|𝑑)
is explained as below:

𝑃 (𝑤|𝑑) =
∑

𝑇

𝑃 (𝑡|𝑑) ∗ 𝑃 (𝑤|𝑡) (1)

Where, ∗ represents the dot product and the weights of 𝜃(𝑡𝑑) and 𝜙(𝑤𝑡) are assigned randomly. The entire process

is summarized as below:

1. For every document d, initialize each word randomly to a topic from the distribution of topics based on their

assigned weights.

2. For every document d: For every word w in d: Calculate 𝑃 (𝑡|𝑑) and 𝑃 (𝑤|𝑡)
3. Considering all words and their topics, reassign the topic to the word w based on the dot product of 𝑃 (𝑡|𝑑) and

𝑃 (𝑤|𝑡) as shown in Eq (1).

4. Repeat the above step for the entire document until the assigned topics are not changed.
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Figure 1: Architecture of the proposed methodology

In topic modeling, we eliminate the list of stop words as they carry no inherent meaning and some repeated

keywords. This is done to ensure that the topics generated by the topic modeling approach are not dominated by

the stop words or some repeated keywords, and meaningful topics are generated by the algorithm. Figure 1 illustrates

the proposed methodology of the work.

4. Experimental Analysis

We have analysed the data set in two ways: firstly, on complete two-month data, and secondly, on weekly data of

two months. Analysis of the complete data set gives us an overview of peoples’ sentiments and their opinions for the

third wave of COVID disease in India. While week-wise analysis of eight weeks data lets us understand the trend and

shifts in sentiments and topics discussed by people during the emergence and peak of the third wave in India.

4.1. Complete data analysis
On the complete data set of two months, we have analyzed the retrieved topics, sentiment labels, and topic

distribution among sentiments. Table 1 shows the topic words retrieved from the overall tweet data of two months

from 1st December 2021 - 31st January 2022. Topic modeling on complete data set yielded six topics. Second table in

Table 1 presents the topic themes interpreted by the set of topic words discovered in each topic.

Topic words like “get", “well", “soon", “stay", “safe", “wear", “mask", “up", etc. are categorized under the theme

“Precautionary measures". Topic words related to exams like “student", “online", “exam", “sir", “lockdown", etc. are

categorized under the theme “Online exam". Statistics related words like “Case", “positive", “report", “update", “test",

etc. are categorized as “COVID statistics report". Words like “medicine", “pandemic" when used in conjunction with

“artificial", “intelligence", “benefit" are categorized as theme “AI in medicine". Vaccine related words like “vaccine",

“dose", vaccination", etc. are categorized as “Vaccine".

Figure 2 shows topic distribution, sentiment distribution, and topic distribution among different sentiment labels

on complete twitter data set of two months. As can be seen from the topic bar plot, topic 0 having theme “precautionary

measures" was the most discussed while topic 3 having theme “AI in medicine" is the least discussed topic. From the

sentiment labels bar plot, out of a total of 42,157 tweets, more than 18,000 tweets carry negative sentiment while 7886

were positive tweets. Thus, the number of negative tweets are more than twice the number of positive tweets. From

the sentiments bar plot, we can say that the people of India mostly shared negative or neutral opinion with respect to

the third COVID wave in India. Looking at the distribution of topics among different sentiment labels allows us to

understand how the sentiments vary for each topic. For instance, out of all topics, topic 1 having theme: “Online exam"

carries the most number of negative tweets while topic 3 having theme: “AI in medicine" carries the least number of
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Table 1

Topics retrieved from the complete tweet data of two month: December 2021 - January 2022. Second table presents topic
themes interpreted by the set of retrieved words in each topic.

Topic Words

Topic 0 [’mask’ ’virus’ ’get’ ’stay’ ’well’ ’soon’ ’people’ ’safe’ ’take’ ’wear’]

Topic 1 [’exam’ ’student’ ’online’ ’case’ ’sir’ ’lockdown’ ’please’ ’pandemic’ ’due’ ’situation’]

Topic 2 [’case’ ’india’ ’variant’ ’new’ ’virus’ ’death’ ’positive’ ’update’ ’report’ ’test’]

Topic 3 [’medicine’ ’intelligence’ ’artificial’ ’great’ ’relief’ ’pandemic’ ’benefit’ ’here’ ’how’ ’world’]

Topic 4 [’vaccine’ ’dose’ ’vaccination’ ’india’ ’year’ ’dos’ ’crore’ ’pm’ ’vaccinated’ ’via’]

Topic 5 [’hai’ ’nhm’ ’employee’ ’hp’ ’ke’ ’pandemic’ ’ho’ ’india’ ’protesting’ ’last’]

Topic Themes

Topic 0 Precautionary measures

Topic 1 Online exam

Topic 2 COVID statistics report

Topic 3 AI in medicine

Topic 4 Vaccine

Topic 5 Protest

negative tweets. It shows that Indian students were much affected by the shifting of exams from offline to online mode

due to the pandemic. Among all positive tweets, topic 0 theme: “precautionary measure" is the most discussed, while

topic 5 (theme: “protest") is the least discussed topic. It shows that people of India were vigilant and were taking proper

precautions. The proportion of tweets assigned topic 3 (having theme: “AI in medicine") is almost the same in all three

sentiment label categories. Thus people had overall neutral sentiments over topic “AI in medicine".

4.2. Week-wise data analysis
We have sectioned the complete two month data into eight weeks data and analyzed the retrieved topics, sentiment

labels, and topic distribution among sentiments on week-wise data set. Figure 3 shows sentiment label bar plots for

each week. The trend of distribution of negative, neutral, and positive sentiment tweets is seen to be almost the same

in each week with the most number of negative labels, followed by neutral labels, followed by the least number of

positive labels. Exceptionally, for week 6, the difference in the number of negative and neutral labels is 17 which can

be considered negligible.

Figure 4 shows retrieved topic words, topics bar plot and topic distribution among sentiments for week 1 and week

2. Week 1 corresponds to date range 1st Dec 2021 - 7th Dec 2021 and week 2 corresponds to date range 8th Dec 2021 -

14th Dec 2021. For week 1, topic 0 is the most discussed topic having topic theme interpreted as “new COVID variant".

Sentiment distribution over this topic shows approximately twice the number of negative and neutral tweets on this

topic than the number of positively labeled tweets. For week 2, the most discussed topic is topic 1, where topic theme is

“Vaccine". Sentiment distribution of topic 1 shows that there are more negatively sentiment labeled tweets than positive

ones, which reflect that people were not optimistic about the effectiveness of the vaccine developed for COVID virus

on the new variant. Topic words in topic 4 and 5 suggest an odd topic, not associated with COVID disease. Topic words

suggest the topic theme to be “bail granted to bapuji". It is to note that apart from tweets related to COVID disease, a

large number of tweets come from topic 4 and 5 in week 2.

Figure 5 shows the analysis results for week 3 and week 4. Week 3 corresponds to date range 15th Dec 2021 - 21st

Dec 2021 and week 4 corresponds to date range 22nd Dec 2021 - 31st Dec 2021. For week 3, the most discussed topic

is topic 5 having discussion words as “government", “health", “pandemic", “nhm" (stands for national health mission)

suggesting the work done by government employees for public health during pandemic. Again the number of negatively

labeled tweets outnumber positively labelled ones for this topic. Other topics discussed are all related to vaccination.

The trend of proportion of negative and positive tweets for each topic is the same, i.e., the number of negative tweets

are almost twice the number of positive tweets. For week 4, the most discussed topic is topic 2 having topic words as

“booster", “vaccine", “dose", “India" suggesting discussion on booster vaccine dose in India for fighting the virus. The
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Figure 2: Sentiment and topic distribution of tweet data of two month from 1st Dec 2021 to 31st Jan 2022

number of negative tweets for this topic is 953 which is much higher than the number of positive tweets that is 329.

Topic 3 having topic words as “lockdown", “get", “well", “soon", “speedy" “recovery", etc. suggesting topic theme as

“precautionary measures and recovery" have comparatively more proportion of positive tweets than other topics.

Figure 6 shows the analysis results for week 5 and week 6. Week 5 corresponds to date range 1st Jan 2022 - 7th

Jan 2022 and week 6 corresponds to date range 8th Jan 2022 - 14th Jan 2022. Week 5 marks the beginning of new year

2022 and that was the time when the government of India imposed restrictions in various parts of the country. The most

discussed topic in week 5 is topic 2 having topic words as “get", “well", “soon", “lockdown", “new", “year", “positive",

“case" suggesting tweets having discussion around lockdown, recovery, new year, and positive cases. While for almost

all topics, the tweet sentiment distribution is like the number of negative tweets is around twice or more than twice

the number of positive tweets, for topic 2, the number of positive tweets is 636 which is slightly less than the number

of negative tweets which is 779. For week 6 also, topic distribution over sentiments is mostly negative than positive,

except for topic 4 suggesting topic theme as “recovery" where the number of positive tweets, 86 is slightly less than

the number of negative tweets, i.e., 93.

Figure 7 represents analysis results for week 7 and week 8. Week 7 corresponds to date range 15th Jan 2022 - 21st

Jan 2022 and week 8 corresponds to date range 22nd Jan 2022 - 31st Jan 2022. For week 7, the most discussed topic

is topic 2 having theme “vaccine in India". The trend for all topics is the same that is negative tweets outnumber the

positive tweets. For week 8, the most discussed topic is topic 3 having words “pandemic", “vaccine", “India". Looking

at the topic distribution among sentiments, topic 4 having “recovery" theme is seen to have around the same proportion

for positive and negative tweets. Least number of positive tweets is for topic 5 having topic words related to “elections

during pandemic".

Deepika Vatsa et al.: Preprint submitted to Elsevier Page 7 of 15



Short Title of the Article

Figure 3: Distribution of sentiment labels across eight weeks starting from 1st December 2021 to 31st January 2022

5. Discussion

In this work, we have analyzed the Twitter data set related to COVID disease fo two months December 2021 -

January 2022. The most discussed topics and their associated number of negative and positive sentiment tweets of

week-wise data are summarised in Table 2. Most discussed topics across weeks fall under the themes - “precautionary

measures" and “Vaccine". In the table, for all topics, the number of negative tweets is more than triple the number of

positive tweets except for weeks 5 and 6, where the difference in the number of negative and positive tweets is not

significant. It should be noted that this is due to the fact that in weeks 5 and 6, mostly precautionary measures tweets

were posted.

A major challenge that we faced during the analysis of week-wise data was that the extracted words of different

topic themes were overlapping each other, thus it was difficult to find concrete topic themes.

The analysis results show that people of India were having more negative sentiments over topics like new COVID

variant, vaccines, booster dose, etc. during the third wave of COVID. It is observed that the most of the discussions

on twitter across weeks were vaccine-related (See Table 2). Weekly sentiment labels for topic “vaccine" show that

the tweets were mainly negative in general. Both COVID vaccine, Covaxin and Covishield had been proven to be

effective as in the third wave very few people required hospitalizations those who were vaccinated. Also, vaccination

drive of both vaccines, Covaxin and Covishield was started on 16th January 2021 and was done at a quite fast pace.

By 1st December 2021, 33% of Indian population (1.39 Billion in 2021) was fully vaccinated and 24% was partially

vaccinated with one dose [28]. The negative sentiments of people during the third COVID wave reflect low level of

trust of people in the vaccine of COVID disease and the vaccination drive in India.
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WEEK 1 [1st Dec - 7th Dec 2021]

Topic 0 [’variant’ ’case’ ’india’ ’new’ ’vaccine’ ’varient’ ’virus’ ’2’ ’people’ ’time’]

Topic 1 [’help’ ’sir’ ’family’ ’college’ ’dear’ ’please’ ’fee’ ’job’ ’dad’ ’gone’]

Topic 2 [’love’ ’life’ ’student’ ’india’ ’pandemic’ ’death’ ’lok’ ’sabha’ ’paid’ ’off’]

Topic 3 [’marriage’ ’fight’ ’mask’ ’virus’ ’day’ ’dcp’ ’home’ ’without’ ’south’ ’block’]

Topic 4 [’nyay’ ’family’ ’modi’ ’victim’ ’congress’ ’pre’ ’compensate’ ’demand’ ’pandemic’ ’death’]

Topic 5 [’virus’ ’death’ ’people’ ’old’ ’india’ ’data’ ’youth’ ’govt’ ’lakh’ ’due’]

WEEK 2 [8th Dec - 14th Dec 2021]

Topic 0 [’pandemic’ ’leadership’ ’management’ ’team’ ’nhm’ ’award’ ’response’ ’kiit’ ’stop’ ’line’]

Topic 1 [’people’ ’mask’ ’vaccine’ ’virus’ ’case’ ’3’ ’booster’ ’death’ ’without’ ’new’]

Topic 2 [’report’ ’case’ ’variant’ ’virus’ ’first’ ’example’ ’fight’ ’helping’ ’country’ ’leader’]

Topic 3 [’medicine’ ’artificial’ ’intelligence’ ’pandemic’ ’great’ ’here’ ’benefit’ ’year’ ’mean’ ’ayurveda’]

Topic 4 [’right’ ’please’ ’human’ ’bail’ ’sant’ ’asharamji’ ’bapu’ ’shri’ ’sir’ ’help’]

Topic 5 [’innocent’ ’bapuji’ ’government’ ’injustice’ ’problem’ ’long’ ’want’ ’justice’ ’constant’ ’veteran’]

Figure 4: Topic distribution and topic-wise sentiment analysis of tweet data of week 1 and 2 of two month data set [1st

Dec 2021 - 31st Jan 2022]
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WEEK 3 [15th Dec - 21st Dec 2021]

Topic 0 [’vaccine’ ’people’ ’mask’ ’need’ ’india’ ’u’ ’careful’ ’pandemic’ ’jamat’ ’time’]

Topic 1 [’case’ ’variant’ ’new’ ’india’ ’virus’ ’vaccinated’ ’fully’ ’mask’ ’state’ ’report’]

Topic 2 [’please’ ’india’ ’also’ ’note’ ’mask’ ’day’ ’country’ ’exam’ ’time’ ’vaccination’]

Topic 3 [’mask’ ’time’ ’vaccine’ ’take’ ’people’ ’word’ ’world’ ’get’ ’must’]

Topic 4 [’india’ ’marriage’ ’vaccine’ ’case’ ’new’ ’time’ ’virus’ ’variant’ ’u’ ’tablighi’]

Topic 5 [’nhm’ ’virus’ ’worker’ ’government’ ’stop’ ’mask’ ’service’ ’employee’ ’pandemic’ ’health’]

WEEK 4 [22nd Dec - 31st Dec 2021]

Topic 0 [’sir’ ’exam’ ’student’ ’online’ ’aktu’ ’offline’ ’forcing’ ’examination’ ’want’ ’still’]

Topic 1 [’mask’ ’stay’ ’safe’ ’distancing’ ’social’ ’wear’ ’please’ ’home’ ’protocol’ ’virus’]

Topic 2 [’vaccine’ ’year’ ’india’ ’hp’ ’day’ ’booster’ ’world’ ’dose’ ’virus’ ’people’]

Topic 3 [’lockdown’ ’soon’ ’get’ ’well’ ’hai’ ’recovery’ ’mask’ ’speedy’ ’govt’ ’7’]

Topic 4 [’case’ ’variant’ ’india’ ’new’ ’election’ ’amid’ ’virus’ ’delhi’ ’state’ ’night’]

Topic 5 [’people’ ’positive’ ’pm’ ’must’ ’year’ ’new’ ’relief’ ’said’ ’modi’ ’mask’]

Figure 5: Topic distribution and topic-wise sentiment analysis of tweet data of week 3 and 4 of two month data set [1st

Dec 2021 - 31st Jan 2022]
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WEEK 5 [1st Jan - 7th Jan 2022]

Topic 0 [’mask’ ’stay’ ’safe’ ’india’ ’please’ ’wear’ ’home’ ’time’ ’day’ ’variant’]

Topic 1 [’india’ ’vaccine’ ’people’ ’case’ ’positive’ ’virus’ ’test’ ’day’ ’go’ ’u’]

Topic 2 [’soon’ ’get’ ’well’ ’lockdown’ ’take’ ’sir’ ’year’ ’new’ ’case’ ’positive’]

Topic 3 [’case’ ’new’ ’24’ ’death’ ’last’ ’hour’ ’india’ ’report’ ’mask’ ’pandemic’]

Topic 4 [’year’ ’college’ ’time’ ’new’ ’people’ ’virus’ ’case’ ’student’ ’protocol’ ’get’]

Topic 5 [’vaccine’ ’vaccination’ ’virus’ ’dose’ ’people’ ’year’ ’vaccinated’ ’age’ ’india’ ’first’]

WEEK 6 [8th Jan - 14th Jan 2022]

Topic 0 [’exam’ ’positive’ ’online’ ’test’ ’case’ ’please’ ’pandemic’ ’time’ ’day’ ’health’]

Topic 1 [’get’ ’soon’ ’well’ ’case’ ’vaccine’ ’student’ ’sir’ ’take’ ’dose’ ’mask’]

Topic 2 [’mask’ ’stay’ ’lockdown’ ’safe’ ’wear’ ’india’ ’please’ ’people’ ’public’ ’without’]

Topic 3 [’india’ ’case’ ’vaccine’ ’pandemic’ ’pm’ ’app’ ’variant’ ’day’ ’2022’ ’mask’]

Topic 4 [’recovery’ ’speedy’ ’virus’ ’wish’ ’get’ ’soon’ ’wishing’ ’well’ ’ji’ ’positive’]

Topic 5 [’virus’ ’case’ ’new’ ’day’ ’india’ ’test’ ’today’ ’positive’ ’take’ ’like’]

Figure 6: Topic distribution and topic-wise sentiment analysis of tweet data of week 5 and 6 of two month data set [1st

Dec 2021 - 31st Jan 2022]
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WEEK 7 [15th Jan - 21st Jan 2022]

Topic 0 [’case’ ’exam’ ’stay’ ’want’ ’respected’ ’chief’ ’minister’ ’board’ ’increase’ ’online’]

Topic 1 [’sir’ ’fast’ ’get’ ’request’ ’pandemic’ ’examination’ ’wave’ ’growing’ ’people’ ’u’]

Topic 2 [’vaccine’ ’india’ ’case’ ’vaccination’ ’year’ ’dos’ ’update’ ’dose’ ’day’ ’today’]

Topic 3 [’lockdown’ ’mask’ ’vaccine’ ’people’ ’wear’ ’virus’ ’vaccinated’ ’get’ ’pandemic’ ’even’]

Topic 4 [’virus’ ’food’ ’pandemic’ ’agenda’ ’80’ ’world’ ’strength’ ’free’ ’delivered’ ’citizen’]

Topic 5 [’exam’ ’student’ ’online’ ’please’ ’soon’ ’take’ ’well’ ’get’ ’sir’ ’offline’]

WEEK 8 [22nd Jan - 31st Jan 2022]

Topic 0 [’update’ ’school’ ’virus’ ’new’ ’death’ ’time’ ’must’ ’case’ ’year’ ’2022’]

Topic 1 [’mask’ ’exam’ ’stay’ ’virus’ ’please’ ’u’ ’take’ ’safe’ ’wear’ ’home’]

Topic 2 [’mask’ ’case’ ’look’ ’state’ ’india’ ’leadership’ ’without’ ’forward’ ’new’ ’united’]

Topic 3 [’pandemic’ ’vaccine’ ’india’s’ ’via’ ’fight’ ’people’ ’doesnt’ ’vaccinated’ ’exist’ ’year’]

Topic 4 [’soon’ ’get’ ’well’ ’day’ ’test’ ’please’ ’sir’ ’positive’ ’republic’ ’india’]

Topic 5 [’virus’ ’people’ ’pandemic’ ’new’ ’case’ ’death’ ’election’ ’student’ ’help’ ’protocol’]

Figure 7: Topic distribution and topic-wise sentiment analysis of tweet data of week 7 and 8 of two month data set [1st

Dec 2021 - 31st Jan 2022]
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Table 2

Summary of analysis on most discussed topic in each week using week wise data set

Week Most discussed topic Negative tweets Positive tweets

Week 1 New Variant in India 556 221

Week 2 Precautionary measures, Vaccine 85 28

Week 3 Work done by Govt for public health 312 87

Week 4 Vaccine 953 329

Week 5 Precautionary measures, New year, Positive cases 735 636

Week 6 Precautionary measures, Vaccine 215 196

Week 7 Vaccination in India 733 308

Week 8 Vaccine in India 621 209

6. Conclusion

This study identifies the topics and sentiments of Indian citizens about the Omicron-driven third wave of COVID-19

using the Twitter data. Analysis over the two-month Twitter data examines various topics discussed and the changes

in these topics over time to understand better the trend of public opinion and perception about the third wave. It also

examines the public sentiments about the different topics on the complete and weekly sectioned data set. Among the

six distinct topics, the most discussed topics remained “precautionary measures" and “vaccine". While the proportion

of negative and positive sentiments over the topic “precautionary measures" is almost similar, negative sentiments

outnumber the positive sentiments by a large extent over the latter topic. This suggests that though the third wave

was considered to be the “mild" wave of COVID-19 in India, the people of India were still in fear of catching the

disease again and thus were taking precautions. It should be noted that the developed COVID-19 vaccines, i.e., Covaxin

and Covishield had proven to be quite effective, as from the people who were vaccinated, very few of them required

hospitalizations. Also, the vaccination drive taken by the government of India was fast in pace. Still, the negative

sentiments toward the topic discussions on “vaccine" reflect a low level of trust of Indians in either the efficacy of the

developed vaccine to fight the new variant or the vaccination drive carried out in India or both. A more close attention

to the tweets related to vaccine discussion is needed to understand this.

Such kind of study is extremely helpful for public health agencies to understand the major concerns of people and

their varied reactions to different issues. In this study, public health agencies can refer to the distinct topic themes and

their associated number of negative and positive tweets to understand the concerns of the general public of India and

provide them with more information needed in case of topics where most people have reacted negatively.

In the future, we could expand this work to explore the emotion pattern and behavioral changes of people

surrounding the third wave of pandemic across different countries.
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Abstract
Temporal analysis of global cortical communication of cognitive tasks in coarse EEG information is still
challenging due to the underlying complex neural mechanisms. This study proposes an attention-based
time-series deep learning framework that processes fMRI functional connectivity optimized quasi-stable
frequency microstates for classifying distinct temporal cortical communications of the cognitive task.
Seventy volunteers were subjected to visual target detection tasks, and their electroencephalogram (EEG)
and functional MRI (fMRI) were acquired simultaneously. At �rst, the acquired EEG information was
preprocessed, and the band passed to delta, theta, alpha, beta, gamma bands and then subjected to
quasi-stable frequency-microstate estimation. Subsequently, time-series elicitation of each frequency
microstates is optimized with graph theory measures of simultaneously eliciting fMRI functional
connectivity between frontal, parietal, and temporal cortices. The distinct neural mechanisms associated
with each optimized frequency-microstate were analyzed using microstate-informed fMRI. Finally, these
optimized, quasi-stable frequency microstates were employed to train and validate the attention-based
Long Short-Term Memory (LSTM) time-series architecture for classifying distinct temporal cortical
communications of the target from other cognitive tasks. Based on the stability of transition probabilities
of the optimized microstates, three different temporal sampling windows (200, 300, and 500
ms/segment) have been employed to collect the input microstates information for these time-series deep-
learning systems. Our results revealed twelve distinct frequency microstates capable of deciphering
target detections' temporal cortical communications from other task engagements. Particularly, fMRI
functional connectivity measures of target engagement were observed signi�cantly correlated with the
right-diagonal delta (r=0.31), anterior-posterior theta (r=0.35), left-right theta (r=-0.32), alpha (r=-0.31)
microstates. Further, neuro-vascular information of microstate-informed fMRI analysis revealed the
association of delta/theta and alpha/beta microstates with cortical communications and local neural
processing, respectively. The classi�cation accuracies of the attention-based LSTM were higher than the
traditional LSTM architectures. Particularly, the attention-based LSTM sampled microstates for 300 ms
revealed a higher classi�cation accuracy of 96% compared with other attention-based LSTM models with
200 ms (95%) and 500 ms (93%) temporal sampling windows. In conclusion, the study demonstrates
reliable temporal classi�cations of global cortical communication of distinct tasks using an attention-
based deep learning framework utilizing fMRI functional connectivity optimized quasi-stable frequency
microstates.  

1. Introduction

1.1 Decoding distant cortical communications from cortical
EEG
The human brain dynamically engages distinct neural populations between distant brain regions, and
their spatiotemporal oscillations often modulate systematically with behavioural and cognitive tasks.
Many distantly located local brain circuitry performs speci�c localized jobs during such a neural
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engagement. The synchrony or lack thereof between these remote brain regions brings effective global
brain communication for information processing and is measured as functional connectivity dynamics in
acquired task functional MRI and cortical EEG information. Many researchers (Kiehl and Liddle 2003;
Laufs et al. 2003; Mantini 2007) employed simultaneous EEG information acquired with fMRI imaging to
understand these functional connectivities, neural origins, and correlated brain states. These researches
revealed that the elicitation of local neural systems is observed as high-frequency dynamics in EEG
cortical oscillations. Cortical high-frequency gamma oscillation mainly explains local high-level neural
information and positively correlates with the fMRI BOLD strength. The distant cortical and long-range
coordination emerges as the lower EEG cortical frequency oscillation (Buzsáki 2009). The alpha and beta
power modulate the BOLD response's latency and strength to gamma power changes (Magri et al. 2012).
However, many researchers (Murta et al. 2017) subsequently observed that multi-frequency cortical EEG
interaction explains hemodynamic task elicitation better than single EEG power information. JC Pang et
al (Pang and Robinson 2018) revealed that the inverse correlation of alpha and BOLD originates from
high- and low-frequency components of the same underlying neural engagement caused by modulation
in corticothalamic and intra-thalamic feedback. Despite these clear insights of distinct global and local
neural processing associated with every task engagement, decoding their temporal dynamics
computationally from spatially coarse-grained cortical times-series EEG information is still a challenge.

1.2 Microstates and global cortical communication
Microstates are the cluster centers unique in every cognitive task engagement in healthy and disease
populations. Every microstate topography is associated with a "quasi-stable" functional state (Gschwind
et al. 2016; Michel and Koenig 2018), explaining the brain's speci�c neural interaction. These quasi-stable
patterns span around 100 ms are the most robust approach to bringing distant functional
communication in cortical EEG information. Many researchers (Yuan et al. 2012; Khanna et al. 2015)
observed that the time course of microstate metrics when correlated with the fMRI BOLD signal, reveals
functional networks similar to the resting-state networks. Further, the microstate dynamics are observed
to measure transitions between global cortical communications characterized by speci�c local neural
alpha inhibitions (Milz et al. 2017; Croce et al. 2020; Kaur et al. 2020; von Wegner et al. 2021). The
microstate estimation inherently employs the EEG frequency range (Koenig et al. 2002; Pascual-Marqui et
al. 2014) of 2-20Hz, making their time-series dynamics explain the cortical alpha inhibitory/excitatory
modulations (Milz et al. 2016). However, the cognitive task engagement's distant and local cortical
communication manifests through other EEG rhythms (Hipp et al. 2011; Ribary et al. 2017). Thus, the
task-induced modulation of cortical communication and associated local neural engagement are
manifested as a combination of different frequencies (Akam and Kullmann 2014). More recently, the
beta-band and the coverage feature of the EEG microstate analysis have been revealed as the essential
features for the classi�cation of epilepsy and PNES patients with reasonably high accuracy and precision
(Ahmadi et al. 2020).

1.3 Deep learning approaches for time-series EEG analysis
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The EEG time-series information is higher-dimensional data, and the cognitive information is spread
across its timelines. Hence, the feature information derived from a single time point of EEG time series
data is inadequate to explain any cognitive process. Thus, Recurrent Neural networks (RNN) perform
better in extracting sequential information embedded in higher dimensional EEG time-series information.
However, the traditional RNN system suffers in learning long-term dynamics due to vanishing/exploding
gradient problems. Long Short-Term Memory (LSTM) architecture addresses this exploding gradient
obstacle by learning both long- and short-term dependencies. Recently, the attention mechanism has
been introduced (Vaswani, A. 2017) to improve the performance of deep learning models; it highlights the
more informative feature and subsequently gives higher weights to the corresponding original feature
sequence. It has been embedded with the LSTM architecture in several EEG studies (Zhang et al. 2018,
2020b; Karim et al. 2019; Xie et al. 2019; Yan et al. 2019; Jin et al. 2020; Kim and Choi 2020; Rashid et al.
2020; Yao et al. 2020; Jiang et al. 2021; Zheng and Chen 2021) by effectively selecting the feature
information and observed with signi�cantly improved e�ciency and performance accuracy of deep
learning systems.

1.4 Present Study
The present study proposes an attention-based LSTM computational model that employs optimized
frequency microstates to decipher the distant cortical communication of visual target detection tasks.
The temporal dynamics of the frequency microstate metrics are correlated with fMRI hemodynamic
functional connectivity measures to optimize the cortical EEG quasi-stable frequency patterns with the
local/global brain communication elicited by the task. The hemodynamic functional connectivity is
assessed by employing the graph-theoretical analysis on simultaneously acquired fMRI information. The
signi�cantly correlated frequency microstates are further subjected to the robust correlation analysis to
understand their multi-frequency coupling elicited during intercortical interaction during the task
engagement. The local and global neural mechanisms underlying these frequency quasi-stable
microstates were further estimated through EEG-informed-fMRI analysis. Finally, a hybrid deep learning
framework consisting of LSTM with attention is employed to classify the target detection task
engagement from the temporal dynamics of these optimized frequency microstate quasi-stable patterns.
Six deep learning architectures (three LSTM and three attention-based LSTM networks) are trained with
all optimized, quasi-stable frequency microstates collected from their associated time segments (200,
300, and 500 ms/segment, respectively) and passed to their respective input cells (15, 10, and 6) of the
�rst LSTM layer. Six deeply layered architectures employed in this study possessed three stacked LSTM
layers, and the �nal LSTM layer was integrated with an attention layer in three attention-based LSTM
networks. The performance metrics such as precision, accuracy, and recall are estimated for all six deep
learning architectures and validated using a 10-fold cross-validation approach.

2. Methods And Materials

2.1 Participants
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Seventy healthy right-handed volunteers (30 males and 40 females; mean age: 23 years; age range, 20–
32 years) were selected from the academic environment. All participants gave written informed consent
and did not have any psychiatric, or neurological disorders or medication. The experiment was conducted
following the World Medical Association (Declaration of Helsinki), and the local ethical committee
approved all measurements. The vision of participants was corrected using MR-compatible lenses
whenever required.

2.2 Task design
The visual target detection task comprised of a sequence of simple geometrical shapes such as squares,
circles, stars, and triangles �lled with primary colors were presented, as shown in Fig. 1. The paradigm
consisted of 105 sub-trials over �ve trials, where 32 target stimuli are distributed pseudo-randomly over
the sub-trials. Each trial started with the presentation of a 'Target' object for 3 seconds. In subsequent
slides, a collection of geometric shapes, one item at a time, is presented for 3 seconds to the volunteer.
The volunteer's task was to detect the previously shown target and respond quickly by pressing a button
with the right thumb. A single cross in the slide's center is presented for 3 seconds during the �xation
period following each task stimulus. All the volunteers are instructed to avoid any motor response during
�xation and distractor stimuli. These task stimuli are projected onto MR compatible lenses �tted on the
head coil inside MR.

2.3 Simultaneous EEG-fMRI acquisition
In the present study, simultaneous EEG-fMRI data acquisition is carried out using a 3T Siemens
Magnetom Skyra scanner (Siemens, Erlangen) and MR compatible 32-channel Brain Amp system with an
EEG cap. EEG signals are recorded at a sampling rate of 5 kHz, and the impedance of all scalp electrodes
is maintained below �ve kOhms throughout the recording.

The fMRI were acquired using Eco Planar Imaging (EPI) sequence with TR = 3000 ms; TE = 36 ms; voxel
size = 3.6*3.6*3.0 mm; matrix = 64*64; FoV read = 230 mm; �ip angle = 90o, 36 axial slices. The axial
slices are acquired parallel to the Anterior-Posterior (AC-PC) line in an interleaving manner with a slice
thickness of 3.0 mm. The high-resolution structural images of the brain are acquired using T1 MPRAGE
sequence with parameters, voxel size = 1.0*1.0*1.0 mm; TR = 2000 ms; �ip angle = 90o; FoV = 240 mm;
matrix = 512*512; slice thickness = 1.0 mm, 160 axial slices. The axial slices are acquired parallel to the
Anterior-Posterior (AC-PC) line in an interleaving manner with a slice thickness of 5.0 mm.

2.4 Data preprocessing

2.4.1 EEG data
The detailed pipeline employed in this study for cleaning both MRI artifacts and other artifacts is the
same as our earlier study (Kaur et al. 2020). It employs the FMRIB plugin of EEGLAB that uses combined
adaptive thresholding (Christov 2004) and the Teager energy operator (Kim et al. 2004), and the Harvard
Automated Processing Pipeline for EEG (HAPPE) (Gabard-Durnam et al. 2018) for noise-free time-
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frequency analyses. Then, the data is downsampled to 250 Hz and then re-referenced to the common
average reference. Finally, the artifact corrected data of all the participants are then segregated speci�c to
the target, distractor, and �xation blocks.

2.4.2 fMRI data
The fMRI data preprocessing is performed using Statistical Parametric Mapping version 12. The data is
corrected for slice-timing differences and spatially realigned and excluded if movement exceeds 3 mm. It
follows by registering the functional scans to standard MNI template space. The preprocessed images
are subjected to spatially smoothing with 5*5*5 mm full width half maximum Gaussian kernel.

2.5 Data Analysis
The present study develops a computational framework that classi�es distinct task engagement's
temporal global cortical communication through unique temporal EEG quasi-stable information that
decodes the neural basis of the distant cortical communications. Figure 2 explains these processes in
detail. The following section will elaborate on each one of these steps in detail.

2.5.1 Estimation of frequency-microstates and their
association with task's cortical communications
At �rst, artifact-corrected EEG data is band-pass �ltered to segregate it into frequency-band limited data
comprising of (1–4) Hz for delta, (4–8) Hz for theta, (9–14) Hz for an alpha, (15–35) Hz for beta and
(35–48) Hz for gamma. Then, the Global Field Power (GFP) of each frequency information is computed
and subjected to the modi�ed K-means clustering algorithm (Pascual-Marqui et al. 1995) to identify every
frequency microstate topographic prototype. A detailed description of this estimation is given in the
supplementary �le (section S.1). Then, each frequency microstate prototype is back �tted in every
individual's data and estimated re-expressed sequences of microstate classes. Finally, statistics about the
sequence of microstate classes, such as their frequency of occurrence or average duration, are
calculated. This quasi-stable frequency-microstate patterns elicitation information is subsequently
mapped with global functional connectivity of each task engagement assessed from simultaneously
acquired fMRI information.

Global functional connectivity estimation from simultaneously acquired fMRI information

At �rst, General Linear Model-based analysis was employed using simultaneously acquired fMRI
information to identify the task's neural correlates. At the subject level analysis, BOLD responses of each
task engagement (target, distractor, and �xation) are modeled by a canonical hemodynamic response
function with temporal and dispersion derivatives with six realignment parameters for each run. In
second-level GLM modeling, group average maps were computed using one-sample t-tests, cluster
corrected (p < 0.05) across subjects. Subsequently, the second-level GLM model results for every task
engagement are passed as Regions of Interest (ROI) to graph theory analysis to estimate the global/local
functional connectivity (Whit�eld-gabrieli and Nieto-castanon 2012). A detailed description of this
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estimation is given in the supplementary �le (section S.2). Finally, the graph theory metrics such as global
and local e�ciency of the functionally connected regions are estimated for each subject, and the ROI-to-
ROI connectivity matrix is thresholded at p-FDR < 0.05 in a two-sided analysis.

Optimization of frequency-microstate elicitations with fMRI functional connectivity measures and their
validation through Microstate informed fMRI

This study examines whether cortical quasi-stable frequency EEG elicitation could be employed to explain
temporal global cortical communications of different task engagements. For this purpose, the number of
occurrences of each delta, theta, alpha, beta, and gamma EEG-microstates of every individual during task
engagement (target, distractor, and �xation) is subjected to the robust correlation with global functional
connectivities metrics measured from the simultaneously measured fMRI information.

This study further validated these signi�cantly correlating frequency microstates by subjecting them to
the EEG-informed fMRI analysis (Huster et al. 2012; Abreu et al. 2018) and studied their neural
mechanisms. Since the frequency microstates that correlate with fMRI functional connectivity metrics are
different for target, distractor, and �xation, three separate EEG-informed fMRI models were constructed
for every task engagement. A detailed description of this estimation is given in the supplementary �le
(section S.3).

2.5.2 Classi�cation using attention-based LSTM deep
learning model
This study primarily aims to develop a computational framework, attention-based Long Short-Term
Memory (LSTM), to classify the glocal cortical communication using frequency quasi-stable oscillations
associated with the global brain communications observed in fMRI functional connectivity. LSTM has
been a popular recurrent neural network for learning sequential features in time series data and
classifying EEG information (Wang et al. 2018; Nagabushanam et al. 2020). The attention mechanisms
have been recently conceptualized (Vaswani, A. 2017) and integrated with the LSTM framework and
found helpful in classifying the data that involves remembering and aggregating feature embeddings in
time-series information (Zhang et al. 2020a). Due to the discrepant and task-dependent nature of the
task's EEG information, attention-based LSTM architecture is more suited and employed in our study for
classifying the task's EEG signals. Hence, at �rst, each frequency-microstate strongly associated with
fMRI functional connectivity measures was correlated with every individual preprocessed EEG
information. Then, the feature vector consisting of the correlation value for each quasi-stable frequency
microstates belonging to every task engagement is formed and used as a training, testing, and validation
dataset for the attention-based LSTM deep learning model. A detailed description of the deep attentional
LSTM Model and the �ne-tuning process is given in the supplementary �le (section S.4). Figure 3 clearly
explains these processes in detail. Table 1 provides the information on the �ne-tuning parameter adopted
for the deep learning model.
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As the sampling rate of the EEG data is 250Hz, 250 feature vectors were compiled for every second, with
a single vector covering every 4 ms neural activity. Each task engagement was carried out for 3 seconds;
there are 750 feature vectors staggered for every task block. To avoid feeding too many features to the
architecture, feature vectors are combined across task blocks, and three distinct segregation of input
feature vectors (200ms/segment, 300ms/segment, and 500ms/segment) belong to every task block were
explored. The study independently employed three distinct attention-based LSTM architectures in input
layers with 15, 10, and 6-LSTM cells. The �nal LSTM layer of all the three architecture was ensued by an
attention layer, succeeded by a fully connected layer having a sigmoid activation function to predict the
probability of each task engagement. Finally, to estimate the e�cacy of attention mechanisms in the
original LSTM system, all the three attention-based LSTM architectures were compared with their
attention counterpart.

Table 1
Final Tuning parameter of LSTM model.

Hyperparameters Tuned parameters

Hidden layer size 256

Batch size 64

Training epoch numbers 1000

Rate dropout Input Layer: 0, 1st LSTM Layer: 0.2, 2nd LSTM Layer: 0.1,

3rd LSTM Layer: 0.2

Recurrent depth 3

Learning rate 0.001

Validation approach:

Finally, the proposed deep learning architecture is validated by employing a 10-fold cross-validation
approach with no overlap of training and testing segments. True Positive (TP), True Negative (TN), False
Negative (FN), and False Positive (FP) were used to calculate the performance metrics. They are
formulated as Precision = TP/(TP + FP), Accuracy = (TP + TN)/(TP + TN + FP + FN) and Recall = TP/(TP + 
FN).

3. Results
The present study presents the times series computational frameworks that classify different task
engagement based on temporal modulation of distant brain communications through optimized
frequency EEG microstates. The frequency EEG microstates were optimized by associating them with
simultaneously eliciting distant hemodynamic functional connectivity measures. Further, the study
explored the EEG-informed fMRI approach that has been employed to understand the insights into the



Page 9/25

neuronal mechanisms associated with frequency microstates that correlate with global task
communications. The following sections present the results of each of the above steps in detail.

3.1 Frontal, parietal, and temporal cortical interaction
elicited during different task engagements:
The neural correlates associated with each task engagement are assessed through GLM models in fMRI
information with the double-sided t-test of p < 0.5, FDR corrected. The results suggest that target
engagement enhanced the hemodynamic response in the frontal (frontal orbital cortex (FOC), frontal pole
(FP), superior frontal gyrus (SFG), parietal (angular gyrus (AG), Precuneus cortex (PC)), and temporal
(Inferior and middle temporal Gyrus (ITG, MTG)) cortices. Further, it involves signi�cant engagement of
the cingulate gyrus (CG), lateral occipital cortex, occipital pole (OP), paracingulate gyrus, and insular
cortex (IC) regions. The neural correlates of distractor and �xation have also revealed distinct intercortical
engagement. The detailed list of neural correlates of each task engagement is tabulated in
Supplementary Table (ST.1).

The presence of this distinct inter cortical communication during each task engagements are furthur
supported by the graph theoritical functional connectivity metrics such as global (GE) and local e�ciency
(LE). The target engagement signi�cantly engaged inter and intra-cortical communication at frontal
cortex (frontal pole [GE:0.893, LE:0.89], frontal orbital cortex [GE: 0.886, LE:0.89], and superior frontal
gyrus [GE:0.886, LE:0.894]), parietal cortex (left angular gyrus [GE:0.872, LE:0.893], right angular gyrus
[GE:0.9, LE:0.887], precuneus cortex [GE:0.87, LE:0.894]) and temporal cortical regions (inferior temporal
gyrus [GE: 0.88, LE: 0.889], middle temporal gyrus [GE:0.889, LE: 0.891], temporal occipital fusiform
cortex [GE:0.88, LE:0.89]) at p < 0.05 with FDR correction.

Functional connectivity elicitation remained distinct during this target detection task and had minimal
overlap in neural mechanisms, regions, and intracortical interaction with each task engagement. Notably,
frontoparietal and frontotemporal interaction engagement was distinct at the neuronal level for target,
distractor and �xation engagement. The detailed information of graph-theoretical measures estimated for
each task engagement is given in the supplementary �le (section S.2).

3.2 Quasi-stable frequency-microstates and their
association with task's fMRI functional connectivity
measures
As mentioned in the data analysis section, the preprocessed band passed EEG information of every task
engagement (target, distractor, �xation) is subjected to the frequency-microstate estimation. Four
dominant frequency microstates are estimated for every EEG frequency band of each task engagement.
Figure 4 illustrates spatial topographical patterns of each frequency-microstate topography associated
with every task engagement.
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Further, the number of occurrences of every task's frequency-microstate prototype is estimated by back-
�tting these frequency-microstates to every volunteer's respective frequency information. Figure 5
compares the mean number of occurrences of all volunteers of each frequency-microstate across every
task. Most of the researchers in the literature use the alphabetical approach to label each microstate. This
nomenclature brings di�culty in following similar observations across the literature. Hence, in this study,
the unique directional pattern of each microstate's moderate activation band (green colour band) is used
for labelling these microstates. In this study, based on the microstate's green colour band direction, they
are labelled as anterior-posterior (AP), left-right (LR), left diagonal (LD), and right diagonal (RD)
microstate prototypes. For example, the delta microstate with a green band travelling between anterior-
posterior is called the "anterior-posterior delta microstate". As the study primarily focuses on identifying
the frequency-microstate that manifests the cortical communication elicits during the task engagement,
every frequency microstate's number of occurrences is robustly correlated with the fMRI functional
connectivity measures. The signi�cantly (p < 0.01) correlating frequency microstates were colour-coded
(+ ve correlation: green, -ve correlation: red) in Fig. 5.

The signi�cantly associated, optimized frequency microstates with graph-theoretical measures of every
task engagement are illustrated in Fig. 6. A total of twelve frequency microstates (target: 4, distractor: 4
and �xation: 4) signi�cantly correlated with the functional connectivity measures of simultaneously
acquired fMRI information. During target engagement, the number of occurrences of right diagonal delta-
microstate positively correlates with the global e�ciency of fMRI functional connectivity measures. On
the other hand, the local e�ciency of fMRI connectivity measures correlates negatively with both left-right
theta and alpha microstate occurrences and positively with anterior-posterior theta microstate.

3.3 Neurovascular analysis of optimized frequency
microstates: EEG Informed fMRI analysis
Engagement of task generally elicits local neural clustering (high-frequency quasi-stable oscillations) at
distinct brain regions, responsible for e�cient local information processing, together with distant cortical
intercommunication to facilitate global communication (low-frequency quasi-stable oscillations). The
neuro-vascular analysis through EEG-informed fMRI explains these insights through synchronizing neural
information (optimized quasi-stable EEG oscillations) with hemodynamic information (vascular) that is
elicitated from a speci�c task engagement. For this purpose, each one of twelve optimized frequency
microstates is processed in independent EEG-informed fMRI models, which modelled each microstate as
independent regressors (p < 0.01, FDR corrected) to estimate their neuro-vascular information.
Supplementary �gures (SF.1(a-c)) show neuro-vascular information of each twelve optimized
microstates.

Figure 7 shows the neuro-vascular coupling of each signi�cant frequency-microstate at the neural
correlates of the respective task engagement. The �gure also shows the functional connectivity between
each neural correlate of task engagement. It is further evident from Fig. 7 that fMRI functional
connectivity optimized frequency microstate associates with almost most of the brain regions involved in
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each task engagement. Target engagement elucidated the right-diagonal delta-microstate synchronously
with the BOLD response in the frontal cortex. Further, anterior-posterior and left-right theta-microstates are
found to synchronize with the BOLD response of frontal, temporal, parietal, and occipital regions except
for right-lateralized SFG and AG. The role of theta-microstate in BOLD-synchronization of these regions
characterizes its signi�cant association with target engagement. The alpha-microstate is observed de-
synchronizing with the parietal, PCG's BOLD response, and synchronizing with the frontal, occipital region
during target engagement. Our �ndings also reveal the effects of multiple frequencies on speci�c brain
regions, such that the BOLD response of FP, PCG, SFG, IC, PC, and AG are modulated with delta, theta, and
alpha-microstates. Speci�cally, the study observes the de-synchronization of alpha-microstate with the
delta and theta microstates such as PCG, SFG, PC, and synchronization between delta and theta
microstates as IC and FP. Hence, the relationships mentioned above reveal that the multi-frequency
interactions modulate the BOLD response of task-engaged brain regions.

Performance of Deep Attentional LSTM Model:

The performance of the proposed deep attentional model revealed that hybrid deep learning architecture
allows it to apply the attention layer that �nds meaningful patterns using LSTM by overcoming the �xed-
length input sequences. Figure 8 compares the performance metrics, precision, accuracy, and recall of all
the six deep learning models (LSTM and attention-LSTM) in classifying the different task engagement
based on the stacked feature vectors that consist of correlation information of each optimized frequency
microstate. Three distinct segregation of input feature vectors (200ms/segment, 300ms/segment, and
500ms/segment) with 15, 10, and 6-LSTM cells in input layers were analyzed within the context of each
type of network (LSTM and attention-LSTM). As can be observed, LSTM combined with attention
appears to perform signi�cantly better in three of the performance metrics. In this case, the choice of
nodes (15, 10, and 6) that depends on the EEG time series window (200ms, 300ms, and 500 ms) seems
reasonable since it re�ects a signi�cant variation in the precision, accuracy, and recall. The results
re�ected improved performance for using ten nodes from six nodes; a signi�cant decline in performance
metrics is observed for using 15 nodes from 10 nodes. In this regard, the proposed attention-based LSTM
architecture has proven to enhance the model performance. However, the choice of nodes for the �rst
layer of LSTM architecture leads to variation in deep learning architecture performance.

4. Discussion
The present study brings more insights into understanding and optimizing frequency microstate
information estimated from cortical, coarse EEG information with distant fMRI functional connectivity
measures associated with different task engagements and then utilizes them to train a times series of
deep learning frameworks. The study employs an attention-based stacked LSTM for effectively
remembering and aggregating feature embeddings in the time-series classi�cation of stacked temporal
dynamics of the frequency microstate quasi-stable patterns. The results reveal that combining quasi-
stable frequency microstates (optimized by the functional connectivity) with an attention-based LSTM
algorithm better classi�es target engagement, distractors and �xation. Further, the study has also
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employed EEG informed fMRI to understand the optimized frequency microstates' neuro-vascular insights
and mechanisms. The following section discusses those observations in detail.

4.1 Association of distinct frequency microstates with each
task's cortical functional connectivities
The study observed four distinct cortical frequency-microstates elicitations for each of three different
task engagements (thus, twelve distinct frequency microstates) correlated strongly with their
hemodynamic functional connectivity measures independently. Nonoverlap of association of these
frequency microstates clearly states the underlying difference in distant cortical communications
associated with each task engagement. In addition, the study also has observed a distinct neuro-vascular
functional association of slow and faster oscillations in the brain regions involved in each task's cortical
communications. Some of the essential observations related to these multi-frequency quasi-stable EEG
frequency associations with each task's distant neural interactions are summarized below.

Elicitations of slower and faster quasi-stable microstates oscillations and their sync/desynchronization
with task's global/local neural engagements:

Complex cognitive engagement requires global interactions of different brain regions enabling the large-
scale integration of local neural information. The integration of neural engagement of spatially distant
regions constituting the large-scale networks is primarily moulded with low-frequency synchronized
oscillations due to their long-range communications and integrative roles in various brain functions.

Further, the strength of large-scale networks has also been found highest for lower frequencies and seen
gradually decreasing with increases in the frequency range (Wu et al. 2008; Gohel and Biswal 2015; Li et
al. 2015). Therefore, the dominance of large-scale networks for the lower range of frequencies con�rms
their functional signi�cance. The present study's results (Fig. 6) distinctly revealed synchronization
(positive correlation) of the slow frequency oscillations with global, distant brain communication and
desynchronized (negative correlation) with local neural elicitation across all the task engagement.
Similarly, the high-frequency quasi-stable oscillation distinctly synchronized with the elicitation of local
neural engagement and desynchronized with global communications across all the task engagements. A
similar observation (Fig. 7) is revealed in the neurovascular coupling from EEG-informed fMRI analysis at
the brain regions engaged in all tasks. They demonstrated signi�cant desynchronization between slow
and faster quasi-stable oscillations in most brain regions involved during every task engagement. Further,
the region-wise neuro-vascular insights brought slower quasi-stable oscillations associations with large-
scale frontoparietal and frontotemporal functional networks. These observations are supported by the
proposal of Polich et al (Polich 2007) and Harper et al, (Harper et al. 2017) explaining the role of delta
and theta band activity underlying the frontoparietal and frontotemporal functional networks.

The accumulating literature suggests the association of local neuronal processing with the global cortical
communication between neural assemblies by coupling multiple oscillatory frequencies (Canolty and
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Knight 2010) and referred to as cross-frequency coupling. The most well-studied example of cross-
frequency coupling is the theta-gamma coupling, which explains the engagement of gamma frequency in
certain phases of theta cycles. Further, (Schroeder and Lakatos 2009) suggested that low-frequency
oscillations may provide an essential role in engaging gamma rhythms during attention. (Lisman and
Jensen 2013) discussed the relationship of alpha and theta frequency oscillations in the cortex and
revealed the possibility of the theta-gamma code's contribution to memory and sensory processes. Thus,
the functional interaction of more extensive networks oscillating at lower frequencies and local neuronal
ensembles oscillating at higher frequencies has been revealed for cortical communication and integration
(Fell and Axmacher 2011; Lisman and Jensen 2013; Knyazev et al. 2019). Hence, the studies mentioned
above better understand the modulation of faster oscillations from the slow EEG oscillations during
cognitive engagements.

The present study's quasi-stable cortical oscillation's neuro-vascular insights and their association with
local and global neural information are consistent with these studies and explain the role of multi-
frequency interactions in explaining the complex cognitive engagements' neuronal mechanisms.

4.2 Performance of attention-based deep learning system
in classifying time series quasi-stable cortical frequency
EEG information
All six proposed deep learning architectures demonstrated in Fig. 3 revealed comparable accuracy,
precision, and recall rate for classifying target detection task engagements. However, two primary aspects
distinguished the performance of each proposed deep learning architecture. They are the temporal
sampling window and incorporation of the attention mechanism.

4.2.1 Temporal sampling window of quasi-stable frequency
information optimizes the performance of deep learning
architectures
Temporal sampling window size plays a signi�cant role in achieving the best classi�cation accuracy of
deep learning architectures. This crucial aspect of time-locked microstates events facilitated a better
temporal data handling of multi-frequency interaction in the cognitive task's neural engagements. The
present study employed three different windows of temporal sampling (six nodes: 500ms, ten nodes: 300
ms, and �fteen nodes: 200 ms) to explore optimized, quasi-stable microstate's ability to classify task
engagement. The highest classi�cation accuracy, up to a 96% accuracy for ten node attention-based
architecture, con�rms the temporal dynamics of quasi-stable frequency oscillations optimally with
300ms. Several target identi�cation-related EEG studies support this observation (Bledowski et al. 2004;
Bansal et al. 2014; Sclocco et al. 2014; Pandey et al. 2016; Arvaneh et al. 2019) revealed that the peak of
task event-related potentials following the stimulus onset in between 100 ms to 300 ms at multiple.
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Speci�cally, a recent EEG study (Harper et al. 2017) showed event-related synchronization of theta and
delta bands occurring around 300 ms after the onset of target stimuli.

4.2.2 Effect of attention mechanism with traditional LSTM
architectures
The overall better performance of all the deep learning architectures justi�ed the optimization of quasi-
stable frequency-microstate information. However, the attention mechanisms further improved this in the
deep learning system. The combined effect of attention phenomena and the LSTM architecture allowed
the deep learning architecture to dynamically emphasize the task-relevant neural information in the time
series sequence of EEG data and give less attention to other irrelevant information. The improvement in
the performance of the attention-based LSTM system can be seen precisely in Fig. 8. The plots suggest
that the attention mechanism is optimum for extracting the most relevant task neural features and
improves the LSTM's performance compared to independent LSTM.

5. Signi�cance Of The Study
There is extensive literature (Supplementary Table (ST.2)) on employing a deep learning approach to
decode task engagement using EEG elicitations. However, most of those works are restricted to the
sensory-motor tasks (hand, leg movements, imagery tasks) whose engagement can be localized in a few
cortical regions. However, minimal research is engaged to decode the cognitive task engagement's
functional connectivity of distant and distinct cortical engagement using the deep learning framework.
Further, despite many research studies that microstates are a promising neural signature, their
association with the neural mechanisms of task engagement is still not clearly understood (Stam 2005;
Tognoli and Kelso 2009; Kim et al. 2021). In addition, not many works in the literature explain the quasi-
stable nature of the different EEG frequency oscillations either. The present work employs attention-based
LSTM architecture to decode the temporal dynamics of cognitive task engagement through fMRI
functional connectivity optimized frequency microstates. Recently, (Sikka et al. 2020) investigated the
temporal dynamics of traditional microstates using recurrent neural networks. However, their work did not
address the quasi-stable frequency microstate's neural mechanism and modulation during task
engagement. Our present work further brings more insights into the attention mechanism's ability to
improvise the classi�cation of cognitive task engagement based on the optimized neural signatures. To
our current knowledge, the present study is one of the few works that employs simultaneous EEG-fMRI
information to optimize the neural signatures for improvising the performance of deep learning
architectures.

6. Conclusions
The present study proposes an attention-based deep learning framework that processes temporal
dynamics of the twelve distinct, fMRI functional connectivity optimized, quasi-stable frequency
microstates to classify different cognitive task engagement. It further utilizes neurovascular insights of
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these optimized frequency microstates through EEG-informed fMRI analysis to understand the local and
distant cortical interaction revealed by the optimized frequency microstate. This optimized neural
information was passed as input information at three distinct temporal samplings windows (200, 300,
and 500 ms/segment) to train and validate the attention-based LSTM architecture. The results suggest
that the classi�cation accuracies of the attention-based LSTM architectures were better than the
traditional LSTM architectures due to the ability of the attention mechanisms in deep learning systems in
localizing temporal feature information. Notably, the attention-based LSTM model with 300 ms temporal
sampling revealed a higher classi�cation accuracy than other architectures. Hence, the study
demonstrates an attention-based deep learning framework to perform a robust classi�cation of complex,
distant cortical engagement and communication caused by cognitive task engagements based on the
novel, quasi-stable frequency microstates.
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Figure 1

Schematic of visual target detection task design.
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Figure 2

Methodological framework of the study.
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Figure 3

Attention-based LSTM deep learning framework for classi�cation of visual target detection task. 

Figure 4

A topographical representation of frequency-microstates for the target, distractor, and �xation.
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Figure 5

Estimated metrics of frequency-microstates. The violin graph plots the mean occurrence of each
frequency-microstates estimated for each frequency band. The violin plot's green and red colour shades
reveal the correlation (positive and negative) of the number of occurrences of quasi-stable elicitation with
the task's fMRI functional connectivity measures. The red star on violin plots speci�es the signi�cance
(p<0.01).

Figure 6



Page 24/25

Signi�cantly associated, optimized, frequency-microstates with graph-theoretical measures of a) Target,
b) Distractor, and c) Fixation task engagement. Frequency microstates are labelled as anterior-posterior
(AP), left-right (LR), left diagonal (LD), and right diagonal (RD). 

Figure 7

Neuro-vascular coupling of each signi�cant, fMRI functional connectivity optimized frequency-
microstates of every task. The Regions shown are neural correlates observed for every task. The neuro-
vascular association of optimized frequency microstate with each region is drawn through the arrow next
to it (Synchronization: Up green arrow, De-synchronization: Down Red arrow). The region coloured black
has no neurovascular association with any one of the optimized frequency microstates.
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Figure 8

Comparison of performance of the deep learning frameworks between attention-based LSTM and
traditional LSTM. The plot reveals the classi�cation performance metrics (accuracy, precision, and recall)
for frameworks corresponding to three distinct architectures with 15, 10, and 6-LSTM cells (15N, 10N, 6N)
of 200ms/segment, 300ms/segment, and 500ms/segment, respectively. 
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Abstract—In today’s world, as population is at high peak 

and due to changing life style of people, individuals are 

suffering from various chronic disease. With shift towards 

modern methodology, involvement of human efforts has 

decreased, as know a day’s people need to finish particular 

amount of task within few hours and with less effort. No doubt 

technology has made less intervention of human but it has 

certain limitations too. Due to less physical involvement, 

humans are more prone to diseases. Internet of things (IoT) 

plays a very crucial role in health care sector. Using various 

sensors, it become possible to trace the medical health 

condition of the human, and a message can be forwarded to 

nearby hospitals which helps the patients with ease. In this 

paper, three different diseases like heart disease, diabetes and 

novel COVID-19 are discussed where different machine 

learning algorithms are reviewed with involvement of IoT 

sensors. 

Keywords— Smart Healthcare Systems, Internet of Things, 

Machine Learning, Privacy, Security. 

I. INTRODUCTION 

The continuous productivity and innovation in the field 
of healthcare industry will fulfil needs of the people. We 
have already witnessed the implication of real time data. In 
regards to Covid 19, the information related to patient’s 
health like symptoms or body temperature is exceedingly 
helpful [1]. By 2050, 22% of the overall population will 
reach to the age 60 [2]. Along with health-related emergency, 
the people affected by the chronic diseases are increasing day 
by day, which will directly create the pressure on the 
shoulder of the healthcare industry. In the future, health 
industry may need to tackle with large number of chronic 
problems, if we are not taking it seriously in the present time. 
Recently, Covid 19 has already accentuated the value of 
intelligent medical-care and accurate e-medical care 
involving diver’s kind of physiological and medical 
information to diagnose the virus. According to prediction in 
2019, the world smart health market has reaches to 143.6 
billion USD, and between 2020 to 2027, an average growth 
rate may further be expanded by 16.2% [3]. Smart healthcare 
system uses devices such as mobile internet, Internet of 
Things (IoT), wearable appliances, to collect health 
information, preparing the health records of the patients. 
Hospital, physicians, research bodies, staff belongs to the 
diverse actor’s category of intelligent medical treatments. It 
includes a dynamic framework with multiple features like 
assessment and evaluation, diseases identification and 
prevention, as well as management of medical research, 
healthcare and patient decision making. The features of 
intelligent healthcare include the automated networks such as 
cloud networking, artificial intelligence, 5G, Big Data, 

mobile internet, biotechnology, and IoT.  Sensors are also 
become part of our lives as they are embedded into different 
devices using automation, computer technology, and 
automated signal processing. The data produced by the 
sensors help doctors to quickly recognize the critical 
situations of the patient. Medical signals like 
electromyograms (EMGs), Blood pressure (BP), 
Electroglottographs (EGGs), body temperature, heart rate 
(HR), and electroencephalograms (ECGs) receives in the 
form of 1D & 2D signals [4]. To monitor the patient, these 
medical signals will be used by the healthcare monitoring 
system. IoT is the major source through which both 
consumer and doctor get connected.  The body check-ups 
like EEGs, BP readings, Glucose receptors, ultrasounds, and 
ECGs, help to monitor patients’ wellness. Many hospitals are 
using smart beds which automatically identify the movement 
of the patient and act accordingly by adjusting the location 
and angle of the bed. Internet of medical things (IoMT) play 
vital role in establishing smart healthcare industry. 
Sometimes to diagnose a disease, it is not possible to depend 
upon only one type of medical signals. At different levels 
like classification level, feature level, and data level, these 
signals can be fused. Due to this, many challenges may be 
experienced by the system like classification fusion, data 
buffering, synchronization while receiving signals from 
divers’ sensors, and feature normalization. The technology 
like Artificial Intelligence (AI), wireless local area network 
(WLAN), deep learning (DL), and Machine learning (ML) 
bring revolution in the field of intelligent healthcare to 
guarantee satisfaction to both stakeholders and patients. For 
many medical situations, IoMT (Internet of Medical Things) 
systems deliver the excellent assistance like for health 
conditions, implantable device like pacemakers is used to 
control the heartbeat. For improving medical-care 
experience, the assisting wearables devices like 
smartwatches are used to monitor the heart rate [5]. Security 
is the only need for the success of IoMT system [6].  The 11 
set of security required by this system to deliver the integrity, 
non-repudiation, confidentiality, authentication, and data 
availability. As these security demands are fulfilled by the 
traditional system as well, even though this system failed to 
provide security. Because of other system, specification 
requirement and power consumption lead to the system 
failure [7]. Based on cryptography, several techniques have 
been introduced by the researchers which are designed for 
IoT and IoMT systems. The techniques include keyless 
noncryptographic techniques, asymmetric cryptography, and 
symmetric cryptography.  

The remainder of the paper is arranged as follows: 
Section 2 discussed about Literature review; Section 3 
introduced Applicability of ML-IoT (Machine Learning & 
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Internet of Things) in Smart Healthcare System; Section 4 
explained about different Challenges, Solutions and Future 
Directions in adopting ML-IoT in Smart Healthcare System 
followed by Conclusion in Section 5. 

II. LITERATURE REVIEW 

In both Wireless body area networks (WBANs) and 
IoMT, different security techniques have been assorted by 
Yaacoub et al [8] to categorize the countermeasures into 
intrusion detection system (IDS), availability, and 
authorization. The open challenges like handling 
emergencies, flexibility, and single point failure have been 
discussed by the Vyas et al. [9]. Bhushan et al. [10] 
discussed about the problems allied to security and design for 
securing patient’s record in the cloud. The technology like 
blockchain, AI, and ML are considered to improve the 
system performance as well as secure IoMT systems [11]. It 
also provides tolerance to some issues and attacks like single 
point of failure, and Denial of service (DoS) attack. As 
compared to traditional authentication techniques, ML 
techniques can minimize the error rate by 64% of physical 
layer authentication [12]. 

To calculate BP, Xiao et al [3] employed a multi sensor 
platform with one channel ECG and two channel pressure 
pulse wave (PPW) signals. Using these signals, 35 
informative and physiological features were extracted.  In 
mine area, disaster is one of the major risks to the labourer’s 
life. Therefore, to guarantee an accuracy, and minimize the 
threats to the labourer’s life, a real time monitoring system 
have been introduced by Gu et al. [13]. For this system, 
covering theories, IoT, situation awareness, and multi sensor 
data fusion discussed by the author. For identifying the 
situation level, a model based on Random Forest Support 
Vector Machine (SVM) have been employed in it. For heart 
disease prediction, an ensemble approach based on data 
fusion was introduced by Muzammal et al. [14]. The 
information collected using Body sensor networks (BSNs) 
were inserted into ensemble classifier for prediction 
purposes.  

To enhance the reliability & performance of predicting 
sleep apnea, Steenkiste et al. [15] proposed a model, which is 
used to gather and integrate multi-sensor data using 
backward shortcut connection approach. The multi-sensor 
data includes abdominal respiratory belt, heart rate, oxygen 
saturation, and thoracic respiratory belt. The DL based 
models like long short-term memory (LSTM) and 
Convolutional neural network (CNN) were used to analyse 
the performance of the model. To enable the smart health 
services (includes divers’ sensors, robot, and data processing 
technologies), Lin et al [16] introduced a hybrid BSN 
architecture based on multi sensor fusion. A multi-sensor 
fusion also uses AI based interpretable neural network 
(MFIN) to ensure that all the decision made by the robot is 
correct. To improve the detection of mental stress, Al-
Shargie et al. [17] integrate seven EEG electrodes with the 
seven channels of Functional near infrared spectroscopy 
(fNIRS). This fusion results the generation of 12 subjects 
because of the measurements of EEG and fNIRS signals. 
Under two diver’s situations i.e., stress and control, these 
subjects solved the arithmetic problems. To improve video 
resolution, Mergin et al. [18] suggested the fusion of ECG 
and EEG videos by making use of three transforms like 
Hybrid transform, Discrete wavelet transform (DWT), and 

Discrete cosine transform (DCT). To calculate the effect of 
fusion both, mean squared error (MSE) rate and peak signal-
to-noise ratio (PSNR) were used. To measure BP from ECG 
sensor data, a predictive model based on multi-level data 
fusion has been introduced by Simjanoska et al. [19]. In this 
model, the information was integrated in five different level. 
In level one and two, different methods have been used to 
take out the features from the input information. In level 3, 
the seven divers classifiers output was inserted into meta 
classifier. For each BP type, the knowledge from multi target 
regression methods was fused into the level 4. In level 5, a 
single predictor for mean arterial pressure (MAP), diastolic 
BP (DBP), and systolic BP (SBP) were acquired.  

For monitoring patient medical status, a smart healthcare 
system has been introduced by Islam et al. [20]. This system 
contains five sensors. First three sensors (i.e., CO sensor 
(MQ-9), CO sensor (MQ-9), and Room temperature sensor 
(DHT11)) are deployed to detect the condition of living 
environment; and the other two sensors are used for 
monitoring the condition of the patient, using body 
temperature sensor (MQ-135) and heart rate sensor. ESP32 is 
the processing device and the communication medium used 
for sharing the information of patient to a web server is Wi-
Fi.    

For monitoring the detect falls, body temperature, and 
HR of the patients, a wearable remote healthcare monitoring 
system (RHM) has been suggested by Elango et al. [21]. This 
proposed framework uses three sensing elements i.e., 
accelerometer (MPU 6050), body temperature sensor 
(LM35), and heartbeat sensor along with NodeMCU as 
processing device. A patient monitoring system using IoT 
tool has been proposed by Chigozirim et al. [22]. With the 
help of this prototype, doctors can easily monitor body 
temperature and HR through body temperature sensors and 
pulse. NodeMCU and ATmega328P microcontroller have 
been used as edge devices. In this framework, different 
sensors are used for collecting the information and 
transferred the same to the internet using Wi-Fi connection. 

III. APPLICABILITY OF ML-IOT (MACHINE LEARNING & 

INTERNET OF THINGS) IN SMART HEALTHCARE SYSTEM 

IoMT systems consist of multiple interconnected devices 
that are used for handling and transferring the information to 
improve health of the patients. Nowadays, healthcare 
industry has become the fastest growing field with numerous 
inventions. With the use of IoT technology, this sector has 
gained popularity in minimum period of time. According to 
the McKinsey study, by 2025, this sector will have a 
financial impact of $ 11.1 trillion [23]. IoT gadgets provide 
good capabilities for data sharing, intelligence, and data 
analytics. For IoMT systems, AI and ML has become an 
effective and powerful solution [24]. In recent time, we all 
witnesses the impact of COVID 19 and other disease. The 
following sub-sections discuss about the major solutions in 
healthcare industry using ML.  

A. Novel Coronavirus (COVID-19) 

In recent period, we all witnesses the impact of this 
public health crisis. This virus harms almost every sector in 
the whole world. Still many fields are struggling to 
recuperate from this ailment. According to the worldwide 
statistic, 98 million cases have found, and 2 million people 
lost their lives because of this virus [25]. Using modern 
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technologies, innumerable works have been carried out to 
minimize impact of the virus. This section discusses the role 
of ML algorithm to diagnose COVID-19 by using IoT 
environment. To diagnose COVID-19, an IoT based 
framework which uses the concept of SVM and CNN has 
been proposed by Le et al. [26]. With the help of IoT sensors, 
this system fetches the information from patients and by 
using 5G networks, transmits that data to the cloud storage. 
CIoTVID framework has been suggested by Gonzalez et al. 
[27]. This is a IoT based system that is used for the detection 
of Coronavirus. This system consists of diver’s level of 
sensorization, through which the data can be evaluated and 
help in decision making process. The different symptoms 
collected by data collection layer from patients includes 
respiration rate, oxygen saturation, and voice signals. 
Afterward, to diagnose COVID-19, a deep learning-based 
system has been proposed by Ahmed et al. [28] to diagnose 
coronavirus in IoT environment. From chest X-ray samples, 
the collaborated approach like Faster-RCNN and ResNet-101 
is used by this framework to diagnose COVID-19 cases. 
Otoom et al. [29] suggested ML based scheme to find out or 
monitor the infected patients by COVID-19 in an IoT 
environment. Using IoT devices, the patient’s real time 
symptom data is collected and transmitted to the cloud 
storage. Rashidy et al. [30] proposed an end-to-end 
environment-based DL architecture, which is used to monitor 
and diagnose the patients who are affected by the 
Coronavirus. Humanoid software has been developed by 
Karmore et al. [31]. This software helps to detect the 
coronavirus in an IoT environment and recognize whether 
the person is infected with the virus or not. For navigation 
process, a camera module and IR sensors are used by the 
robotic systems. For the diagnose purpose, chest X-ray scan 
and E-Health sensor kit were deployed. The hardware 
components like ECG sensors, NodeMCU, temperature 
sensors, and Raspberry Pi are used by the advanced 
humanoid robot. An IoT based system has been proposed by 
Cacovean et al. [32] for detecting COVID-19. This system 
uses ML approach in diagnosis process. The participant’s 
data is being collected with the use of wearable gadgets such 
as HR sensors, temperature, and GPS. After that, all the 
retrieved information of the participants is transmitted to the 
cloud server of oracle through Bluetooth for the processing 
purpose. Kumar et al. [33] proposed a framework uses IoT 
technology and sensors to observe the patients who are 
infected by COVID-19. IoT sensor are used for retrieving the 
real-time information of patient, and passes for pre-
processing purposes to the Bayesian network.  

B. Heart Disease 

For every aged person, heart disease has become a 
critical disease. According to the statistic, among all the 
death cases per year, 30% of the cases belongs to this 
category only [34].  To minimize the impact of heart disease 
in smart healthcare environment, the researchers are mainly 
put their attention on the advancement of the Decision 
support system (DSS). Machine learning plays vital role in 
the advancement of heart disease diagnosis in IoT 
environment. The patient’s monitoring framework has been 
proposed by Sarmah et al. [35] for heart patients. The sensor 
like body-worn were used to gather all the information about 
the patient and securely transfer that information to the cloud 
storage for further operations. The data examined with the 
help of improved Deep learning modified Neural Networks 
(DLMNN).  For the patients infected by heart disease, Ali et 

al. [36] suggested a smart healthcare monitoring system 
which uses the notion of feature fusion and ensemble 
learning. In this framework, the extracted feature from both 
patient history as well as sensor information should be 
combined using feature fusion approach. It selects the most 
germane feature which is responsible for heart disease and 
eliminate superfluous and gratuitous features by using 
information gain approach. Deperlioglu et al. [37] proposed a 
system which uses autoencoder network for diagnose heart 
disease in IoHT (Internet of Healthcare Things) environment. 
In this framework, a central system has been deployed which 
synchronize devices and cloud communication. Beacons are 
used for transferring the information in the cloud 
environment. A ML-based system has been proposed by 
Khan et al. [38] for diagnosis heart disease in IoMT 
environment. This ML-based framework developed by using 
an adaptive neuro-fuzzy inference system and modified salp 
swarm optimization. To predict heart disease, a IoT based 
framework has been introduced by Khan et al [39], which 
uses modified deep convolutional neural network 
(MDCNN). To diagnose this ailment, a smart healthcare 
system called HealthFog which uses ensemble learning in 
Fog computing and IoT environment has been proposed by 
Tuli et al. [40]. Using FogBus (Fog based cloud 
environment), the performance of advanced system can be 
easily evaluated on the basis of execution time, latency, 
accuracy, and energy consumption. The FogBus contains 
broker node, cloud data center, and worker node. Nguyen et 
al. [41] proposed a ML based ailment diagnoses scheme in 
IoT environment. The patient’s information has been 
collected using ECG gadgets and by using Wi-Fi media all 
that information transmitted to the cloud storage. From the 
raw information, most suitable classification feature gets 
extracted after the pre-processing of data using Wavelet-
based Kernel Principal Component Analysis method 
(wkPCA). Based on input data to diagnose heart disease, the 
extricated feature fed into Backpropagation Neural Network 
(BNN).   

C. Diabetes   

In the present time, many individuals are getting affected 
by diabetes. It is very severe disease which causes human’s 
life per year. According to the statistic, in 2019 about 463 
million peoples had diabetes. The number of cases are 
expected to increase to 578 million by the year 2030 [42]. 
So, to tackle with this situation some necessary step should 
be taken to diagnosis this ailment using modern technologies 
like ML and IoT. This section discussed about the utilization 
of these techniques in diabetes. To monitor and predict the 
patients affected by this ailment, Rghioui et al. [43] proposed 
a system which uses ML approaches in IoT environment. 
The glucometer is attached to NodeMCU to collect the 
information from the patients. Using IoT platform, a large 
amount of information gets transmitted to the cloud storage 
where data processed using ML techniques. After this 
process, decision report shared with the doctor for the 
treatment process. A diabetes prediction system has been 
introduced by Allugunti et al. [44], which uses the concept 
decision tree and IoT to detect the patients who are infected 
by this ailment in real time. A health monitoring framework 
have been suggested by Efat et al [45]. This system helps in 
monitoring the pulse rate, sleep time, sugar level, and food 
intake by the diabetic patients. Using wearable sensors, the 
patient health information is transmitted to neural network 
through Bluetooth. Using this advanced system, the data gets 
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categorized according to the seriousness of diabetes cases. 
This system also sent an alert call/message to the parents or 
guardian of patient in an emergency. By using ML and IoT 
technology, diabetes prediction and monitoring system has 
been introduced by Rghioui et al. [46].  The hardware 
components used in this system are GSM modem, Arduino, 
and blood glucose meter. Using these components, data for 
experiment purposes has been extracted and processes in 
microcontroller and through GSM modem, the processed 
information delivered to mediators. An intelligent system 
using ML architecture has been proposed by Rghioui et al. 
[47] for monitoring the patients infected with diabetes 
disease. This system used to monitor body temperature, 
glucose level, and physical activity in IoT network. Different 
sensors like motion sensor, temperature sensor, and 
glucometer are used for gathering the information from 
patients. Smartphones are used to transfer data collected 
using sensors to the database server through 5G networks. 
Furthermore, a healthcare monitoring system using ML 
modalities has been proposed by Godi et al. [48] to monitor 
and diagnose this disease through IoT network. The 
wearables devices are used to collect the information from 
patients from anywhere like homes, and hospitals. For cloud 
based IoT environment, Kaur et al. [49] developed CI-DPF 
systems which was designed to predict diabetes disease. 
Smart sensors were used to collect the information related to 
the blood glucose level of the patients and transmitted that 
information to cloud storage. After that the stored data 
processed using IoT devices. 

 

Fig. 1. Health Monitoring data collected using Wearable Devices 

IV. CHALLENGES, SOLUTIONS AND FUTURE DIRECTIONS IN 

ADOPTING ML-IOT IN SMART HEALTHCARE SYSTEM 

In the above section, different assistive systems have 
been discussed which were used to monitor and predict 
disease using demanding technologies like IoT, AI and ML. 
These modern techniques are useful in delivering a smart 
healthcare system. This system must face various challenges 
in implementation process like integrating data received 
using different sensors or wearable devices. The different 
data types have been generated from divers’ sensors. 
Therefore, it is necessary to convert signals into a 
meaningful information that is received from heterogeneous 
sensors attached to the patients for monitoring their health. 
Different data fusion techniques have been used to integrate 
the information received from multi-sensory gadgets. It 
provides the streamed signals for ameliorating dependability 
and reducing the bandwidth needed for communication 
purposes with the cloud layer [50-51]. The major challenges 
in designing AI and IoT based smart healthcare system 
includes device management, privacy and security, efficient 
utilization of AI technology, device communication, and 
sensor’s interoperability.  

In IoMT devices, multiple devices are used to diagnose 
and identify an illness. The information has been gathered 
from heterogeneous sensors which consists of different 

issues like connectivity problems, drained batteries, and 
hardware glitches [52]. Sometimes, an unexplained error has 
been occurred while using demanding medical sensors like 
smartwatches and smartphones. The regular complexities 
also create challenges related to variations in platforms, 
battery power, and difference between physical attributes. 
Many above problems can be overcome using IoMT devices 
and multimodal signal.  

 

Fig. 2. Issues in Building Smart Healthcare Systems 

Following are the open issues and challenges in building 
smart healthcare. 

A. IoT connectivity 

A smart healthcare system is a collection of billions of 
gadgets whose aim is to provide connection to each and 
every device available in the architecture. In this system, IoT 
devices can used any network for the communication. IoT 
devices includes cellular network, Wi-Fi, and Bluetooth. In 
smart healthcare system, ensuring connectivity between IoT 
devices expresses multiple challenges like:  

• Providing connectivity to each and every device used 
in wide range of the network. 

• Guaranteeing connection to the high mobility gadgets 
(such as carrying patients, and high-speed ambulance) 
in the network. 

B. Interoperability 

The ability to interconnect various devices and networks 
to exchange information with each other is called 
Interoperability. Smart healthcare is built with the 
combination of IoT devices. From different domains like 
remote healthcare monitoring, remote surgery, and ECG 
monitoring. The role of interoperability is to establish 
connection between these IoT devices by employing divers’ 
communication technologies. Because of lack of universal 
standards, it becomes challenges to connect various devices 
belong from divers’ domains [53]. To provide solution to this 
challenge, it is necessary to identify it at each level whether 
belong from network, application, communications, or 
devices. an AI based integrated techniques is required to 
setup communication between these multiple IoT devices. 
For example, ETSI (European Telecommunication Standards 
Institute), 3GPP (Third Generation Partnership Project), and 
OMA (Open Mobile Alliance) are standardization bodies 
which collaborates with standards like oneM2M (Machine to 
Machine) and FIRARE to work on interoperability issues.  

C. Low Energy Consumption with Low Cost 

Smart healthcare system is the combination of sensors 
which are small in size and, are used for data communication 
and storage purposes. All the sensors needed continuous 
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power to perform their operation, which brings a severe issue 
related to battery life and cost. The sensors employed in 
healthcare system must consume low energy and low cost to 
overcome this problem. One of the solutions to this issue is 
intelligent algorithms which helps the sensors to operate and 
share all patient related information with each other by 
consuming low power.    

D. Big Data Analytics 

The multiple sensors and devices are used in healthcare 
system which generates enormous amount of information for 
analysis purpose. The information is allied to the patient 
private data which are collected using smart devices. 
Therefore, to analyse all these information, intelligent 
techniques and algorithm must be needed. For example, DL 
algorithms can be adopted to effectively analysed data 
collected using different gadgets and sensors. 

E. Security and Privacy 

Security and privacy are the key factor needed in smart 
healthcare system. In this system, multiple devices are 
connected with each other using internet facilities, which 
makes security a major concern in the system. It is difficult 
to develop complicated security algorithms and protocols 
because IoT devices has low battery life and limited 
processing. Due to this reason, in future nearly 70% of smart 
devices are at high risk of attack. Therefore, 5G network 
must be needed in the future to develop smart healthcare 
system. This can be achieved by following steps discussed 
below: 

• It is necessary to provide privacy aware 
communication for user information. 

• Between cloud-based centres and IoT based smart 
healthcare devices, a secure communication system 
must be needed for information authenticity and 
integrity.  

• By providing strong privacy, user trust and approval 
can be guarantee.  

• The details related to the new and present attacks 
must be carried more effectively in the system. 

V. CONCLUSION 

In this paper, different types of chronic diseases have been 
discussed. Involvement of different types of sensors used in 
health care unit, helps in assisting the health status of 
patient. Effective utilization of resources results in better 
time management between hospital assistant and patient. 
Second half of paper gives an insight of literature review 
discussed by different researchers. Combined technique of 
IoT and machine learning helps in monitoring patients’ 
condition. As the confidential information is to be kept 
secret, security mechanisms must be implemented in the 
system. Later section of the paper, discusses the challenges, 
solutions and future research direction. Further, open scope 
still exists by implementing security mechanisms in the 
system as key elements of security must be preserved while 
implementing a system. 
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Abstract. This paper presents a method for
capacitance scaling of Fractional Capacitor (FC) which
is implemented using Current Feedback Operational
Amplifiers (CFOA) based Capacitance Multipliers
(C Multipliers). The circuit facilitates the change
in FC value without changing component values in
R-C network used for FC modelling or fabricating
a new FC. The performance of the proposed circuit
is examined for non ideal effects of CFOA. Effective
impedance of scaled FC is examined through MATLAB
simulations. The functionality of the realized scalers is
verified using SPICE simulations where the FC is
modelled using domino RC ladder network. Simulation
results for impedance magnitude and phase responses
are presented for various scaling factors and are
compared with theoretical counterparts. The circuit
application of proposed FC scaler is demonstrated
through implementation of fractional order lossy and
lossless integrators; and may be extended to fractional
order filters, oscillators, controllers etc.

Keywords

Capacitance Scaling, Current Feedback Opera-
tional Amplifier (CFOA), Capacitance Multi-
pliers, Fractional Capacitor.

1. Introduction

Monolithic integration of circuits and systems has wit-
nessed a tremendous boost due to continuous downsiz-
ing of device dimensions. Low frequency applications
such as sensing and subsequent processing of biomedi-
cal signals and integration of loop filter used in Phase
Locked Loop (PLL) could not be benefited from this
as these require large value capacitors. Researchers,

therefore, look for alternate schemes for placing a small
capacitor on-chip and use a multiplier circuit. Gyrator,
Generalized Impedance Converter (GIC), and Negative
Impedance Converter (NIC) are also used for tuning
of Capacitance multiplier (C multiplier) circuit. Such
C multiplier circuits have been deployed for appropri-
ate tuning of filters [1], [2], [3],[4], [5], [6], [7], [8], [9],
[10], [11], [12] and [13] oscillators [14], PLLs [15] and
series resonators [16]. Commercially available active
elements such as Operational Transconductance Am-
plifier (OTA) [17], [18] and [19] and Op-amp [1] and
[15] and AD 844 (CFOA) [20], and [21], [22] and [23]
based C multipliers are reported in the literature.

Besides this, researchers are also focusing on frac-
tional domain signal processing and generation appli-
cations especially in biomedical instrumentation and
control systems. Analogous to capacitor in integer or-
der circuits, the fractional order circuits use FC. The
impedance of FC with Capacitance value (Cα) and
non-integer order (α, 0 < α < 1) is given by (sαCα)

−1.

In the available literature, the FCs is modelled us-
ing various structures [24] such as passive Resistor-
Capacitor (RC) elements arranged in the form of
semi-infinite tree, domino ladder, nested ladder,
and symmetric network. Researchers have also ex-
plored FC emulators based on Metal Oxide Semi-
conductor/Complementary Metal Oxide Semiconduc-
tor (MOS/CMOS) [25] and OTA [26]. Few physi-
cal realizations of FC are also reported in [27], how-
ever, being in primitive stage these are not commer-
cially available. The desired value of FC for given
order α may be obtained by computing component
(R and C) values [24] or bias currents and capacitor
values [25] and [26] or by physical implementation of
specific FC [27].
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Tab. 1: Comparison on scaling methods of FC.

Ref. Active
element

No. of
active

elements

No. of
passive
element

FC Solution
Additional

circuit
required

Experimental
verification

[28] Op-Amp 2 4 Electrolytic
chemical process GIC No Yes

[29] Op-Amp 2 4 Domino
ladder network GIC No Yes

[30] OTA 4 1 RC ladder
network IIMC Impedance

inverter Yes

[31] ECCII 3–4 3 RC ladder
network

Synthetic
inductor

Impedance
inverter No

[32]
CCII/

ECCII/
VGA

1/ 2/ 1 6 RC ladder
network FDNR Impedance

inverter No

[33] VCA 1 3 RC network FDNR Impedance
inverter No

[34] OTA 4 0 RC network Gyrator Impedance
inverter No

[35] OTA 17 5 Active simlation
of RC network SFG No No

Proposed CFOA 1–2 2 RC ladder
network FC scaler No Yes

ECCII: Electronically Controllable CCII
VGA: Variable Gain Amplifier
VCA: Voltage Controlled Gain Amplifier
SFG: Signal Flow Graph
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Fig. 1: (a) CFOA symbol and (b) its non-ideal model.

Any change in the FC value is a tedious task as
it requires either recomputation of the component or
bias current values or calls for a new physical realiza-
tion. The capacitance scaling may be achieved using
GIC [28] and [29] and Inverted Impedance Multiplier
Circuit (IIMC) [30] topologies. These, however, use
large number of passive elements and/or active blocks.
Therefore, FC scaling through Capacitance multiplier
(C multiplier) is examined in this work as an alternate
solution and compared with other scaling methods hav-
ing different forms of FC component Tab. 1.

This paper is organized as follows: Sec. 2. presents
proposed CFOA based capacitance multiplier circuit
having different form of scaling factors. It also in-
cludes investigation of impact of FC order and scaling
factor of multiplier circuits on impedance values. The
resulted impedances are also compared with unscaled
normal capacitor. Section 3. illustrates non-ideal ef-

fect on Fractional Order (FO) capacitance scalers. The
performances of realized scalers with applications are
demonstrated by simulation and experimental results
in Sec. 4. and Sec. 5. , respectively. Section 1. is
the conclusion part.

2. CFOA Based C Multiplier
Circuit

In this section, capacitance scaling of FC using CFOA
based C multiplier circuits is presented. The symbol
and equivalent non-ideal model of CFOA are shown in
Fig. 1. Its terminal characteristics can be described by
Eq. (1):

IY = 0, VX = VY , IZ = IX , V0 = VZ , (1)
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Fig. 2: CFOA based FC scaling circuits.

where VX , VY , VZ , VO and IX , IY , IZ , IO correspond
to voltages and currents at X, Y , Z, O-terminals,
respectively. In practice, the terminal characteristics
may deviate from Eq. (1) due to non-idealities which
appear in form of tracking errors and parasitic ele-
ments. The modified terminal characteristics are given
as:

IY =

(
sCY +

1

RY

)
VY = YY VY ,

IZ = αcIX +

(
sCZ +

1

RZ

)
VZ = IX + YZVZ ,

VX = βvVY + IXRX , V0 = γvVZ ,

(2)

where αc, βv, γv correspond to current and volt-
age transfer gains due to tracking errors. Parasitic
elements appear in form of resistance RX , parallel
resistance capacitance combination RY // CY and
RZ // CZ at terminals X, Y , and Z, respectively.

Figure 2 shows proposed CFOA based FC scaling
circuits. The topologies in Fig. 2(a), Fig. 2(b), and
Fig. 2(c) are realized by generalizing C multipliers re-
ported in [23] while topology in Fig. 2(d) is obtained
using topology reported in [36]. Routine analysis of the
circuits in Fig. 2(a), Fig. 2(b), Fig. 2(c), and Fig. 2(d)

yields in the following impedance functions:

Zin1 (s) =
1

sα
(
1− R2

R1

)
Cα

,
(3)

Zin2 (s) =

(
1 +

R2

R1

)
sαCα

,
(4)

Zin3 (s) =
1

sα
(
1 +

R2

R1

)
Cα

,
(5)

Zin4 (s) =

(
1− R2

R1

)
sαCα

,
(6)

where order α of FC provides −απ · 2−1 phase shift,
therefore α = 0.5 has −45◦ phase shift.

Equations (3), Eq. (4), Eq. (5) and Eq. (6) show
that FC is scaled by factors Ki (i = 1, . . . , 4) where
K1 = (1 − R2 · R−1

1 ), K2 = 1/(1 + R2 · R−1
1 ),

K3 = (1 +R2 ·R−1
1 ), and K4 = 1/(1−R2 ·R−1

1 ).

It may be observed that the impedance functions of
realized scalers are majorly influenced by two factors
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Zin1(s) |n=
1

YY + sαCα

[
1− αcβv

(R1 +RX) (G2 + YZ)

] ,
(7)

Zin2(s) |n=
1

YY + sαCα

[
1− αcβvγv

(R1 +RX) (G2 + YZ) + αcγv

] ,
(8)

Zin3(s) |n=
1

YY 1 + sαCα

[
1 +

αc1αc2βv1

(R1 +RX1) (1 +RX2YZ1) (G2 + YZ2)

] ,
(9)

Zin4(s) |n=
1

YY 1 + sαCα

[
1 +

αc1αc2βv1γv2
(R1 +RX1) (1 +RX2YZ1) (G2 + YZ2 − αc1αc2γv2)

] .
(10)

(i) α, and (ii) R2 ·R−1
1 . To achieve higher scaling fac-

tor, larger resistor ratio (R2 ·R−1
1 ) is needed for topolo-

gies in Fig. 2(a) and Fig. 2(c) whereas similar results
may be obtained by selecting R2 · R−1

1 closer to unity
for topology in Fig. 2(d). Further, all the topologies
show an increasing trend in impedance for decreasing
α (α < 1) for fixed resistor ratio.

MATLAB simulations for change in impedance mag-
nitude with respect to (w.r.t.) α and (R2 · R−1

1 ) for
circuits in Fig. 2(a), Fig. 2(b), Fig. 2(c) and Fig. 2(d)
are demonstrated in Fig. 3(a), Fig. 3(b), Fig. 3(c) and
Fig. 3(d). It is useful to examine the effect of com-
bined variation of α and (R2 · R−1

1 ). The change in
impedance magnitude value is calculated from its orig-
inal impedance value and plotted against α and resistor
ratio as shown in Fig. 3.

To examine the cumulative effect of variation of
α and R2 · R−1

1 on change in impedance magnitude,
MATLAB simulations are carried out for circuits of
Fig. 2(a), Fig. 2(b), Fig. 2(c) and Fig. 2(d) and cor-
responding results are plotted in Fig. 3(a), Fig. 3(b),
Fig. 3(c) and Fig. 3(d). Here % change of |Z| is cal-
culated from original value w.r.t. α and resistor ratio.
The simulation results corroborate with the theoreti-
cal results. It may be noted that smaller α values have
larger impact on impedance magnitude for a resistor
ratio R2 · R−1

1 , i.e. close to unity for Fig. 2(a)/ much
larger than unity for Fig. 2(b)/ negligible for Fig. 2(a),
Fig. 2(b), Fig. 2(c) and Fig. 2(d).

3. Non-Ideal Analysis of FC
Scalers

To analyse the behaviour of proposed circuits in pres-
ence of CFOA non-idealities (Fig. 1(b)), the input

impedance functions of topologies of Fig. 2 are recom-
puted as Eq. (7), Eq. (8), Eq. (9) and Eq. (10), where
subscript n corresponds to nonideal; and subscripts
1 and 2 with current transfer gain

(
αc1,2

)
, voltage

transfer gains (βv, γv); and parasitics, YY , RX , YZ

correspond to CFOA1 and CFOA2.

It may be noted from the graphs in Fig. 2(a),
Fig. 2(b), Fig. 2(c) and Fig. 2(d) that Y-terminal
of CFOA/CFOAs is either connected to input or to
ground, therefore the performance remains unaltered
due to parasitic associated with this terminal. The
parasitic at X terminal of CFOA may be accommo-
dated by adjusting the value of external resistor con-
nected to it. The overall impact of CFOA parasitic el-
ements on FC scaler behaviour may be ignored by con-
sidering the frequency of operation much below than
parasitic pole associated with Z terminal. Therefore,
(Ki, i = 1, 2, 3, 4) for topologies of Fig. 2(a), Fig. 2(b),
Fig. 2(c) and Fig. 2(d) are recomputed as:

K1 |n= 1− αcβv
R2

R1
, (11)

K2 |n=
1 +

(
αcγv − αcβvγv

R2

R1

)
1 + αcγv

R2

R1

, (12)

K3 |n= 1 + αc1αc2βv1
R2

R1
, (13)

K4 |n=
1−

(
αc1αc2γv2 − αc1αc2βv1γv2

R2

R1

)
1− αc1αc2γv2

R2

R1

. (14)

The parasitic effects of CFOA based FC multipliers
(Fig. 2) are demonstrated using SPICE simulation re-
sults as shown in Fig. 5. The typical values of parasitic
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Fig. 3: Percent change in impedance magnitude with respect to α and R2 ·R−1
1 .

impedances of CFOA are Rx = 50 Ω, RY = 2 MΩ,
CY = 2 pF, RZ = 3 MΩ, CZ = 4.5 pF. It is clear
that the parasitic element on X-terminal affects mag-
nitude responses more with maximum errors of 3 dB,
−1.18 dB and −4.14 dB for the circuits of Fig. 2(a),
Fig. 2(b), Fig. 2(c) and Fig. 2(d), respectively in the
operational frequency range of α order FC while it pro-
duces −0.6 dB magnitude error with Y and Z-terminal
parasitic elements of Fig. 2(b). The phase responses of
FC multipliers as shown in Fig. 2(a) and Fig. 2(b) are
more influenced by the parasitic of Z-terminal at lower
frequency and Y-and X-terminals at higher frequency.
Whereas the (Y-, X-) and (Y-, Z-) terminals parasitic
elements have a few more effect on the phase responses
of Fig. 2(a), Fig. 2(b), Fig. 2(c) and Fig. 2(d), respec-
tively.

4. Application and Simulation
Results

The functionality of the realized scalers is verified us-
ing SPICE simulations using CFOA model [37]. The
FC is implemented using infinite order domino RC lad-
der network truncated Fig. 4 to 12 blocks [38]. The
component values of FC model having α = 0.5 and
Cα=3.75 µF·s−0.5 are R0 = 330 kΩ, R1 = 82 kΩ,
R2 = 33kΩ, R3 = 12 kΩ, R4 = 4.7 kΩ, R5 = 2 kΩ,
R6 = 736 Ω, R7 = 270 Ω, R8 = 120 Ω, R9 = 47 Ω,
R10 = 8.2 Ω, R11 = 18.2 Ω, C0 = 4.7 µF, C1 = 3.1 µF,

C2 = 1 µF, C3 = 470 nF, C4 = 168 nF, C5 = 68 nF,
C6 = 27 nF, C7 = 10 nF, C8 = 4.7 nF, C9 = 1 nF,
C10 = 2.2 nF.

R
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R
1

C
1

R
2

C
2

R
10

C
10

R
11

C
α

Fig. 4: Truncated RC domino ladder network realizing FC. [36]

Simulations are performed for different scaling fac-
tors for topologies in Fig. 2 for examining impedance
magnitude and phase response and corresponding re-
sults are depicted in Fig. 6. The excitation voltage is
set at 100 mV for the simulation results. The excitation
voltage is set 100 mV for the simulation results. Ta-
ble 2 enlists simulation setting for capacitance scaling
factors and component settings used therein and per-
formance of circuits. In the view of non-ideal effects
of CFOA on the realized circuits, it may be observed
that Fig. 2(b) and Fig. 2(c), have more linearity than
Fig. 2(a) and Fig. 2(d). In Fig. 2(a) and Fig. 2(d),
it increases the range of operation for lesser value of
R2 ·R−1

1 .

To illustrate the use of proposed scaler, CFOA based
lossy/lossless integrator circuit is constructed as shown
in Fig. 9. The notation Cαeff indicates the effective
capacitance value of FC (that is Cαeff = Ki · Cα).
The transfer functions of lossy and lossless fractional
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Fig. 5: The magnitude and phase errors for (a) Fig. 2(a), (b) Fig. 2(b), (c) Fig. 2(c) and (d) Fig. 2(d).

© 2022 ADVANCES IN ELECTRICAL AND ELECTRONIC ENGINEERING 48



THEORETICAL AND APPLIED ELECTRICAL ENGINEERING VOLUME: 20 | NUMBER: 1 | 2022 | MARCH

10-2 10-1 100 101 102 103 104 105 106

Frequency (Hz)

40

60

80

100

120

140

160

Im
p

e
d

a
n

ce
 M

a
g

n
itu

d
e

 (
d

B
)

Theory K
1
=0.5 K

1
=0.1 K

1
=0.02

(a)

10-1 100 101 102 103 104 105 106

Frequency (Hz)

-120

-100

-80

-60

-40

-20

0

Im
p

e
d

a
n

ce
 P

h
a

se
 (

d
e

g
re

e
)

Theory K
1
=0.5 K

1
=0.1 K

1
=0.02

(e)

10-2 10-1 100 101 102 103 104 105 106

Frequency (Hz)

40

60

80

100

120

140

160

Im
p

e
d

a
n

ce
 M

a
g

n
itu

d
e

 (
d

B
)

Theory K
2
=0.5 K

2
=0.1 K

2
=0.02

(b)

10
-1

10
0

10
1

10
2

10
3

10
4

10
5

10
6

Frequency (Hz)

-120

-100

-80

-60

-40

-20

0

Im
p

e
d

a
n

c
e

 P
h

a
s
e

 (
d

e
g

re
e

)

Theory K
2
=0.5 K

2
=0.1 K

2
=0.02

(f)

10
-2

10
-1

10
0

10
1

10
2

10
3

10
4

10
5

10
6

Frequency (Hz)

0

20

40

60

80

100

120

Im
p
e
d
a
n
c
e
 M

a
g
n
it
u
d
e
 (

d
B

)

Theory K
3
=50 K

3
=10 K

3
=2

(c)

10-1 100 101 102 103 104 105 106

Frequency (Hz)

-80

-60

-40

-20

0

20

Im
p

e
d

a
n

ce
 P

h
a

se
 (

d
e

g
re

e
)

Theory K
3
=50 K

3
=10 K

3
=2

(g)

10
-2

10
-1

10
0

10
1

10
2

10
3

10
4

10
5

10
6

Frequency (Hz)

0

20

40

60

80

100

120

Im
p
e
d
a
n
c
e
 M

a
g
n
it
u
d
e
 (

d
B

)

Theory K
4
=50 K

4
=10 K

4
=2

(d)

10-1 100 101 102 103 104 105

Frequency (Hz)

-80

-60

-40

-20

0

20

Im
pe

da
nc

e 
P

ha
se

 (
de

gr
ee

)

Theory K
4
=50 K

4
=10 K

4
=2

(h)

Fig. 6: Simulated impedance magnitude (a) – (d) and phase (e) – (h) responses for circuits of Fig. 2(a), Fig. 2(b), Fig. 2(c) and
Fig. 2(d).
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Fig. 7: Magnitude (a, b) and phase (c, d) responses of fractional lossy and lossless integrators for multiplication factor < 1.
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Fig. 8: Magnitude (a, b) and phase (c, d) responses of fractional lossy and lossless integrators for multiplication factor > 1.

© 2022 ADVANCES IN ELECTRICAL AND ELECTRONIC ENGINEERING 50



THEORETICAL AND APPLIED ELECTRICAL ENGINEERING VOLUME: 20 | NUMBER: 1 | 2022 | MARCH

Tab. 2: The components values and performance of FO capacitance scalers.

Components setting and
performance evaluation Fig. 2(a) Fig. 2(b) Fig. 2(c) Fig. 2(d)

Multiplication
factor 0.02 0.1 0.5 0.02 0.1 0.5 2 10 50 2 10 50

R1 (kΩ) 1 1 1 1 1 1 1 1 1 1 1 1
R2 (kΩ) 0.98 0.9 0.5 49 9 1 1 9 49 0.5 0.9 0.98

(Cα)effF (υ/sα) 75 n 0.375 µ 1.875 µ 75 n 0.375 µ 1.875 µ 7.5 µ 37.5 µ 187.5 µ 7.5 µ 37.5 µ 187.5 µ

Frequency range of
magnitude response (Hz)
(within 1.5 dB deviation)

0.05–
50.1 k

0.04–
330 k

0.042–
588 k

0.046–
392 k

0.042–
1 Meg

0.042–
935 k

0.04–
625 k

0.04–
676 k

0.04–
741 k

0.042–
970 k

0.052–
218 k

1.4–
14.8 k

Frequency range of
phase response (Hz)

(within 2.5◦ deviation)

13.3–
6 k

0.44–
53 k

0.43–
426 k

0.57–
44 k

0.45–
107 k

0.42–
525 k

0.4–
202 k

0.4–
154 k

0.4–
120 k

0.44–
28 k

4.6–
14.5 k

19.5–
3 k
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Fig. 9: CFOA based fractional (a) lossy and (b) lossless integrators.
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Fig. 10: Transient responses of fractional lossy integrator.

integrators can be expressed as follows:

Tα
lossy =

Vo (s)

Vin (s)
= −R2

R1
· 1

1 + sαR2Cαeff
, (15)

Tα
lossless =

Vo (s)

Vin (s)
= − 1

sαR1Cαeff
. (16)

The simulated magnitude and phase responses of
fractional order lossy/lossless integrators using 0.5 or-
der FC scaler of Fig. 2(b) and Fig. 2(c) with scaling
factors of (0.02, 0.1, 0.5) and (2, 10, 50) are depicted
in Fig. 7 and Fig. 8, respectively. It may be observed
that the simulated magnitude responses for lossy and
lossless integrators follow theoretical values with de-
viations of (0.45 dB, 0.7 dB, 1.5 dB) and (0.6 dB,

0.8 dB, 1.5 dB) up to frequencies (478 kHz, 1.58 MHz,
2.7 MHz) / (380 kHz, 457 kHz, 1.7 MHz) and (1.5 kHz–
346 kHz, 165 Hz–660 kHz, 2.8 Hz–891 kHz) / (410 kHz,
483 kHz, 1.7 MHz) for scaling factors (0.02, 0.1, 0.5)
/ (2, 10, 50), respectively. Further, phase deviations
are well within 2.5◦ for frequencies up to (190 kHz,
200 kHz, 295 kHz) / (370 kHz, 280 kHz, 215 kHz) for
lossy integrator and that for lossless integrator in the
frequency range of (7.2 kHz–64 kHz, 1 kHz–94 kHz,
186 Hz–234 kHz) / (5.6 Hz–343 kHz, 3.3 Hz–278 kHz,
0.43 Hz–214 kHz). The transient response of fractional
lossy integrator circuit is shown in Fig. 10 where input
100 mV amplitude and 1 kHz frequency sinusoidal sig-
nal is applied. The output is plotted for K3 = 10,
which verifies phase difference of −5.5◦ closer to −34◦

theoretical value.
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Fig. 11: Experimental setup for FO lossy integrator circuit.
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Fig. 12: Impedance phase response of 0.5 order FC.

5. Experimental Verification

The realization of FC having α closed to 0.5 and
Cα = 3.75 µF/sα using infinite RC ladder network
is considered for experimental verification. The com-
ponents values of ladder network (Fig. 4) are R0 =
330 kΩ, R1 = 82 kΩ, R2 = 33 kΩ, R3 = 12 kΩ,
R4 = 4.7 kΩ, R5 = 2 kΩ, R6 = 736 Ω, R7 = 270 Ω,
R8 = 120 Ω, R9 = 47 Ω, R10 = 8.2 Ω, R11 = 18.2 Ω,
C0 = 4.7 µF, C1 = 3.1 µF, C2 = 1 µF, C3 = 470 nF,
C4 = 168 nF, C5 = 68 nF, C6 = 27 nF, C7 = 10 nF,
C8 = 4.7 nF, C9 = 1 nF, C10 = 2.2 nF. The impedance
phase response of FC is plotted as shown in Fig. 12.
The impedance phase value of FC (Fig. 4) is calculated
with phase differences between FC and R11 using two
voltage probes of oscilloscopes.

The experiment is performed using commercially
available AD844AN (CFOA). The hardware setup for
FO capacitance scalar, FC, and lossy integrator circuits

(Fig. 2(c), Fig. 5, and Fig. 6) is shown in Fig. 11. The
approach to test the characteristics of Fig. 2(c) em-
ploying Fig. 9 is implemented for multiplication factor
K3 = 3.2 (R1 = 1 kΩ and R2 = 2.2 kΩ), order α = 0.5
and capacitance Cα = 3.75 µF/sα of FC (the used
component values as given in Sec. 4. ).

The component values of lossy integrator
(R1 = 0.22 kΩ and R2 = 1 kΩ) provides dc gain
equals to 13.15 dB and its response is shown in
Fig. 13. The performance is observed for sinusoidal
input supply Vpeak−peak = 1 V at 100 Hz, 1 kHz,
and 10 kHz frequency points. Figure 13 also shows
the responses of sinusoidal input and their Lissajous
figures. The dc supply voltage in CFOA is fixed at
±8 V. Moreover, Fig. 13 displays gain of 10 dB, 8 dB,
2.4 dB and phase of 1730, 1640, 1530 where calculated
gain = 11.34 dB, 8.03 dB, 1.6 dB and phase = 1700,
159.10, 145.80 at corresponding 100 Hz, 1 kHz, 10 kHz
frequency points. Thus, it can be stated that the
experimental work verifies the theoretical study.
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Fig. 13: Responses (channel 2) of Fig. 9 choosing dc gain = 13.15 dB for sinusoidal input (channel 1) at (a) 100 Hz, (c) 1 kHz,
and (e) 10 kHz frequency points and (b, d and f) their Lissajous pattern.

6. Conclusion

Four fractional capacitance scaler topologies obtained
through generalization of CFOA based capacitance
multipliers are presented in this paper. The effect of
non idealities of CFOA on proposed scalers is investi-
gated. Functionality of these scalers is tested through
MATLAB and SPICE simulations for various scaling
factors. The application of proposed scaler is illus-
trated through fractional order lossy and lossless in-
tegrators.

Author Contributions

R.V., N.P. and R.P. conceived of the presented idea.
R.V. developed the theory and performed the compu-
tations. N.P. and R.P. verified the analytical methods.
N.P. and R.P. encouraged R.V., to investigate practi-
cal application and supervised the findings of this work.
All authors discussed the results and contributed to the
final manuscript.

© 2022 ADVANCES IN ELECTRICAL AND ELECTRONIC ENGINEERING 53



THEORETICAL AND APPLIED ELECTRICAL ENGINEERING VOLUME: 20 | NUMBER: 1 | 2022 | MARCH

References

[1] MARCELLIS, A. D., G. FERRI and V. STOR-
NELLI. NIC-based capacitance multipliers for
low-frequency integrated active filter applica-
tions. In: 2007 Ph.D Research in Microelec-
tronics and Electronics Conference. Bordeaux:
IEEE, 2007, pp. 225–228. ISBN 978-1-4244-1000-
2. DOI: 10.1109/RME.2007.4401853.

[2] LI, Y.-A. A series of new circuits based on CFTAs.
AEUE - International Journal of Electronics and
Communications. 2012, vol. 66, iss. 7, pp. 587–592.
ISSN 1434-8411. DOI: 10.1016/j.aeue.2011.11.011.

[3] AYTEN, U. E., M. SAGBAS, N. HERENCSAR
and J. KOTON. Novel Floating General Element
Simulators Using CBTA. Radioengineering. 2012,
vol. 21, iss. 1, pp. 11–19. ISSN 1805-9600.

[4] MYDERRIZI, I. and A. ZEKI. Electroni-
cally tunable DXCCII-based grounded capac-
itance multiplier. AEU - International Jour-
nal of Electronics and Communications. 2014,
vol. 68, iss. 9, pp. 899–906. ISSN 1434-8411.
DOI: 10.1016/j.aeue.2014.04.013.

[5] ALPASLAN, H. DVCC-based floating capaci-
tance multiplier design. Turkish Journal of Elec-
trical Engineering & Computer Sciences. 2017,
vol. 25, iss. 1, pp. 1334–1345. ISSN 1303-6203.
DOI: 10.3906/elk-1509-112.

[6] ALPASLAN, H. and E. YUCE. Bandwidth
expansion methods of inductance simulator
circuits and voltage-mode biquads. Journal
of Circuits, Systems and Computers. 2011,
vol. 20, iss. 3, pp. 557–572. ISSN 1793-6454.
DOI: 10.1142/S0218126611007451.

[7] UNHAVANICH, S., O. ONJAN and
W. TANGSRIRAT. Tunable Capacitance
Multiplier with a Single Voltage Differencing
Buffered Amplifier. In: Proceedings of the In-
ternational MultiConference of Engineers and
Computer Scientists (IMECS). Hong Kong:
International Association of Engineers, 2016,
pp. 1–4. ISBN 978-988-14047-6-3.

[8] SILAPAN, P., C. TANAPHATSIRI and
M. SIRIPRUCHYANUN. Current Controlled
CCTA Based- Novel Grounded Capacitance
Multiplier with Temperature Compensation.
In: IEEE Asia-Pacific Conference on Cir-
cuits and Systems (APCCAS). Macao: IEEE,
2008, pp. 1490–1493. ISBN 978-1-4244-2342-2.
DOI: 10.1109/APCCAS.2008.4746314.

[9] YUCE, E. On the realization of the floating sim-
ulators using only grounded passive components.

Analog Integrated Circuits and Signal Processing.
2006, vol. 49, iss. 2, pp. 161–166. ISSN 0925-1030.
DOI: 10.1007/s10470-006-9351-7.

[10] JANTAKUN, A., N. PISUTTHIPONG and
M. SIRIPRUCHYANUN. Single element based-
novel temperature insensitive/electronically con-
trollable floating capacitance multiplier and its ap-
plication. In: International Conference on Electri-
cal Engineering/Electronics, Computer, Telecom-
munications and Information Technology (ECTI-
CON). Chiang Mai: IEEE, 2010, pp. 37–41.
ISBN 978-1-4244-5607-9.

[11] YUCE, E. A novel floating simulation topol-
ogy composed of only grounded passive compo-
nents. International Journal of Electronics. 2010,
vol. 97, iss. 3, pp. 249–262. ISSN 1362-3060.
DOI: 10.1080/00207210903061907.

[12] PROMMEE, P. and M. SOMDUNYAKANOK.
CMOS-based current-controlled DDCC and
its applications to capacitance multiplier
and universal filter. AEU - International
Journal of Electronics and Communications.
2011, vol. 65, iss. 1, pp. 1–8. ISSN 1434-8411.
DOI: 10.1016/j.aeue.2009.12.002.

[13] KARTCI, A., U. E. AYTEN, N. HERENCSAR,
R. SOTNER, J. JERABEK and K. VRBA. Appli-
cation possibilities of VDCC in general floating el-
ement simulator circuit. In: European Conference
on Circuit Theory and Design (ECCTD). Trond-
heim: IEEE, 2015, pp. 1–4. ISBN 978-1-4799-
9877-7. DOI: 10.1109/ECCTD.2015.7300064.

[14] AL-ABSI, M. A., E. S. AL-SUHAIBANI and
M. T. ABUELMA’ATTI. A new compact CMOS
C-multiplier. Analog Integrated Circuits and Sig-
nal Processing. 2017, vol. 90, iss. 3, pp. 653–658.
ISSN 1573-1979. DOI: 10.1007/s10470-016-0822-1.

[15] TANG, Y., M. ISMAIL and S. BIBYK. Adap-
tive Miller capacitor multiplier for compact
on-chip PLL filter. Electronics Letters. 2003,
vol. 39, iss. 1, pp. 43–45. ISSN 1350-911X.
DOI: 10.1049/el:20030086.

[16] YUCE, E. Floating inductance, FDNR and
capacitance simulation circuit employing
only grounded passive elements. Interna-
tional Journal of Electronics. 2006, vol. 93,
iss. 10, pp. 679–688. ISSN 1362-3060.
DOI: 10.1080/00207210600750208.

[17] JAIKLA, W. and M. SIRIPRUCHYANAN.
An Electronically Controllable Capacitance
Multiplier with Temperature Compensation.
In: International Symposium on Communica-
tions and Information Technologies. Bangkok:

© 2022 ADVANCES IN ELECTRICAL AND ELECTRONIC ENGINEERING 54



THEORETICAL AND APPLIED ELECTRICAL ENGINEERING VOLUME: 20 | NUMBER: 1 | 2022 | MARCH

IEEE, 2006, pp. 356–359. ISBN 0-7803-9740-1.
DOI: 10.1109/ISCIT.2006.340064.

[18] KHAN, I. A. and M. T. AHMED. OTA-
based integrable voltage/current-controlled
ideal C-multiplier. Electronics Letters. 1986,
vol. 22, iss. 7, pp. 365–366. ISSN 1350-911X.
DOI: 10.1049/el:19860248.

[19] AHMED, M. T., I. A. KHAN and N. MINHAJ.
Novel electronically tunable C-multipliers. Elec-
tronics Letters. 1995, vol. 31, iss. 1, pp. 9–11.
ISSN 1350-911X. DOI: 10.1049/el:19950018.

[20] YUCE, E. and S. MINAEI. A Modified
CFOA and Its Applications to Simulated
Inductors, Capacitance Multipliers, and
Analog Filters. IEEE Transactions on Cir-
cuits and Systems I: Regular Papers. 2008,
vol. 55, iss. 1, pp. 266–275. ISSN 1558-0806.
DOI: 10.1109/TCSI.2007.913689.

[21] ABUELMA’ATTI, M. T., S. K. DHAR and
Z. J. KHALIFA. New two-CFOA-based
floating immittance simulators. Analog Inte-
grated Circuits and Signal Processing. 2008,
vol. 55, iss. 1, pp. 266–275. ISSN 1558-0806.
DOI: 10.1109/TCSI.2007.913689.

[22] ABUELMA’ATTI, M. T. and S. K. DHAR.
New CFOA-based floating lossless negative im-
mittance function emulators. In: IEEE Region
10 International Conference (TENCON). Macao:
IEEE, 2015, pp. 1–4. ISBN 978-1-4799-8641-5.
DOI: 10.1109/TENCON.2015.7372799.

[23] KHAN, A. A., S. BIMAL, K. K. DEY and
S. S. ROY. Current conveyor based R- and
C- multiplier circuits. AEU-International Jour-
nal of Electronics and Communications. 2002,
vol. 56, iss. 5, pp. 312–316. ISSN 1434-8411.
DOI: 10.1078/1434-8411-54100121.

[24] PODLUBNY, I., I. PETRAS, B. M. VINAGRE,
P. O. LEARY and L. DORCAK. Analogue Real-
izations of Fractional-Order Controllers. Nonlin-
ear Dynamics. 2002, vol. 29, iss. 1, pp. 281–296.
ISSN 1573-269X. DOI: 10.1023/A:1016556604320.

[25] BERTSIAS, P., C. PSYCHALINOS, A. S. EL-
WAKIL and A. G. RADWAN. Low-voltage
and low-power fractional-order parallel tun-
able resonator. Microelectronics Journal. 2019,
vol. 88, iss. 1, pp. 108–116. ISSN 1879-2391.
DOI: 10.1016/j.mejo.2019.05.002.

[26] TSIRIMOKOU, G., C. PSYCHALINOS,
A. S. ELWAKIL and K. N. SALAMA. Electron-
ically Tunable Fully Integrated Fractional-Order

Resonator. IEEE Transactions on Circuits and
Systems II: Express Briefs. 2018, vol. 65, iss. 2,
pp. 166–170. ISSN 1558-3791. DOI: 10.1109/TC-
SII.2017.2684710.

[27] AGAMBAYEV, A., S. P. PATOLE, M. FARHAT,
A. ELWAKIL, H. BAGCI and K. N. SALAMA.
Ferroelectric Fractional-Order Capacitors. Chem-
ElectroChem. 2017, vol. 4, iss. 11, pp. 2807–2813.
ISSN 2196-0216. DOI: 10.1002/celc.201700663.

[28] TRIPATHY, M. C., D. MONDAL, K. BISWAS
and S. SEN. Experimental studies on realization of
fractional inductors and fractional-order bandpass
filters. International Journal of Circuit Theory
and Applications. 2015, vol. 43, iss. 9, pp. 1183–
1196. ISSN 1097-007X. DOI: 10.1002/cta.2004.

[29] ADHIKARY, A., S. SEN and K. BISWAS.
Practical Realization of Tunable Fractional
Order Parallel Resonator and Fractional
Order Filters. IEEE Transactions on Cir-
cuits and Systems I: Regular Papers. 2016,
vol. 63, iss. 8, pp. 1142–1151. ISSN 1558-0806.
DOI: 10.1109/TCSI.2016.2568262.

[30] VERMA, R., N. PANDEY and R. PANDEY.
Realization of a higher fractional order element
based on novel OTA based IIMC and its applica-
tion in filter. Analog Integrated Circuits and Sig-
nal Processing. 2018, vol. 97, iss. 1, pp. 177–191.
ISSN 1573-1979. DOI: 10.1007/s10470-018-1315-1.

[31] DOMANSKY, O., SOTNER, R. and L. LANG-
HAMMER. Reconfigurable Impedance Converter
for Synthesis of Integer and Fractional-Order Syn-
thetic Elements. In: International Conference on
Telecommunications and Signal Processing (TSP).
Athens: IEEE, 2018, pp. 1–5. ISBN 978-1-5386-
4695-3. DOI: 10.1109/TSP.2018.8441376.

[32] DOMANSKY, O., R. SOTNER, J. PETRZELA,
L. LANGHAMMER and T. DOSTAL. Higher
order differentiator block for synthesis of con-
trollable frequency dependent elements. In: 27th
International Conference Radioelektronika (RA-
DIOELEKTRONIKA). Brno: IEEE, 2017,
pp. 1–5. ISBN 978-1-5090-4591-4.
DOI: 10.1109/RADIOELEK.2017.7937587.

[33] SOTNER, R., J. JERABEK, L. LANGHAM-
MER, J. KOTON, D. ANDRIUKAITIS and
A. MERFELDAS. Higher order differentia-
tor block for synthesis of controllable fre-
quency dependent elements. In: 43rd Inter-
national Conference on Telecommunications
and Signal Processing (TSP). Milan: IEEE,

© 2022 ADVANCES IN ELECTRICAL AND ELECTRONIC ENGINEERING 55



THEORETICAL AND APPLIED ELECTRICAL ENGINEERING VOLUME: 20 | NUMBER: 1 | 2022 | MARCH

2020, pp. 578–582. ISBN 978-1-7281-6376-5.
DOI: 10.1109/TSP49548.2020.9163553.

[34] KUBANEK, D., J. KOTON, J. DVORAK,
N. HERENCSAR and R. SOTNER. Opti-
mized Design of OTA-Based Gyrator Real-
izing Fractional-Order Inductance Simulator:
A Comprehensive Analysis. Applied Sciences.
2021, vol. 11, iss. 1, pp. 1–19. ISSN 2076-3417.
DOI: 10.3390/app11010291.

[35] PROMMEE, P., P. PIENPICHAYAPONG,
N. MANOSITTHICHAI and N. WONGPROM-
MOON. Realization of Tunable Fractional-order
Device based on Ladder Network Approxi-
mation. In: 17th International Conference on
Electrical Engineering/Electronics, Computer,
Telecommunications and Information Technology
(ECTI-CON). Phuket: IEEE, 2020, pp. 547–550.
ISBN 978-1-7281-6486-1. DOI: 10.1109/ECTI-
CON49241.2020.9158320.

[36] VERMA, R., N. PANDEY and R. PANDEY.
Novel CFOA based capacitance multiplier and
its application. AEU - International Jour-
nal of Electronics and Communications. 2019,
vol. 107, iss. 1, pp. 192–198. ISSN 1434-8411.
DOI: 10.1016/j.aeue.2019.05.010.

[37] MADIAN, A. H., S. A. MAHMOUD and
A. M. SOLIMAN. Realization of Tunable
Fractional-order Device based on Ladder Net-
work Approximation. In: 13th IEEE International
Conference on Electronics, Circuits and Systems.
Nice: IEEE, 2006, pp. 600–603. ISBN 1-4244-
0394-4. DOI: 10.1109/ICECS.2006.379860.

[38] ADHIKARY, A., P. SEN, S. SEN and
K. BISWAS. Design and Performance Study of
Dynamic Fractors in Any of the Four Quadrants.
Circuits, Systems and Signal Processing. 2016,
vol. 35, iss. 6, pp. 1909–1932. ISSN 1531–5878.
DOI: 10.1007/s00034-015-0213-3.

About Authors

Rakesh VERMA (corresponding author) received
B.Tech. degree in Electronics and Communication
Engineering (ECE) from Birla Institute of Applied
Sciences, Bhimtal and M.Tech. degree in Control and
Instrumentation Engineering from Delhi Technological
University, Delhi. He served as Assis-tant Professor
in ECE department, National Institute of Technology,
Delhi. He received his Ph.D. from Delhi Technological
University, Delhi in 2019. His research interest is
focused on fractional order current mode circuits.

Neeta PANDEY is Professor in ECE depart-
ment, Delhi Technological University. She received
her M.E. in Microelectronics from Birla Institute of
Technology and Science (BITS) Pilani and Ph.D.
from Guru Gobind Singh Indraprastha University,
Delhi. She has served in Central Electronics Engi-
neering Research Institute, Pilani; Indian Institute of
Technology, Delhi; Priyadarshini College of Computer
Science, Noida; and Bharati Vidyapeeth’s College
of Engineering, Delhi in various capacities. She
is having approximately 27 years of teaching and
research experience in Electronics and Communication
Engineering. Her research interests are in analog and
digital Very-Large-Scale Integration (VLSI) design.
She is life member of ISTE and senior member of
IEEE, and IEEE WIE for 13 years.

Rajeshwari PANDEY received her B.Tech.
(Electronics and Telecommunication) from J. K.
Institute of Applied Physics, University of Allahabad
and her M.E. (Electronics and Control) from BITS,
Pilani, Rajasthan, India and Ph.D. from Faculty of
Technology, Delhi University, India. She has served
BITS Pilani, Applied Environmental Research Foun-
dation (AERF), Noida and Priyadarshini College of
Computer Science, Noida in various capacities. Cur-
rently, she is Professor in Department of Electronics
and Communication Engineering, Delhi Technological
University. Her research interests include analog
integrated circuits and microelectronics. She is life
member of ISTE, IETE and IEEE, and IEEE WIE.

© 2022 ADVANCES IN ELECTRICAL AND ELECTRONIC ENGINEERING 56



Indian Journal of Engineering & Materials Sciences 

Vol. 29, February 2022, pp. 29-44 

Characterization of finished surface through thermal additive centrifugal 

abrasive flow machining for better surface integrity 

Parvesh Ali
a
, R S Walia

b*
, Qasim Murtaza

c
, & Ranganath Muttanna Singari

d
 

a, c, dMechanical Department, Delhi Technological University, Delhi 110 042, India 
bDepartment of Production and Industrial Engineering, Punjab Engineering College, Chandigarh 160 012, India 

Received: 07 February 2019 ; Accepted: 8 October 2021

Abrasive Flow Machining (AFM) process has been a useful technique for deburring and polishing of the surface and 

edges through the abrasive laden media. The surface material has been removed in form of micro chips due to abrasion 

action of sharp cutting edges abrasive particles. A large amount of force and energy has been lost due to frictional forces 

between the surface and abrasive particles in AFM process. A new hybrid form of AFM process named as thermal additive 

centrifugal abrasive flow machining (TACAFM) has been discussed in the present investigation, which utilized the spark 

energy to melt the surface material. A lesser amount of force has been required by the abrasive particles to remove the 

molten material from the surface and also minimized the energy loss. In the present investigation central composite design 

response surface methodology has been used to plan and conduct the experiments using Design Expert® 11 software. 

Experiments have been performed to analyze the effect of input process variables such as current intensity, duty cycle, 

abrasive concentration, rotational speed of the electrode and extrusion pressure on scatter of surface roughness, micro 

hardness and % improvement in Ra of the workpiece. Also the finished surface of the brass work piece has been 

characterized for the microstructure study using SEM and XRD analysis. From the experimental results it has been found 

that duty cycle has the most significant effect towards Scatter of surface roughness with a contribution of 17.5 % while 

current has been contributed largest as 85.17 % towards micro hardness. Also it has been observed that current has 

contributed largest as 21.88% against the % improvement in Ra. The optimum scatter of surface roughness, micro hardness 

and % improvement in Ra has been observed as 0.15 µm, 345.95 HV and 39.52 % respectively.  

Keywords: Abrasive Flow Machining (AFM), Abrasives, Finishing, Hardness, Scanning Electron Microscopy (SEM), 

X-Ray Diffraction (XRD), Machining, Spark

1 Introduction 
In the present situation mechanical components 

having better functional performance and dimensional 

accuracy are highly demanded. It has developed 

competitiveness among various industries to produce 

better products with economic viability and good 

surface integrity. In recent past, industries used 

conventional techniques such as lapping, honing and 

broaching. However, these processes were very slow 

and had difficulty in machining the complex shapes. 

This leads to the evolution of nonconventional 

finishing processes, such as Abrasive Flow Machining 

(AFM). AFM is a micro/ nano finishing process used 

for deburring and polishing of the complex surfaces 

which cannot be achieved by conventional 

techniques 
1, 2

. It used an abrasive laden media which 

is a combination of polymer, gel and abrasive 

particles, and passed through the restrictive passage 

with a high extrusion pressure. The abrasive laden 

media is viscous enough to hold the abrasive particles 

together during the finishing. The sharp cutting edge 

particles get in contact with the finishing surface and 

remove material in the form of micro/nano chips. 

AFM process has an advantage of less processing 

time and takes approximately only 10 percent of 

finishing time compared to the conventional 

technique 
3
. In present scenario, AFM has numerous 

applications and is widely used to finish intricate 

shapes. Subramanian and Balashanmugam have 

reported the use of AFM technique for a wide variety 

of products including aircraft shuttle valves, 

propellers, dies etc. and stated that it is a flexible 

process and can be used for variety of materials
4
. 

Han et al.
5
 used AFM process for the finishing of 15-

5 PH stainless steel internal channels and observed 

the residual stress profile over the surface. It was 

found that AFM process produces compressive stress 

over the surface due to the generation of lesser 

temperature as compared to grinding and turning. 

Tzeng et al.
6
 finished stainless steel (SUS 304) having 

—————— 
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micro slit of width in the range of 0.23± 0.02 mm and 

concluded that the optimum machining quality was 

obtained at abrasive grain size of 150 µm, 50 percent 

of abrasive concentration, and 6.7 MPa of extrusion 

pressure. Sushil et al.
7
 finished Al/SiC MMCs using 

AFM technique and optimized the parameters for 

material removal. The author concluded that 

workpiece material and extrusion pressure has a 

significant effect on material removal.  

Furthermore, AFM process parameters such as 

pressure, abrasive concentration in media and 

viscosity of media were studied to optimize material 

removal and surface finish by many researchers 
8-20

. 

Wanet al.
8 

analyzed slip line velocity and wall shear 

stress for different values of extrusion pressure with 

two elliptical cross sections. It was stated that for low 

variation in cross section, zero order methodology 

was used and for larger variation order chronology 

was taken into consideration. Chen et al.
9
 proposed a 

model on CFD-ACE software for different 

passageways of media flow and concluded that the 

helical passageways were better in comparison to 

polygonal passageways. Fu et al.
10

 proposed a 

simulation on AFM process and concluded that an 

irregular stream line occurs at the leading as well as 

trailing edges in the media flow direction. Mali et al.
11

 

claimed through experimental results that abrasive 

mesh size has a significant effect on the material 

removal. Lv et al.
12

 studied about the erosion 

mechanism of hard brittle materials during the 

finishing process and concluded that radial and lateral 

cracks were the main modes of fracture during the 

finishing. Wang et al.
13

 sharpened the cutting edges of 

different coated and uncoated milling cutter using 

AFM process. The researchers observed that micro 

sized diamond film increases the roughness of rake 

and flank faces which correspond to reduction in 

radius of cutting edges. Shao and Cheng 
14

studied 

about the surface roughness and topography profile 

during the AFM finishing process and observed that 

volume of abrasive media develops a huge difference 

in the machining system. 

A number of development and modification was 

done in AFM process to enhance machining process 

productivity such as how to increase abrasive motion 

effectiveness, material removal, and surface integrity. 

Sankar et al.
15-16

 developed Rotational AFM, which 

involved workpiece rotation through the gears to 

produce a centrifugal effect in the flowing media for 

the better contact of the abrasive particles with the 

finishing surface. The researcher also used a drill bit in 

the media path, which made the media to flow through 

the flutes of drill and increased number of active 

abrasive particles. This resulted in improvement of 

material removal from the surface. Brar et al.
17

 

developed Helical AFM process and optimized process 

parameters using Taguchi method. It was found from 

the experimental results that using stationary drill bit in 

the media flow path significantly improved material 

removal. Walia et al.
18

 provided centrifugal motion to 

the abrasive laden media by rotating the flute rod in the 

centre of media and concluded that Centrifugal assisted 

AFM gave better surface in comparison to 

conventional AFM after specific number of cycles. 

Marzban et al.
19

 used spin motion of the media along 

with the workpiece rotation during the finishing 

process in AFM and observed increase in material 

removal. Tzeng et al.
20

finished a micro channel by 

using self-modulating abrasive media. The author 

claimed that the highly concentrated coarse abrasive 

particles gave good level of finish. 

It was concluded that AFM process cannot be used 

for larger surface irregularities because it removes 

material uniformly from the surface 
21

. Although this 

process provided good surface finish but it had a 

constraint of low material removal. To remove these 

limitations the researchers are now trying to hybridize 

the process with other conventional and non-

conventional techniques. Through various ongoing 

advanced finishing processes it seems that there is a 

scope of developing new techniques by hybridizing 

AFM process with other non-conventional processes 

to get better surface integrity. Therefore, the main 

objective of this paper was to develop such a hybrid 

process which can increase the material removal and 

produce better finished products. The developed 

technique is termed as Thermal additive Centrifugal 

Abrasive Flow Machining (TACAFM) process in 

which Centrifugal force assisted AFM (CFAAFM) is 

clubbed with EDM process to enhance the material 

removal and surface finish. The developed technique 

is operated at low pressure in comparison to the 

Conventional AFM process because the flow is 

restricted more in TACAFM process due to electrode 

rotation. Response surface Methodology was used to 

conduct the experiments on the developed Thermal 

additive Centrifugal AFM (TACAFM) setup for 

variable parameters to optimize process parameter for 

scatter of surface roughness, micro-hardness and 

percentage improvement in Ra. 
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2 Materials and Methods 
2.1 Mechanism of Material Removal in TACAFM Process 

AFM has a constraint of low material removal. It can 

be reduced by hybridizing AFM process with other 

nonconventional processes. In AFM process a huge 

amount of force was exerted by the abrasive particles for 

removing the material from the surface. Also a part of 

energy was lost due to friction between the sharp cutting 

edges and surface. This leads to the development of such 

a hybrid process which can reduce the energy loss and 

improves the material removal. 

Thermal additive Centrifugal AFM (TACAFM) 

was a hybridization of conventional AFM with a 

combination of Centrifugal assisted AFM and 

Electrical discharge machining process. The process 

used EDM principle for producing spark between the 

rotating electrode and the workpiece surface. In EDM 

process, spark was generated when two current 

carrying poles were short circuited. During EDM 

machining process, metal was eroded from both the 

poles and formed crater on the workpiece surface. It 

involved controlled erosion through electrically 

conductive materials by the starting of rapid and 

repetitive discharge between both the poles having a 

gap of less than 0.25 mm between them. In TACAFM 

process rotating electrode was taken as negative and 

workpiece was taken as positive terminal. Both the 

poles were separated by a small gap with a non 

conductive environment between them, which was 

developed by the flow of non conductive media 

(mixture of media and kerosene based oil).  

As the pulsed power supply was given to both the 

poles (rotating electrode and workpiece), free 

electrons on the rotating electrode were subjected to 

the electrostatic force. As the free electrons moved 

towards the work surface, they collide with the media 

molecules, which break it into positive and negative 

ion and characterized as plasma. Thus all the positive 

and negative ions moved towards their opposite 

polarity. This type of movement of ions could be seen 

as spark. Figure 1 shows the principle of TACAFM 

process and ions formation in the plasma channel. If 

during rotation, electrode make contact with the 

surface a large intensity current was induced and 

melted material from the both the poles. As the spark 

was generated inside the hollow cavity due to 

potential difference between the rotating electrode 

and workpiece, high temperature was developed and 

melted/softened the surface material which could be 

easily carried out by the abrasive particles. 

Fig. 1 — Mechanism of material removal in the developed 

TACAFM process. 

2.2 Experimental Setup 

The arrangement of the TACAFM process is as 

shown in Fig. 2. The experimental setup included 

fixture, 3 phase induction motor, power drive, 

bearings, gears, manual analog controller (25 

Ampere), EDM power supply. The experimental 

setup of TACAFM process and fixture arrangement is 

shown in Fig. 2 (a and b) respectively. The fixture 

was made of nylon and its function was to hold the 

workpiece and guiding the media between the two 

opposite media cylinders. The fixture was divided 

into three parts as shown in Fig. 2(c) and included 

electrode, bearings and power supply terminals. The 

rotating electrode was attached through gear which 

was further rotated by the 3-phase induction motor 

using intermediate gears as shown in Fig. 2(d). The 

driving gear was made of mild steel and was fitted to 

the shaft connected with the 3 phase induction motor. 

The driving gear was connected with two intermediate 

gears made of metalon and aluminium and further 

rotates the gear connected with the electrode.  

Basic purpose for making one of the intermediate 

gears non conductive was to prevent the reverse of the 

current to the motor. Power drive was used to control 

the rotation speed of the 3 phase induction motor by 

changing its frequency of rotation. The function of 

EDM power supply was to convert the main AC 

supply to the pulsed DC supply required for the 
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generation of spark. It also sensed the potential 

difference between the rotating electrode and the 

workpiece and helped manual analog controller to 

sense the gap between both the poles. Whenever the 

gap was maintained between both the poles spark was 

generated inside the hollow cavity. 

The specification of the pulse generator is as given 

in Table 1. 
2.3 Workpiece  

In the present invention brass was used as the 

workpiece materialbecause it has better malleability and 

consist low melting point with better flow 

characteristics. Also it is widely used alloy in the 

industry such as gears, bearings, valves, marine 

construction; die making etc. It has a good corrosion 

resistant property. The brass workpiece and its geometry 

are as shown in Fig. 2(e) and Fig. 3 respectively. 
 

2.4 Media 

The media used for the experimentation is a Non 

Newtonian media and consist polymer, gel, abrasive 

particles   and  kerosene  based  oil  in  it.  It  is  visco- 

Table 1— Specification of pulse generator 

Current 25 Ampere 

Power Supply 415V, 3 Ph, 50 Hz 

Control System Microprocessor based 

Power 3 KVA 

MRR Gr-St 180 mm3/min 

MRR Cu-St 140 mm3/min 

Best Surface finish 0.5 μ Ra 

Min Electrode Wear 0.3 % 

Pulse on Time 1-2000 / 10 steps micro sec 

Max Electrode Wt. 50 Kgs 
 

elastic in nature and retains its viscosity for a longer 

duration on the increase of temperature. This 

increases the abrasive holding capacity of the media 

and more number of abrasive particles participates in 

abrasion process. The media also has very less 

conductivity which permits the lesser spark energy to 

interact with the workpiece surface to prevent the 

deterioration in the surface integrity. The properties of 

the media are as follows: 

Viscosity = 0.32 MPa-s, Thermal conductivity = 

0.22 W/meter-K, Density = 1219 kg/m
3
 

 
 

Fig. 2 — Experimental set up of developed TACAFM process. 
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Based on literature survey and pilot 

experimentations major process parameters as per CCD 

response surface methodology were selected and trial 

experiments were performed for analyzing the effect of 

variable parameters over the responses, i.e. scatter of 

surface roughness (SSR), micro-hardness and % 

improvement in Ra. The variable parameters with 

different levels were presented in Table 2. 

The current, duty cycle, rotational speed, extrusion 

pressure and abrasive concentration were taken as 

input process variables. The process performance was 

measured as scatter of surface roughness, micro 

hardness and % improvement in Ra. A set of 32 

experiments according to the CCD of Response 

surface methodology technique was performed and 

measured responses were recorded in Table 3. Surface 

Table 3— Central composite design for the measured experimental results and actual factors 

Std Run A 

(Amp) 

B  

(Fraction) 

C 

(rpm) 

D 

(MPa) 

E 

(Fraction) 

Initial Ra 

(µm) 

Final Ra 

(µm) 

% Improved 

Ra 

Scatter of Surface 

roughness (µm) 

Micro hardness 

 (HV) 

1 3 4 0.68 150 10 0.5 1.21 0.82 31.85 0.82 198.36 

2 13 12 0.68 150 10 0.3 1.46 1.06 27.34 0.45 312.86 

3 4 4 0.78 150 10 0.3 1.56 1.19 23.22 0.38 221.12 

4 12 12 0.78 150 10 0.5 1.33 0.85 36.02 0.42 355.48 

5 2 4 0.68 250 10 0.3 1.38 0.95 30.92 0.32 252.12 

6 32 12 0.68 250 10 0.5 1.22 0.75 38.45 0.64 332.58 

7 15 4 0.78 250 10 0.5 1.16 0.67 41.84 0.43 245.74 

8 22 12 0.78 250 10 0.3 1.19 0.69 42.35 0.42 322.14 

9 10 4 0.68 150 20 0.3 1.62 1.16 28.67 0.85 212.12 

10 5 12 0.68 150 20 0.5 1.41 0.85 40.06 0.39 328.45 

11 6 4 0.78 150 20 0.5 1.12 0.79 29.25 0.47 212.97 

12 1 12 0.78 150 20 0.3 1.26 0.81 35.66 0.18 301.49 

13 27 4 0.68 250 20 0.5 1.20 1.04 13.33 0.32 239.24 

14 24 12 0.68 250 20 0.3 1.38 0.94 32.24 0.77 316.47 

15 18 4 0.78 250 20 0.3 1.64 1.08 34.24 0.46 256.35 

16 17 12 0.78 250 20 0.5 1.57 0.98 37.76 0.44 331.86 

17 7 0 0.73 200 15 0.4 1.33 1.15 13.39 0.54 224.48 

18 29 16 0.73 200 15 0.4 1.52 1.06 30.37 0.44 412.57 

19 11 8 0.63 200 15 0.4 1.46 0.98 33.14 0.45 264.78 

20 25 8 0.83 200 15 0.4 1.44 0.83 42.24 0.15 255.47 

21 20 8 0.73 100 15 0.4 1.38 0.99 28.53 0.48 272.35 

22 23 8 0.73 300 15 0.4 1.28 0.88 30.94 0.54 291.14 

23 8 8 0.73 200 5 0.4 1.14 0.70 38.25 0.28 243.87 

24 21 8 0.73 200 25 0.4 1.22 0.79 35.24 0.31 245.54 

25 14 8 0.73 200 15 0.2 1.56 1.14 27.02 0.78 271.34 

26 30 8 0.73 200 15 0.6 1.52 1.08 28.78 0.86 276.67 

27 31 8 0.73 200 15 0.4 1.65 1.20648 26.88 0.46 302.34 

28 19 8 0.73 200 15 0.4 1.58 1.09573 30.65 0.51 274.82 

29 16 8 0.73 200 15 0.4 1.44 1.065024 26.04 0.48 283.57 

30 26 8 0.73 200 15 0.4 1.32 1.016664 22.98 0.45 257.37 

31 28 8 0.73 200 15 0.4 1.18 0.890428 24.54 0.49 285.56 

32 9 8 0.73 200 15 0.4 1.24 0.94426 23.85 0.54 242.23 

Fig. 3 — Drawing of workpiece geometry. 

Table 2 — Control parameters with their limits 

Factors Levels 

-2  -1  0  +1  +2

A – Current (Ampere) 0 4 8 12 16 

B – Duty Cycle (Fraction) 0.63 0.68 0.73 0.78 0.83 

C – Rotation (rpm) 100 150 200 250 300 

D – Pressure (MPa) 5 10 15 20 25 

E – Abrasive Concentration (Fraction) 0.2 0.3 0.4 0.5 0.6 

Constant Parameters: Polymer to Gel ratio :1:1, Abrasive 

particles- Al2O3, Mesh Size:180,Temperature - 32± 2 °C, 

Workpiece Material- Brass, Media Flow Volume – 290 Cm3 
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roughness was measured by Taylor Hobson precision 

machine (TAYLOR HOBSON SURTRONIC 3+) 

having resolution of 0.01 micrometer. Surface 

roughness was measured at five different positions of 

the work piece and average of these values was taken 

for the initial and final value of surface roughness. 

The difference between the maximum Ra value and 

minimum Ra value was taken as SSR. Micro hardness 

of the surface was measured by FISCHERSCOPE 

micro-hardness tester (HM 2000S).  

The percentage composition of brass workpiece 

was shown in Table 4. 

2.5 Determination of Number of Abrasive Particles 

Interacting with the Workpiece Surface  

If Na = Active number of abrasive particles 

interacting with the workpiece surface 

N = Total number of abrasive particles in full 

volume of media 

Then, Total number of abrasive particle in full 

volume of media (N)
21

 =  

where, Va
21

= Volume of abrasive particle in full

volume of the abrasive laden media = 

where, C= concentration of abrasive particle in the 

media 

dm = density of abrasive laden media 

Vm = Volume of abrasive laden media 

da = Density of abrasive particle 

Vo = Unit abrasive particle volume = . π.   

where, d = diameter of abrasive particle 

Total number of active abrasive particle interacting 

with the workpiece surface (Na)
21

 = , 

where, D = Diameter of workpiece 

Fraction of abrasive particle involved in cutting 

action = 

2.6 Determination of Velocity of Impact for Abrasive Particle 

In TACAFM process two types of forces are 

responsible for material removal, i.e axial force (Fa) 

(direction of media flow) and radial force (Fc) 

(perpendicular to the workpiece surface). Consider an 

abrasive particle having mass m entering the passage 

of the workpiece.  

If va = velocity of abrasive particle by which it is 

moving in axial direction 

and vc= velocity of abrasive particle by which it is 

moving towards the inner surface of the workpiece 

Centrifugal force developed on abrasive particle 

due to rotation of electrode Fc
7
= m.r.ω

2
 = 3π.µ.d.vc 

So vc = 
   

If media is passing through the restrictive passage 

with pressure P, then force applied (F) will be = P . A 

where, A = Area of the restrictive passage =  

If abrasive particle takes time t for passing the 

restrictive passage then (F) = 

Therefore  = 

Therefore the resultant velocity of abrasive particle 

by which it is impacting over the workpiece surface 

will be the resultant of axial and radial velocity. 

vR = 

3 Results and Discussion 

Analysis of Variance technique was used to 

identify the responses of the selected model. All the 

significant parameters were identified and the 

interaction effect of the parameters on the measured 

responses was studied by the response surface graphs. 

The regression equation for scatter of surface 

roughness, micro-hardness and % improvement in Ra 

was presented in Table 5. 

Figure 4 shows a magnificent acceptability of the 

regression model. Each observed value was 

comparable to the predicted value obtained from the 

model. The results of the ANOVA analysis were 

presented in Tables (6, 7 and 8) respectively. The 

model F-value of 57.59, 41.79 and 21.63 for scatter of 

surface roughness, micro hardness and % 

improvement in Ra respectively, with its Probability > 

F value less than 0.0001 shows model as significant. 

There was a 0.01% chance for having a large F-value 

due to noise. Value of P less than the 0.0500 

represented model terms as significant.  

For scatter of roughness the terms A, B, AC, AD, 

BC, BE, CD, CE, DE, B², D², E² were significant 

model terms with their percentage contribution as 

1.32, 17.5, 22.63, 0.61, 3.95, 1.98, 0.88, 0.98, 13, 

7.18, 7.56, 22.36 respectively. The values more than 

0.1000, showed model terms as insignificant. If more 

number of insignificant model terms existed, then the 

model could be improved by the reduction process. 

The lack of fit values for SSR, micro hardness and % 

Table 4 — Percentage proportion of basic elements in 

brass workpiece 

Basic 

Elements 

Zn Cu Pb Sn Ni Fe 

Proportion 36.4 59.2 3.26 1.2 0.4 0.6 
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improvement in Ra were found as 0.99, 0.18, and 

0.52, respectively, showing the developed model for 

SSR, micro-hardness and % improvement in Ra as 

adequate and satisfactory. 

The adequacy of the model fit can be observed by the 

value of R
2
. The determination coefficient for scatter of 

surface roughness is observed as 0.9818, showing the 

developed model is significant for predicting the 

Table 5 — Regression relation for scatter of surface roughness, micro- hardness and % Improved Ra. 

Responses R2 Adjusted R2 Regression Model 

Scatter of surface roughness  0.9818 0.9648 SSR = -3.04445 - 0.105313 * A + 19.3259 * B - 0.0179033 * C + 0.116923 * 

D -7.92013 * E + 0.00056875 * A * C - 0.0009375 * A * D + 0.019 * B * 

C + 6.75 * B * E + 9e-05 * C * D - 0.00475 * C * E - 0.1725 * D * 

E - 18.8077 * B2 - 0.00193077 * D2 + 8.29808 * E2 

Micro-hardness 0.9447 0.9221 Micro-hardness = 98.8049 + 0.71692 * A + 30.275 * B + 0.519633 * C + 

8.1976 * D - 150.733 * E - 0.0450344 * A * C + 22.0016 * A * E + 0.709939 

* A2 - 0.283839 * D2

% Improved Ra 0.9469 0.9031 % Improved Ra = 745.313 + 0.753073 * A - 1951.96 * B - 0.619535 * 

C + 0.079125 * D + 147.115 * E + 0.0731562 * A * D + 1.11325 * B * 

C - 0.0126775 * C * D - 0.377125 * C * E - 4.28125 * D * E - 0.0570378 * 

A2 + 1215.96 * B2 + 0.000420458 * C2 + 0.112146 * D2 

Current (A), Ampere; Duty Cycle (B), Fraction; Rotational speed of electrode (C), rpm; Extrusion Pressure (D), MPa; Abrasive 

Concentration (E), Fraction 

Fig.4 — (a) Predicted and actual responses for scatter of surface roughness, (b) Predicted and actual responses for micro-hardness, and (c) 

Predicted and actual responses for % Improved Ra. 
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variation on scatter of surface roughness up to 98.18 

percent, and the model is able to demonstrate the 

process. However the Predicted R² of 0.9006 has a good 

relation with the adjusted R² of 0.9648. The lower value 

(6.81) of CV % shows better accuracy and consistency 

of the performed experiments. Adequate precision for 

the model as 30.16, was more than 4, which shows an 

adequate signal. 

For micro hardness terms A, C, AC, AE, A², D² 

were significant model terms with their percentage 

Table 6 — ANOVA outcome for fitted RSM model for Scatter of surface roughness 

Source Sum of Squares Degree of Freedom Mean Square F- value Probability>F 

Model 0.9437 15 0.0629 57.59 < 0.0001 Significant 

A 0.0121 1 0.0121 11.12 0.0042 

B 0.1601 1 0.1601 146.52 < 0.0001 

C 0.0001 1 0.0001 0.0610 0.8080 

D 0.0001 1 0.0001 0.1373 0.7158 

E 0.0028 1 0.0028 2.58 0.1279 

AC 0.2070 1 0.2070 189.51 < 0.0001 

AD 0.0056 1 0.0056 5.15 0.0374 

BC 0.0361 1 0.0361 33.05 < 0.0001 

BE 0.0182 1 0.0182 16.68 0.0009 

CD 0.0081 1 0.0081 7.41 0.0150 

CE 0.0090 1 0.0090 8.26 0.0110 

DE 0.1190 1 0.1190 108.95 < 0.0001 

B² 0.0657 1 0.0657 60.13 < 0.0001 

D² 0.0692 1 0.0692 63.37 < 0.0001 

E² 0.2046 1 0.2046 187.30 < 0.0001 

Residual 0.0175 16 0.0011 

Lack of Fit 0.0120 11 0.0011 0.9944 0.5414 Not Significant 

Pure Error 0.0055 5 0.0011 

Cor Total 0.9612 31 

Std. Dev. 0.0331 R² 0.9818 

Mean 0.4850 Adjusted R² 0.9648 

C.V. % 6.81 Predicted R² 0.9006 

Press 0.0955 Adequate Precision 30.1653 

Table 7 — ANOVA outcome for fitted RSM model for micro-hardness 

Source Sum of Squares Degree of Freedom Mean Square F- value Probability>F 

Model 64135.16 9 7126.13 41.79 < 0.0001 Significant 

A 54101.56 1 54101.56 317.28 < 0.0001 

B 54.99 1 54.99 0.3225 0.5759 

C 1523.70 1 1523.70 8.94 0.0068 

D 60.52 1 60.52 0.3549 0.5574 

E 153.37 1 153.37 0.8994 0.3532 

AC 1297.98 1 1297.98 7.61 0.0115 

AE 1239.22 1 1239.22 7.27 0.0132 

A² 3853.61 1 3853.61 22.60 < 0.0001 

D² 1503.88 1 1503.88 8.82 0.0071 

Residual 3751.41 22 170.52 

Lack of Fit 1437.07 17 84.53 0.1826 0.9965 Not significant 

Pure Error 2314.34 5 462.87 

Cor Total 67886.57 31 

Std. Dev. 13.06 R² 0.9447 

Mean 276.36 Adjusted R² 0.9221 

C.V. % 4.73 Predicted R² 0.9143 

Press 5817.13 Adequate Precision 28.3475 
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contribution as 85.17, 2.39, 2.04, 1.95, 6.06, and 2.36, 

respectively. The values more than 0.1000, showed 

model terms as insignificant. If more number of 

insignificant model terms existed, then the model 

could be improved by the reduction process. This case 

had 99.65 % chance of having large Lack of Fit F-

value due to noise. Predicted R² of 0.9143 was in a 

close relation with the Adjusted R² of 0.9221; i.e. the 

difference between them was less than 0.2. The small 

value (6.81) of CV % shows better accuracy and 

consistency of the performed experiments. Adequate 

Precision showed the value of S/N ratio. The ratio 

more than 4 was advisable. The ratio of 28.347 

represented an adequate signal.  

For % improvement in Ra terms A, B, C, D, AD, 

BC, CD, CE, DE, A², B², C², D² were significant 

model terms with their percentage contribution as 

21.88, 8.22, 1.6, 1.86, 2.22, 8.03, 10.42, 3.68, 4.75, 

1.59, 17.69, 2.12 and 15.05, respectively. The values 

more than 0.1000, showed model terms as 

insignificant. If more number of insignificant model 

terms existed, then the model could be improved by 

the reduction process. This case had 83.89 % chance 

of having large Lack of Fit F-value due to noise. 

Predicted R² of 0.8275 was in a close relation with the 

Adjusted R² of 0.9031; i.e. the difference between 

them was less than 0.2. The small value (7.26) of CV 

% shows better accuracy and consistency of the 

performed experiments. Adequate Precision showed 

the value of S/N ratio. The ratio more than 4 was 

advisable. The ratio of 18.777 represented an 

adequate signal.  

Figure 4 shows the plot across the actual and 

predicted responses. It was observed that the results 

between both the responses were very close for SSR, 

micro-hardness and % improvement in Ra. It shows 

the predicted model was acceptable.  

The perturbation graph presented in Fig. 5 (a), 

shows the effect of variable process parameters on the 

SSR. The midpoint indicated as (value 0), in design 

expert shows reference point for all the parameters. 

The keen slope for the parameters current (A), duty 

cycle (B), rotational speed (C), pressure (D), abrasive 

concentration (E) shows that these parameters are 

highly dependent on scatter of surface roughness. The 

reason for this circumstance was discussed while 

demonstrating the interaction effects of parameters. 

Table 6, Table 7 and Table 8 shows the interactions, 

in which current (A), duty cycle (B), current and 

rotational speed (AC), current and extrusion pressure 

(AD), duty cycle and rotational speed (BC), duty 

cycle and abrasive concentration (BE), rotational 

Table 8 — ANOVA outcome for fitted RSM model for % Improved Ra 

Source Sum of Squares Degree of Freedom Mean Square F- value Probability>F 

Model 1518.41 14 108.46 21.63 < 0.0001 Significant 

A 337.73 1 337.73 67.37 < 0.0001 

B 126.91 1 126.91 25.32 0.0001 

C 24.75 1 24.75 4.94 0.0402 

D 28.84 1 28.84 5.75 0.0282 

E 13.40 1 13.40 2.67 0.1205 

AD 34.25 1 34.25 6.83 0.0182 

BC 123.93 1 123.93 24.72 0.0001 

CD 160.72 1 160.72 32.06 < 0.0001 

CE 56.89 1 56.89 11.35 0.0036 

DE 73.32 1 73.32 14.62 0.0014 

A² 24.60 1 24.60 4.91 0.0407 

B² 272.96 1 272.96 54.45 < 0.0001 

C² 32.64 1 32.64 6.51 0.0206 

D² 232.19 1 232.19 46.32 < 0.0001 

Residual 85.22 17 5.01 

Lack of Fit 47.14 12 3.93 0.5157 0.8389 Not significant 

Pure Error 38.09 5 7.62 

Cor Total 1603.64 31 

Std. Dev. 2.24 R² 0.9469 

Mean 30.83 Adjusted R² 0.9031 

C.V. % 7.26 Predicted R² 0.8275 

Press 276.67 Adequate Precision 18.7774 
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speed and extrusion pressure (CD), rotational speed 

and abrasive concentration (CE), extrusion pressure 

and abrasive concentration (DE) were the interactions 

for scatter of surface roughness while current (A), 

rotational speed (C), current and rotational speed 

(AC), and current and abrasive concentration (AE) 

were the interactions for the micro-hardness and also 

current (A), duty cycle (B), rotational speed (C), 

extrusion pressure (D), Current and extrusion pressure 

(AD), duty cycle and rotation (BC), rotation and 

extrusion pressure (CD), rotation and abrasive 

concentration (CE), extrusion pressure and abrasive 

concentration (DE) were the interactions for the % 

improvement in Ra. The relevant plots to these 

interactions were shown from Fig. 5 (b-h) for scatter 

of surface roughness, from Fig. 6 (b and c) for micro-

hardness and from Fig. 7(b-f) for % improvement in 

Ra,respectively. 

Figure 5 (b) shows as the value of current and 

rotational speed increased, scatter of surface 

roughness decreased keeping other parameter as 

constant. Due to increase in the current value, 

discharge energy density also enhanced which means, 

for each pulse higher amount of energy could be 

available for melting the work surface. This 

developed high temperature on the surface and 

formed deeper craters on it 
22

. When abrasive particles 

came in contact with the melted material, less amount 

of force was required for removing the molten/semi 

molten material from the surface. This provided good 

Fig. 5 — (a) Perturbation plots for scatter of surface roughness, (b - h) Response 3D surface plot showing the interactive influence of 

variable parameters for scatter of surface roughness.  
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level of finishing and decreased the scatter of 

roughness. As the rotational speed of electrode was 

increased, it developed a centrifugal force of larger 

magnitude in the media flow path. This may cause 

more number of abrasive particles contacting the 

workpiece surface. Therefore number of dynamic 

abrasive particles participating in material removal 

can increase that leads increase in the resultant force 

applied by the abrasive particles. Due to increase in 

the resultant force, abrasive particles can easily 

remove the molten/semi molten state material from 

the surface and produced good level of finishing with 

reduced scatter of roughness of the workpiece surface 
23

. Figure 5 (c) shows as the extrusion pressure and 

current was increased; scatter of roughness increased. 

As the value of current was increased, a huge 

temperature was developed on the surface. A large 

energy pulse of EDM produces deeper crater on the 

surface and causes larger material removal. Therefore, 

large value of material removal leads to deteriorate 

the surface quality and increases the value of scatter 

of roughness. As Fig. 5(d) shows increase in scatter of 

surface roughness with extrusion pressure. It can be 

said that as the extrusion pressure was increased, the 

abrasive particles impacted the surface with larger 

force and caused deep cut on the surface. These 

deeper cut enhanced the material removal; lager 

material removal led to decrease in surface integrity. 

This increased the value of scatter of surface 

roughness. The similar trend was also observed by 

Walia et al. in 2006 
23

. Figure 5(d) shows decrease in 

scatter of surface roughness with rotation and duty 

cycle, while keeping other parameters as constant. As 

duty cycle increased, the spark frequency enhanced 

due to availability of discharge energy for a longer 

duration. Larger amount of discharge energy 

developed high temperature on the workpiece surface 

and melted more material, which could be easily 

removed by the abrasive particles in form of micro-

chips. This reduced the value of scatter of roughness. 

Figure 5(e) also shows initially decrease and further 

increase in scatter of surface roughness value with 

abrasive concentration. As the abrasive concentration 

increased, numbers of active abrasive particles 

participating in the abrasion process were increased. 

This increased the available energy for breaking the 

atomic bond of the material and developed new 

surface by displacing the atoms 
24

. This caused 

increase in MR and provided better surface finish, 

which reduced the scatter of surface roughness. 

However on further increasing the abrasive 

concentration, large number of abrasive particles 

participates in the abrasion and leads to improvement 

in material removal which corresponded deterioration 

in surface finish. This increased the scatter of surface 

roughness. Figure 5(f) shows that as the extrusion 

pressure is increased, scatter of roughness initially 

increased and further decreased. However there is 

very negligible change in the response with respect to 

the rotational speed keeping other parameters 

constant. The reason may be that at lower extrusion 

pressure both material removal and surface finish are 

low because shearing energy required by the abrasive 

particles is not enough to shear the peaks. Shearing 

strength of the sharp edged abrasive particles should 

be greater than the strength of material for more 

material removal. This increased the scatter of surface 

roughness, while on further increasing the extrusion 

pressure abrasive particles imparted a larger force on 

the surface and corresponded more material removal 

along with better surface integrity. This reduced the 

value of scatter of surface roughness 
23

. Figure 5(g) 

shows that there was initially decrease and then 

further increase in scatter of roughness with 

increasing abrasive concentration. However there was 

some increase in scatter of roughness with respect to 

the rotation. The reason may be that on enhancing the 

abrasive concentration in the media, more abrasive 

particles interacted with the finishing surface and 

performed efficient cutting action. This improved the 

material removal and surface finish which 

corresponded decrease in scatter of surface roughness. 

On further increasing the abrasive concentration 

surface finish deteriorated due to more material 

removal. This increased the scatter of surface 

roughness of the surface. Figure 5(h) shows increase 

in scatter of roughness with the extrusion pressure and 

abrasive concentration while keeping other 

parameters as constant.

The perturbation graph presented in Fig. 6(a), 

shows the effect of variable parameters over the 

micro-hardness of surface. Figure 6(b) shows effect of 

current intensity and rotational speed on the micro-

hardness of the material keeping other parameter 

constant. In TACAFM process increase in micro 

hardness with current occurred due to heating and 

better quenching. The spark generation in TACAFM 

process developed large amount of heat in the 

finishing zone. The huge amount of heat caused better 

quenching of material and facilitated hard carbides 
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and other hardened compounds formation over the 

surface. These hardened compounds developed over 

the surface increased the micro hardness of the 

surface which was similar with the results obtained by 

Gill and Kumar 
25

.  

Figure 6(b) shows as the rotational speed was 

increased, micro hardness of the surface also 

increased. In TACAFM process two forces (axial and 

radial) are acting during the finishing process and 

resultant of these two forces may be responsible for 

the material removal mechanism. On increasing the 

rotational speed, radial component of force increases 

which enhances the resultant force. Therefore 

abrasive particles were thrown on the surface with 

larger force due to the involvement of the centrifugal 

force during the media flow. It caused work hardening 

of the surface and increased the micro hardness of 

finishing surface. The similar results were also 

obtained by Walia et al. in 2008 
26

. Fig. 6(c) shows as 

the current intensity was increased, micro hardness of 

the surface also increased. On increasing the current 

intensity more melting was done on the workpiece 

surface which caused work hardening of the surface. 

This work hardening increased the micro hardness of 

the surface. Fig. 6(c) also shows that micro hardness 

of the surface was enhanced due to increase in 

abrasive concentration. On increasing the abrasive 

concentration, more and more abrasive particles 

impacted on the workpiece surface which induced a 

residual stress over the surface and enhanced the 

micro hardness of surface. 

The perturbation graph presented in Fig. 7(a), 

shows the effect of variable parameters over the % 

improvement in surface roughness. Figure 7(b) shows 

as the current intensity and extrusion pressure is 

increased keeping other parameters constant, surface 

finish gets better. As the current intensity is increased, 

discharge energy density is also increased. This 

causes availability of higher energy for each pulse 

which corresponds rapid melting of surface due to 

increase of temperature over the surface. This rapid 

melting of surface produces deeper craters on it 
22

, 

which can be easily carried away by the abrasive 

particles and provides good level of finish.  

In conventional AFM process only axial force is 

responsible for the material removal which acts in the 

direction of media flow. But TACAFM process is a 

combination of Centrifugal force assisted AFM 

(CFAAFM) and EDM process. In the present 

developed process axial force and radial force both 

are responsible for the material removal. Radial force 

acts in the direction perpendicular to the surface. The 

resultant force subjected by the abrasive particles will 

be the resultant of axial and radial forces. Initially at 

lower pressure the resultant force is less and the 

abrasive particles are not able to shear the peaks of 

the surface. But as the pressure is increased, the 

resultant force also increases and removes more 

material which improves the surface finish. Figure 

7(c) shows increase in surface finish with duty cycle 

and rotation keeping other parameter constant. As the 

duty cycle is increased, discharge energy may be 

applied for a longer duration. It can develop high 

temperature over the surface and softens more volume 

of material. This soft material can be easily carried by 

the abrasive particles with lesser amount of force that 

causes more material removal and provide good 

surface finish. As the rotational speed of the electrode 

is increased radial force increases which causes 

increase in resultant force. This may cause more 

availability of energy to break the atomic bond and 

will develop new surface with better surface integrity 

which was similarly observed by Walia et al. (2006) 
24

. 

Figure 7(d) shows improvement in surface finish 

Fig. 6 — (a) Perturbation plots for micro-hardness, (b - c) Response 3D surface plot showing the interactive influence of variable 

parameters for micro-hardness. 
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with rotation and pressure keeping other parameter 

constant. This is due to the increase in the resultant 

force by which the abrasive particles are impacting 

over the surface. Figure 7(e) shows as the rotation and 

abrasive concentration in increased, percentage 

improvement in surface finish also increases. On 

increasing the abrasive concentration, dynamic 

number of abrasive particles is increased and more 

number of abrasive particles may come in contact 

with the surface. This can also increase the contact 

region between the abrasive particles and workpiece 

surface. More number of abrasive particles can easily 

remove the peak of the surface and provide good level 

of surface finish. The results are comparable to the 

results obtained by Goranaet al. (2004) 
27

. However, 

on further increase of abrasive concentration, dynamic 

abrasive particles are increased but the interference 

between the abrasive particles also increases leading 

to energy loss and reduction in rate of material 

removal will reduce. Figure 7(f) shows as the pressure 

and abrasive concentration is increased, percentage 

improvement in surface finish also increases. This 

might be due to increase in active abrasive particles.  

3.1 Optimization 

Optimization was performed to minimize scatter of 

surface roughness (SSR), maximize micro-hardness 

and maximize % improvement in Ra having the 

constrained limit of five factors as shown in Table 2. 

The optimization was performed by using Design 

expert software. The desirability factor was in the 

range of 0 to 1, in which the smallest value shows the 

low desirable factor. The process variables with 

ultimate desirability mean it has optimum variable 

setting. The optimum values for the input parameters 

and their corresponded responses were analyzed by the 

software and the details were presented in Table 9. For 

single factor optimization, other response variables 

were neglected while in case of multivariable 

optimization, all the responses were considered 

and provided the equivalence significance. For 

the validation of optimized responses confirmation 

experiments were performed as shown in Table 9. 

It was seen from the experimental validation 

predicted values were very close to the experimental 

values.  

3.2 Calculation of Number of Abrasive Particle Interacting 

with the Workpiece Surface 

For the optimized condition, 

C = 0.5, Vm = 290e-6 m
3
, dm =1219 kg/m

3
, da =

1340 kg/m
3
, d = 33 microns, D = 8e-3m, 

Putting the above values, Va= 1.32e-4 m
3
, Vo =

0.188e-13 m
3

Number of abrasive particle interacting with the 

workpiece surface, Na = 1.153e8 

Fig. 7 — (a) Perturbation plots for % improved Ra, (b - f) Response 3D surface plot showing the interactive influence of variable 

parameters for % Improved Ra. 
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Number of abrasive particle in full volume of 

media, N = 70.21e8 

Fraction of abrasive particle involved in material 

removal =  = 0.016 

3.3 Calculation of Velocity of Impact 

m
7
= 2.6e-7 kg, r = 16.5e-6m, N = 150 rpm, ω = 

15.707 rad/s 

So, Fc = 1.0583e-9N 

Therefore, vc = 1.56e-10 m/s 

If t = 2e-6 sec, then va = 6.7e-5 m/s 

So, impact velocity will be = 6.7e-5 m/s 

3.4 SEM Analysis 

The work pieces finished by TACAFM process 

were studied by scanning electron microscopy. SEM 

analysis was done for analyzing the microstructure of 

the workpiece profile at 500 X magnification. Figure 

8 shows the microstructure images of the workpiece 

during and after the finishing in TACAFM process. 

Figure 8(a) shows the SEM image of surface before 

finishing. In TACAFM process material removal 

occurs due to thermal evaporation, melting and 

abrasion mechanism. When the spark is generated 

between the rotating electrode and finishing surface, 

oxide formation occurred due to presence of 

atmospheric gases in the finishing zone. The surface 

imperfections such as oxide layers, recast layers could 

be seen on the surface as revealed in Fig. 8(b). The 

formation of oxide layers on the surface leads to poor 

electrical conductivity of the workpiece and further 

hampers the machining process. The continuous flow 

of media in the gap, made nearly about an oxygen free 

environment around the finishing zone. The abrasive 

laden media had a high dielectric resistance which 

corresponded negligible breakdown during the 

machining and further ionize on the collision of 

electrons with the molecules. The spark developed 

high temperature in the finishing zone and melted the 

material on the surface. Figure 8(b) shows the craters 

developed on the surface due to EDM mechanism. 

When the electrode is kept stationary, it develops 

spark at a particular position where surface is nearer 

to the electrode tip and deteriorate the surface quality. 

Therefore rotation of electrode is necessary to 

maintain the uniformity over the surface. Figure 8(b) 

clearly shows the molten/ semi molten material and 

spark craters on the surface during the electrode 

rotation. These soften material required less amount 

of force by abrasive particles to take away from the 

surface. Figure 8(c) shows surface structure was 

improved after the finishing and no cracks were 

observed on the surface, although some abrasive 

particles cutting marks were observed on the surface 

infrequently. 

3.5 XRD Results 

X-ray diffraction technique was used for the micro 

structural study of the finished surface. X-ray 

diffraction technique analysis of finished workpiece 

was performed with a software tool “X’Pert High 

Score”. XRD graph of finished brass workpiece was 

shown in Fig. 9. It can be observed from the XRD 

graphs that maximum peaks were identified for 

copper magnesium oxide and copper oxide at 2θ of 

42.32 degree on (200) plane and had a cubic crystal 

system. Also some more peaks were identified for 

Copper oxide at 2θ of 36.44 degree and  52.48  degree  

Table 9 — Single factor and multifactor optimization and comparative study of optimized outcomes and 

experimental facts of process variables 

Optimization 

type 

Objective Optimized process variables Response 

(predicted) 

Response 

(Experimental) 

Desirabilty 

Current 

(Amp) 

Duty cycle 

(Fraction) 

Rotational 

speed (rpm) 

Pressure 

(MPa) 

Abrasive 

concentration 

(Fraction) 

Single 

Response 

To minimize 

SSR 

11.832 0.778 150.3 11.024 0.343 0.1497 µm 0.15 µm 0.828 

Single 

Response 

To maximize 

Micro-hardness 

12 0.78 150.746 14.506 0.5 345.963 HV 345.951 HV 0.689 

Single 

Response 

To maximize % 

Improved Ra 

11.696 0.78 248.621 11.115 0.326 42.44% 39.52% 1.000 

Multi 

response 

To minimize 

SSR, maximize 

Micro-hardness 

and maximize 

% Improved Ra 

12 0.78 150 19.944 0.5 0.142µm, 

336.038 HV 

and 38.52% 

0.15 µm and 

335.175 HV 

and 35.02% 

0.8 
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Fig. 9 — XRD results of surface produced by TACAFM process. 

at plane (111), (211) respectively with a cubic crystal 

system. Zinc Oxide peaks were identified at 2θ of 

36.49 degree and 63.102 degree at plane (101), (103) 

respectively. Both were having hexagonal crystal 

system. During the XRD interpretation some groups 

with lower peaks were discounted.  

4 Conclusion 

In the present work, brass workpiece was finished 

using the developed Thermal additive Centrifugal 

AFM process. Experiments were performed for the 

input parameters such as current, duty cycle, 

rotational speed, extrusion pressure and abrasive 

concentration against responses scatter of surface 

roughness, micro-hardness of surface and % 

improvement in Ra. The results were obtained from 

the regression correlations and software tools. The 

conclusions drawn on the basis of the above study are: 

 Duty cycle and current intensity have the major

effect on finishing performance in comparison of

the other input parameters.

 Duty cycle has the highest contribution of 17.5 %

on the scatter of surface roughness. Scatter of

Fig. 8 — (a) SEM image of surface before finishing, (b) Oxide layers formation and Spark spots during the electrode rotation, and (c) 

SEM image of finished surface. 
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roughness decreased on increasing the duty cycle. 

The best scatter of roughness value obtained for the 

brass workpiece was 0.15 µm. 

 Current has the largest contribution of 85.17 % 

against the micro-hardness of surface. On 

increasing the current, micro-hardness of the 

surface was increased. The best micro-hardness of 

the surface was achieved as 332.58 HV. 

 Current has the largest contribution of 21.88% 

against % improvement in Ra. On increasing the 

current intensity, more material removal was 

obtained due to more number of craters formed by 

the EDM mechanism on the surface. This makes 

easier for the abrasive particles to take away the 

material and provide good level of finish. The best 

% improvement in Ra was 39.52%. 

 A fraction of 0.016 abrasive particles have 

participated in material removal. 

 The process is capable of removing the craters and 

cracks on the surface at higher values of variables.  
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 Abstract— Software Reliability is an integral part to 
determine Software Quality. Software is considered to be of 

high quality if its reliability is high. There exist many statistical 

models that can help in predicting Software Reliability, but it 

is very difficult to consider all the real-world factors and hence 

it makes the task of reliability prediction very difficult. 
Therefore, it becomes more challenging for the IT industry to 

predict if a software is dependable or not. Machine Learning 

and Deep Learning can be used for the prediction of Software 

Reliability by programming a model that assesses reliability by 

fault prediction in a more meticulous manner. Therefore, in 
this study the use of predefined Artificial Intelligence 

algorithms, mainly Artificial Neural Network (ANN), 

Recurrent Neural Network (RNN), Gated Recurrent Unit 

(GRU) and Long Short-Term Memory (LSTM) are intended 

for predicting software reliability on a time series software 
failure dataset and are compared on the basis of selected 

performance metrics. Each of the algorithm trained on 

software failure dataset will be used to predict the software 

failure time after a certain number of corrective modifications 

are performed on the software. Based on the result of the 
studies, it is discovered that LSTM produces superior 

outcomes in predicting the software failure trend as it can 

capture long and short-term trends in the software failure 

dataset. 

 
Keywords— Software Reliability, Deep Learning, Time Series 

data, comparative analysis 

 

I. INTRODUCTION 

The term "software reliability" refers to operational 

dependability. Software reliability may alternatively be 

defined as the probability that a software system will 

perform its assigned task in a given environment for a 

certain number of input cases, assuming that the hardware 

and input are both error-free. It is of crucial importance to 

evaluate Software Reliability for determining system 

dependability. However, it is difficult to accomplish 

reliability given the increasing complexity in software 

requirements.  

Machine Learning and Deep Learning techniques can 

predict the fault rate for a given software more precisely by 

learning on past input data without human judgment thus 

leaving less room for errors and assumptions contrary to 

statistical methods. (Malhotra and Negi 2013) [1]. System 

behavior can be anticipated by utilizing Machine Learning 

which learns from its past and current software failure data 

as it’s a tool to automate data processing. Deep learning 

techniques include Artificial Neural Networks (ANNs), 

Recurrent Neural Networks (RNNs), and others that use a 

collection of algorithms to replicate the brain's actions. A 

neural network is made up of four primary components: 

inputs, weights, a bias or threshold, and an output. However, 

a deep learning model requires more data points to enhance 

its accuracy, although a machine learning model requires 

less data due to its fundamental data structure. 

For this experiment, a heuristic examination of several 

Machine Learning and Deep Learning techniques on a 

univariate software failure time series data to investigate 

which approach can be used extensively for predicting 

software reliability has been proposed.  Then, the metrics 

like Mean Absolute Error, Mean Squared Error, Median 

Absolute Error, and Maximum Error are used to determine 

their accuracies. The reason for choosing these metrics is 

that they can capture which technique closely represents the 

actual software failure dataset. For this paper, an impact on 

the data-driven approaches are chosen to be laid compared 

to the hardware/architecture-based approaches where other 

factors like the environment and time play a significant role 

and leave a major probabilistic factor. 

II. RELATED WORKS 

The most prevalent Machine Learning algorithms used for 

Software Reliability Prediction and Modeling include 

Genetic Programming, Decision Trees, Support Vector 

Machines, and Particle Swarm Optimization.ML techniques 

have been proven to work better than stochastic ones due to 

the nature of models to learn from previous eros are thereby 

leading to close precision and fewer errors (Malhotra and 

Negi 2013) [1]. 

 

In order to facilitate the acceptance of connectionist models 

and their usage in software reliability models, Cai et al. 

(1991) [2] and Karunanithi et al. (1992) [3] undertook 

considerable research. G Krishan et alii. (2018) [4] 

compared mainly Artificial Neural Networks and SVM to 

conclude that geometric understanding leads to better results 

for SVM than NN’s.  

 

Prediction tests to oversee software reliability were utilized 

by Pai and Hong (2006) [5] by using SVM algorithms. Loui 

et alii. (2016) [6] employed a relevance vector machine for 
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the prediction of software dependability. Machine learning 

approaches such as fuzzy inference systems, cascade 

correlation neural networks , and decision trees are used by 

Kumar and Singh (2012) [7] to predict outcomes. Jaiswal 

and Malhotra (2016) [8] talk about predicting software 

reliability using ANFIS. Other methods like Bagging, 

GRNN, SVM, MLP, M5P, FFBPNN, CFBPNN, Lin Reg, 

RepTree are studied by Xingguo and Yanhua (2007) [9] 

In papers like (Gokhale 1998) [10], an application was run 

against some software and fixed test cases to figure out a 

scientific model (architecture of application) in terms of 

criteria like branching probabilities and failure model of its 

components issues that could be later solved for better 

reliability. Future works have been shown to find a 

systematic way of predicting software reliability by 

incorporating debugging functionalities (S Trivedi 2006) 

[11]. 

However, with moving towards Machine Learning and 

Deep Learning techniques these tools and methods have 

been outperformed by the data gathered. In his research, NR 

Kiran (2008) [12] presented a unique soft computing-based 

technique that employs a non-linear ensemble trained using 

Back Propagation Neural Networks. A similar notion was 

observed by (Kumar and Jayaram 2014) [13], who used 

Artificial Neural Networks and Genetic Algorithms to 

forecast Software Reliability.  

(Amin, Grunske, and Colman, 2013) [14] proposed using 

ARIMA modeling to solve the unrealistic assumptions, 

environment-dependent applicability, and questionable 

predictability associated with Software Reliability Growth 

Models (SRGMs), and showed that their method performed 

better due to the data-driven approach used. 

 

III.  PROBLEM STATEMENT  

 

The main goal of the project is to predict Software 

Reliability using various Machine Learning and Deep 

Learning algorithms and to compare and analyze the 

performance of the chosen algorithms. The chosen 

algorithms are trained on a software failure dataset to 

determine when the given software would malfunction 

based on its relationship between previous failures and 

modifications. The goal of modeling software dependability 

is to determine the likelihood of a piece of software failing 

in a given environment. A Theoretical justification have also 

been structured for the results of comparison for Machine 

and Deep Learning algorithms. 

 

 

IV. EXPERIMENTAL DESIGN 

A. Dataset 

• The Software Failures Dataset has been used from 

[6]. The dataset has a total of 101 samples. There are 

2 attributes in the dataset as shown in Table 1. 

 

• The variable t as shown in the table below is taken to 

be the cumulative number of corrective changes 

performed on the software, after each failure. 

 

          

Table.1 Dataset  description 

Attribute Description 

t The number of modifications made to the 

software 

Yt Failure time after t modification is made 

              

        

      Fig.1 Dataset visualization: representing relationship between the time 
after which software fails to the number of modications made in the 

software. 

 

     Fig.2 Dataset visualization: The Auto Correlation of Software Failure 
T ime with Lag to measure the linear relationship between an observation at 

number of modification t and the observations at previous modifications 

B. Data Transformation 

• The dataset is a time series dataset. Before application 

of any ML/DL algorithm, it needs to be transformed 

into a suitable representation of the time series. 
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• It is transformed into an 86 x 16 shaped dataset 

where each row contains the current failure time and 

along with it a sequence of past 15 failure time 

values. 

 

• The dataset is then divided into training, validation 

and test set as shown in Table 2. 

Table.2 Dataset bifurcation 

Dataset Partition Percentage No. of Samples 

Training Set 70% 61 

Validation Set 10% 7 

Test Set 20% 18 

 

C. ALGORITHMS USED 

 

1. ANN (Artificial Neural Network) 

 

The ANN algorithm is a machine learning method that 

is based on the structure of the human brain and is one 

of the most commonly used for regression and 

classification issues. 

 

Fig 3 shows it consists of three layers: an input layer, an 

arbitrary number of hidden levels, and an output layer. 

 
 

             
   

Fig. 3 ANN Model Summary 

 

Reason for selecting ANN: To get a baseline prediction 

performance. 

  

Training epochs: 100, Batch Size:5 

 

2. RNN (Recurrent Neural Network) 

 

The RNN algorithm is a type of Neural Network. The 

variation in this algorithm is that it has a hidden state, 

which takes into consideration the information stored in 

a sequence as represented in Fig 4. In RNN, the 

independent activations are converted into dependent 

activations, which is done by using the same weights 

and biases for all the layers.  

 

This reduces the complexity and helps in memorizing 

the previous layer outputs. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

                    

 

  

Fig. 4 RNN Model Summary 

 

 

Reason for selecting RNN: Since the hidden state of 

RNN is used for remembering information about a 

sequence, it can be used for a time series prediction 

problem. 

 

Training epochs: 100, Batch Size:5 

 

    3.    GRU (Gated Recurrent Unit) 

 

GRU is a version of RNN that is designed to solve 

disappearing or exploding gradient issues since the 

model does not lose input from the current cell while 

also transmitting important information to the next cell.  

GRU decides which information should be sent to the 

output for prediction by employing two vectors to 

determine what information should be sent to the output 

for prediction. 

 

GRU consists of 3 gates: 

 

● Update Gate: This gate determines how much 

information should be handed on to future 

generations. 

 

● Reset Gate: It determines how much past 

knowledge is useless and hence can be forgotten. 
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● Current Memory Gate: This gate is further 

incorporated into the reset gate and brings non-

linearity in the input. 

 

 

 
                             

Fig. 5 GRU Model Summary 

 

Reason for selecting GRU: Since GRU is a variation of 

RNN only, hence it can be effective in a time series 

prediction problem by virtue of its capability to 

memorize some information about a sequence.  

 

Training epochs: 100, Batch Size:5 

 

     4.    LSTM (Long and Short term Memory) 

 

LSTM is another variation of RNN.  LSTM was created 

to address the issue of long-term dependencies while 

also preserving information over several timestamps of 

input data. To store information, it comprises a chain-

like structure with four neural networks and cells called 

memory blocks as represented in Fig. 6. When there are 

long-term dependencies in a data series, the efficiency 

of RNN decreases.  

 

These issues are addressed by LSTM's three gates: 

 

i) Input Gate: It adds useful information to a cell 

state. 

 

ii)  Forget Gate: It is used to forget long-term 

information that is not required anymore. 

 

iii)  Output Gate: It is used for extracting useful 

information from the current cell. 
 

 

 

 

 

 
 

Fig 6. LSTM Model Summary 
 

 
Reason for selecting LSTM: Since LSTM was 

specially developed to solve the problem of long-term 

dependencies in a sequence, it can be very effective in a 

time series prediction problem. 

 

Training epochs: 100, Batch Size: 5 

 

V. RESULTS 

 

Fig. 7, Fig. 8, Fig. 9 and Fig. 10 are the graphs plotted for 

the performance of the different algorithms/models on the 

given dataset and compared with the actual failure time 

values. 

From the graphs the results are not very obvious therefore a 

more mathematical formulation of the results is needed 

which can be provided by performing an error analysis on 

the results obtained. 

Error analysis also helps us to represent the algorithm’s 

performance and compare with other algorithms. In this 

paper, mean absolute error, mean squared absolute error, 

median squared error and maximum error have been chosen 

as described in the following section. The following 

metrics have been chosen as they help to model 

regression problems where the output is a real or 

continuous value i.e., software failure time in this case as 

well as serves as an L1 loss function. 
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                                 Fig 7.  Prediction for ANN on Test Set  

 

 

Fig 8. Prediction for RNN on Test Set  

 
 

Fig 9. Prediction for GRU Test Set  

 

 
 

Fig 10. Prediction for LSTM on Test Set  
 

VI.   METRICS USED FOR MODEL EVALUATION. 

 

A. Mean Absolute Error: For a given observation, the 

provided metric calculates the average of the absolute 

difference between the predicted and actual values  

 
B. Mean Squared Error: This metric is used to compute 

the average values for the square of difference between 

values predicted by the algorithm and values actually 

observed from the simulated domain. 

 

C. Median Absolute Error: It is the amount of the 

absolute difference between expected and actual values 

for a group of data that falls in the center. 

 
D. Maximum Error: This metric talks about the error 

arising from difference between absolute predicted and 

actual observation i.e., software failure time. 

 

VII. RESULTS JUSTIFICATION 

• It can be inferred from Table 3, and from Fig. 11 that 

LSTM has the least Mean Absolute Error, Mean 

Squared Error, and Maximum Error amongst the 

chosen 4 algorithms. 

• The errors in the predictions of RNN and GRU are 

very close to each other and are also close to the 

baseline errors as seen by Table 3. 

• Software Reliability Prediction is a typical time series 

problem. It can have long and short-term trends that 

must be learned by any model for making decent 

predictions.  

• Although RNN and GRU have memory units that can 

remember some information about a sequence, their 

performance efficiency gets decreased when there are 

long-term dependencies in the input data sequence and 

therefore performed poorly when compared to LSTM. 

• LSTM is specially developed to capture Long and 

Short term trends in the input data sequence. 

Therefore, LSTM outperformed all the algorithms and 

gave relatively low errors in the reliability prediction 

task. 

 

Table 3.  Compiled error scores for all different models 

 Mean 

Absolute 

Error 

Mean 

Squared 

Error 

Median 

Absolute 

Error 

Maximum 

Error 

ANN 1.6247 3.6756 1.3449 3.4827 

RNN 1.6821 3.7328 1.6267 3.4486 

GRU 1.6587 3.7310 1.5486 3.5465 

LSTM 1.5639 3.4735 1.4992 3.4095 
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Fig 11. Graphical representation of error metrics i.e., mean absolute, mean 
squared, median absolute and maximum error in all 4 algorithms 

VIII. CONCLUSION 

Machine Learning and Deep Learning algorithms  have 

been applied for Software Reliability Prediction. The 

dataset was analyzed, visualized, and transformed to 

make it a time series prediction problem.  

Four models have been trained for software reliability 

prediction and reported their performance in terms of 

different sorts of prediction errors.  

Considering ANN as the baseline model, the 

performance of all of the above-described models are 

compared and found that LSTM outperformed all the 

algorithms by virtue of its ability to effectively capture 

Long and Short term trends in a data sequence and gave 

a theoretical justification of the results obtained.  
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Abstract—It is a well-established fact that the electrical bio-
impedance of a part of the human body can provide valuable
information regarding physiological parameters of the human
body, if the signal is correctly detected and interpreted. Accord-
ingly, an efficient low-cost bio-electrical impedance measuring
instrument was developed, implemented, and tested in this study.
Primarily, it is based upon the low-cost component-level approach
so that it can be easily used by researchers and investigators
in the specific domain. The measurement setup of instrument
was tested on adult human subjects to obtain the impedance
signal of the forearm which is under investigation in this case.
However, depending on the illness or activity under examination,
the instrument can be used on any other part of the body.
The current injected by the instrument is within the safe limits
and the gain of the biomedical instrumentation amplifier is
highly reasonable. The technique is easy and user-friendly, and
it does not necessitate any special training, therefore it can be
effectively used to collect bio-impedance data and interpret the
findings for medical diagnostics. Moreover, in this paper, several
existing methods and associated approaches have been extensively
explored, with in-depth coverage of their working principles,
implementations, merits, and disadvantages, as well as focused on
other technical aspects. Lastly, the paper also deliberates upon
the present status, future challenges and scope of various other
possible bio-impedance methods and techniques.

Keywords—Noninvasive; bio-electrical; Impedance; bio-
impedance; bio-medical; instrumentation

I. INTRODUCTION

Extensive research is going on in the field of Bio-Medical
Instrumentation. Researchers and investigators in this field are
striving hard to find out new ways and methods for diagnosis
and measurement of health parameters for the welfare of the
mankind. There are two types of techniques for measuring
biomedical signals namely non-invasive and invasive tech-
niques. Non-invasive techniques are more suitable than the
invasive ones if sufficient accuracy can be achieved using
them. Whether, it is animal and plant cells or tissues, these
are always made up of three-dimensional arrangement of cells
and tissues. Therefore, human body is a complex biological
structure and system, which is also made up of billions of
cells and tissues arranged in 3-D formation [1]. The biological
cells and tissues of both animals and plants floats in ECF
which is known as Extra-Cellular Fluids. This ECF comprises
Intra-Cellular Fluids (ICF) and Cell Membranes (CM) which
may be with or without cell wall. When biological cells and
tissues are subjected to the external electrical stimulus they
respond and produces a complex bio-electrical impedance or
simply known as bio-impedance. This bio-impedance is highly
frequencydependent [2], [3].

Accordingly, frequency response of bio-impedance of cells
and tissues of humans is greatly affected by physiological and
physiochemical composition and structure of these cells and
tissues. Moreover, it also changes from person to person. As a
result, learning about cell and tissue anatomy and physiology
through biological cell and tissue bio-impedance analysis will
be a valuable resource. Therefore, it has been found that study-
ing complex bio-impedance of biological cell and tissues is a
useful method for non-invasive physiological and pathological
investigations. As we know that the bio-electrical impedance
of a biological cells or tissues is dependent on the signal
frequency, however, multifrequency application may also be
used for non-invasive diagnostics and medical investigations,
so as to determine their physiological or pathological behavior
or even properties. There are numerous Non-invasive bio-
impedance techniques such as BIA (Bio-Impedance Analysis),
EIT (Electrical Impedance Tomography), IPG (Impedance
Plethysmography), ICG (Impedance Cardiography), etc. The
bio-impedance measurement technique proposed in this re-
search paper, is a low-cost, efficient, and effective non-invasive
diagnostic technique.

II. LITERATURE SURVEY

Impedance offered by a living tissue is known as bio-
impedance. The broad variability of Cole parameters makes
it difficult to use bio-impedance to distinguish animal and
plant tissues. [4] defines a novel electronic procedure for
distinguishing fruit or vegetable tissue. This system uses a
custom-built electrode pair to compute bio-impedance and
Cole parameters covering a wide range of frequencies from
1 Hz to 1 MHz [4]. However, impedance of human cell and
tissue consists of resistive and capacitive components [5], [6].
It’s determined by injecting an alternating current in the cell
or tissue and then measuring the output voltage across it. The
Linear Time-Varying (LTV) bio-impedance is measured with
a specified precision using stepped-sine excitations, as given
in [7], but it is susceptible to temporal distortions affecting
the data, which limits the device’s temporal bandwidth and
sets the data accuracy. Current source and voltage sensing
circuit are the essential blocks in the instrument. Several
authors have successfully designed current sources operating
up to few hundreds of kHz [8]. Paul Annus et.al. [9] have
systematically analyzed the design of a current source using
transfer function approach and they have measured the load
impedance using load in loop method or configuration. The
voltage sensing circuit consists of amplifier, demodulator and
low pass filter. The use of instrumentation amplifier for bio-
impedance measurements has been analyzed by Areny and
Webster [10]. The measurement technique has been used in a
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number of applications such as calculating Total Body Water
(TBW), calculating Intracellular Fluid (ICF) and extracellular
fluid (ECF) [6] Electrical Cardiometry [11], Skin Water Con-
tent, Impedance Imaging (Tomography), Ablation Monitoring
and measurement of Respiration Rate [12]. The technique also
has the potential to be used in biometrics [13]. Body Compo-
sition Assessment, Transthoracic Impedance Pneumography,
Electrical Impedance Tomography (EIT), and Skin Conduc-
tance are examples of bio-impedance applications that are
described and analysed in [14]. [15] looked into the possibility
of non-invasively tracking blood glucose levels using bio-
impedance data, which would allow for more regular testing
and better diabetes management and monitoring. The bio-
impedance measurement is not a new technique in biomedical
diagnostic techniques but research is still going on to make this
technique a standard procedure for diagnosis of a particular
disease. For this purpose, it is required that a large amount
of data be collected for a particular disease, for a particular
environmental society and analysis to be done, correlating the
disease with the signal recorded. To attain this objective, we
have designed a low-cost instrument using common analog
signal processing blocks, which gives an accurate recording of
the bio-impedance signal.

III. BACKGROUND

A. Basics and Origin of Bio-impedance

Bio-impedance is a passive electrical property that de-
scribes a biological cell or tissue’s ability to obstruct (oppose)
the flow of electrical current through it. The reaction to
electrical excitation (current or potential) applied to biological
tissue is used to determine bio-impedance. The same or other
electrodes applies the excitation signal and picks up the reac-
tion in bio-impedance measurements, then charge conversion
takes place from electronic to ionic charge and vice versa [7].
Simply, the ratio of voltage (V) to alternating current (I) is
known as electrical impedance (Z). Since, Direct Current (DC)
is quite hazardous to humans, therefore, it is never used for any
experimentation on humans. In fact, Alternating Current (AC)
is more preferable choice for such type of applications. The
calculated or observed bio-impedance (Z) is highly influenced
by the Resistive (R), Capacitive (C), and Inductive (L) parts of
the cells and tissues. The bio-impedance (Z) is given by using
the modulus |Z| and the phase change. Since, bio-impedance
(Z) is a complex function or parameter, therefore its Resistance
(R) is the real part and whereas, the Capacitance Reactance
(Xc) is the imaginary part. As the ICF, CM, and ECF are made
of dissimilar materials with nonidentical electrical properties,
therefore every cell and tissue components react differently
to the applied AC signal. As we know that ICF and ECF
are made up of ionic solution which is highly conducting in
nature, thus it provides low resistance path to the applied AC
signal [16]. The CM are composed of lipid bilayers which
are electrically nonconducting and inserted between two layers
of conducting proteins. This sandwiched structure, produces a
capacitive reactance (Xc) to the applied AC signal [17], [18].
Due to this, biological cells and tissues produces a complex
bio-impedance (Z) which can be considered as overall response
to an applied AC signal [2], [3]. Thus, bio-impedance (Z) is a
complex function depends upon cell and tissue composition
and structure, health of person and applied AC signal fre-
quency. Moreover, it also changes with measurement direction,

from one subject to the other subject and even within the tissue
itself.

The human body composition comprises, water (64%), pro-
tein (20%), fat (10%), and minerals (5%) and starch (1%). The
human body mass is mainly due to O (65%), C (18%), and H
(8%). The majority of muscles are made up of protein whereas,
majority of bones are made up of minerals [19]. The bio-
impedance is proportional to Total Body Water (TBW), which
contains Intra-Cellular Water (ICW) and Extra-Cellular Water
(ECW). Body water, body fat, and body muscle have different
impedance values according to the amount of presence of
water in these. Thus applied AC signal pass through paths
that contain more water as it provides high conductivity [20].
The physiological, morphological, pathological settings and
also applied AC signal frequency, all these affect and influence
cells and tissues and their electrical properties [21], [22]. The
biological cells and tissues may have active (endogenous)
or passive (exogenous) electrical properties, depending on
the type of source of applied AC signal. The bio-electric
signals from the heart known as electrocardiograph (ECG),
signals from the brain known as electroencephalograph (EEG),
whereas electromyograph (EMG) signals from the muscles are
few examples of active properties (bio-electricity) produced by
ionic activities within cells and tissues (typical of nerve cells).
Passive properties are generated by simulating them with an
external electrical excitation source [23], [24].

The extracellular fluids surround all cells with membranes
in biological tissues. The main constituents of Extra-Cellular
Fluid (ECF) are fluid component of the blood known as plasma
and the other one is Interstitial Fluid (IF) which surrounds all
cells that are not in blood. The extracellular space is the part
of a multicellular organism outside the cells, whereas intra-
cellular space is within the organism’s cells. The cell mem-
branes separate extracellular spaces and intracellular space thus
producing two electrically conducting compartments known
as extracellular media and intracellular media. The resistive
pathways are provided by ECF and intracellular fluids (ICF).
Due to its insulating design and structure, the lipid bilayer
cell membrane is very-very thin measuring approximately 6-7
nm. This lipid bilayer cell membrane is semi-permeable, due to
which it has a high capacitance and which produces capacitive
reactance [25], [26], [27]. Although biological cells and tissues
may have inductive properties, inductance is much lower at
low frequencies than resistance and reactance, so it is often
overlooked [28]. Thus, biological cells or tissue’s complex bio-
impedance is the contributions from both frequency-dependent
capacitance and conductance [21], [29], [30], [31], [32], [33].
Bio-electrical impedance often differs from one tissue to the
next, as well as from one subject to the next. The complex bio-
electrical impedance is affected by changes in cell and tissue
composition and structure, and even health condition or status
of the subject [5], [6].

B. Frequency Response of Bio-impedance

The anatomical, physiological, and pathological state of
biological cells and tissues determine the bio-impedance fre-
quency response. Therefore, the bio-impedance study can pro-
vide much more information related to the anatomy and physi-
ology of a cell or tissue. Since the bio-impedance response is a
variable of signal frequency, therefore bio-impedance analysis
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with multifrequency inputs can give detailed cell or tissue
attributes information, that can help greatly in cell or tissue
specifications. Furthermore, the applied ac signal frequency
also drastically affects it [2], [3]. Thus, the bio-impedance of
cells or tissues and their frequency response is greatly affected
not only by the composition and structure of these cells and tis-
sues in the given physiological and physiochemical setting but
also by the applied signal frequency. The few bio-impedance
analysis techniques which makes use of lumped estimation
of the bio-impedance values of the cell or tissue samples
are BIA, IPG, and ICG etc. Bio–Electrochemical Impedance
Spectroscopy (EIS) measures and analyses bio-impedance at
different frequencies. Thus, EIS provides not only a lumped
approximation of the cell or tissue sample’s bio-impedance
values at relatively higher frequency (generally 50 kHz), but
also the details required to have better understanding of the
many complex bio-electrical phenomena such as dielectric
dispersions and relaxation.

The bio-impedance measurement can be broadly divided
into two categories, namely, "single-tone" signals and "multi-
tone" signals measurements. The analysis of "single-tone"
signals is very straightforward, but measurements take longer,
whereas use of a multi-tone signal allows for simultaneous
coverage of the entire frequency spectrum. However, use of
a multi-tone signal may result in an algorithm which can be
more complex for analysis purpose [34]. Moreover, especially
the dielectric properties of the object determine the required
frequency range for bio-impedance measurements, which typi-
cally spans 3 to 4 decades in the kHz to MHz range. In general,
wider range of frequencies improves fitting accuracy but at
the cost of complicating measurements. Furthermore, (SNR)
of measured signals also effects the fitting accuracy [35].

C. Types of Electrode Configurations

When an alternating current is used in bio-impedance
testing, the electrode displays a frequency-dependent Electrode
Polarisation Impedance (EPI) at the contact point with the
tissue or solution as the case may be. Any change in the
electrode material that is in contact with the tissue or so-
lution also affects the magnitude and as well as the phase
of the electrode impedance. As a result, the total calculated
impedance of the system is equal to the sum of the EPI and
impedance of the tissue/solution [25]. Finally, the impedance
depends upon type of electrode used, electrode material used,
the applied signal amplitude and also on its size, shape
and structure [36]. In order to measure bio-impedance, we
need at least two electrodes for the electrical current to
pass through the closed circuit [25]. Therefore, bio-impedance
measurements are performed with two or four electrodes. In
both methods, the red coloured electrodes depicted in Fig. 1
are known as input or excitation electrodes. Basically, these
are the current or driving electrodes. On the other hand,
blue coloured electrodes also depicted in Fig.1 are known as
voltage/sensing or output electrodes used to determine output
signal which is frequency dependent. It should be observed that
bio-impedance measurements can be inaccurate due to factors
such as movement and improper electrode placement [36].
Bio-impedance measurements are typically done with gel elec-
trodes to minimise electrode-skin impedance. The usability of
dry electrodes is studied in [37] because this type of electrode

is not suitable in many measurement environments. For bio-
impedance measurement, there are two kinds of electrode
configurations. According to its name the two-electrode system
or setup depicted in Fig.1(a) for measurement of impedance
makes use of two electrodes only. Thus, the current signal
injection or current-carrying as well as voltage measurement or
voltage pickup are done with the same electrodes. For unipolar
measurements, electrode configuration with quite large and
small electrodes can also be used [38].

The two-electrode technique suffers from contact
impedance due to polarisation impedance at the electrodes’
surfaces and the measured signal also covers the contact
impedance due to voltage drop [25]. While, analysing the
measured signal, the polarisation impedance should be
considered and removed in the output signal [39], [40].
Overall, the results obtained using this method are interesting,
however they do not provide an accurate signal on the
electrode’s surface [41]. In four electrode configuration
or setup, two independent pair of electrodes are used for
current injection and detecting changes in voltage or voltage
measurements [39], [42]. In this system, the input that is
constant amplitude current signal is injected using the outer
electrodes. These electrodes are also known as current or
driving electrodes depicted in red colour in Fig.1(b). The
output voltage signal produced which is frequency dependent
is measured at two points within the current electrode. These
electrodes are also known as voltage or sensing electrodes
depicted in blue colour in Fig. 1(b). In this configuration,
as the distance between electrode pairs was increased,
the magnitude of the measured impedance decreased [25],
[43]. A number of factors influence the effect of electrode
polarisation impedance which includes electrode content,
size, measuring frequency, sample impedance, and so on.
The main advantage of four electrode configuration over its
counterpart two electrode configuration is that the voltage
or sensing electrodes do not carry current, due to this it
eliminates polarisation impedance. Thus, at the connecting
surface of electrode with tissue or electrolyte the influence
of contact impedance is greatly decreased. Therefore, use of
this method is a common and popular practice to lower the
effect of EPI [44]. Furthermore, four electrode configuration
measurements are more sensitive and accurate.

IV. PROPOSED METHOD

The instrument designed consists of power supply, cur-
rent source, voltage sensing unit and data acquisition system
(DAS). Fig.2 depicts the general block diagram of the measur-
ing instrument. The current source circuit is used to generate a
sinusoidal current of amplitude in the range of 600 µA- 800 µA
and a frequency of 50 kHz [4]. The voltage sensing unit is used
to amplify and remove the high frequency components from
the signal sensed by voltage sensing electrodes. The signal is
then given to the data acquisition system. The contact surface
dimensions of all test electrodes are the same, and the carrier
is a circular printed circuit board. To compare the electrodes’
characteristics, the electrode-skin impedances are measured
under a variety of signal frequencies, contact durations, contact
pressures, positioning positions, and subjects. All measure-
ments are often done with silver/silver chloride (Ag/AgCl)
dry gel electrodes for contrast. [37] The instrument has four
Ag/AgCl electrodes, two on the outside and two on the inside,
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Fig. 1. Bio-impedance Measurement using: (a) Two- Electrode Method, (b) Four-electrode Method.

which are used as current electrodes and voltage electrodes,
respectively. This type of arrangement is known as a tetra polar
arrangement. Such an arrangement has been implemented by J.
J. Wang et.al. [45] to use forearm impedance plethysmography
for monitoring cardiac pumping function.

A. Waveform Generation

This is the first stage of the instrument and also the most
critical one. All the parameters for this stage are very important
as far as subject’s safety and the output of the device is
concerned. As this is the first stage any noise added at this
stage will get amplified in the subsequent stages. A good
waveform generator should have a single frequency output with
very low value of total harmonic distortion and should have
a very low frequency drift. A Wein bridge oscillator can be
used to generate a sinusoidal waveform [46]. The oscillator is
designed for a frequency of 50 kHz as this frequency is widely
accepted in clinical use as a standard [47]. Among all types
of voltage source generators, an oscillator produces the output
with the most stable frequency as compared to other sources.
Wein bridge oscillator is implemented using an op-amp, which
gives a stable output with a single frequency for a particular
combination of resistors and capacitors. Proper limiter circuit
is also used in the circuit to keep the poles of the oscillator
on the imaginary axis. One major problem with using Wein
bridge oscillator is that the instrument designed cannot be used
for bio-impedance spectroscopy.

A comparator, integrator and wave shaping circuit can be
used to generate square, triangular and sinusoidal waveform of
variable frequency [48]. The comparator and integrator circuit
used together generate square and triangular waveforms. Trian-
gular waveform is shaped using a shaping circuit to generate
sinusoidal waveform. The maximum frequency achieved by
this circuit using 741 op-amp is 26 kHz. This method can
be used for excitation in lower frequency range but lower
frequencies are not used in bio-impedance spectroscopy as
electrodes get polarized at lower frequencies. It has also been
observed during our laboratory experiments that there was no
biomodulation obtained in the output signal when a current
of frequency less than 20 kHz was injected into human body.
The instrument designed uses a monolithic integrated circuit
ICL8038, to produce high accuracy sine, square and triangular
waveforms [49]. The frequency can be selected externally from
10 kHz to 100 kHz using a potentiometer. The output of
ICL8038 is stable over a wide range of temperature and supply
variations. The total harmonic distortion for ICL8038 varies

from 1% to 2% depending on the model selected.

B. V To I Convertor

The current driver is one of the most important sub circuit
for the measurements of bio-impedance. The current driver
can easily work over a fairly wide range of impedance and
frequency. The main requirements of a current driver are high
output impedance, short phase delay and minimal harmonic
distortion. Depending on whether they are open loop or closed
loop, these are categorized into two groups. The features of
each design are described [50].

The voltage waveform generated using 8038 is converted
into current, which is injected into human body. The current
generated is within the safe limits (600µA- 800µA). The V to
I converter is intended to run in the frequency range of 10-100
kHz.

The main requirement for a current source is that it
should supply a constant amount of current irrespective of
the impedance of the load connected to it. When the output
impedance of the current source is much greater than the load
impedance then the current through the load is maintained
constant regardless of the load value. F. Seoane et.al have
analyzed Howland circuit as V to I converter [51]. In this
instrument Howland circuit with buffer is used for voltage to
current conversion. Fig. 3 is the circuit diagram for voltage
to current converter. The buffer stage increases the output
impedance of the V to I converter. The input impedance of the
circuit is around 20 kΩ. Fig. 4 depicts the simulation results
for circuit of Fig.-3. The resistance {R} in the Fig. 3 represents
the load to which current would be injected. The human body
impedance is in the range 1 kΩ - 3 kΩ. In simulation the
resistance {R} is varied from 0.1k to 5k in steps of 100 Ω. It
is verified using the simulation results that the current through
the load is almost constant (10 µA variation) irrespective of
the load resistance.

C. Instrumentation Amplifier

The voltage sensed from the section of human body is
in range of millivolts. The input signal is amplified using a
difference amplifier. A single op-amp can also be used as
a difference amplifier but due to its low input impedance it
cannot be used. The input impedance of the single op-amp
difference amplifier can be increased by introducing a buffer
at each of the inputs of the amplifier and instead of using a
unity gain follower one can also have some gain from the first
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Fig. 2. General Block Diagram of Measuring Instrument.

Fig. 3. Circuit Diagram for Voltage to Current Converter.

Fig. 4. Variation of Current Through {R} with Respect to Change in Value of Load Resistance, y-axis is the Current Through the Load and x-axis is the
Impedance of the Load Connected to the V to I Converter.
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stage. This leads to the circuit of instrumentation amplifier as
shown in Fig. 5. The instrumentation amplifier has high CMRR
and high input impedance and has been very effectively used
in biomedical applications such as EEG and ECG.

The analysis for instrumentation amplifier has been given
by Adel S. Sedra and Kenneth C. Smith [1] and its use as a
biopotential amplifier has been analyzed by Nagel J.H [52].
The gain for the instrumentation amplifier is given below.

gain =
R4

R3

(
1 +

R2

R1

)
(1)

The signal from the electrodes is given as input to the instru-
mentation amplifier through its two terminals. The gain of the
amplifier is 26.44 dB. The first two op-amps are used for gain
and the third operational amplifier is used for common mode
rejection. In the circuit designed R4=R3 and R2/R1 is equal
to 20. The amplifier’s input impedance is equal to the input
impedance of the operational amplifier. Frequency response
analysis of the instrumentation amplifier depicts that the phase
and gain are constant in the desired frequency range. Fig. 6
depicts the frequency response of the instrumentation amplifier
in which the continuous plot is the magnitude plot and dotted
plot is the phase plot.

D. Demodulator

The signal obtained from the human body is an amplitude
modulated signal, where the carrier is the current waveform
that we have introduced into the human body. In this case
the high frequency carrier is a sinusoidal waveform with a
frequency of 50 kHz and the modulating bio-impedance signal
is low frequency signal with frequency components less than
50 Hz. Webster and Tompkins [53] have suggested use of full
wave rectifier for demodulation. The modulating signal can be
extracted using a simple envelope detector circuit as shown
in Fig. 7. Asynchronous demodulation has been used so that
square and triangular waveform excitation can also be used in
addition to the sinusoidal waveform.

For the first cycle diode is forward biased and it charges the
capacitor to the first peak value. The charging time constant
should be such that the capacitor voltage follows the input
signal.

τ charging <<
1

fc
(2)

where fc is the frequency of the carrier. The charging times
constant depends on source resistance Rs, forward bias diode
resistance rd and capacitance C1.

τ charging = ((Rs + rd +R2) ∥R1)C1 (3)

Rs + rd +R2 << R1 (4)

∴ τ charging = (Rs + rd +R2)C1

When the input signal drops, diode becomes reverse bias
(as capacitor is charged to a higher voltage) and the capacitor
voltage remains at the initial level. During this time (when
diode is reverse bias) the capacitor discharges through the
resistor R1.

τ discharging = R1C1 (5)

The discharging time constant should be large so that the
capacitor discharges slowly but it should not be so large that
it is unable to trace the low frequency modulating signal. The
discharging time constant should follow the following relation:

1

B
≫ τ discharging ≫ 1

fc
(6)

Where B is the bandwidth of the low frequency bio-impedance
signals. For the calculation of the values of resistances and
capacitance, value of B is taken equal to 50 Hz. The diode used
in the circuit is forward biased when the incoming voltage is
greater than 0.7V, therefore the low voltage signals cannot be
detected. Taking into account this problem related to cut off
voltage of diode, a precision diode [46] is used in this circuit
in place of normal diode. A precision diode is an operational
amplifier with a diode in the negative feedback followed by a
diode whose anode is connected at the output pin of the op-
amp. The cutoff voltage for a precision diode is approximately
equal to zero volts. Fig. 8 is the circuit for precision diode.
The output of the demodulator is given to the low pass filter
stage through a buffer. Improved output buffering and peak
detector gain greater than unity is achieved with an output
voltage follower. This leads to circuit of precision envelope
detector in Fig. 9. The precision envelope detector is much
more accurate than the simple envelope detector as the voltages
below 0.7V are also detected by this circuit. Droop due to
detector diode leakage can be removed through the use of
bootstrapping feedback that holds detector diode bias at zero
when the diode is not conducting.

E. Low Pass Filter

The signal from the demodulator contains high frequency
components, which needs to be filtered out before the signal
is given as input to the analog to digital converter of data
acquisition. Here, an antialiasing filter is used as a Low Pass
Filter (LPF). Accordingly, a second order Chebyshev LPF with
a cutoff frequency of 40 Hz is used. Chebyshev filters differ
from Butterworth filters in that they have a roll-off which
is steeper and more ripple in passband (type I) or stopband
(type II). Chebyshev filters have the property of minimizing the
difference between real filter characteristics and the idealized
one over the desired filter range, but with passband ripples. The
LPF output is given to data acquisition system implemented
using Arduino uno board.

F. Assumptions, Measurement Protocol and Data Acquisition

According to the BIA assumptions, the human body can
be considered as a homogenous conductor having cylindrical
dimensions (Fig. 10). In which bio-impedance is directly
proportional to ‘L’ and inversely proportional to ‘A’, where
‘L’ is the cylinder’s length and ‘A’ is the cylinder’s base cross-
sectional area (Fig. 10).

BIA formulation processes typically make the following
assumptions for ease of calculation, though in practice the
human body varies from these assumptions:

• The human body is considered as cylindrical.

• The cylindrical shape is defined by its height and
weight.
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Fig. 5. Circuit Diagram for Instrumentation Amplifier.

Fig. 6. Frequency Response Analysis of the Instrumentation Amplifier.

Fig. 7. Circuit Diagram of Simple Envelope Detector.

Fig. 8. Precision Detector.

www.ijacsa.thesai.org 744 | P a g e



(IJACSA) International Journal of Advanced Computer Science and Applications,
Vol. 13, No. 1, 2022

Fig. 9. Precision Envelope Detector.

Fig. 10. The Human Body’s Impedance when it is Modelled as a Homogeneous Conductor with Cylindrical Volume.

• Homogeneous and evenly distributed body composi-
tion is considered.

• The body compositions have no individual differences
or variations.

• The environment parameters like temperature, other
physiological parameters such as body heat or stress
are assumed to be constant.

The cell membranes produce capacitive reactance due to the
capacitive nature and caused by a selectively applied AC signal
allows current to pass through these cell membranes using
current paths largely depends upon the signal frequency (Fig.
10). The cell membranes are penetrated by current with high
frequency. Thus, the current penetrates ECFs, CMs and ICFs.
The low frequency current passes through ECF only as the
cell membrane reactance prevents its flow through it. The
BIA technique can be used to determine the (TBW) which
is nothing but combination of ECW and ICW. However, it
should be done at a particular frequency of the applied AC
signal.

The instrument designed was tested on patients at St.
Joseph hospital, Ghaziabad, India. Verbal prior approval for the
study was taken telephonically from the concerned authorities.
Twenty-five adult human subjects (aged 25-60 years) partici-
pated in this study. The general test setup for BIA is shown in
Fig. 11. However, in our study it differed little bit for the ease
of the subjects. They were made to rest in supine position for
about ten to fifteen minutes. Then, Ag/AgCl electrodes were
put their right and left forearms. Volunteers were told to lie
down straight and remain still during measurement.

V. RESULTS

The test setup used to validate the instrument is sim-
ilar to the setup used in impedance plethysmography for
the cardiac output measurement. In general, impedance is a
measure of resistance. Plethysmography has become the gold
standard for measuring changes in blood volume in any part
of the body based on electrical impedance changes [54]. It is
also being used in the diagnosis of peripheral vascular dis-
eases. In impedance plethysmography, values of instantaneous
impedance (Z), basal impedance (Z0), which is an average of
calculated bio-impedance values and derivative of impedance
with respect to time (dZ/dt) is used to calculate cardiac output
parameters. Since the technique is a standard procedure, the
values of basal impedance measured by this technique can
be used to validate the instrument designed. The output of
the demodulator is essentially the basal impedance of the
section across which electrodes have been applied. The basal
impedance values of forearm given in literature, [55] are used
to validate the output signal of the instrument designed.

The output voltage signal of three sets of volunteers has
been displayed in Fig. 12. The slight variations in the voltage
values depict the variations in impedance (Z0). The basal
impedance is calculated using the constant voltage level. The
calculated value of basal impedance and its comparison with
values of basal impedance in literature has been shown in
Table I. The comparison in Table I shows that the values
measured from the output of the instrument is in accordance
with that of standard technique, which validates the design of
the instrument.
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Fig. 11. General Test Setup for BIA.

TABLE I. BASAL IMPEDANCE (FOREARM)

SET OF
VOLUNTEERS
[NOs]

MEASURED BY INSTRU-
MENT DESIGNED

STANDARD VALUES IN LIT-
ERATURE

AV . AGE AV . Z0(Ω) AGE GROUP AV . Z0(Ω)
A [5] 40 58.16 36-45 65.44 ±12.03
B [8] 48 80.57 46-55 67.50 ±6.38
C [12] 57 58.77 > 55 69.13 ±8.74

Fig. 12. Output Voltage Signals Measured using the Instrument. (a) is the Output Signal of Volunteer Set-A (b) being the Output Signal of Volunteer Set-B and
(c) is the Output Signal of Volunteer Set-C. The y-axis in Each Figure is the Output Voltage Amplitude Value and the x-axis Represents Number of Samples.
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VI. CONCLUSION

A simple low cost bio-impedance measuring instrument has
been designed using common electronic blocks. The results
have been validated and have been found to be accurate and
reliable. Each block of the instrument has been tested using
simulation and verified experimentally. The method and device
developed fulfills required specifications and can be used in
clinical examinations. Bio-impedance measurement techniques
can prove very useful for first hand diagnosis. The major
problem for using this technique for diagnosis is that its results
are not standardized. By standardized one means that just by
looking the graph or using its results one can say whether the
results correspond to a normal person or a patient suffering
from a disease. A large amount of analysis has to be done for
a particular application on bio-impedance signals to enable the
doctors to rely on results produced by bio-impedance analysis.
The standardization of bio-impedance values for human body
may be difficult due to variable ambient conditions, eating
habits, lifestyle and anthropological background. So intensive
and extensive research and in-depth analysis is required to be
carried out towards normalization and standardization of the
bio-impedance values.

Researchers in the field of bio-impedance have discovered
that multifrequency bio-impedance analysis (BIA) is one of
their main interests [56]. A group of researchers are exploring
instrumentation and designing more advanced instrumentation.
In the future, investigation and research can be carried out
for Bluetooth-enabled wireless instrumentation for BIA tech-
niques. Moreover, in future studies Bluetooth-enabled wireless
instrumentation for Electrochemical Impedance Spectroscopy
(EIS) techniques could be investigated. To improve cardiac
health monitoring and to have potential transthoracic parameter
assessment; ICG along with a bio-impedance tool with multi-
frequency features can be used. Furthermore, in an ambulatory
or long-term monitoring requirement in the Intensive Care
Unit (ICU) bio-impedance based ICG can be used. However,
if future research on Bio-impedance calculation and BIA
can overcome these challenges, it can be implemented more
appropriately than other commonly used and popular imaging
methods in specific medical diagnostic applications especially
related to the imaging of brain, breast, abdominal and whole
body, etc.

Bio-impedance technology is becoming more prevalent as a
result of an increasing number of healthcare monitoring appli-
cations. The study presented has a wide range of implications,
including the ability to improve bio-impedance studies and
healthcare devices that use bio-impedance technology [7]. Bio-
impedance spectroscopy measures the bio-impedance of cells
and tissues covering fairly good frequency range. Physiological
testing and health-monitoring systems benefit greatly from
this method. Devices must be compact, wearable, or even
implantable for a wide variety of applications. As a result,
the next generation of bio-impedance sensing systems must be
designed to save energy and resources [34]. It’s critical to con-
sider the application as well as the type of cell or tissue culture
to be monitored when selecting a bio-impedance measurement
technique [57]. As a result, choosing the right electrode con-
figuration is crucial. Future research should focus on the elec-
trodes and the bio-impedance measurement method [57]. Over-
all, this paper describes a low-cost, bio-electrical impedance

measurement system that has been successfully developed and
tested and can be used effectively and efficiently for non-
invasive health monitoring. The paper also discussed some of
the most important technological aspects and limitations of
bio-impedance calculation and study. Finally, in this paper the
theoretical dimensions, operating principles, implementations,
benefits, disadvantages, and current research status, upcoming
developments, and bottlenecks in bio-impedance analysis and
calculation all have been covered in great detail.
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ABSTRACT

The natural energy in the form of sunlight hotness, create low air pressure in the atmospheric regions.
In order to refill the vacated air mass the wind flows from the higher air pressure regions to lower
air pressure regions. If the lower air pressure occurs in certain hot spots in the land or the coastal
region the moisturized wind from the ocean or sea regions flows to the hot spots in the track of
cyclone trajectories. This causes moisturized cloudy storms, severe rainfalls and wind whirls in the
circulation paths. The extremely severe cyclonic storms intensified movements are tracked through
the elliptic or circular whirl paths which is commonly known as cyclones eye. In this study we attempt
to identify the various technical characteristics of the extremely severe cyclonic storms caused by
tropical cyclones. Due to the tropical cyclone eye pattern’s the storms intensity and path trajectory
varies. We have compared the eye features of the tropical cyclone intensification with the life span
of the extremely severe cyclonic storm TAUKTAE. The paper is organized by mentioning the data
computation methods, Overview of the life of ESCS TAUKTAE, Intensity variation for regulate
TAUKTAE according to Dvorak’s technique, intensity estimation using ADT9.0 and comparison with
SATCON and IMD best track, Description of the formation of TAUKTAE Eye, timeframes for eye
scenes, sea surface temperature data comparison, and final thoughts.

Keywords: Cyclonic Eye; Intensity; Indian Ocean; Dvorak Method

1 Introduction

In addition to being violent weather manifestations, tropical cyclones (TCs) have been observed to cause devastation
along the coastal regions. These conditions include storm surge, flooding, storm winds, torrential rains, thunderstorms,
and lightning. In all parts of the world, TCs cause tremendous economic losses and deaths every year. Prediction of TC
formation must be accurate to avoid/reduce such losses, so that preventative measures can be taken. Tropical weather is
generally referred to as “Cyclone” when winds exceed or equal 34 knots (62 kmph); the term was coined by the World
Meteorological Organization (WMO), 2009. The maximum sustained wind speed (MSW) is used to define tropical
storms, despite the differences in names among regions. In the east Arabian Sea and adjoining Lakshadweep area, the
Extremely Strong Cyclonic Storm (ESCS) “TAUKTAE” developed, and it crossed Saurashtra coast near latitude 20.8°N
and longitude 71.1°E, close to northeast of Diu (about 20 km northeast of Diu) with a wind speed of 160-170 kmph
gusting to 185 kmph. Through rapid intensification, the ESCS increased from 65 knots on the 16th of May to 100 knots
on the 17th of May over the sea. It has affectted marine life and marine activity. Over the northern Indian Ocean, it was
the first cyclonic storm of the year 2021, after the Kandla cyclone in 1998, Tauktae is the most intense cyclone in the
satellite era (1961-2021).
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It is essential to detect and predict maximum intensity over the ocean for accurate early warning and early response to
TCs, especially when looking at the basin’s smaller size and the socioeconomic vulnerability of the region. Satellites
are connected with computing device to detect and predict the intensity of the weather events. The numerical weather
prediction models [22, 23] and dynamical-statistical models [24], and the operational forecasts [25, 26], continue to face
challenges when it comes to predicting the intensity of TCs. It is also less successful at predicting rapid intensification
[27].

Through the use of satellite data (INSAT-3D and Microwave images) by conducting this study, we seek to identify
the different types of technical characteristics of ESCS. Due to the eye pattern of the TC, our primary objective is to
determine how TC, TAUKTAE eye characteristics relate to the storm intensity. Also, different methods were used
to calculate TC intensity and compare them to the best track results. In the Arabian sea, only a few studies have
investigated the relationship between certain eye features and TC intensification. In the Dvorak method [4, 5], satellite
imagery is used to determine the intensity of the TC based on eye’s position and associated characteristics. There is no
standard measure to estimate how well-formed or ragged the TC eye should be; in general, the sharper the TC eye, the
greater the intensity the TC.

TC eyes have gained increasing attention for their geometric characteristics. TC eyes are usually distinguishable from
each other via satellite and radar observations (e.g. circular and elliptical; [15, 27, 28, 29, 30]). Additionally, the rate of
eyewall contraction is lower in large-eyed TCs when their intensification is preceded by a reduction in the eye area [15].

The geometric characteristics of the eye, described above, are important components of the inner core of TCs,
respectively, and can be examined using INSAT-3D and PMW images along with the intensity of TC, TAUKTAE.

Section 2 provides an overview of the data and method used to analyze the Cyclone, as well as a brief description of the
Dvorak Method. Section 3 presents the results and the discussions. Section 4 presents the Final thoughts.

2 Data And Methods

Information assortment for this study is basically gotten from Indian Geostationary Satellite Images and PMW Images.
Following of the “TAUKTAE”, ESCS is done in light of the hourly INSAT-3D and INSAT-3DR satellite information,
along with Synoptic hourly information from the Bulletin and fundamental report of the “TAUKTAE”, ESCS given by
the RSMC, New Delhi [1], Microwave images from the NRL TC website [2] and Satellite Bulletins [3] are utilized to
concentrate on the different attributes of this ESCS, “TAUKTAE”.
The procedure of the review included investigation of Satellite pictures utilizing Meteorological Image Analysis Software
(MS) and Dvorak’s Technique [4, 5]. The MS has been utilized to concentrate on the different eye characteristics
by estimating the eye temperature, eye measurement, and distance of semi-major and minor axis to assess the Eye
Roundness Value (ERV) of the ESCS, TAUKTAE. The MS is a representation and investigation apparatus created at
Space Application Center. It permits clients to do a top to bottom investigation of the various climate frameworks from
the information of INSAT-3D and INSAT-3DR.

Based on Dvorak’s intensity scale T number, tropical disturbances will undergo different phases are given in Table 1

Phases T Number Maximum Wind Speed Source
low pressure area (WML) T1.0 < 17 kts [5]

Depression (D) T1.5 17-27 kts [5]
Deep Depression (DD) T2.0 28-33 kts [5]
Cyclonic Storm (CS) T2.5-T3.0 34-47 kts [5]

Severe CS (SCS) T3.5 48-63 kts [5]
Very Severe CS (VSCS) T4.0-T4.5 64-89 kts [5]

Extremely Severe CS (ESCS) T5.0-T6.0 90-119 kts [5]
Super CS T6.5 -T8.0 > 120 kts [5]

Table 1: Different phases of tropical disturbances

According to [4, 5], the intensity of ESCS, TAUKTAE using INSAT-3D/3DR visible and IR images is analyzed based
on T number on a three-hourly basis. Furthermore, we analyzes the T number estimated by [4, 5] for IR based on
microwave images to see how the T number estimation could be improved since the location (Centre) of TC could be
better determined by the microwave images.

ESCS, TAUKTAE intensity was also estimated with Advanced Dvorak Technique(ADT) [16]. During rapid intensifica-
tion & weakening, ADT (9.0) accurately represents the situation. We analyzed and compared the ADT and Manual
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T Number results with that of the best track intensity of the RSMC, New Delhi. CIMSS (Cooperative Institute of
Meteorological Satellite System) [17], were used to collect the ADT values during ESCS, TAUKTAE.

ESCS, TAUKTAE intensity was also estimated with SATCON [31] which is an approach for estimating intensity of the
cyclone. We analyzed and compared the SATCON result with that of the best track intensity of ESCS, TAUKTAE study
by the RSMC, New Delhi.

As the eye can be seen in satellite imagery, Dvorak’s method [4] of estimating TC intensity can effectively be applied.
Our discussion focuses on studying a variety of aspects of the “Eye” using INSAT-3D & PMW images, and how they
relate to intensifying and weakening the ESCS.

Eye size are essential structural characteristics of the TC, as described in previous research,hence we examine their
effect on ESCS, TAUKTAE. The increased heating in the eye is a result of strengthened eyewall convection as a TC
intensifies [18, 19, 20] causing a decrease in central pressure [21]. The resulting contraction of the pressure gradient
around the maximum wind creates a force that rises at and inward from the maximum wind’s radius, causing the eye
and eyewall to contract [21]. In this study, the size, shape, and roundness of eyes are examined. [15] report that the eye
roundness value (ERV) can be calculated as follows:

ERV =
√

(a2 − b2)/a2; a, b ∈ R+,

where a and b represent the semimajor and semiminor axes of the fitted ellipse, respectively in eye’s frequently occur in
the trajectory of the cyclonic storm.

Our study utilized INSAT-3D and PMW images to examine ERVs instead of radar images, which is usually the method
used to trace ERVs. The accuracy of ERV determination from satellite imagery has improved recently as a result of
higher resolution images and DIGI (Digital Graphic User Interface) platforms. This study utilized PMW images that
have spatial resolutions of 12.5-15 km. INSAT-3D has a visible resolution of 1 km and IR resolution of 4 km, whereas
DWR has a resolution of 300 m.

3 Results and Discussion

3.1 Overview of the life of ESCS, TAUKTAE

The ESCS, TAUKTAE developed from the remnants of a Low Level circulation over the area that occurred on 13th
May over the Arabian Sea, which is marked as the D at 1200 UTC (RSMC, New Delhi, 2021). It intensified into a DD
at 1200 UTC on 14th May. It moved north-eastward with increase intensity and marked as CS at 1800 UTC, 14th May
and was named as “TAUKTAE” later. In May 15, Tauktae intensified further, the cyclonic storm reached VSCS status
later in the day. In the following morning, it became a VSCS, as it moved almost northward.The rapid intensification
was observed during 16th of May morning. Early 17th of May, it intensified further into an ESCS and soon reached its
peak intensity. During its progress toward the Gujarat coast, Tauktae weakened and then restrengthened before making
landfall. Following landfall, as the storm moved northeastward, Tauktae gradually weakened as it moved inland. On
19th of May, Tauktae weakened into a WML over the north east.

A cyclone Tauktae intensity was the most intense during the satellite era (1961-2021) after the storm of Kandla in 1998.
During its landfall, Cyclone Tauktae was of similar intensity to the Kandla cyclone of June, 1998, with sustained winds
of about 160-170 kmph gusting up to 185 kmph. Although Tauktae had a higher life time maximum intensity, with
gusts reaching 210 kmph during early morning to afternoon of 17th May 2021, it experienced 180-190 gusts during
early morning to midafternoon.

There was adverse weather and damage caused by this rare cyclone that moved parallel to the west coast and crossed
Gujarat as it moved across the nation’s west coast states.

Tauktae covered a distance of approx 1880 km during its lifetime. The figure 1 , one can see the observed tracking of
ESCS, “TAUKTAE”

3.2 Intensity variations for TAUKTAE according to Dvorak’s technique

In this study, we used the visible/IR images from geostationary satellites (INSAT-3D & 3DR) as well as [5] to determine
and analyze the intensity of the ESCS, TAUKTAE. As soon as TAUKTAE was conceived, the very first pattern was the
“Shear Pattern”. As it developed, it shifted to “ Eye pattern” and remained associated until landfall.

It was shown by ESCS, “TAUKTAE” at 1300 UTC 15th of May that there was an ‘Eye Pattern’ with T3.5 in line
with the results of the survey [9]. CDO Pattern forms before the formation of Eye, reports the TC, TAUKTAE. It also
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Figure 1: Observed track of ESCS, "TAUKTAE"

confirms the earlier finding by Dvorak Model development, that TCs which form eye do so within 48 hours of attaining
tropical strength. The form of the eye was observed in the visible imagery of INSAT-3D on the 16th of May at 0600
UTC. In ESCS TAUKTAE, the eye grew within approximately 33h of reaching tropical storm strength on 14th May.
The eye’s temperature was -13 degrees C at 0900 UTC on 16th May, helping to increase its strength further to T4.5. In
the following days, with the eye sharpening and further warming, the intensity increased to ‘T5.0’ at 2100 UTC on 16th
of May and marked to ‘ESCS’ category. Based on [5], T5.5 was estimated as Final T.No.

By using the microwave images to determine the center and eye numbers, the intensity was computed and it affirmed
the intensity computed by apply the Dvorak technique [5] to IR images. Based on microwave images obtained from
NAVY NRL and CIRA web pages, eye characteristics and the Center of TC were determined to be extremely clear.
The intensity of TC as calculated according to Dvorak technique ([4, 5])was based on the accurate center determined
through microwave images during the life of ESCS, TAUKTAE.

3.3 Based on ADT9.0, the intensity of TC, TAUKTAE

The ADT(9.0) intensity is overestimated up to T3.0 (figure 2). In comparison to IMD provides data and the Manual
Dvorak T. No. the difference is about T1.0, which supports the earlier results by [10].The ADT (Version 8.2.1) has been
shown to overestimate up to T3.0 or T2.5 by them. As a result of changing the original ‘Curve Band’ pattern to an ‘Eye’
pattern, ADT captures the Best Track Intensity quite well. ADT intensity estimates were slightly underestimated in
the last stage of weakening as compared to the IMD best track by approximately 0.5 T.Number. ADT’s MSW was
overestimated in the preliminary development phase and underestimated in the weakening phase when compared with
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the best track MSW. During the initial developing phase, the Best track overestimates by about 10-30 knots. Similarly,
during the weakening phase, the best track underestimates by about 05-30 knots.

Figure 2: IMD Best Track and ADT (CIMSS) T numbers, and Manual (Dvorak) T numbers estimate intensity of
ESCS-TAUKTAE

3.4 On the basis of SATCON, the intensity of TC, TAUKTAE

Fig. 3 illustrates the overestimation of SATCON intensity. Based on the comparison with IMD best track, it has been
shown the TC, TAUKTAE was overestimated at both the beginning and the end of its lifecycle. Overestimation usually
occurs during the initial stage (5-15 knots), peaking at 30 knots and weakening at 10 knots approximately.

3.5 Description of ESCS, TAUKTAE’s eyes

3.5.1 Description of the formation of an ‘eye’

First appearance of the eye in a microwave image of MSG-1 SEVIRI at the 1300 UTC of the 15th May,2021, i.e., 17
hours ahead of the eye showed up in the INSAT-3D image. This is reliable with the consequences of past exploration
[6, 7]. TC’s life expectancy or when the eye is obscured by cirrus was presumed to be recognized by microwave image
scans. The Estimate Central Pressure(ECP) was recorded 990 hPa at 0900 UTC 15th of May resulting with MSW of 45
knots and a pressure drop of 10 hPa. Moreover, during the ECP over the Atlantic Ocean, between 987 and 997 hpa are
the most common times for new eyes to form, which is in agreement with finding of [6]. In addition, the TAUKTAE’s
eye results are also consistent with [8] findings that the bottom of the South China Sea encounters 950 to 990 hpa as
the minimum central pressure. When it first appeared in the microwave image MSG-1 SEVIRI of 15 May 1300 UTC,
ESCS, TAUKTAE had an eye temperature of -12.8 degrees C.

3.5.2 How the eyes are structured

Based on the INSAT-3D satellite and the Microwave satellite (PMW) images, an analysis of the eye structure was
performed. The first appearance of the eye within the INSAT-3D satellite occurred at 0600 UTC on 16 May and the first
appearance within Microwave on 15 May at 1300 UTC. As of 2100 UTC on 17th of May, INSAT-3D had disorganised
the eye, while on 18th of May, the eye had disorganized in Microwave Satellite at 0100 UTC. Table 2 provides the
structural analysis of INSAT-3D ; Table 3 provides the structural analysis of microwave stallite.
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Figure 3: Intensity estimate by SATCON and IMD of ESCS-TAUKTAE

Date/Time(UTC) Category Eye Temp.(degree C) Eye Structure
16/0600 VSCS – First Eye Pattern Seen
16/0900 VSCS - 12.8 Become Ragged
16/1200 VSCS - 37.0 Ragged Eye & warm
17/0300 ESCS - 16.0 Ragged Eye
17/0600 ESCS - 16.0 No Significant change
17/0900 ESCS - 46.0 Warmest Ragged Eye
17/1500 ESCS - 9.0 Large Ragged Eye
17/1800 VSCS - 13.0 Decrease in size
17/2100 VSCS – Eye is Disorganised

Table 2: INSAT-3D satellite images used to analyze the structure of the TC eye.

3.5.3 Timeframe for ‘eye scenes’

In every three hourly INSAT-3D/3DR images and in the available PMW images, frequent eye scenes were observed
over ESCS, TAUKTAE after wind speeds reached 60 knots, as can be seen from our analysis. According to [9], the
frequency of eye scenes increases sharply between 50 and 70 knots and after 100 knots the frequency of eye scenes
increases again. This pattern is also supported by the findings of [5]. During the weakening phase of TC, TAUKTAE,
the MSW decreased to 85 knots from 1800 UTC of 17th of May, resulting in fewer eye scenes. From 16th to 17th of
May (upto landfall), the ESCS displayed 13 three-hourly eye scenes for approximately 39 hours. There are far more eye
scenes compared to the normal [9]. Over the course of cyclonic eye in tropical storm’s lifetime, [9] shows that a typical
eye remains in contact with an eye for 30 hours, but there are many storms with more eye scenes in their lifetimes,
including the SuCS, AMPHAN storm, which has 57-h eye scene, and the Hurricane ‘IOKE’ which has 98 eye scenes.

3.5.4 In the Eye region, SSTs are occurring

The Sea Surface Temperature(SST) over the Indian Ocean were examined taking into account the SSTs and their
relationship with eye and RI. A SST was recorded in the Indian ocean during the ESCS, TAUKTAE, which reached 30
degrees Celsius [11]. Observations have found that the SSTs near the ESCS circulation are higher than 30.0 degrees
Celsius. In the Atlantic Ocean, the average eye SST is 29.2 degrees Celsius, according to [6]. In eye scenes over
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Date/Time(UTC) Category Eye Structure
15/1300 SCS First Eye Pattern Seen
16/0800 ESCS Ragged Eye
16/1030 ESCS Ragged Eye with reduced size
16/1300 ESCS Size increase
17/0800 ESCS Circular size
17/1100 ESCS No Significant Change
17/1300 ESCS Circular and size increase
18/0100 ESCS Eye is Disorganised

Table 3: Microwave satellite (PWM) images used to analyze the structure of the TC eye.

the South China Sea, [8] has shown that most SSTs exceed 29.0 degrees C near the storm circulation. In conclusion,
[12, 13, 14] consistent findings suggest that the high SSTs of the Indian Ocean near TC (greater than 30 degrees C)
are likely to have contributed to the RI of TC, TAUKTAE, in addition to other factors such as low wind shear. In their
research, the warmth of the SST is shown to be a primary contributor to the more intense TC is fundamentally due to
higher sensible and latent heat fluxes.

3.5.5 A characteristic of the eye is its roundness

Following [15], it was calculated and analyzed the roundness of the eye based on its ERV value. ERVs with lower TCs
correspond to eyes that are rounder. The ERV of the eye usually increases with the maximum diameter, meaning that
the smaller the diameter, the rounder the eye becomes [8]. An ERV of minimum 0.34 was determined at 2100 UTC
on 16 th of May when TC intensified to ESCS with semi-major and semi-minor axes of 0.08 degree and 0.085 degree
respectively. [15] reached a similar conclusion about ERV minimum values. According to his analysis, hurricanes with
Category 5 can be identified by their higher circular eyes (ERV ≈ 0.36). Saffir-Simpson Scale classifies TC, TAUKTAE
as Category 4. A mean ERV of 0.57 was found for TC, TAUKTAE, with dominant values ranging from 0.5 to 0.7. In
the Atlantic Basin, [15] found that predominant values ranged from 0.5 to 0.7 and the mean ERV was 0.57. [8] agree
that 0.5-0.7 ERV is the most common ERV observed by TCs over the South China Sea. TAUKTAE also shows similar
results.

4 Final Thoughts

The results and discussions lead to the following general conclusions. A number of structural changes have occurred in
the eye concerning its growth and evolution, its geometric characteristics as well as intensity of TC, TAUKTAE.

When ESCS, TAUKTAE reached tropical storm intensity, an eye had developed within 39 hours, unlike the traditional
48-hour window during which the eye develops. Before the development of the eye, TAUKTAE exhibited CDO pattern
at the stage of T4.0.

A microwave image first showed the eye of ESCS, TAUKTAE, approximately 17 hours before it appeared on INSAT-3D
imagery. By monitoring microwave images in real-time, we could predict based on life span data of the TAUKTAE
intensification.

As with the Atlantic TCs and the South China TCs, the intensity was 45 knots with ECP of 990 hPa during the
development of the eye. In contrast to the average of 30 hours of eye scenes over the Atlantic, ESCS, TAUKTAE eye
scenes lasted for 39 hours.

The variability of TCs over the north Atlantic and north Pacific oceans is in accordance with ERV observations, the
majority of ERVs ESCS, TAUKTAE range from 0.5 to 0.7, and the mean was 0.57 which is usually occur in the Indian
Ocean.
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In this paper we study the application of four-mode squeezed states in the cosmological context,
studying two weakly coupled scalar fields in the planar patch of the de Sitter space. We construct the
four-mode squeezed state formalism and connect this concept with the Hamiltonian of the two cou-
pled inverted harmonic oscillators having a time-dependent effective frequency in the planar patch
of the de Sitter space. Further, the corresponding evolution operator for the quantum Euclidean
vacuum state has been constructed, which captures its dynamics. Using the Heisenberg picture
coupled differential equations describing the time evolution for all squeezing parameters (amplitude,
phase and angle) have been obtained, for the weakly coupled two scalar field model. With the help
of these evolutions for the coupled system, we simulate the dynamics of the squeezing parameters
in terms of conformal time. From our analysis, we observe interesting dynamics, which helps us to
explore various underlying physical implications of the weakly coupled two scalar field system in the
planar patch of the de Sitter cosmological background.

I. Introduction

The squeezed states in quantum optics have emerged
as non-classical states of light which are a consequence
of Heisenberg’s uncertainty relations. When the uncer-
tainty in one conjugate variable is below the symmetric
limit, compared to the other conjugate variable, without
affecting the Heisenberg’s uncertainty relations, then the
state obtained is called squeezed state. For review on the
fundamentals of squeezed states see [1–8]. These states
have been used in the field of quantum optics [9–13] for
many experimental purposes. From an application per-
spective the squeezed states of light are being used for
various applications in quantum computing [14, 15] and
quantum cryptography [16] because these non-classical
states of light can perform as an elementary resource in
quantum information processing for the continuous vari-
able systems. These states are also now being used in
gravitational wave physics [17–19] to enhance the sen-
sitivity of gravitational wave detectors [20–23], such as
the LIGO [24] and to improve measurement techniques
in quantum metrology [25–31]. For a more broad class of
application of squeezed states see [32–44].

From the cosmological point of view, the use of the
formalism of squeezed states was introduced in one of
the early works by Grishchuk and Sidorov [45, 46] on
the inflationary cosmology where they analysed the fea-
tures of relic gravitons and phenomena such as particle
creation and black-hole evaporation using the two-mode
squeezed state formalism. They showed that the amplifi-
cation of quantum fluctuations into macroscopic pertur-
bations which occurs during cosmic inflation is a process
of quantum squeezing and in the cosmological scenario

they describe primordial density perturbations, amplified
by gravitational instability from the quantum vacuum
fluctuations. Another important work by Andreas Al-
brecht et al. [47] have used the two-mode squeezed state
formalism (for a single field) to understand the inflation-
ary cosmology and the amplification process of quantum
fluctuations during the inflationary epoch. Another more
recent work [48] discussed on four-mode squeezed states
for two quantum systems using the symplectic group the-
ory and its Lie algebra. These works have motivated us
to explore both the theoretical and numerical features of
two coupled scalar fields in the planar patch of the de
Sitter space by developing the formalism and construct-
ing the corresponding four-mode squeezed operator. For
more vast applications of squeezed state formalism in
High energy physics and in cosmology see [41–44, 49–67].
The structure of the paper can be broadly divided into

two parts, section II and section III.
In the section II, we start our analysis by considering

two massive scalar fields in the planar patch of de Sit-
ter space with K as weak coupling constant between the
fields. In subsection IIA, we will quantize the modes of
the two coupled scalar fields. Here for simplicity we will
neglect the “back action” of the scalar fields to the de
Sitter background geometry. We will find the quantized
position and momentum variables for the two coupled
scalar fields on the planar patch of the de Sitter space and
then compute the quantized version of the Hamiltonian,
for our case. In subsection II B, we will briefly present
the connection between the two coupled inverted quan-
tum harmonic oscillator system and four mode squeezed
state formalism constructed for our model under consid-
eration. In subsection IIC, we will construct four mode
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squeezed state operator which will be useful for under-
standing the cosmological implications for two interact-
ing scalar fields and also for other systems which can
be explained in terms of two coupled inverted quantum
harmonic oscillators.

In the section III, we will define the time evolution
operator for the four mode squeezed states, which we
will use to calculate the time dependent (Heisenberg pic-
ture) annihilation and creation operators for two coupled
scalar fields in the planar patch of the de Sitter space. In
subsection IV, we use the Heisenberg equation of mo-
tion to calculate the coupled differential equation for the
mode functions of the two coupled scalar fields in the
planar patch of the de Sitter space. We will also calcu-
late the position and momentum operators in Heisenberg
representation for this model. After that we give the ex-
pression for mode functions by using the set of coupled
differential equation for the mode functions. We give the
expression for the squeezing parameters, R1,k, Θ1,k, Φ1,k,
R2,k, Θ2,k and Φ2,k which governs the evolution of the
quantum state for two coupled scalar fields in the planar
patch of de Sitter space.

II. Four-mode Squeezed State
Formalism for two field

interacting model

In the following section, our prime objective is to con-
struct a formalism for two scalar fields φ1 and φ2, in the
planar patch of de Sitter space, which are weakly inter-
acting with each other through a coupling strength K.
The action for the two scalar fields contain a usual gravi-
tational part with R as Ricci scalar, a matter source term
T , it also contains kinetic term and potential term from
both the fields.

The corresponding action for two coupled interacting
scalar fields [68] in the planar patch of de Sitter space
can be written as:

S =
∫
d3xdt

√
−g
[
− R

16πG + T + 1
2

(
φ̇2

1 −m2
1φ

2
1

)
+ 1

2

(
φ̇2

2 −m2
2φ

2
2

)
− 12KRφ1φ2

]
(1)

Here, the corresponding de Sitter metric in the planar
patch is described by the following line element:

ds2 = −dt2 + a2(t)dx2 with a(t) = exp(Ht). (2)

Here “a” is the scale factor which is a function of time
and H is the Hubble constant. Also here m1 is the mass
of field φ1 and m2 is the mass of field φ2. Due to hav-
ing the homogeneity and isotropy in the spatially flat
FLRW background having planar de Sitter solution both
the fields are only functions of time and there is no space

dependence. For this reason there is no kinetic term ap-
pearing which involve the space derivatives. Before mov-
ing further we introduce some conditions which will help
us in simplifying the calculations. We define the integral
over the matter source term to be proportional to the
potential function V (a) and is given by:∫

d3x
√
−g T = 1

2V (a) (3)

We will set the Planck length lp = 1 for the rest of the
computation and we also introduce some dimensionless
field variables, which are given by:

µ1(t) = φ1(t)a3/2(t) = exp(3Ht/2)φ1(t),
µ2(t) = φ2(t)a3/2(t) = exp(3Ht/2)φ2(t).

(4)

After doing all this manipulations and using the field
redefinition the Lagrangian for two coupled scalar fields
in the planar patch of de Sitter space can be recast in the
following simplified form:

L = −aȧ
2

2 + V (a)
2 + l1 + l2 + l3 (5)

Where, l1, l2 and l3 are given by the following expres-
sions:

l1 = µ̇2
1

2 −
1
2µ

2
1m

2
1 −

3
2
ȧ

a
µ̇1µ1 + 9

8

(
ȧ

a

)2
µ2

1, (6)

l2 = µ̇2
2

2 −
1
2µ

2
2m

2
2 −

3
2
ȧ

a
µ̇2µ2 + 9

8

(
ȧ

a

)2
µ2

2, (7)

l3 = K

[(
ȧ

a

)2
µ1µ2 −

1
2
ȧ

a
(µ̇1µ2 + µ1µ̇2)

]
. (8)

With the use of Euler Lagrange equations we get the two
equation of motion each for µ1 and µ2 fields are given by:

µ̈1 +
[
m2

1 −
3
2
ä

a
− 3

4

(
ȧ

a

)2
]
µ1

−K2

[
ä

a
+
(
ä

a

)2
]
µ2 = 0, (9)

µ̈2 +
[
m2

2 −
3
2
ä

a
− 3

4

(
ȧ

a

)2
]
µ2

−K2

[
ä

a
+
(
ȧ

a

)2
]
µ1 = 0. (10)

Here we can clearly notice that the above two equations
are coupled differential equation of motion due to having
the interaction in the original theory.
Now we can construct the Hamiltonian for our theory

from the Lagrangian given in Eq(5). The Hamiltonian
for two interacting scalar fields in the planar patch of de
Sitter background is given by:

H = − π2

2M − V (a)
2 + 1

2
(
π2

1 +m2
1v

2
1
)

+ 1
2
(
π2

2 +m2
2v

2
2
)

(11)
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Where, we define:

M = a+ K

a2

[
µ1µ2 + K

4
(
µ2

1 + µ2
2
)]

(12)

π = pa + p1

2a (3µ1 + kµ2) + p2

2a (3µ2 + kµ1) (13)

Here we introduce, pa : Canonically conjugate momenta
of scale factor a, π1, π2 : Canonically conjugate momenta
of redefined fields µ1 and µ2 respectively.

A. Quantizing the Hamiltonian

We will be quantizing the fields µ1 and µ2, and will be
treating gravity classically in this computation. In our
analysis the back reaction from the fields is neglected.
For this reason we expand π2

2M in a series and retain only
the terms π2

a

a (which governs together with the poten-
tial V (a) for a which is a semi-classical behaviour of the
background geometry).

With these condition defined above we get the approx-
imated form of the Hamiltonian as follows:

H ∼ 1
2
(
π2

1 + v2
1m

2
1
)

+ 1
2
(
π2

2 + v2
2m

2
2
)

− p2
a

2a2 [3 (v1π1 + v2π2) +K (v1π2 + v2π1})]

+ Kp2
a

2a4

(
v1v2 + k

4
(
v2

1 + v2
2
)) (14)

where we define pa ∼ −aȧ.
Now we will quantize this Hamiltonian. For this pur-

pose we promote the fields to operators and take the
Fourier decomposition. We use the following ansatz for
Fourier decomposition:

v̂1 =
∫

d3k

(2π)3 v̂1,ke
ik·x,

π̂1 =
∫

d3k

(2π)3 π̂1,ke
ik·x,

v̂2 =
∫

d3k

(2π)3 v̂2,ke
ik·x,

π̂2 =
∫

d3k

(2π)3 π̂2,ke
ik·x.

(15)

For our purpose we will be working in the Schrödinger
picture, where the operators v̂1,k, π̂1,k, v̂2,k and π̂2,k are
fixed at an initial time. We define modes and the asso-
ciated canonically conjugate momenta for the two fields
with initial frequency equal to k which, suitably normal-
ized, give us:

v̂1,k = 1√
2k1

(
b1,k + b†1,k

)
, π̂1,k = i

√
k1

2

(
b†1,k − b1,k

)
v̂2,k = 1√

2k2

(
b2,k + b†2,k

)
, π̂2,k = i

√
k2

2

(
b†2,k − b2,k

)
(16)

The Four-mode Hamiltonian operator after quantiza-
tion for the two scalar fields interacting with each other
via coupling constant K in the planar patch of de Sitter
space can be written in the following simple form:

H(τ) =
(
l1(τ)b1,−kb1,k + l∗1(τ)b†1,kb

†
1,−k

)
+
(
l2(τ), b2,−kb2,k + l∗2(τ)b†2,kb

†
2,−k

)
+
{
ω1(τ)

(
b†1,−kb1,k + b†1,kb1,−k

)
+ ω2(τ)

(
b†2,−kb2,k + b†2,kb2,−k

)
+ g1(τ) (b1,−kb2,k + b1,kb2,−k)

+ g∗1(τ)
(
b†2,kb

†
1,−k + b†2,−kb1,k

)
+ g2(τ)

(
b†1,kb

†
2,−k + b1,−kb

†
2,k

)
+g∗2(τ)

(
b2,−kb

†
1,k + b2,kb

†
1,−k

)}

(17)

Where, the terms l1, l2, ω1, ω2, g1 and g2 are defined
below:

l1(τ) = K2π2
a

16a4m1
+ i

3
4a2πa

l2(τ) = K2π2
a

16a4m2
+ i

3
4a2πa

ω1(τ) = 1
2

(
m1 + K2π2

a

8a4m1

)
ω2(τ) = 1

2

(
m2 + K2π2

a

8a4m2

)
g1(τ) = K2π2

a

4a4
1

√
m1m2

+ i
K2π2

a

4a4
(m1 +m2)
√
m1m

= g2(τ)

(18)

Here it is important to note that, τ represents the con-
formal time which is related to the physical time t by the
following expression:

τ =
∫

dt

a(t) = − 1
H

exp(−Ht). (19)

Consequently, in terms of the conformal time coordinate
the de Sitter metric in planar patch can be recast as:

ds2 = a2(τ)
(
−dτ2 + dx2) where a(τ) = − 1

Hτ
.(20)

B. The Two Coupled Inverted Harmonic Oscillator

The two coupled inverted quantum harmonic oscilla-
tor [69–71] can be described by the Hamiltonian H which
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is the sum of the free Hamiltonian of both the inverted
quantum harmonic oscillators and the interaction Hamil-
tonian Hint which depends on the type interaction be-
tween them and the coupling constant K accounts for
the strength of the interaction between the two coupled
inverted quantum harmonic oscillators:

H =
2∑
i=1

Hi +KHint (21)

Here, Hi is the Hamiltonian of a free two inverted quan-
tum harmonic oscillators:

Hi = p̂2
i

2 −
q̂2
i

2 where i = 1, 2

= i
~
2

(
b̂2i e

2iπ4 − h.c.
)
.

(22)

Here bi corresponds to the annihilation operator for
the quantum harmonic oscillator and index i runs from
1 to 2.

In the present context of discussion we will consider
the construction of General squeeze Hamiltonian. Writ-
ing the free part Hamiltonian in this form facilitates the
comparison with the more general squeeze Hamiltonian,
which we will be considering. The setup of this two cou-
pled inverted harmonic oscillator can be mapped to case
of two coupled scalar fields in de Sitter background as
indicated in the Eq(21) and Eq(17). The free part of
the Hamiltonian for two coupled inverted quantum har-
monic oscillator gets mapped to the terms containing l1,
l∗1 for the first scalar field with modes (1,k, 1,−k) and
the terms containing l2, l∗2 for the second scalar field with
modes (2,k, 2,−k). The free terms with ω1 and ω2 mim-
ics the role of rotation operator which is absent in Eq(21)
but it can be introduced explicitly in it. The interaction
Hamiltonian Hint corresponds to the terms containing
g1, g∗1 , g2 and g∗2 .

C. Four mode Squeezed State operator

Let us consider a state |φ〉in which is the initial refer-
ence vacuum state of the two scalar fields. The final out
state |φ〉out can be obtained by by applying the operator
given in Eq (23) on the initial reference vacuum state of
the two scalar fields.

|φ〉out = S
(1)
1 (r1, θ1)S(2)

1 (r2, θ2)S (r1, r2, θ1, θ2)
R (φ1, φ2) |φ〉in

(23)

Here, the initial vacuum state is |φ〉in and we have

R (φ1, φ2) |0, 0〉 = ei(φ1+φ2)|0, 0〉 (24)

Here, we can see that the contribution of the total rota-
tional operator on the vacuum state just introduces an

overall phase factor and we neglect it for further calcu-
lations of the total squeezed operator for the two scalar
fields in de Sitter background space.
We write the most general Squeezed state in the

present context, which is defined as:

|Ψsq 〉 = S
(1)
1 (r1, θ1)S(2)

1 (r2, θ2)S (r1, r2, θ1, θ2) |0, 0〉
(25)

Here it is important to note that

S
(1)
1 (r1, θ1)S(2)

1 (r2, θ2)︸ ︷︷ ︸
with interaction 1 and 2

6= S
(1)
1 (r1, θ1)S(2)

1 (r2, θ2)︸ ︷︷ ︸
without interaction 1 and 2

(26)
Following are the important points to be noted for oper-
ators S(1)

1 (r1, θ1) , S(2)
1 (r2, θ2) and S (r1, r2, θ1, θ2):

• The contribution from the gravitational part from
the a(t) as well as the interaction part of the fields
appear in S (r1, r2, θ1, θ2)

• The Contribution of µ1 and µ2 with interaction
appears in S(1)

1 (r1, θ1) , S(2)
1 (r2, θ2), which makes

them different from the contribution obtained from
the case when there is no interaction at all.

D. Technical details of the Constructions

Here we will give the calculation of the total squeezed
operator for two scalar fields having interaction with
each other in de Sitter background space. First we con-
sider the operator S(1)

1 (r1, θ1) and write it in the form of
Eq(27) which is the product of usual squeezed operator
for first field and the interaction term given in Eq(28).

S
(1)
1 (r1, θ1) = exp

[r1

2
(
e−2iθ1b21 −e2iθ1b†21

)
+ r1

2

(
e−2iθ1

(
b1b2 + b†1b

†
2

)
−e2iθ1

(
b†2b
†
1 + b2b1

))
= S(non-int.)

1 (r1, θ1)S(1 int. with 2)
1 (r1, θ1)︸ ︷︷ ︸
New Contribution

(27)

where, S(1 int. with 2)
1 (r1, θ1) is the part of the operator

S
(1)
1 (r1, θ1) containing interaction, which is given by:

S(1 int. with 2)
1 (r1, θ1) = exp

[r1

2

{
e−2iθ1

(
b1b2 + b†1b

†
2

)
− e2iθ1

(
b†2b
†
1 + b2b1

)}
+ . . .]

(28)
Similarly we can write for operator S(2)

1 (r2, θ2), which
is also the product of usual squeezed operator for second
field and the term coming from the interaction.

S
(2)
1 (r2, θ2) =

S(non-int.)
1 (r2, θ2)S(2 int. with 1)

1 (r2, θ2)︸ ︷︷ ︸
New Contribution

(29)
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where, Eq(30) represents the interaction part of the op-
erator S(2)

1 (r2, θ2) coming from second field.

S(1 int. with 2)
1 (r2, θ2) = exp

[r2

2

{
e−2iθ2

(
b1b2 + b†1b

†
2

)
− e2iθ1

(
b†2b
†
1 + b2b1

)}
+ . . .]

(30)
Now, the full squeezed state operator is the product

of the usual squeezed operators from both the fields
with the operators with interaction between 1 and 2
fields, a third additional term is also present denoted as
S (r1, r2, θ1, θ2). This is the contribution which is appear-
ing due to commutators between b1, b†1, and b2, b

†
2.

SFull =
S1 (r1, θ1)S1 (r2, θ2)︸ ︷︷ ︸

Without interaction

× Sint.
1 (r1, θ1)Sint.

1 (r2, θ2)︸ ︷︷ ︸
Interaction between 1 and 2

× S (r1, θ1, r2, θ2)︸ ︷︷ ︸
Additional terms

(31)
In order to construct the additional term

S (r1, r2, θ1, θ2) of the total squeezed operator we
will use the Baker–Campbell–Hausdorff formula. Let us
consider S(1)

1 and S(1)
2 given in Eq (32) and Eq (33).

S
(1)
1 (r1, θ1) = exp

[
r1

2

(
e−2iθ1b21 − e2iθ1b†21

)
+r1

2

{
e−2iθ1

(
b1b2 + b†1b

†
2

)
− e2iθ1

(
b†2b
†
1 + b2b1

)}] (32)

and

S
(2)
1 (r1, θ2) = exp

[
r2

2

(
e−2iθ2b21 − e2iθ2b†21

)
+r2

2

{
e−2iθ2

(
b1b2 + b†1b

†
2

)
− e2iθ2

(
b†2b
†
1 + b2b1

)}] (33)

Now we call,
r1

2

(
e−2iθ1b21 − e2iθ1b†21

)
= α1

r1

2

{
e−2iθ1

(
b1b2 + b†1b

†
2

)
− e2iθ1

(
b†2b
†
1 + b2b1

)}]
= α2

(34)

Similarly we have,
r2

2

(
e−2iθ2b21 − e2iθ2b†22

)
= β1

r2

2

{
e−2iθ2

(
b1b2 + b†1b

†
2

)
− e2iθ2

(
b†2b
†
1 + b2b1

)}]
= β2

(35)

Such that

α1 + α2 = A1

β1 + β2 = A2
(36)

Now we apply the Baker–Campbell–Hausdorff formula
between S(1)

1 and S(1)
2 , where we have defined the terms

in the exponential as A1 and A2.

eA1 · eA2 =
e{A1+A2+ 1

2 [A1,A2]+ 1
12 ([A1,[A1,A2]]−[A2,[A1,A2]])+...}

= eA1︸ ︷︷ ︸
S1

1

eA2︸ ︷︷ ︸
S1

1

ef(A1,A2)︸ ︷︷ ︸
S New Contribution

(37)
We will only consider the BCH-expansion upto

[A1, [A1, A2]] and [A2, [A1, A2]].

f (A1, A2) =
1
2 [A1, A2] + 1

12
(

[A1, [A1, A2]]

− [A2, [A1, A2]]
)

+ · · ·

(38)

First we consider the first commutator in the Eq(38)

[A1, A2] =[α1 + α2, β1 + β2]
[α1, β1] + [α2, β2] + [α2, β1] + [α1, β2]

(39)

Where,

[α1, β1] = 0
[α2, β2] = 0

[α2, β1] = r1r2

2

{(
e−2i(θ1+θ2) −e−2i(θ1−θ2)

)
b1b
†
2

+
(
e2i(θ1−θ2) − e−2i(θ1+θ2)

)
b†1b2

}
[α1, β2] = r1r2

2

{(
e−2i(θ1+θ2) −e−2i(θ1−θ2)

)
b1b
†
2

+
(
e2i(θ1+θ2) − e2i(θ1−θ2)

)
b†1b2

}
(40)

So,

[A1, A2] = [α1, β2] + [α2, β1]

= r1r2

2

{
f1 (θ1, θ2) b1b

†
2 + f2 (θ1, θ2) b†1b2

}
(41)

Where, we have defined f1 (θ1, θ2) and f2 (θ1, θ2) as:

f1 (θ1, θ2) = 2 cos (2 (θ1 + θ2))− 2e−2i(θ1−θ2)

= fReal
1 (θ1 + θ2) + if Im

1 (θ1, θ2)
(42)

with the real and the imaginary part being,

fReal
1 (θ1, θ2) = 2 (cos (2 (θ1 + θ2))− cos(2(θ1 − θ2)))
f Im

1 (θ1, θ2) = 2 sin (2 (θ1 − θ2))
(43)
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and

f2 (θ1, θ2) = e2i(θ1+θ2) − e−2i(θ1+θ2)

= 2i sin (2 (θ1 + θ2))
= fReal

2 (θ1, θ2) + if Im
2 (θ1, θ2)

(44)

where,

fReal
2 (θ1, θ2) = 0
f Im2 (θ1, θ2) = 2 sin (2 (θ1 + θ2))

(45)

So, the first commutator becomes as follows:

[A1, A2] = r1r2 [{cos (2 (θ1 + θ2))− cos(2(θ1 − θ2))
+i sin(2(θ1 + θ2))} b1b†2

+ {i sin(2(θ1 − θ2))} b†1b2
]

(46)
We can express it as follows:

[A1, A2] =
[
f1 (r1, r2, θ1, θ2) b1b†2

+f2 (r1, r2, θ1, θ2) b†1b2
] (47)

Where, we define f1 (r1, r2, θ1, θ2) and f2 (r1, r2, θ1, θ2)
as:

f1 (r1, r2, θ1, θ2) = r1r2 [{cos (2 (θ1 + θ2))− cos(2(θ1 − θ2))
+ i sin(2(θ1 − θ2))]

f2 (r1, r2, θ1, θ2) = r1r2i[sin(2(θ1 + θ2))]
(48)

Let us denote the following,

P = f1 (r1, r2, θ1, θ2) b1b†2
Q = f2 (r1, r2, θ1, θ2) b†1b2

(49)

So, [A1, A2] = P + Q. We will now compute the sec-
ond commutator in the expansion which is [A1, [A1, A2]].
The first part of this commutator is [α1, [A1, A2]], which
becomes:

[α1, [A1, A2]]
= [α1, P +Q](
f̃2b1b2 + f̃1b

†
1b
†
2

) (50)

Where

f̃2 = r1f2e
−2iθ1

f̃1 = r1f1e
2iθ1

(51)

Now we will compute the second part of the commu-
tator [A1, [A1, A2]] which is given as [α2, [A1, A2]], Here,
first we write α2 as,

α2 = Θ1 −Θ2 (52)

Where,

Θ1 = r1

2 e
−2iθ1

(
b1b2 + b†1b

†
2

)
Θ2 = r1

2 e
2iθ1

(
b†2b
†
1 + b2b1

) (53)

Using this we have,

[α2, [A1, A2]]
= [Θ1 −Θ2, P +Q]

(54)

where the commutators are as follows:

[Θ1, P ] = r1f1

2 e−2iθ1
(
b1b1 − b†2b

†
2

)
[Θ1, Q] = r1f2

2 e−2iθ1
(
b2b2 − b†1b

†
1

)
[Θ2, P ] = r1f1

2 e2iθ1
(
b1b1 − b†2b

†
2

)
[Θ2, Q] = r1f2

2 e2iθ1
(
b2b2 − b†1b

†
1

)
(55)

The second part of the commutator [A1, [A1, A2]] be-
comes:

[α2 [A1, A2]] =
r1

2

[
e2iθ1

{
f2

(
b†1b
†
1 − b2b2

)
− f1

(
b1b1 − b†2b

†
2

)}
+e−2iθ1

{
f1

(
b1b1 − b†2b

†
2

)
+ f2

(
b2b2 − b†1b

†
1

)}]
(56)

For the third and the last commutator of our truncated
BCH-expansion, we need to calculate [A2, [A1, A2]], and
previously we had defined, A2 = β1 + β2 (36)
Where, we define β1 and β2 as:

β1 = M1 −M2

β2 = N1 −N2
(57)

and hence, from Eq(35) and (57), M1 and M2 becomes:

M1 = r2

2 e
−2iθ2b22, N1 = r2

2

(
e−2iθ2

(
b1b2 + b†1b

†
2

))
M2 = r2

2 e
2iθ2b†22 , N2 = r2

2

(
e2iθ2

(
b†2b
†
1 + b2b1

))
(58)

With the following commutation relation in Eq(59) , we
can write the first part of the [A2, [A1, A2]] commutator.

[M2, P ] = 0 [M1, P ] = r2f1e
−2iθ2b1b2

[M1, Q] = 0 [M2, Q] = −r2f2e
2iθ2b†1b

†
2

(59)

Which is given as follows:

[β1, [A1, A2]] = [β1, P ] + [β1, Q]

= r2

(
f1e
−2iθ2b1b2 + f2e

2iθ2b†1b
†
2

) (60)

Similarly we calculate the second term of the commu-
tator [A2, [A1, A2]] and use the following commutation
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results given in the Eq(61) below,

[N1, P ] = r2f1

2 e−2iθ2
(
b1b1 − b†2b

†
2

)
[N1, Q] = r2f2

2 e−2iθ2
(
b2b2 − b†1b

†
1

)
[N2, P ] = r2f1

2 e2iθ2
(
b1b1 − b†2b

†
2

)
[N2, Q] = r2f2

2 e2iθ2
(
b2b2 − b†1b

†
1

)
(61)

Finally we get the second term of the [A2, [A1, A2]] com-
mutator:

[β2, [A1, A2]] = [β2, P +Q]
= [N1, P ]− [N2, P ] + [N1, Q]− [N2, P ]

= i r2 sin (2θ2)
[
f2

(
b†1b
†
1 − b2b2

)
−f1

(
b1b1 − b†2b

†
2

)] (62)

After calculating the terms in Eq(38), now we rewrite
the combination of [A1, [A1, A2]] and [A2, [A1, A2]] com-
mutators in terms of X1, X2, X3 and X4.

[A1, [A1, A2]]− [A2 [A1, A2]]

= X1b1b2 +X2b
†
1b
†
2 +X3

(
b†1b
†
1 − b2b2

)
+X4

(
b1b1 − b†2b

†
2

) (63)

Where, X1, X2, X3 and X4 are appended below:

X1 =
(
r1f2e

−2iθ1 − r2f1e
−2iθ2

)
X2 =

(
r1f1e

2iθ1 − r2f2e
2iθ2
)

X3 = if2 (r1 sin (2θ1)− r2 sin (2θ2))
X4 = if1 (r2 sin (2θ2)− r1 sin (2θ1))

(64)

Note: Here the ratio of X3 and X4 satisfies the follow-
ing relation given in Eq(65) :

X3

X4
= −f2

f1
(65)

To get the full squeezed operator for our case whose
form is mentioned in Eq(31), we multiply the usual free
squeezed operators from both the fields with the the BCH
expansion given in Eq(37). The total squeezed operator
for two scalar fields in de Sitter background space after
applying the Baker-Campbell-Hausdorff will become:

SFull (r1, θ1, r2, θ2) = e(M1+M2+M3) (66)

Where, expM1, and expM2 are the usual free squeezed
operators given as:

expM1 = exp
[r1

2

(
e−2iθ1b21 − e2iθ1b†21

)]
︸ ︷︷ ︸

for“1”.

expM2 = exp
[r2

2

(
e−2iθ2b22 − e2iθ2b†22

)]
︸ ︷︷ ︸

for“2”.

(67)

and expM3 is the operator term which is coming due
to the interaction between both the fields but we will
introduce the coupling constant K as an overall factor in
the exponential which will help us in doing our further
analysis perturbatively in the limit K << 1.

exp{KM3} = exp{K(B1 +B2 +B3 +B4 +B5 +B6)}
(68)

We will introduce the coupling constant K as an overall
factor in the exponential in the above equation Where
the various B terms in the exponential of M3 are:

B1 = r1

2

[
e−2iθ1

(
b1b2 + b†1b

†
2

)
− e2iθ1

(
b†2b
†
1 + b2b1

)]
B2 = r2

2

[
e−2iθ2

(
b1b2 + b†1b

†
2

)
−e2iθ2

(
b†2b
†
1 + b2b1

)]
B3 = [f1 (r1, r2, θ1, θ2) b1b†2 +f2 (r1, r2, θ1, θ2) b†1b2

]
B4 = 1

12

[
(X1 (r1, r2, θ1, θ2) b1b2 +X2 (r1, r2, θ1, θ2) b†1b

†
2

]
B5 = X3 (r1, r2, θ1, θ2)

(
b†1b
†
1 − b2b2

)
B6 = X4 (x1, r2, θ1, θ2)

(
b1b1 − b†2b

†
2

)
(69)

From the next section we will change the notations for
squeezing parameters and replace r1 −→ R1, φ1 −→ Φ1,
θ1 −→ Θ1 and similarly for r2, φ2, θ2 parameters.

III. Calculation for unitary
evolution

To understand the dynamics of the two scalar fields
with interaction in de Sitter background space, we con-
struct the most generic evolution operator U(η1, η2)
which is the product of total squeezed operator and the
total rotational operator for both the fields. The total
rotational operator is defined as follows:

RTotal(Φ1,Φ2) = R1(Φ1)R2(Φ2) (70)

U(η1, η2) =
S1 (R1,Θ1)S2 (R2,Θ2)S12 (R1, R2,Θ1,Θ2)×

R1(Φ1)R2(Φ2)
(71)

In the Heisenberg picture representation the operators
can be v̂1(x, η), π̂1(x, η), v̂2(x, η) and π̂2(x, η) can be
written as follows
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v̂1(x, η) = U† (η, η0) v̂1 (x, η0)U (η, η0)

=
∫

d3k

(2π)3/2 e
ik·x

(
u∗1,k (η) b1,k + u1,−k (η) b†1,−k

)
π̂1(x, η) = U† (η, η0) π̂1 (x, η0)U (η, η0)

=
∫

d3k

(2π)3/2 e
ik·x

(
w∗1,k (η) b1,k + w1,−k (η) b†1,−k

)
v̂2(x, η) = U† (η, η0) v̂2 (x, η0)U (η, η0)

=
∫

d3k

(2π)3/2 e
ik·x

(
u∗2,k (η) b2,k + u2,−k (η) b†2,−k

)
π̂2(x, η) = U† (η, η0) π̂2 (x, η0)U (η, η0)

=
∫

d3k

(2π)3/2 e
ik·x

(
w∗2,k (η) b2,k + w2,−k (η) b†2,−k

)
(72)

In Schrödinger representation the position and momen-
tum operators v1,k, π1,k and v2,k, π2,k for both the scalar
fields in terms of annihilation and creation operator can
be written in the following manner:

v1,k (η) = 1√
2k1

(
b1,k (η) + b†1,−k (η)

)
π1,k (η) = i

√
k1

2

(
b1,k (η)− b†1,−k (η)

)
v2,k (η) = 1√

2k2

(
b2,k (η) + b†2,−k (η)

)
π2,k (η) = i

√
k2

2

(
b2,k (η)− b†2,−k (η)

)
(73)

Where b1,k (η), b1,−k(η), b2,k(η) and b2,−k(η) are the
annihilation and creation operators in time dependent
Heisenberg representation for the two coupled scalar
fields in de Sitter background space and using the fac-
torized representation of the unitary time evolution op-
erator introduced in the Eq(71), the expression for the
annihilation operator for field 1 can be written at any
arbitrary time scale as:

b1(η) ≡ U† (η, η0) b2U (η, η0)
= R†1(Φ1)R†2(Φ2)S†12 (R1, R2,Θ1,Θ2)S†2 (R2,Θ2)S†1 (R1,Θ1) b1S1 (R1,Θ1)S2 (R2,Θ2)S12 (R1, R2,Θ1,Θ2)
×R1(Φ1)R2(Φ2)
= R†1(Φ1)R†2(Φ2)((coshR1)S†12b1S12 − (sinhR1) e2Θ1S†12b

†
1S12)R1(Φ1)R2(Φ2)

(74)

Using the Baker–Campbell–Hausdorff formula upto
linear order in coupling constant K, the annihilation op-
erator b1 becomes (75). The total expression is the sum
of the free part which is the usual time dependent ex-
pression for the annihilation operator on applying the

squeezed operator (without interaction term) and there
are extra terms with factor K, coming due to the inter-
action between both the fields. For the creation operator
b†1 of field 1, one can take the conjugate of Eq(74) or (75).

b1(η) =
(

coshR1e
−iΦ1b1 − ei(Φ1+2Θ1) sinhR1b

†
1

)
+K

{(
− coshR1 (i (R1 sin 2Θ1+ +R2 sin 2Θ2))− X2

12

− e2iΘ1 (sinhR1) (f1)
)
eiΦ2b†2 +

[
(coshR1) f2 + e2iΘ1 (i (R1 sin 2Θ1 +R2 sin 2Θ2))− X1

12

]
(sinhR1)e−iΦ2b2

+
[

coshR1

2 (R1 sin 2Θ1 +R2 sin 2Θ2)2 − sinhR1e
2iΘ1

(
X4

6

)]
e−iΦ1b1 +

[
coshR1

(
X3

6

)
− e2iΘ1

2 sinhR1×

(R1 sin 2Θ1 +R2 sin 2Θ2)2
]
eiΦ1b†1

}
+ . . .

(75)

Now for operator b2, we will apply the same factor-
ized representation of the unitary time evolution operator
mentioned in the Eq(71), the expression for the annihila-

tion operator for field 2 can be written at any arbitrary
time scale as Eq(76). For the creation operator b†2 of field
2, one can take the conjugate of Eq(76) or (77).
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b2(η) ≡ U† (η, η0) b2U (η, η0)
= R†1(Φ1)R†2(Φ2)S†12 (R1, R2,Θ1,Θ2)S†2 (R2,Θ2)S†1 (R1,Θ1) b2S1 (R1,Θ1)S2 (R2,Θ2)S12 (R1, R2,Θ1,Θ2)×
R1(Φ1)R2(Φ2) = R†1(Φ1)R†2(Φ2)((coshR1)S†12b2S12 − (sinhR1) e2Θ1S†12b

†
2S12)R1(Φ1)R2(Φ2)

(76)

Using the same Baker–Campbell–Hausdorff formula
upto linear order in coupling constant K, for the annihi-
lation operator b2 becomes (77). Here also we see that the
total expression is sum of the free part which is the usual
time dependent expression for the annihilation operator

on applying the squeezed operator and the terms with
factor K, coming due the presence of S (R1,Θ1, R2,Θ2)
operator which is accounting for the interaction between
the two fields.

b2(η) =
(

coshR2e
−iΦ2b2 − ei(Φ2+2Θ2) sinhR2b

†
2

)
+K

({
− i coshR2 (R1 sin 2Θ1+ +R2 sin 2Θ2)− coshR2

(
X2

12

)
− e2iΘ2 sinhR2 (f2)

}
eiΦ1b†1 +

(
f1 coshR2 + e2iΘ2 sinhR2 (−i (R1 sin 2Θ1 +R2 sin 2Θ2) +X1

12

)
e−iΦ1b1+{

(R1 sin 2Θ1 +R2 sin 2Θ2)2 coshR2

2 + e2iΘ2 sinhR2

(
X3

6

)}
e−iΦ2b2 +

{
− (R1 sin 2Θ1 +R2 sin 2Θ2)2 sinhR2×(

e2iΘ2

2

)
− X4

6 coshR2

}
eiΦ2b†2

)
+ . . .

(77)

IV. Evolution equations

After getting the time evolution of operators b1 and
b2, we compute the expressions for the differential equa-
tion of mode functions u1,k, u2,k, w1,k and w2,k for the
two coupled scalar fields in de Sitter background space
because it is crucial step for getting the evolution equa-
tion in terms of differential equation for squeeze factor
R1,k, R2,k, squeeze phase Θ1,k,Θ2,k and squeeze angle
Φ1,k,Φ2,k. For calculating the differential equation we
apply the Heisenberg equation of motion Eq(78) for dif-
ferent position and momentum operators. Using the
Heisenberg equation of motion we will find that the mode
functions u1,k, u2,k, w1,k and w2,k satisfy the Hamilton
equations Eq(79) This set of four differential equation are
the classical equation of motion. There are 2 pairs one
for each scalar fields the two pairs are symmetric with
each other (only differ in indexing variable) but they are
also coupled differential equation equation with coupling
constant K. These equations tells us the dynamics of the
position and momentum variables of the classical two in-
teracting scalar field theory given by the action in Eq(1).

d

dt
Oi = i [H,Oi] (78)

Where Oi = {v1, π1, v2, π2}.

u′1,k = w1,k −
(
P 2
a

2a2

)
(3u1,k +Ku2,k) .

u′2,k = w2,k −
(
Pa2

2a2

)
(3u2,k +Ku1,k) .

w′1,k = −
(
m2

1 + K2P 2
a

4a4

)
u1,k −

(
P 2
a

2a2

)
(3w1,k +Kw2,k)

+
(
KP 2

a

2a4

)
u2,k.

w′2,k = −
(
m2

2 + K2P 2
a

4a4

)
u2,k −

(
P 2
a

2a2

)
(3w2,k +Kw1,k)

+
(
KP 2

a

2a4

)
u1,k.

(79)
We can notice that if we switch off the interaction
strength between the two fields by setting K = 0, we
will get two independent sectors of scalar fields which are
symmetric and decoupled with each other. Now having
these mode function equations are very useful because
one can calculate the equation of motion for R, Θ and Φ
for both the interacting fields.
Before moving further we will give a summary of var-

ious calculations done till now. We have quantized the
Hamiltonian of the two coupled scalar fields in de Sit-
ter background space Eq(17), We have shown how the
quantized Hamiltonian can be mapped to the two-mode
coupled harmonic oscillator. We calculated the four-
mode squeezed operator for this quantized Hamiltonian
and using the four-mode squeezed operator and the total
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rotation operator we have defined the evolution opera-
tor, which have R1,k, Θ1,k, Φ1,k, R2,k, Θ2,k and Φ2,k
as functional variables and this evolution operator gov-
erns the properties of the vacuum state for the present
cosmological setup. Using the expansion of the position
and momentum operators in terms of annihilation and
creation operators in Heisenberg’s representation we cal-

culated the coupled differential equation for the mode
functions. From Eq(72) we get the time dependent posi-
tion and momentum operators where, we have used the
Heisenberg representation of b1,k and b2,k.

Here, Eq(80) consists of time dependent expression for
the operators v̂1,k and π̂1,k

v̂1,k(η) = 1√
2k

[
b1,k

(
coshR1,ke

−iΦ1,k − sinhR1,ke
−i(Φ1,k+2Θ1,k) +KeiΦ1,k

(
− sinhR1,ke

2iΘ1,k
X4

6 + coshR1,k
X3
†

6

))

+b†1,−k

(
coshR1,ke

iΦ1,k − sinhR1,ke
i(Φ1,k+2Θ1,k) +KeiΦ1,k

(
− sinhR1,ke

2iΘ1,k
X4
†

6 + coshR1,k
X3

6

))]
+ · · ·

π̂1,~k(η) =− i
√
k

2

[
b1,k

(
coshR1,ke

−iΦ1,k + sinhR1,ke
−i(Φ1,k+2Θ1,k) −KeiΦ1,k

(
sinhR1,ke

2iΘ1,k
X4

6 + coshR1,k
X3
†

6

))

+b†1,−k

(
coshR1,ke

iΦ1,k + sinhR1,ke
i(Φ1,k+2Θ1,k) +KeiΦ1,k

(
− sinhR1,ke

2iΘ1,k
X4
†

6 − coshR1,k
X3

6

))]
+ · · ·

(80)

Here, Eq(81) consists of time dependent expres-
sion for the operators v̂1,k and π̂1,k and the “ · · ·′′ in
Eq((80), (81)) represents the contributions from other

field which we will neglect because in Eq((72),(73)) the
position and momentum operators do not contain the
creation and annihilation operators of other fields.

v̂2,k(η) = 1√
2k

[
b2,k

(
coshR2,ke

−iΦ2,k − sinhR2,ke
−i(Φ2,k+2Θ2,k) +KeiΦ2,k

(
sinhR2,ke

2iΘ2,k
X4

6 − coshR2,k
X3
†

6

))

+b†1,−k

(
coshR2,ke

iΦ2,k − sinhR2,ke
i(Φ2,k+2Θ2,k) +KeiΦ2,k

(
sinhR2,ke

2iΘ2,k
X4
†

6 − coshR2,k
X3

6

))]
+ · · ·

π̂1,~k(η) =− i
√
k

2

[
b2,k

(
coshR2,ke

−iΦ2,k + sinhR2,ke
−i(Φ2,k+2Θ2,k) +KeiΦ2,k

(
sinhR2,ke

2iΘ2,k
X4

6 + coshR2,k
X3
†

6

))

+b†1,−k

(
coshR2,ke

iΦ2,k + sinhR2,ke
i(Φ2,k+2Θ2,k) +KeiΦ2,k

(
sinhR2,ke

2iΘ2,k
X4
†

6 + coshR2,k
X3

6

))]
+ · · ·

(81)

On comparing the time dependent form of operators
for position and momentum for both the fields given in

Eq(80),(81) with (72) we can identify the mode functions
to be
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u1,k(η) = 1√
2k

[
coshR1,ke

iΦ1,k − sinhR1,ke
i(Φ1,k+2Θ1,k) +KeiΦ1,k

(
− sinhR1,ke

2iΘ1,k
X4
†

6 + coshR1,k
X3

6

)]

w1,k(η) = i

√
k

2

[
coshR1,ke

iΦ1,k + sinhR1,ke
i(Φ1,k+2Θ1,k) +KeiΦ1,k

(
− sinhR1,ke

2iΘ1,k
X4
†

6 − coshR1,k
X3

6

)]

u2,k(η) = 1√
2k

[
coshR2,ke

iΦ2,k − sinhR2,ke
i(Φ2,k+2Θ2,k) +KeiΦ2,k

(
sinhR2,ke

2iΘ2,k
X4
†

6 − coshR2,k
X3

6

)]

w2,k(η) = i

√
k

2

[
coshR2,ke

iΦ2,k + sinhR2,ke
i(Φ2,k+2Θ2,k) +KeiΦ2,k

(
sinhR2,ke

2iΘ2,k
X4
†

6 + coshR2,k
X3

6

)]
(82)

and these above equations define the transformation between the variables which are in the Schrödinger representa-
tion with the mode functions in the Heisenberg representation. It is now a matter of algebra to show that Hamilton’s
equations for the mode functions (79) give the equations of motion for

R′1,k = λ1,k cos 2 (ϕ1,k −Θ1,k) +KY1

Θ′1,k = −Ω1,k + λ1,k
2 (tanhR1,k + cothR1,k) sin 2 (ϕ1,k −Θ1,k)

+KY2

Φ′1,k = Ω1,k − λ1,k tanhR1,k sin 2 (ϕ1,k −Θ1,k) +KY3

R′2,k = λ2,k cos 2 (ϕ2,k −Θ2,k) +KY4

Θ′2,k = −Ω2,k + λ2,k
2 (tanhR2,k + cothR2,k) sin 2 (ϕ2,k −Θ2,k)

+KY5

Φ′2,k = Ω2,k − λ2,k tanhR2,k sin 2 (ϕ2,k −Θ2,k) +KY6

(83)

Where Yi’s are the contributions coming from the in-
teraction between the two scalar fields. Here we have
considered the effects of perturbation terms only upto
O(R2). Yi’s are given in the appendix. VIIA.

and

Ωi,k = k

2
(
1 + c2si

)
(84)

λi,k =
[(

k

2
(
1− c2si

))2
+
(

3Pa2

2a2

)2] 1
2

(85)

ϕi,k = −π2 + 1
2 arctan

(
ka2

3Pa2
(
1− c2si

))
. (86)

The index i runs from 1 and 2. Here the csi is the
effective sound speed for two fields and is given by

k2 c2si =
[

(mi)2 +
(
K2Pa

2

4a4

)]
(87)

Note: We will not consider term with K2 because we are
considering terms which are first order in K.

The differential equations given in Eq[(83)] are very
useful because these equations govern the dynamics of
the variables: R1,k, Θ1,k, Φ1,k, R2,k, Θ2,k and Φ2,k which

effects the evolution operator for the four mode squeezed
states in de Sitter background space. Hence, these equa-
tions can be used for numerical studies of the two coupled
scalar fields in de Sitter space.

V. Numerical Analysis

In this Section we present the numerical analysis for
two coupled scalar fields which are weakly interacting
with coupling strength K � 1 and we will do the numer-
ical analysis in the limit where the interaction terms are
highly linear in nature. We will study the behaviour of
squeezing parameter with respect to the conformal time
for this particular setup. We give the differential equation
for squeezed parameters of the two coupled scalar fields
in de Sitter background space in eq (88). The interact-
ing parts in these set of six equations contain only terms
which are linear in nature. We have chosen this limit in
order to understand the numerical behaviour of squeezing
parameters in a compact manner. For numerical analysis
we set the momentum pa = 0.1, The Hubble parameter
is set to 0.1 in natural units, we take k = 0.0001Mpc−1

and a = − 1
Hη .
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R′1,k(η) = λ1,k(η) cos[2(ϕ1,k(η) + Θ1,k(η))] + K

6k

(
i(2kP (η)R1,k(η) + (−2kP (η) + 3iS(η))R2,k(η)− 3S(η)(i + Φ1,k(η)

−Φ2,k(η))
))

R′2,k(η) = λ2,k(η) cos[2(ϕ2,k(η) + Θ1,k(η))] +K

(
1
3

(
P (η)− P (η)R1,k(η) + P (η)R2,k(η) + 3S(η)Θ2,k(η)

k

))
Θ′1,k(η) = −Ω1,k − (λ1,k sin[2(ϕ1,k + Θ1,k(η))]) coth[2R1,k(η)] +K

(
1

12kR1,k(η) (3S(η) + (−2ikP (η)− 3S(η))R2,k(η)

−4kP (η)Θ1,k(η)− 2kP (η)Φ1,k(η)− 3iS(η)Φ1,k(η) + 2kP (η)Φ2,k(η) + 3iS(η)Φ2,k(η)+ R1,k(η)(2ikP (η)− 3S(η)

− 4kP (η)Θ1,k(η) + 6iS(η)Θ1,k(η) +R2,k(η)(3S(η) + 8kP (η)Θ1,k(η)) + 3iS(η)Φ1,k(η)− 3iS(η)Φ2,k(η)))
)

Θ′2,k(η) = −Ω2,k − (λ2,k sin[2(ϕ2,k + Θ2,k(η))]) coth[2R2,k(η)] +K

(
1

12kR2,k(η) (3S(η) +R1,k(η)(−2ikP (η)− 3S(η)+

3S(η)R2,k(η))− 4kP (η)Θ2,k(η) + 2kP (η)Φ1,k(η) + 3iS(η)Φ1,k(η)− 2kP (η)Φ2,k(η)− 3iS(η)Φ2,k(η)

+R2,k(η)(2ikP (η)− 3S(η)− 4kP (η)Θ2,k(η) + 6iS(η)Θ2,k(η)− 3iS(η)Φ1,k(η) + 3iS(η)Φ2,k(η)))
)

Φ′1,k(η) = Ω1,k − λ1,k tanh[R1,k(η)] sin[2(ϕ1,k + Θ1,k(η))]

+K

(
i(2kP (η)R1,k(η) + (−2kP (η) + 3iS(η))R2,k(η)− 3S(η)(i+ Φ1,k(η)− Φ2,k(η)))

6k

)
Φ′2,k(η) = Ω2,k − λ2,k tanh[R2,k(η)] sin[2(ϕ2,k + Θ2,k(η))]

−K
(
i((2kP (η)− 3iS(η))R1,k(η)− 2kP (η)R2,k(η) + 3S(η)(i− Φ1,k(η) + Φ2,k(η)))

6k

)
(88)

In fig (1), we have plotted three graphs which shows the
behaviour of squeezing parameters with respect to the η
for the two coupled scalar fields Fig (1(a)) represents be-
haviour of the squeezing amplitude R1,k for first field and
R2,k for second field with respect to the conformal time η.
We observe that the squeezing amplitude at early times
for the two fields are different which is due to the reason
that the contribution from the interacting terms in both
the field is different. We see that the R1,k dominates over
R2,k at early times and behaviour for both the squeezing
amplitude is similar i.e, both the squeezing amplitudes
decrease as we move towards the more negative value of
the conformal time η and at η ≈ 0 which is the present
time of the universe the distinguishability between the
squeezing amplitude for the two fields vanishes.

In fig (1(b)), we have plotted the squeezing angle or ro-
tation angle, Θ1,k for first field and Θ2,k for second field.
The squeezing angle for the two fields at early time or
more negative value of conformal time shows that squeez-
ing angle of second field is dominating over the first field
but as we move towards the right of the graph the field
one dominates and decreases and then the second field
dominates. But when we move toward the present time
η = 0 we see that the these interchanging dominance
effects vanishes and squeezing angles for both fields sat-
urates to a particular constant value.

The behaviour for the squeezing phase parameters with

respect to the conformal time η has been shown in fig
(1(c)). Here squeezing phase Φ1,k is for first field and
Φ2,k is for second field. We observe that its nature is
similar to that of squeezing amplitude parameter shown
in fig(1(a)), but there is one difference which is the dom-
inance of squeezing phase of second field over the first
field, which was another way around in case of squeezing
amplitude parameter. We see that in case of squeezing
phase the difference in the two fields vanishes and attains
a constant value.

In fig (2) we again plot the squeezing parameters but
with a different value of effective sound speed parameter
cs1 and cs2. We set the effective sound speed param-
eter for both fields to its lowest bound which is 0.024.
Here the coupling strength K = 0.1. We observe a simi-
lar behaviour for all the three squeezing parameters but
one new observation which we can see in fig (2(a)) and
fig(2(c)) is that the squeezing amplitude and squeezing
phase tends to zero as we move towards more negative
value of conformal time. All the three graphs in fig (2)
gets shifted towards right or near the origin as compared
to the graphs in fig (1).
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FIG. 1. Behaviour of the squeezing parameters, such as squeezing amplitude in fig (2(a)), squeezing angle in fig (2(b)), squeezing
phase in fig (2(c)) with respect to the conformal time η for two coupled scalar fields with coupling strength K = 0.01 and the
effective sound speed parameter cs1 and cs2 for both the fields is equal to 1.

VI. Conclusion

This work dealt with the mathematical formalism of
four mode squeezed state in cosmology. From the cosmo-
logical perspective we have encountered two scalar fields,
where the metric of the background space was set to de
Sitter. The motivation for choosing this particular metric
was the following setup of the action which we have cho-
sen can be helpful to understand the dynamics of the two
scalar fields in FRW cosmological universe. The analysis
of our present work can be helpful in the limit where the
two scalar fields are weakly coupled K << 1 and the per-
turbation effects was taken only upto linear order O(R).
This work could be summarised in following points:

• We have quantized the modes of the two coupled
scalar fields µ1 and µ2. We have also calculated
the position and momentum variables for the same
in de Sitter background space and obtained the
quantized HamiltonianH. We made connection be-
tween the two coupled inverted quantum harmonic
oscillator system and four mode squeezed state for-

malism.

• We have given a detailed calculation for construct-
ing the four mode squeezed state operator which is
useful for understanding the cosmological action for
the two interacting scalar fields and also for other
systems which can be explained in terms of two
coupled inverted quantum harmonic oscillators.

• The time evolution operator for the four mode
squeezed states is also given, which we have used
to calculate the time dependent (Heisenberg pic-
ture) annihilation and creation operators for two
coupled scalar fields in de Sitter background space.
Using the Heisenberg equation of motion, we have
calculated the coupled differential equation for the
mode functions of the two coupled scalar fields in
de Sitter space.

• We presented the expression for R1,k, Θ1,k, Φ1,k,
R2,k, Θ2,k and Φ2,k which are the parameters of
the evolution operator for four mode squeezed state
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FIG. 2. Behaviour of the squeezing parameters, such as squeezing amplitude in fig (1(a)), squeezing angle in fig (1(b)), squeezing
phase in fig (1(c)) with respect to the conformal time η for two coupled scalar fields with coupling strength K = 0.1 and the
effective sound speed parameter cs1 and cs2 for both the fields is equal to 0.024.

and which governs the evolution of the state for two
coupled scalar fields in de Sitter metric.

• We conclude the work by analysing the behaviour of
the squeezing parameters for the two coupled scalar
fields. We found during early conformal time, the
distinction between the squeezing parameters were
noticeable. As we move to current time, η ≈ 0,
we find that the parameters converge and become
indistinguishable.

With this tools in hand it would be interesting to com-
pute quantum information quantities such as entangle-
ment entropy, quantum discord, circuit complexity and
many more quantum information theoretic measures for
two coupled scalar fields in de Sitter space. This will
going to help us to know about the feature and the
behaviour of the long range quantum correlations for
the system under consideration. Earlier the formalism
was not developed for the four-mode squeezed states for
which these crucial aspects was not studied in the pre-

vious works. Now since the formalism is developed and
we know how to handle the system numerically, it would
be really good to study the mentioned aspects in near
future.
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VII. Appendix

A. Interacting part of differential equations

Y1 =
(− (A3B2E1 −A2B3E1 −A3B1E2 +A1B3E2 +A2B1E3 −A1B2E3) (C6D5F4 − C5D6F4 − C6D4F5 + C4D6F5
+C5D4F6−C4D5F6)(B2E1a0−B1E2a0−A2E1b0 +A1E2b0 +A2B1e0−A1B2e0) + (x21A2B1−x21A1B2−x0A2E1
+x3B2E1 +x0A1E2−x3B1E2)(A3B2E1−A2B3E1−A3B1E2 +A1B3E2 +A2B1E3−A1B2E3)(D6F5C0−D5F6C0
−C6F5D0 + C5F6D0 + C6D5F0 − C5D6F0)R1

2 + (C6D5F4 − C5D6F4 − C6D4F5 + C4D6F5 + C5D4F6 − C4D5F6)
(B3E2A0 −B2E3A0 −A3E2B0 +A2E3B0 +A3B2E0 −A2B3E0)R2(−x7A2E1 + x7A1E2 + (−x18A2B1 + x18A1B2
−x6A2E1+x2B2E1+x6A1E2−x2B1E2)R2)R1(x5(A2E1−A1E2)(C6D5F4−C5D6F4−C6D4F5+C4D6F5+C5D4F6
−C4D5F6)(−B3E2A0 +B2E3A0 +A3E2B0 −A2E3B0 −A3B2E0 +A2B3E0) + (−x19 (A2B1 −A1B2) (C6D5F4
−C5D6F4 − C6D4F5 + C4D6F5 + C5D4F6 − C4D5F6)(−B3E2A0 +B2E3A0 +A3E2B0 −A2E3B0 −A3B2E0
+A2B3E0)−x1(B2E1−B1E2)(C6D5F4−C5D6F4−C6D4F5 +C4D6F5 +C5D4F6−C4D5F6)(−B3E2A0 +B2E3A0
+A3E2B0 −A2E3B0 −A3B2E0 +A2B3E0)− (x20A2B1 −X20A1B2 + x8A2E1 − x4B2E1 − x8A1E2 + x4B1E2)
(A3B2E1−A2B3E1−A3B1E2 +A1B3E2 +A2B1E3−A1B2E3)(D6F5C0−D5F6C0−C6F5D0 +C5F6D0 +C6D5F0
−C5D6F0))R2)) /((A3B2E1−A2B3E1−A3B1E2 +A1B3E2 +A2B1E3−A1B2E3)2(C6D5F4−C5D6F4−C6D4F5
+C4D6F5 + C5D4F6 − C4D5F6))
Y4 =
((−C6D5F4 + C5D6F4 + C6D4F5 − C4D6F5 − C5D4F6 + C4D5F6)(B3((−A2E1 +A1E2)(D6F5 −D5F6)c0+
C6d1F5(E2A0 −A2E0) + C5d1F6(−E2A0 +A2E0) + C6(A2E1 −A1E2)(F5d0 −D5f0)− C5(A2E1 −A1E2)
(F6d0 −D6f0)) +B2((A3E1 −A1E3)(D6F5 −D5F6)c0 + C5d1F6(E3A0 −A3E0) + C6d1F5(−E3A0 +A3E0)−
C6(A3E1 −A1E3)(F5d0 −D5f0) + C5(A3E1 −A1E3)(F6d0 −D6f0)) + (A3E2 −A2E3)(B1(−D6F5 +D5F6)c0
−C6(d1F5B0 −B1F5d0 +B1D5f0) + C5(d1F6B0 −B1F6d0 +B1D6f0))) + (A3B2E1 −A2B3E1 −A3B1E2
+A1B3E2 +A2B1E3 −A1B2E3)(x25C6D5 − x25C5D6 − x17C6F5 + x12D6F5 + x17C5F6 − x12D5F6)(D6F5C0
−D5F6C0 − C6F5D0 + C5F6D0 + C6D5F0 − C5D6F0)R2

1 + (x23(C6D5 − C5D6)(C6D5F4 − C5D6F4 − C6D4F5
+C4D6F5 +C5D4F6−C4D5F6)(B3E2A0−B2E3A0−A3E2B0 +A2E3B0 +A3B2E0−A2B3E0)+x11(D6F5−D5F6)
(C6D5F4−C5D6F4−C6D4F5 +C4D6F5 +C5D4F6−C4D5F6)(B3E2A0−B2E3A0−A3E2B0 +A2E3B0 +A3B2E0
−A2B3E0)− (A3B2E1 −A2B3E1 −A3B1E2 +A1B3E2 +A2B1E3 −A1B2E3)(x26C6D5 − x26C5D6 + x16C6F5
−x13D6F5 − x16C5F6 + x13D5F6)(D6F5C0 −D5F6C0 − C6F5D0 + C5F6D0 + C6D5F0 − C5D6F0))R1R2
+(x24C6D5 − x24C5D6 + x10D6F5 − x10D5F6)(C6D5F4 − C5D6F4 − C6D4F5 + C4D6F5 + C5D4F6 − C4D5F6)
(B3E2A0 −B2E3A0 −A3E2B0 +A2E3B0 +A3B2E0 −A2B3E0)R2

2)/((A3B2E1 −A2B3E1 −A3B1E2
+A1B3E2 +A2B1E3 −A1B2E3)(C6D5F4 − C5D6F4 − C6D4F5 + C4D6F5 + C5D4F6 − C4D5F6)2)
Y2 =
((A3B2E1 −A2B3E1 −A3B1E2 +A1B3E2 +A2B1E3 −A1B2E3)(B3E1a0 −B1E3a0 −A3E1b0 +A1E3b0
+A3B1e0 −A1B3e0) + ((x21A3B1 − x21A1B3 − x0A3E1 + x3B3E1 + x0A1E3 − x3B1E3)(−A3B2E1 +A2B3E1
+A3B1E2 −A1B3E2 −A2B1E3 +A1B2E3)(D6F5C0 −D5F6C0 − C6F5D0 + C5F6D0 + C6D5F0 − C5D6F0)R2

1)/
(C6D5F4−C5D6F4−C6D4F5 +C4D6F5 +C5D4F6−C4D5F6) + x7(A3E1−A1E3)(B3E2A0−B2E3A0−A3E2B0
+A2E3B0+A3B2E0−A2B3E0)R2+(x18A3B1−x18A1B3+x6A3E1−x2B3E1−x6A1E3+x2B1E3)(B3E2A0−B2E3A0
−A3E2B0 +A2E3B0 +A3B2E0 −A2B3E0)R2

2 +R1(x5(A3E1 −A1E3)(B3E2A0 −B2E3A0 −A3E2B0 +A2E3B0
+A3B2E0 −A2B3E0) + (−x1(B3E1 −B1E3)(B3E2A0 −B2E3A0 −A3E2B0 +A2E3B0 +A3B2E0 −A2B3E0)
+x19(A3B1 −A1B3)(−B3E2A0 +B2E3A0 +A3E2B0 −A2E3B0 −A3B2E0 +A2B3E0)− ((x20A3B1 − x20A1B3
+x8A3E1 − x4B3E1 − x8A1E3 + x4B1E3)(−A3B2E1 +A2B3E1 +A3B1E2 −A1B3E2 −A2B1E3 +A1B2E3)
(D6F5C0 −D5F6C0 − C6F5D0 + C5F6D0 + C6D5F0 − C5D6F0))/(C6D5F4 − C5D6F4 − C6D4F5 + C4D6F5
+C5D4F6 − C4D5F6))R2))/(A3B2E1 −A2B3E1 −A3B1E2 +A1B3E2 +A2B1E3 −A1B2E3)2

Y5 =
((C6D5F4 − C5D6F4 − C6D4F5 + C4D6F5 + C5D4F6 − C4D5F6)(B3((−A2E1 +A1E2)(D6F4 −D4F6)c0 + C6d1F4
(E2A0 −A2E0) + C4d1F6(−E2A0 +A2E0) + C6(A2E1 −A1E2)(F4d0 −D4f0)− C4(A2E1 −A1E2)(F6d0 −D6f0))
+B2((A3E1 −A1E3)(D6F4 −D4F6)c0 + C4d1F6(E3A0 −A3E6) + C6d1F4(−E3A0 +A3E6)− C6(A3E1 −A1E3)
(F4d0 −D4f0) +C4(A3E1 −A1E3)(F6d0 −D6f0)) + (A3E2 −A2E3)(B1(−D6F4 +D4F6)c0 −C6(d1F4B0 −B1F4d0
+B1D4f0) +C4(d1F6B0 −B1F6d0 +B1D6f0))) + (A3B2E1 −A2B3E1 −A3B1E2 +A1B3E2 +A2B1E3 −A1B2E3)
(x25C6D4 − x25C4D6 − x17C6F4 + x12D6F4 + x17C4F6 − x12D4F6)(−D6F5C6 +D5F6C6 + C6F5D0 − C5F6D0
−C6D5F6 + C5D6F6)R2

1 + (x23(C6D4 − C4D6)(−C6D5F4 + C5D6F4 + C6D4F5 − C4D6F5 − C5D4F6 + C4D5F6)
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(B3E2A0−B2E3A0−A3E2B0 +A2E3B0 +A3B2E0−A2B3E0)+x11(D6F4−D4F6)(−C6D5F4 +C5D6F4 +C6D4F5
−C4D6F5−C5D4F6+C4D5F6)(B3E2A0−B2E3A0−A3E2B0+A2E3B0+A3B2E0−A2B3E0)−(A3B2E1−A2B3E1
−A3B1E2+A1B3E2+A2B1E3−A1B2E3)(x26C6D4−x26C4D6+x16C6F4−x13D6F4−x16C4F6+x13D4F6)(−D6F5C0
+D5F6C0 +C6F5D0−C5F6D0−C6D5F0 +C5D6F0))R1R2 +(x24C6D4−x24C4D6 +x16D6F4−x10D4F6)(−C6D5F4
+C5D6F4 +C6D4F5−C4D6F5−C5D4F6 +C4D5F6)(B3E2A0−B2E3A0−A3E2B0 +A2E3B0 +A3B2E0−A2B3E0)
R2

2)/((A3B2E1 −A2B3E1 −A3B1E2 +A1B3E2 +A2B1E3 −A1B2E3)(C6D5F4 − C5D6F4 − C6D4F5 + C4D6F5
+C5D4F6 − C4D5F6)2)
Y3 =
(−(A3B2E1−A2B3E1−A3B1E2 +A1B3E2 +A2B1E3−A1B2E3)(C6D5F4−C5D6F4−C6D4F5 +C4D6F5 +C5D4F6
−C4D5F6)(B2E1a0−B1E2a0−A2E1b0 +A1E2b0 +A2B1e0−A1B2e0) + (x21A2B1−x21A1B2−x9A2E1 +x3B2E1
+x9A1E2−x3B1E2)(A3B2E1−A2B3E1−A3B1E2 +A1B3E2 +A2B1E3−A1B2E3)(D6F5C0−D5F6C0−C6F5D0
+C5F6D0 + C6D5F0 − C5D6F0)R2

1 + (C6D5F4 − C5D6F4 − C6D4F5 + C4D6F5 + C5D4F6 − C4D5F6)(B3E2A0
−B2E3A0 −A3E2B0 +A2E3B0 +A3B2E0 −A2B3E0)R2(−x7A2E1 + x7A1E2 + (−x18A2B1 + x18A1B2 − x6A2E1
+x2B2E1 + x6A1E2 − x2B1E2)R2) +R1(x5(A2E1 −A1E2)(C6D5F4 − C5D6F4 − C6D4F5 + C4D6F5 + C5D4F6
−C4D5F6)(−B3E2A0 +B2E3A0 +A3E2B0 −A2E3B0 −A3B2E0 +A2B3E0) + (−x19(A2B1 −A1B2)(C6D5F4
−C5D6F4−C6D4F5+C4D6F5+C5D4F6−C4D5F6)(−B3E2A0+B2E3A0+A3E2B0−A2E3B0−A3B2E0+A2B3E0)
−x1(B2E1−B1E2)(C6D5F4−C5D6F4−C6D4F5 +C4D6F5 +C5D4F6−C4D5F6)(−B3E2A0 +B2E3A0 +A3E2B0−
A2E3B0−A3B2E0+A2B3E0)− (x20A2B1−x20A1B2+x8A2E1−x4B2E1−x8A1E2+x4B1E2)(A3B2E1−A2B3E1−
A3B1E2 +A1B3E2 +A2B1E3 −A1B2E3)(D6F5C0 −D5F6C0 − C6F5D0 + C5F6D0 + C6D5F0 − C5D6F0))R2))/
((A3B2E1−A2B3E1−A3B1E2 +A1B3E2 +A2B1E3−A1B2E3)2(C6D5F4−C5D6F4−C6D4F5 +C4D6F5 +C5D4F6
−C4D5F6))
Y6 =
((−C6D5F4 +C5D6F4 +C6D4F5−C4D6F5−C5D4F6 +C4D5F6)(B3((−A2E1 +A1E2)(D5F4−D4F5)c0 +C5d1F4
(E2A0−A2E0) +C4d1F5(−E2A0 +A2E0) +C5(A2E1−A1E2)(F4d0−D4f0)−C4(A2E1−A1E2)(F5d0−D5f0))+
B2((A3E1−A1E3)(D5F4−D4F5)c0 +C4d1F5(E3A0−A3E0)+C5d1F4(−E3A0 +A3E0)−C5(A3E1−A1E3)(F4d0−
D4f0)+C4(A3E1−A1E3)(F5d0−D5f0))(A3E2−A2E3)(B1(−D5F4 +D4F5)c0−C5(d1F4B0−B1F4d0 +B1D4f0)+
C4(d1F5B0 −B1F5d0 +B1D5f0)))− (A3B2E1 −A2B3E1 −A3B1E2 +A1B3E2 +A2B1E3 −A1B2E3)(x25C5D4−
x25C4D5 − x17C5F4 + x12D5F4 + x17C4F5 − x12D4F5) (−D6F5C0 +D5F6C0 + C6F5D0 − C5F6D0 − C6D5F0+
C5D6F0)R2

1+(x23(C5D4−C4D5)(C6D5F4−C5D6F4−C6D4F5+C4D6F5+C5D4F6−C4D5F6)(B3E2A0−B2E3A0−
A3E2B0 +A2E3B0 +A3B2E0−A2B3E0)+x11(D5F4−D4F5)(C6D5F4−C5D6F4−C6D4F5 +C4D6F5 +C5D4F6−
C4D5F6)(B3E2A0−B2E3A0−A3E2B0+A2E3B0+A3B2E0−A2B3E0)+(A3B2E1−A2B3E1−A3B1E2+A1B3E2+
A2B1E3 −A1B2E3)(x26C5D4 − x26C4D5 + x16C5F4 − x13D5F4 − x16C4F5 + x13D4F5) .(−D6F5C0 +D5F6C0+
C6F5D0−C5F6D0−C6D5F0 +C5D6F0))R1R2 +(x24C5D4−x24C4D5 +x10D5F4−x10D4F5)(C6D5F4−C5D6F4−
C6D4F5 + C4D6F5 + C5D4F6 − C4D5F6)(B3E2A0 −B2E3A0 −A3E2B0 +A2E3B0 +A3B2E0 −A2B3E0)R2

2)/
((A3B2E1−A2B3E1−A3B1E2 +A1B3E2 +A2B1E3−A1B2E3)(C6D5F4−C5D6F4−C6D4F5 +C4D6F5 +C5D4F6−
C4D5F6)2)

B. Coefficients

Here are the constants which appear in Y’s where S = Pa
3a2 and P = 3Pa2

2a2 terms are given as:

A0 = 1√
2k

cosh [R1,k (η)] (P cos [Φ1,k (η)] + k sin [Φ1,k (η)]) + (−P cos [2Θ1,k (η) + Φ1,k (η)] + k sin [2Θ1,k (η)

+Φ1,k (η)]) sinh R1,k (η)

a0 = P

3
√

2
√

k
(cos [Φ2,k (η)] cosh [R2,k (η)]− cos [2Θ2,k (η) + Φ2,k (η)] sinh [R2,k (η)])

A1 = 1√
2
√

k
(− cos [2Θ1,k (η) + Φ1,k (η)] cosh [R1,k (η)] + cos [Φ1,k (η)] sinh [R1,k (η)])

A2 = 1√
k

(√
2 sin [2Θ1,k (η) + Φ1,k (η)] sinh [R1,k (η)]

)
A3 = 1√

2
√

k
(− cosh [R1,k (η)] sin [Φ1,k (η)] + sin [2Θ1,k (η) + Φ1,k (η)] sinh [R1,k (η)])
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B0 =− 1√
2
√

k
(cosh [R1,k (η)] (−k cos [Φ1,k (η)] + P sin [Φ1,k (η)])− (k cos [2Θ1,k (η) + Φ1,k (η)]

+P sin [2Θ1,k (η) + Φ1,k (η)]) sinh [R1,k (η)])

b0 = 1
3
√

2
√

k
(P (cosh [R2,k (η)] sin [Φ2,k (η)]− sin [2Θ2,k (η) + Φ2,k (η)] sinh [R2,k (η)]))

B1 = 1√
2
√
k

(− cosh [R1,k (η)] sin [2Θ1,k (η) + Φ1,k (η)] + sin [Φ1,k (η)] sinh [R1,k (η)])

B2 =−1√
k

(√
2 cos [2Θ1,k (η) + Φ1,k (η)] sinh [R1,k (η)]

)
B3 = 1√

2
√
k

(cos [Φ1,k (η)] cosh [R1,k (η)]− cos [2Θ1,k (η) + Φ1,k (η)] sinh [R1,k (η)])

C0 = 1√
2
√

k
(cosh [R2,k (η)] (P cos [Φ2,k (η)] + k sin [Φ2,k (η)]) + (−P cos [2Θ2,k (η) + Φ2,k (η)]

+k sin [2Θ2,k (η) + Φ2,k (η)]) sinh [R2,k (η)])

c0 = P

3
√

2
√

k
(cos [Φ1,k (η)] cosh [R1,k (η)]− cos [2Θ1,k (η) + Φ1,k (η)] sinh [R1,k (η)])

C4 = 1√
2
√

k
(− cos [2Θ2,k (η) + Φ2,k (η)] cosh [R2,k (η)] + cos [Φ2,k (η)] sinh [R2,k (η)])

C5 = 1√
k

(√
2 sin [2Θ2,k (η) + Φ2,k (η)] sinh [R2,k (η)]

)
C6 = 1√

2
√

k
(− cosh [R2,k (η)] sin [Φ2,k (η)] + sin [2Θ2,k (η) + Φ2,k (η)] sinh [R2,k (η)])

D0 = 1√
2
√

k
(cosh [R2,k (η)] (−k cos [Φ2,k (η)] + P sin [Φ2,k (η)])− (k cos [2Θ2,k (η) + Φ2,k (η)]

+P sin [2Θ2,k (η) + Φ2,k (η)]) sinh [R2,k (η)])

d0 = 1
3
√

2
√

k
(P (cosh [R1,k (η)] sin [Φ1,k (η)]− sin [2Θ1,k (η) + Φ1,k (η)] sinh [R1,k (η)]))

D4 = 1√
2
√

k
(− cosh [R2,k (η)] sin [2Θ2,k (η) + Φ2,k (η)] + sin [Φ2,k (η)] sinh [R2,k (η)])

D5 =−1√
k

(√
2 cos [2Θ2,k (η) + Φ2,k (η)] sinh [R2,k (η)]

)
D6 = 1√

2
√

k
(cos [Φ2,k (η)] cosh [R2,k (η)]− cos [2Θ2,k (η) + Φ2,k (η)] sinh [R2,k (η)])

E0 =eiΦ1,k(η)
√

2
√

k
(

cosh [R1,k (η)]
(
−iP + kc2s1

)
− e2iΘ1,k(η) sinh [R1,k (η)]

(
iP + kc2s1

))
e0 =eiΦ2,k(η)

3
√

2
√
k

(
(−ikP + 3 S) cosh [R2,k (η)] + e2iΘ2,k(η)i(−kP + 3i S) sinh [R2,k (η)]

)
E1 =eiΦ1,k(η)

√
2

i
√

k
(
e2iΘ1,k(η) cosh [R1,k (η)] + sinh [R1,k (η)]

)
E2 =−

√
2ei(2Θ1,k(η)+Φ1,k(η))

√
k sinh [R1,k (η)]

E3 =− 1√
2
ei(Θ1,k(η)+Φ1,k(η))

√
k (cosh [R1,k (η) + iΘ1,k (η)] + sinh [R1,k (η)− iΘ1,k (η)])

f0 =eiΦ1,k(η)

3
√

2
√
k

(
(−ikP + 3S) cosh [R1,k (η)] + e2iΘ1,k(η)i(−kP + 3iS) sinh [R1,k (η)]

)
F0 =−e

iΦ2,k(η)
√

2
√
k
(
e2iΘ2,k(η) sinh [R2,k (η)]

(
iP + kc2s2

)
+ i cosh [R2,k (η)]

(
P + ikc2s2

))
F4 =eiΦ2,k(η)

√
2

i
√
k
(
e2iΘ2,k(η) cosh [R2,k (η)] + sinh [R2,k (η)]

)
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F5 =−
√

2ei(2Θ2,k(η)+Φ2,k(η))
√
k sinh [R2,k (η)]

F6 =− 1√
2
eiΦ2,k(η)

√
k
(

cosh [R2,k (η)] + e2iΘ2,k(η) sinh [R2,k (η)]
)

x1 = 1
6
√

2k
sin [2Θ1,k (η)] (−2 cos [Φ1,k (η)] cosh [R1,k (η)] sin [2 (Θ1,k (η) + Θ2,k (η))]

+ (sin [2Θ2,k (η)− Φ1,k (η)] + 2 sin [4Θ1,k (η)− 2Θ2,k (η) + Φ1,k (η)]− sin [4Θ1,k (η) + 2Θ2,k (η)
+Φ1,k (η)]) sinh [R1,k (η)])

x2 = 1
12
√

2k
sin [2Θ2,k (η)] (2 cos [Φ1,k (η)] cosh [R1,k (η)] sin [2 (Θ1,k (η) + Θ2,k (η))]

+ (sin [2Θ2,k (η)− Φ1,k (η)] + 2 sin [4Θ1,k (η)− 2Θ2,k (η) + Φ1,k (η)]
− sin [4Θ1,k (η) + 2Θ2,k (η) + Φ1,k (η)]) sinh [R1,k (η)])

x3 =− 1
12
√

2
√
k

sin [2Θ1,k (η)] (2 cos [Φ1,k (η)] cosh [R1,k (η)] sin [2 (Θ1,k (η) + Θ2,k (η))]

+ (sin [2Θ2,k (η)− Φ1,k (η)] + 2 sin [4Θ1,k (η)− 2Θ2,k (η) + Φ1,k (η)]− sin [4Θ1,k (η) + 2Θ2,k (η)
+Φ1,k (η)]) sinh [R1,k (η)])

x4 = 1
6
√

2k
sin [2Θ2,k (η)] (2 cos [Φ1,k (η)] cosh [R1,k (η)] sin [2 (Θ1,k (η) + Θ2,k (η))]

+ (sin [2Θ2,k (η)− Φ1,k (η)] + 2 sin [4Θ1,k (η)− 2Θ2,k (η) + Φ1,k (η)]− sin [4Θ1,k (η) + 2Θ2,k (η)
+Φ1,k (η)]) sinh [R1,k (η)])

x6 = 1
6
√

2
√
k

(cosh [R1,k (η)] sin [2Θ2,k (η)] sin [2 (Θ1,k (η) + Θ2,k (η))] sin[Φ1,k (η)])

x7 = (cos [2Θ2,k (η)− Φ1,k (η)]− 2 cos [4Θ1,k (η)− 2Θ2,k (η) + Φ1,k (η)] + cos [4Θ1,k (η) + 2Θ2,k (η)
+Φ1,k (η)]) sin [2Θ2,k (η)]

x8 = 1
6
√

2
√

k
sin [2Θ2,k (η)] (cosh [R1,k (η)] (− cosh [i (2 (Θ1,k (η) + Θ2,k (η)) + Φ1,k (η))]

+ cosh [2i (Θ1,k (η) + Θ2,k (η))− iΦ1,k (η)]) + (cos [2Θ2,k (η)− Φ1,k (η)]− 2 cos [4Θ1,k (η)− 2Θ2,k (η) + Φ1,k (η)]
+ cos [4Θ1,k (η) + 2Θ2,k (η) + Φ1,k (η)]) sinh [R1,k (η)])

x9 = 1
12
√

2
√

k
sin [2Θ1,k (η)] (cosh [R1,k (η)] (cosh [i (2 (Θ1,k (η) + Θ2,k (η)) + Φ1,k (η))]− cosh [2i (Θ1,k (η) + Θ2,k (η))

−iΦ1,k (η)])− (cos [2Θ2,k (η)− Φ1,k (η)]− 2 cos [4Θ1,k (η)− 2Θ2,k (η) + Φ1,k (η)]
+ cos

[
4Θ1,k (η) + 2Θ2,k (η) + Φ̄1,k (η)

])
sinh [R1,k (η)]

)
x10 = 1

6
√

2(
√
k)

sin [2Θ2,k (η)] (cosh [R2,k (η)] (cos [Φ2,k (η)] sin [2 (Θ1,k (η)−Θ2,k (η))]

−2 sin [2Θ1,k (η)] sin [2Θ2,k (η)] sin [Φ2,k (η)]) + cos [2Θ2,k (η) + Φ2,k (η)] sin [2 (Θ1,k (η) + Θ2,k (η))] sinh [R2,k (η)])

x11 = −1
3
√

2
(√

k
) sin [2Θ1,k (η)] (cosh [R2,k (η)] (cos [Φ2,k (η)] sin [2 (Θ1,k (η)−Θ2,k (η))]

−2 sin [2Θ1,k (η)] sin [2Θ2,k (η)] sin [Φ2,k (η)]) + cos [2Θ2,k (η) + Φ2,k (η)] sin [2 (Θ1,k (η) + Θ2,k (η))] sinh [R2,k (η)])

x12 =− 1
6
√

2
√
k

sin [2Θ1,k (η)] (cosh [R2,k (η)] (cos [Φ2,k (η)] sin [2 (Θ1,k (η)−Θ2,k (η))]

−2 sin [2Θ1,k (η)] sin [2Θ2,k (η)] sin [Φ2,k (η)]) + cos [2Θ2,k (η) + Φ2,k] sin [2 (Θ1,k (η) + Θ2,k (η))] sinh [R2,k (η)])

x13 = 1
3
√

2
√
k

sin [2Θ2,k (η)] (cosh [R2,k (η)] (cos[Φ2,k (η)] sin[2(Θ1,k (η)−Θ2,k (η))]

−2 sin [2Θ1,k (η)] sin [2Θ2,k (η)] sin [Φ2,k (η)]) + cos [2Θ2,k (η) + Φ2,k (η)] sin [2 (Θ1,k (η) + Θ2,k (η))] sinh [R2,k (η)])

x14 =− 1
3
√

2k
sin [2Θ1,k (η)] (cosh [R2,k (η)] (2 cos [Φ2,k (η)] sin [2Θ1,k (η)] sin [2Θ2,k (η)] + sin [2 (Θ1,k (η)

−Θ2,k (η))] sin [Φ2,k (η)]) + sin [2 (Θ1,k (η) + Θ2,k (η))] sin [2Θ2,k (η) + Φ2,k (η)] sinh [R2,k (η)])
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x15 = 1
6
√

2
√
k

sin [2Θ2,k (η)] (cosh [R2,k (η)] (2 cos [Φ2,k (η)] sin [2Θ1,k (η)] sin [2Θ2,k (η)]

+ sin [2 (Θ1,k (η)−Θ2,k (η))] sin [Φ2,k (η)]) + sin [2 (Θ1,k (η) + Θ2,k (η))] sin [2Θ2,k (η) + Φ2,k (η)] sinh [R2,k (η)])

x16 = 1
12
√

2
iei(Θ1,k(η)+Φ1,k(η))

√
k sin [2Θ1,k (η)]

(
e−iΘ1,k(η) sin [2Θ2,k (η)] (2 cos [2Θ1,k (η)] cosh [R1,k (η)]

−
(

1− 3e4iΘ1,k(η)
)

sinh [R1,k (η)]
)

+ 2 cos [2Θ2,k (η)] sin [2Θ1,k (η)] (cosh [R1,k (η)− iΘ1,k (η)]

− sinh [R1,k (η) + iΘ1,k (η)]))

x17 =− 1
6
√

2
iei(Θ1,k(η)+Φ1,k(η))

√
k sin [2Θ2,k (η)]

(
e−iΘ1,k(η) sin [2Θ2,k (η)] (2 cos [2Θ1,k (η)] cosh [R1,k (η)]

−
(

1− 3e4iΘ1,k(η)
)

sinh [R1,k (η)]
)

+ 2 cos [2Θ2,k (η)] sin [2Θ1,k (η)] (cosh [R1,k (η)− iΘ1,k (η)]

− sinh [R1,k (η) + iΘ1,k (η)]))

x18 = 1
6
√

2
eiΦ1,k(η)i

√
k sin [2Θ1,k (η)]

(
sin [2Θ2,k (η)]

(
2 cos [2Θ1,k (η)] cosh [R1,k (η)]−

(
1− 3e4iΘ1,k(η)

)
sinh [R1,k (η)]

)
+2eiΘ1,k(η) cos [2Θ2,k (η)] sin [2Θ1,k (η)] (cosh [R1,k (η)− iΘ1,k (η)]− sinh [R1,k (η) + iΘ1,k (η)])

)
x19 = 1

12
√

2
eiΦ1,k(η)i

√
k sin [2Θ2,k (η)]

(
sin [2Θ2,k (η)]

(
2 cos [2Θ1,k (η)] cosh [R1,k (η)]−

(
1− 3e4iΘ1,k(η)

)
sinh [R1,k (η)]

)
+2eiΘ1,k(η) cos [2Θ2,k (η)] sin [2Θ1,k (η)] (cosh [R1,k (η)− iΘ1,k (η)]− sinh [R1,k (η) + iΘ1,k (η)])

)
x20 = 1

6
√

2
iei(Θ1,k(η)+Φ1,k(η))

√
k sin [2Θ2,k (η)]

(
e−iΘ1,k(η) sin [2Θ2,k (η)] (2 cos [2Θ1,k (η)] cosh [R1,k (η)]

−
(

1− 3e4iΘ1,k(η)
)

sinh [R1,k (η)]
)

+ 2 cos [2Θ2,k (η)] sin [2Θ1,k (η)] (cosh [R1,k (η)− iΘ1,k (η)]

− sinh [R1,k (η) + iΘ1,k (η)]))

x21 = 1
12
√

2
iei(Θ1,k(η)+Φ1,k(η))

√
k sin [2Θ1,k (η)]

(
e−iΘ1,k(η) sin [2Θ2,k (η)] (2 cos [2Θ1,k (η)] cosh [R1,k (η)]

−
(

1− 3e4iΘ1,k(η)
)

sinh [R1,k (η)]
)

+ 2 cos [2Θ2,k (η)] sin [2Θ1,k (η)] (cosh [R1,k (η)− iΘ1,k (η)]

− sinh [R1,k (η) + iΘ1,k (η)]))

x23 = 1
6
√

2
ei(Θ2,k(η)+Φ2,k(η))

√
k sin [2Θ1,k (η)]

(cosh [R2,k (η)− 2iΘ1,k (η)− 3iΘ2,k (η)]− cosh [R2,k (η) + 2iΘ1,k (η)− iΘ2,k (η)]
− cosh [R2,k (η)− 2iΘ1,k (η) + iΘ2,k (η)] + cosh [R2,k (η)− i (2Θ1,k (η) + Θ2,k (η))]
+2i cosh [R2,k (η)] sin [2Θ1,k (η)−Θ2,k (η)]− 2i cosh [R2,k (η) + 2i (Θ1,k (η) + Θ2,k (η))] sin [Θ2,k (η)])

x24 = 1
12
√

2
ei(Θ2,k(η)+Φ2,k(η))

√
k

(− cosh [R2,k (η)− 2iΘ1,k (η)− 3iΘ2,k (η)] + cosh [R2,k (η) + 2iΘ1,k (η)− iΘ2,k (η)]
+ cosh [R2,k (η)− 2iΘ1,k (η) + iΘ2,k (η)]− cosh [R2,k (η)− i (2Θ1,k (η) + Θ2,k (η))]
− 2i cosh [R2,k (η)] sin [2Θ1,k (η)−Θ2,k (η)] + 2i cosh [R2,k (η)
+2i (Θ1,k (η) + Θ2,k (η))] sin [Θ2,k (η)]) sin [2Θ2,k (η)]

x25 = 1
12
√

2
e−R2,k(η)+i(Θ2,k(η)+Φ2,k(η))

√
k sin [2Θ1,k (η)] (− cos [2Θ1,k (η)−Θ2,k (η)] + cos [2Θ1,k (η) + 3Θ2,k (η)]

+ 2i cos [Θ2,k (η)] sin [2Θ1,k (η)]− 2e2R2,k(η) (2i cos [Θ2,k (η)] cos [2Θ1,k (η) + Θ2,k (η)]
+ sin [2Θ1,k (η)]) sin [Θ2,k (η)])

x26 = 1
6
√

2
e−R2,k(η)+i(Θ2,k(η)+Φ2,k(η))

√
k (− cos [2Θ1,k (η)−Θ2,k (η)] + cos [2Θ1,k (η) + 3Θ2,k (η)]

+ 2i cos [Θ2,k (η)] sin [2Θ1,k (η)]− 2e2R2,k(η) (2i cos [Θ2,k (η)] cos [2Θ1,k (η) + Θ2,k (η)]
+ sin [2Θ1,k (η)]) sin [Θ2,k (η)]) sin [2Θ2,k (η)]
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Abstract: Geopolymer concrete (GPC) is a new material in the construction industry, with different
chemical compositions and reactions involved in a binding material. The pozzolanic materials
(industrial waste like fly ash, ground granulated blast furnace slag (GGBFS), and rice husk ash),
which contain high silica and alumina, work as binding materials in the mix. Geopolymer concrete is
economical, low energy consumption, thermally stable, easily workable, eco-friendly, cementless,
and durable. GPC reduces carbon footprints by using industrial solid waste like slag, fly ash, and rice
husk ash. Around one tonne of carbon dioxide emissions produced one tonne of cement that directly
polluted the environment and increased the world’s temperature by increasing greenhouse gas
production. For sustainable construction, GPC reduces the use of cement and finds the alternative of
cement for the material’s binding property. So, the geopolymer concrete is an alternative to Portland
cement concrete and it is a potential material having large commercial value and for sustainable
development in Indian construction industries. The comprehensive survey of the literature shows that
geopolymer concrete is a perfect alternative to Portland cement concrete because it has better physical,
mechanical, and durable properties. Geopolymer concrete is highly resistant to acid, sulphate, and salt
attack. Geopolymer concrete plays a vital role in the construction industry through its use in bridge
construction, high-rise buildings, highways, tunnels, dams, and hydraulic structures, because of its
high performance. It can be concluded from the review that sustainable development is achieved by
employing geopolymers in Indian construction industries, because it results in lower CO2 emissions,
optimum utilization of natural resources, utilization of waste materials, is more cost-effective in long
life infrastructure construction, and, socially, in financial benefits and employment generation.

Keywords: geopolymer concrete; fly ash; GGBFS; compressive strength; mechanical properties;
durability properties and bond strength

1. Introduction

After water, concrete is the world’s second most abundant resource. Portland cement
was traditionally used as a binding material in concrete. In 2018, India manufactured
approximately 502 million tonnes of cement. Portland cement is not environmentally
sustainable, and there are many environmental concerns involved with its manufactur-
ing. Cement processing accounts for about 8% of greenhouse gas emissions from carbon
dioxide [1]. Cement development depletes renewable resources and pollutes the climate,
endangering our future [2]. We must pursue sustainable development because the earth’s
natural resources are limited [3].

On the other hand, there is an excess of agricultural solid waste on the planet, such as
fly ash, slag, and rice husk ash. In India, thermal power plants generate 200 million tonnes
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of fly ash per year, while steel manufacturing plants produce 20 million tonnes of slag per
year. Fly ash and slag are wastes from that sector; they deposit industrial solid wastes on
cultivated land and contaminate the atmosphere due to the restricted mode of industrial
solid wastes [4].

The geopolymer was introduced by the Davidovits in 1978 and is made by the alkaline
solution’s activation (consists of sodium or potassium silicate and sodium or potassium
hydroxide) of the high alumina silica-rich materials. It is like ceramic composites that
make the bond between alumina and silica. Geopolymer-based concrete using fly ash
has a high potential for the construction industry to replace ordinary Portland Cement
(OPC)-based concrete with comparable structural properties [5]. Figure 1a describes the
fly ash generation and utilisation from 1996 to 2019 and data from the mineral book 2019.
Figure 1b shows the description of the fly ash used in various departments in 2019 with
their percentage utilisation [6].
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Geopolymerisation is a reaction in which the formation of the alumino-silicate gel
structure uses silica and alumina content from the pozzolan binding materials like fly ash
and slag activated by an alkaline solution (NaOH and Na2SiO3). Figure 2a shows the
mechanism of geopolymerisation, describing the constituents and their effect on the end
products. The microstructure of the crosslinked geopolymer shows higher stability against
external environmental conditions. In the geopolymerisation process, alkali metal plays an
essential role in the reaction rate and end products. It is an inorganic polymer that shows
an amorphous nature at high temperatures. Heat-curing increases the geopolymerisation
rate compared to ambient-temperature curing. Equations (1) and (2) show the geopoly-
merisation reaction process from starting to the specimen hardening [7]. The end products
of the geopolymerisation show a three-dimensional structure.
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The alkali metals like Na and K are primarily used in the activator solution to ac-
tivate the pozzolanic binding material, and they form the zeolitic structure during the
geopolymerisation reaction. The SiO2/Al2O3 ratio plays a vital role in forming the mi-
crostructure at the curing temperature. Figure 2b shows the curing temperature’s effects
on the SiO2/Al2O3 ratio forming the end product’s zeolitic structure. It also shows the
gel product’s amorphous nature at elevated temperatures by forming a poly-sialate-siloxo
(Si-O-Al-O-Si-O-)n. The content present in the mix design does not involve the end product
of the geopolymerisation reaction.

1.1. Research Significance

Geopolymer concrete is economical, low energy consumption, thermally stable, easily
workable, eco-friendly, cementless, and durable. GPC reduces carbon footprints by using
industrial solid waste like slag, fly ash, and rice husk ash. Around one tonne of carbon
dioxide emissions are needed to produce one tonne of cement; these emissions directly
pollutes the environment and increases the world’s temperature by increasing greenhouse
gas production. For sustainable construction, GPC reduces the use of cement and presents
an alternative to cement for the material’s binding property. GPC has better physical,
mechanical, and durable properties than Portland cement concrete and it is highly resistant
to acid, sulphate, and salt attack. Thus, geopolymer concrete is an alternative to Portland
cement concrete and is a material with a potentially large commercial value for sustainable
development in the construction industry. The study presents the state-of-art review of
the GPC production, its performance (environmental, socio-economic) and applications
as a material that can be useful for sustainable development in construction industry.
This review is an effort to join and share the scientific and technical information, and to
bridge the knowledge gap in GPC utilization as a material for sustainable development in
construction industry.

1.2. Definition of Abbreviations Used in the Manuscript Script

Geopolymer concrete (GPC); plain cement concrete (PCC); ordinary portland ce-
ment (OPC); ground granulated blast furnace slag (GGBFS); air-cooled slag (ACS); Alkali-
Activated Fly ash/Slag (AFS); Alkali–Silica Reaction (ASR); Biomass Fly ash (BFA); Bottom
Ash (BA); alkali-activated fly ash (AAFA); fibre-reinforced plastic (FRP); GFPR (glass fibre
reinforced polymer); fly ash–slag geopolymer concrete (FSGC); high-range water-reducing
admixture (HRWRA); high volume fly ash (HVFA); high volume slag (HVS); light weight
aggregate (LWA); lightweight expanded clay aggregate (LECAs); microencapsulated phase
change materials (MPCM); recycled concrete aggregates (RCA); self-compacting geopoly-
mer concrete (SCGC); naphthalene formaldehyde (SNF); polycarboxylate ether (PCE); super
plastically formed (SPF); high performance ash (HFA); rice husk ash (RHA); C-S-H (Cal-
cium Silicate Hydrate (C-S-H); calcium alumino-silicate hydrate (C-A-S-H); calcium-sodium
aluminosilicate hydrate [C-N-A-S-H]; energy dispersive X-ray analysis (EDXA).

1.3. Research Methodology

The main aim of this research is to review GPC as a material for sustainable devel-
opment in the construction industry of developing countries, i.e., material that satisfies
environmental (high performance, durability, and eco-friendly applications) and socio-
economic (society acceptance, commercial, and cost) aspects of sustainability. The research
methodology is based on the processing of the secondary data, i.e., published research and
books. The secondary data are taken from the databases of scientific articles, including
Scopus, ScienceDirect, and Google Scholar. It is focused on the keyword “geopolymer
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concrete”, and is supported by other key words; for example, “mechanical properties” and
“durability properties”.

2. GPC Manufacturing Studies

Geopolymer mortar and concrete require water and superplasticiser to increase work-
ability because the sodium silicate and NaOH concentration increment degrades the fresh
mortar’s and concrete’s flowability and workability; usage of superplasticizer also harms
the strength of the geopolymer mortar [8]. The slag and sodium silicate dosage increment
in the GPC mix reduces the porosity and simultaneously reduces the mesopore volume,
and creates a denser matrix, due to the more reactive products. The autogenous shrinkage
of geopolymer mortar develops due to the self-desiccation in the solid-state but chemical
shrinkage in the fresh state. The AFS mortar shows higher drying shrinkage than the OPC
specimens due to the mixed samples’ high capillary stress [9]. The AFS mortar has higher
compressive strength, flexural strength, and lower water absorption than the OPC mortar
samples. The hydration product of the AFS paste is mostly amorphous, and the higher fly
ash content shows less length change [10].

The water to binder ratio increment in the AFS mortar increases the flow and worka-
bility of the mortar. A fine aggregate to binder ratio above 2.5 results in the instantaneous
degradation in the flow of mortar. The GGBFS-based mortar shows a higher strength than
the fly ash-based mortar, and the compressive strength of the mortar increases with the
increase of the fine aggregate to binder ratio up to 2.5. Beyond 2.5, the strength drastically
degrades [11]. The geopolymer mortar strength increases with the rise in temperature, but
it declines beyond the 800 ◦C temperature. The geopolymer mortar compressive strength
depends on the bonding between the binder and aggregates, and the increment aggregates
in the mortar reduce the geopolymerization reaction [12]. The thickness of the geopolymer
paste is the main factor influencing the mortar’s heat-resistant property, and changes in
aggregate and the mass ratio of paste to fine aggregate affect the paste’s thickness. If it is
too thick, the water vapour can collapse the structure when released, and if it is too thin,
the paste cannot bond aggregate together.

High calcium fly ash usage in the mix provides a high-strength geopolymer mortar up
to 86 MPa at 28 days [12]. The heat evolution during the geopolymerization is first due to
sodium silicate and gelation, and second due to bulk hydration of GGBFS, responsible for
the strength development observed in the calorimeter. After the reaction, the products are
amorphous and uniformly distributed throughout space in the matrix [13].

2.1. Fly Ash Based GPC

Fly ash rich in silica and alumina constituents shows pozzolanic characteristics and
binding properties. The fly ash is used in the GPC, which provides better workability and
higher solid to liquid ratios than the other pozzolanic materials like slag, metakaolin, and
rice husk ash due to its small particle size, and spherical and porous properties [14]. In
the GPC, the bottom ash usage increases the strength and workability of the increasing
surface for reactivity and collapses the pores in the matrix due to their higher fineness [15].
The increase in ultrafine fly ash dosage decreases the setting time, but up to 15% dosage,
ultrafine fly ash usage and the setting time are longer for the fly ash-based GPC. The use
of ultrafine fly ash increases by 10%, reducing the matrix’s porosity of the GPC [16]. The
fineness of fly ash is the deciding factor for the amount of fly ash required for the mix design
of GPC, because increasing the fineness of fly ash decreases the quantity requirement for
mix design [17]. The fineness of fly ash plays a vital role by reducing the porosity and
water absorption capacity of both concrete GPC and OPC concrete [18]. The fineness of the
fly ash increases the workability, density, and strength of the GPC. It slightly affects the
alkalinity of the GPC but is similar to the OPC concrete [19]. Figure 3a shows the effect of
the fineness of the fly ash on the density of the concrete mix. The GGBF/fly ash ratio is
20/80, which is the optimum point of mechanical strength [20].
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2.2. GGBFS Based GPC

In the GPC, increasing the dosage of GGBFS decreases the mix’s workability due to
the angular particles of samples compared to the spherical particles of fly ash. It decreases
the ambient temperature curing setting time due to the reaction of calcium present in the
slag. The slag’s usage with fly ash in the GPC presents a similar compressive strength to
ambient-cured specimens to the water-cured OPC concrete. The specimen strength gains
slow down after 28 days but strengthen up to 180 days [22]. In the GPC, the strength
increases with the dosage of GGBFS in the mix design and eliminates heating conditions
for curing [23]. The mix design’s slag/fly ash ratio increases, showing less mass loss at
the elevated temperature [24]. The heat-cured fly ash-based GPC gives a higher strength,
but this could be achieved by replacing some fly ash with the GGBFS at ambient-curing
conditions [25].

2.3. Effect of Molar Ratios of Alkaline Solution

The compressive strength of GPC increases with an increase in the molarity of sodium
hydroxide, but the workability declines [26–31]. The GPC uses sodium hydroxide to
increase the mechanical properties compared to the OPC concrete, which results in its
higher strength and performance [26,32]. Instead of the sodium silicate, KOH generates a
much more heterogeneous structure, with higher porosity and lower strength developed
after hydration [13]. Sodium hydroxide with sodium silicate is used as an alkaline activator
of the binder in a 1:1 ratio in the mix design to produce GPC strength of 40 MPa and
above, and verify the potential of fly ash to replace the cement [33]. The fly ash/slag-based
paste setting time reduces as the slag’s dosage, sodium silicate, and sodium hydroxide
molarity increase. The initial time is 55 min, and the final time is 160 min for the fly
ash/slag-based paste at a room temperature of 17 ◦C [34]. The compressive strength of
30 MPa was quickly achieved with the range of molarity of 9.5–14 M of NaOH at room
temperature in 28 days [35]. The geopolymer matrix developed in GGBFS is similar to
the matrix developed in the absence of GGBFS. If the NaOH concentration is low, the
calcium content of the GGBFs participates in the development of amorphous CSH gel and
the formation of calcium-based geopolymer. If the concentration of NaOH is high, the
precipitation of calcium hydroxide develops [36].
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(c) effect of curing time on compressive strength [30]; (d) autogenous shrinkage of AAFA pastes with
different SiO2 and Na2O content, cured at 40 ◦C (corrugated tube method, measurement started after
the final set, the autogenous shrinkage was the mean value of three replicates for each specimen).

The addition of sodium silicate extensively increases the hybrid geopolymer system’s
early strength development [37]. The interface between aggregate and geopolymeric
paste is not apparent after the high soluble silicate dosage in the salt-free geopolymeric
mortar. In the geopolymerisation process, soluble silicates are very useful in degrading
alkali saturation in the GPC pore solution even after using a high alkali concentrated
activating solution and promoting the higher inter-particle bonding binder well as the
aggregate surface. Geopolymerisation leads to reliable geopolymer results like binders,
mortars, and concrete [38]. The ratio of sodium silicate to sodium hydroxide (by mass)
increases with the increasing GPC compressive strength. If the alkaline solution content
increases in the mix, then the setting time and workability increase with the reduction of the
compressive strength. The alkaline ratio increased from 1.5 to 2.5, and the alkaline solution
increased from 35% to 45% of the mass of binder, and the optimum point was found at
2.5 alkaline ratio and at 40% alkaline solution in the mix [39]. The Na2CO3 activator is
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the cheapest activator in terms of the relative cost per ton and strength of geopolymer
mortars [40]. The yield point of the compressive strength of mortar and paste found at
the molar ratio of Na2O/SiO2 is 0.40 and shows the paste’s denser morphology. If the
Na2O/SiO2 molar ratio increases, then the consistency of the paste decreases. It forms an
alumino-silicate gel with the fly ash content and is responsible for the higher workability
and the mechanical properties of the GPC samples in the hardened state [41]. The increased
ratio of Na2SiO3/NaOH decreases the fine aggregate requirement in the mix design and
increases the extra water requirement in the mix [17]. Figure 3b shows the relationship
between compressive strength and curing temperature with various molarities of NaOH.

2.4. Effect of Calcination Temperature

The geopolymer manufactured from calcinated clays shows better mechanical proper-
ties than a geopolymer obtained from un-calcinated clays [42,43]. Calcination conditions
(calcination temperature, heating rate, calcination time, atmosphere, and cooling rate), to
achieve dehydroxylation of a given clay mineral, affect the pozzolanic reactivity, hydration
kinetics, and consequently, strength and durability of geopolymer concrete [44,45]. The
geopolymer derived from clay minerals calcinated at temperature of 900 ◦C shows better
characteristics, such as compressive strength, water absorption, and stability in the aggres-
sive environment of chloride ions, than the clay minerals calcinated at lower temperature
than 900 ◦C [46].

2.5. Effect of Particle Size Fraction and Types of Aggregates

In the GPC, the aggregate size has a critical effect on the elevated temperature; the
spalling of GPC reduces with the increase in the maximum aggregate size of the GPC
mix design. The size of the fracture process zone increases with the aggregate size by
shielding the crack tip. The maximum aggregate size increase in mix design provides
higher resistance to fire by improving stability [47]. The GPC has better stability against
elevated temperatures and better compatibility between the aggregates and pastes [48].
The geopolymer aggregate was developed from the mine tailings of fly ash and is used
as a lightweight aggregate in mortars and concrete. The geopolymer aggregate shows
better mechanical properties than the LECAs in the mix design solid state, whereas the
rheological properties are the same. The geopolymer aggregate shows a better crushing
value and excellent bonding due to its rough surface [49]. The geopolymer sand dosage in
the mix design shows better mechanical properties up to 40% replacement of natural sand,
but beyond 40%, the mix’s mechanical properties decrease with the increasing content of
geopolymer sand [50]. The concrete strength increases with the dosage of m-sand in the mix
by replacing natural sand up to 20%, but beyond 20%, strength slightly decreases compared
to the nominal mix [51]. The GPC uses 100% m-sand to replace natural sand, which shows
adequate strength, and it is an economical, environment-friendly material that reduces
carbon footprints by up to 80% [52]. In the GPC, the dosage of the RCA in the mix design
by the partial replacement of the natural sand shows an adverse effect on the compressive
strength, splitting strength, sorptivity, chloride ion penetration, water absorption, and
volume of voids, but the properties are better than the OPC concrete [53]. The ductility of
the GPC structural element is shown to increase with the partial replacement of natural
sand in GPC design mix by waste aggregate of lime stone [54].

2.6. Effect of the Alkali Metal Activator

Geopolymer concrete is made by the geopolymerisation reaction among the binding
constituents of the concrete, in which alkali metal cations play an important role in every
stage of the reaction of geopolymerisation. The type of alkali metal cation is also an essential
factor for the geopolymerisation reaction in all the reaction stages. It also affects the speed
of the setting time of the paste and the condensation reaction of the GPC. The alkali metal
cation works as a template for the reaction in directing and controlling the molecules’
reaction and final structure formation. The size of the alkali metal cation also plays a role
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in forming the structure of the geopolymer. The potassium cation (K) is responsible for a
higher condensation than the sodium (Na) cation in the same condition. The potassium
cation shows a higher compressive strength due to the higher surface area, produces a
higher amorphous structure, and is less resistant to HCl attack. The alkali metal depends
on the source material (Si and Al content) for the reaction because the different source
materials directly affect the end products’ physical and chemical properties [55].

The GGBFS-based geopolymer directly depends on the chemical composition of reac-
tions. Increasing the sodium hydroxide (NH) and sodium silicate (NS) content in the com-
position increases the compressive strength, setting time and fire-resistant characteristics of
the end products [56]. The geopolymer product’s thermal stability with sodium-containing
activators is less than activated potassium, due to functional changes in the microstructure.
The sodium-activated geopolymer shows deterioration of strength sharply at 800 ◦C due to
increases in the average pore size. The materials prepared with potassium silicate and fly
ash show better thermal stability than the sodium-containing activator used. In the sodium
activator, the amorphous structure is replaced by the crystalline Na-feldspar, but in the
potassium activator used, the materials remain amorphous up to 1200 ◦C. The geopolymer
material produced using fly ash and sodium or potassium silicate shows very high shrink-
age and significant changes in the compressive strength on increasing the temperature
range of 800–1200 ◦C [57].

In the geopolymer materials, a sodium-containing activator shows thermal stability
up to 500 ◦C, which is more stable than the regular concrete mix [58]. The geopolymer’s
thermal shrinkage mostly depends on the Si/Al ratio and the alkali used in the activator.
The low Si/Al ratio used in the mix shows better thermal stability than the higher Si/Al
ratio and shows densification at elevated temperatures [59]. The alkali activator content
also plays an effective role in finding the compressive strength of the GPC. Increasing the
alkali content increases the compressive strength due to the solubility of the alumino-silicate
with the increase in Na2O concentration, but beyond 10% it does not show a significant
increase in strength. The content of Na2O ranges between 6–15% by mass. Sodium and
silica content at a higher level show higher autogenous shrinkage than the cement matrix,
but the autogenous shrinkage mechanism of the geopolymer matrix is different from the
cement paste. In the geopolymer, the reorganisation and geopolymerisation of the structure
develop a finer pore size distribution that generates autogenous shrinkage instead of
self-desiccation in the cement matrix [60].

2.7. Effect of Ratio of Activator Liquid to Fly Ash/Slag

If the activator to binder ratio decreases from 0.40 to 0.35, then the fresh mix’s worka-
bility decreases, but extra water enhances the workability and strength are reduced. The
strength reached up to 51 MPa at 28 days of GPC, containing 20% slag and 80% fly ash
as a binder and cured at 20 ◦C [22]. In the fly ash-slag based GPC, the slag/fly ash plays
an essential role in the mechanism of the geopolymerisation for strength development. If
the slag content in the mix design is over 50% of the binder, this demonstrates the calcium
silicate hydrate gel’s primary reaction with the Na and Al, leading to the formation of
the C–N–A–S–H bond. If increasing the fly ash content in the binder, then the form of
N–C–A–S–H type gel as a primary reaction bound the water tightly in the composition and
got a higher degree of crosslinking compared to the composition formed of C–A–S–H type
gel in the slag binder. This study provides critical evidence of the different mechanisms
of the geopolymerisation based on the slag/fly ash ratio content as a binder in the mix
design. If the small dosage of the slag in the fly ash is in the mix, the reactions slow down
the formation of the C–A–S–H binding gel and the formation of the hybrid C–N–A–S–H
gel due to the overtime release of Si and Al in the reactions. Increasing the dosage of
fly ash in the mix promotes the zeolite development in the hybrid gels after 28 days of
higher temperature curing with a lower activator concentration. After the long curing
period, the gel microstructure formation predicted the mechanical capability and durability
performance of the GPC samples [61]. If the 15% ACS replaces the GGBFS in GPC, it leads
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to the thermal stability of the GGBFS-based GPC up to 1000 ◦C and shows the amorphous
nature to resist the heat treatments used in the formation of refractory bricks. Increasing
the dosage of ACS by up to 25% decreases the thermal stability of the geopolymer. If
the GGBFS is replaced by silica fume by 10%, it increases the strength at a high level and
shows thermal stability up to 500 ◦C, whereas the ACS dosage shows thermal stability
up to 800 ◦C [58]. If the dosage of slag and sodium silicate is increased, it increases the
autogenous shrinkage and chemical shrinkage, and if the water binder ratio decreases,
drying shrinkage decreases and autogenous shrinkage increases in the AFS mortar. The
GPC’s slag content above 70% in the mix reflects the rapid setting and cracks generated
due to the autogenous shrinkage and shows the hydration products’ denser matrix. The
geopolymer matrix is not affected by using superplastizisers in the mix design [62]. If
the GGBFS, OPC, and CH in the fly ash increase the concrete’s compressive strength, it is
applicable when no extra water is added to the alkaline solution [63].

With the increasing GGBF dosage, the GPC’s workability and setting time would
decrease. When GGBFS dosage was up to 30% of binder, the design mix got 55 MPa of GPC
and 63 MPa of geopolymer mortar at 28 days [39]. In the GGBFS/fly ash-based GPC, the
formation of C-S-H gel at 27 ◦C by activating GGBFS shows minimal interaction between
the fly ash and GGBFs due to different reactions occurring. The mix design strength was
developed by the C-S-H gel formation products [64]. The presence of the CSH gels and
geopolymeric gels in the matrix enhances the system’s strength with the usual quantity
of GGBFS. The geopolymer matrix’s CSH gel formation worked as a micro-aggregate and
resulted in excellent mechanical strength [36].

In the GPC, the fly ash to activator ratio plays an essential factor regarding strength
and fire-resistant matrix and silicate to hydroxide, binder age and curing period show
negligible effects on the early strength of the GPC. The optimum point of strength and
fire-resistance is found at Na2SiO3/KOH = 2.5 and FA/activator = 3.0 [65,66]. In the GPC,
water in the fresh concrete mix and removed through evaporation causes a crack [67]. The
workability of the fresh concrete increases with the increment of water dosage in the mortar
mix. In the GPC, when the molarity of sodium hydroxide is above 10 M, it shows an
increment of workability with fewer effects on strength by increasing the water content in
the mix. The strength of the GPC decreases with the increase of the water to geopolymer
solids ratio by mass. This leads to the loose microstructure of the geopolymer paste in the
concrete [68].

2.8. ITZ (Interfacial Transition Zone)

The reaction mechanism of ITZ is slightly different from the matrix reaction. In the ITZ
reaction, a tremendous number of voids initially appear with the water content at ITZ, but
the hydration products fill the voids after the hydration process. The difference between
the microstructure of the matrix and ITZ is challenging to identify after the reaction. EDAX
results describe K/Al and Si/Al content in the ITZ being found at a higher level than in the
bulk matrix; well-developed crystalline is not present in the ITZ, and forms a sponge-like
amorphous gel [69]. The ITZ properties of sodium silicate activated mortar are good with
very low porosity at the interface, and thermal activation provides early strength even when
the reaction slows down to give a large age span before setting time. A high concentration
of the alkaline solution is required for the strong ITZ bond between the siliceous aggregate
and fly ash [70]. According to SEM and Nano-indentation analysis, there is no ITZ bond
between the old cement paste and the geopolymer matrix [71]. The superplasticizer used
in the mix design improved the microstructure of the ITZ of concrete. The ITZ thickness
directly affects the concrete’s compressive strength, and it is affected by the superplasticizer
dosage in the mix. If the ITZ thickness decreases, then the compressive strength of the mix
increases. The superplasticizer’s lower dosage in the mix develops the loose and porous
ITZ between the aggregate and binder and decreases the mixed concrete’s performance
by reducing the compressive strength. When the super-plasticiser’s dosage is high, the
mix develops a dense ITZ and increases the concrete’s performance [72]. Soluble silicate in
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the mix as an activator liquid plays an essential factor in developing the ITZ between the
aggregate and paste in the GPC. If the soluble silicate quantity is meagre, the mix shows the
weak compressive strength of the paste mortar and concrete compared to the high dosage
of silicate soluble. The chloride present in the mix shows debonding between aggregate and
paste by crystallising paste at ITZ. LWA used as aggregate in GPC shows excellent bonding
at ITZ due to its porous and rough aggregate surface. The bonding zone deteriorates at
a temperature of 800 ◦C due to the dehydration of microstructural water, and swelling
of the unreacted silicate content in the matrix creates microcracks between the paste and
LWA [73]. The liquid-to-binder ratio plays a vital role in the ITZ of GPC [74].

2.9. Effect of Curing Conditions

The curing temperature plays a vital role in the setting and hardening of the GPC. The
GPC samples cured at higher temperatures obtain concrete in 4 h at ambient temperature,
but at an ambient temperature below 10 ◦C, the setting of fresh concrete takes up to 4 days
without losing quality. The GPC specimens cured at the higher temperature reached
mechanical strength within 1 day, but the hardening of the fresh concrete at ambient
temperature increased quality strength after 28 days compared to strength gain in 1 day.
Curing time also plays an essential role in gaining strength with temperature [75]. The
compressive strength of the GPC increases with the increasing curing temperature from
30 ◦C to 90 ◦C [26,30]. If the curing at the ambient temperature is impossible due to the
delayed time of fly ash-based GPC, the temperature for curing is favourable for gaining
higher strength, and the long curing time enhances the geopolymerisation process. GPC
samples cured at higher temperatures for a long time lead to microcavities developing in the
microstructure, creating cracks in the sample due to water evaporation from the matrix [76].
The GPC flexural strength is higher than the OPC concrete of the same compressive
strength [63]. In the natural pozzolanic-based GPC, the compressive strength increases
with increasing time and temperature. The GPC applications are cured in both conditions;
atmospheric pressure up to 100 ◦C and autoclave curing above 100 ◦C. It enhances the
mixed samples’ compressive strength by eliminating the micro-cracks in the samples [77]. If
the curing time increases from 6 h to 96 h, it increases the compressive strength of the GPC,
but beyond 48 h of curing, the compressive strength of the samples is not significant [30].
Pre-curing at an ambient temperature above 95% humidity at room temperature before heat
curing is beneficial for strength development [68]. Temperature curing is responsible when
the specimens cured for 1 h at elevated temperatures do not reach remarkable strength.
The longer curing time is responsible for the strength development at early periods, by
accelerating the reaction rates. The curing age enhances the polymerisation process from
4 h to 96 h and increases the compressive strength, but the strength development of the
samples is achieved at 24 h of curing, so there is no need to cure beyond 24 h [78].

The geopolymerisation reaction increases with the increase in curing temperature and
develops the early strength of the GPC. The GPC samples cured in the fog show the high
absorption of moisture. The end products of GPC had a mostly open microstructure when
steam cured [58]. In the GPC, the oven-cured specimens reached 90% strength in 3 days
and 28 days of compressive strength, but the ambient-cured samples reached up to 82%
strength in 28 days. The ambient-cured specimens’ ultimate strength was higher than the
oven-cured samples because the strength rate beyond 7 days is not significant [79].

The elastic modulus of GPC is directly affected by curing temperature. The MOE of
specimens increases with the curing’s increasing temperature up to a limit and elated to the
water to binder ratio. The evaporation of the water from the matrix during the temperature
curing reduces the elastic modulus of the GPC specimens [80]. Figure 3c shows the effect
of curing time on the strength of mixed samples.

2.10. Effect of Calcium Content

The calcium content in the slag and OPC is used in the GPC to form the CSH gel
with the geopolymeric gel at low alkaline conditions and improve the mix’s compressive
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strength. The lower calcium content available to less CSH gel resulted in the mix’s lower
overall strength. The calcium content plays a minor role in strength improvement in the
high alkaline conditions and forms the CSH gels’ precipitation [81]. The high calcium BA’s
mechanical strength depends on the fineness of the raw sample of BA and the water content
in the mix design [82]. The calcium content present in the mix’s slag is essential for both
early and more prolonged age. If the reaction rate is slow and low strength development
confirmed, the low calcium fly ash is used as a binder with the lower concentration of alkali
activator used without heat curing. The C-S-H/C-A-S-H precipitation formation initiated
the strength development of the GPC fresh concrete, but in the fly ash GPC, the concrete
hardens by forming alumina-silicate precipitation. The free calcium content from slag and
fly ash dissolution increases the gel’s formation and later develops the hardened concrete’s
strength [83]. The higher calcium in the mix emphasises the C-A-S-H type gel end product
with a chain structure. A high amount of calcium content is attributed to high strength
GPC [26,31].

2.11. Effect of Superplasticizer Addition

A superplasticizer is used to increase concrete strength by lowering the water content
of the mix design. The addition of a superplasticizer to the binder mass of up to 2%
improves the workability of fresh GPC while having little effect on the strength of hardened
GPC [30,84]. The use of superplasticizers is detrimental to the GPC’s high-temperature
performance [85]. The superplasticizer based on SNF is very effective for GPC [86]. The
naphthalene-based superplasticizer is very useful, improving the workability of a slump
by about 136%, while the PCE-based superplasticizer increases the workability by around
145%, but it affects the strength of the product blend specimens, reducing the strength by
about 29%. In certain cases, SNF-based superplasticizer has no negative impact on concrete
strength [87].

The addition of citric acid and sucrose to fly ash-based GPC is an excellent alternative
chemical admixture for improving the paste’s rheological properties while increasing its
weight. Sucrose acts as a retarder in the GPC mixture, while citric acid speeds up the harden-
ing process. The mixture influenced the compressive strength after the sucrose was added,
affecting the paste’s porosity. Sucrose-added samples resulted in a relationship between
compressive strength and porosity, directly attached to compressive strength. Sucrose
could be used as a chemical admixture as a retarder in the GPC [88]. The polycarboxylate-
based superplasticizer has a greater retarding effect on the fly ash-slag-based GPC without
affecting the paste’s heat of hydration and has greater workability than the SNF-based
superplasticizer. Increasing the content of PCE-based superplasticizer above 2% has little
impact on the growing strength before 7 days, but it can have a detrimental effect on
the strength of the GPC. The superplasticizer improved the workability and mechanical
strength of SCGC and the microstructure of bonding between the paste and aggregate
at GPC’s ITZ. The microstructure of ITZ differs due to changes in thickness caused by
variations in superplasticizer material in the blend, which also influences the compressive
strength of GPC. By decreasing ITZ thickness, increased superplasticizer use improves the
compressive strength of SCGC and the engineered quality microstructure. Superplasticizer
material greater than 2% was inadequate to produce desirable workability with resistance
to segregation.

In contrast, 6% and 7% of superplasticizer contents have the necessary workability
properties within the EFNARC limits [89], with 7% producing the essential intensity at all
ages and increasing the microstructural properties [71]. Because of its intrinsic resilience in
alkaline media, the conventional superplasticizer is commonly used as an additive to the
binder in OPC concrete to increase strength, but it degrades the hardened specimen strength
in GPC blends. The use of a superplasticizer at high temperatures has a detrimental impact
on the GPC mixed specimens. At higher temperatures, the SNF-based superplasticizer had
no impact on strength. The high molar NaOH content in the GPC mix configuration creates
the helpful SNF-based superplasticizer [5].
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2.12. Effect of Handling Time

The fresh GPC is easily workable for up to 120 min without any strength deteriora-
tion [30]. The workability of the fresh GPC increases with increased hand mixing time up
to 30 min [28]. If the mixing time is increased, it drastically retards the setting time of the
fresh concrete.

2.13. Effect of Silicate and Alumina

In the SEM analysis, if the Si/Al ratio ≤ 1.40 is present in the matrix, it shows a clustered
dense microstructure with large interconnected pores, and if Si/Al ≥ is 1.65, then a homoge-
nous microstructure with tiny pores is present. The matrix gel’s microstructure increases
with the increase of the silicon content, available when the ratio is 1.40 ≤ Si/Al ≤ 1.65. The
geopolymer microstructure is affected by the absorption of nitrogen and results in the vol-
ume expansion of the matrix. The larger gel volume is responsible for higher compressive
load and increases the young modulus when the microstructure of the gel is homogenous
at the ratio of Si/Al is 1.65. Therefore, the young modulus depends on both compressive
strength and homogeneity in the microstructures of the gel. The mixed specimens’ ultimate
strength is reduced beyond the Si/Al = 1.90 due to the unreacted silica present in the
matrix [90]. The thermal shrinkage increases as the mixed content’s Si/Al ratio increases
due to dehydration, dehydroxylation, sintering, and resilience [59]. The silica and alumina
content play a vital role in the reaction of geopolymerisation. Silica content presents the
amorphous end products in the reaction, contributing to the higher compressive strength
of the mix design through the denser matrix development. The mechanical properties also
increase with silica content and achieve a maximum strength of 65 MPa [91].

In the GPC, the SiO2/Al2O3 and SiO2/Fe2O3 ratios increase with the curing tem-
perature, increasing the mechanical properties of the GPC. They also reduce the water
absorption capacity compared to the OPC concrete. The CaO content present in the mix
does not affect the geopolymer matrix’s reaction [92]. The molar ratio of SiO2/Al2O3
increases to 3.4–3.8, which is highly responsible for the high strength gain at a later age [93].
In the fly ash-based GPC, the Si:Al ratio ≥ 5 present in the fly ash activated with sodium
silicate shows low to moderate strength at ambient curing, but after the heat, the curing
shows excellent dimensional stability and high compressive strength.

When the Si:Al ratio is less than 2, it shows high compressive strength but poor
dimensional stability and reduces the strength after heating [94]. In the geopolymerisation
reaction, increases in alumina and silica content accelerate the range of 3.20–3.70. The
mix alumina content increases neither show any zeolitic phase development nor show the
mix samples strength development [95]. The alumina content present in the mix is highly
responsible for the setting time of the mix. Increasing the Si/Al ratio leads to a longer
setting time. In addition, increases in Al content decrease the strength of the concrete [94].
Figure 3d shows the effect of the SiO2/Na2O ratio on the autogenous shrinkage of the
geopolymer paste.

3. Durability and Other Related Aspect Studies

Geopolymers show a great potential in construction industry for durable structures
subjected to extreme environment and for sustainable infrastructure development [96,97].
In the durability studies, the long-term strength of the GPC deteriorates with time in
aggressive environmental conditions [98]. Acid attack, seawater conditions, sulphate attack,
carbonation of concrete, chloride penetration, alkali-aggregate reactions, and free-thaw
conditions were included in the durability studies.

3.1. Effect of Sulphate Attack

The magnesium sulphate deteriorates the GPC at a very high level in the calcium-rich
geopolymer formed in the end products. It breaks the CSH bond and forms the Mg-SH by
replacing the calcium present in the structure. The magnesium-formed structure expanded
the volume that created the crack formation in the GPC. At the same time, the sodium
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sulphate does not deteriorate the GPC at a very high level. The magnesium sulphate
reduces the mechanical properties of the GPC-mixed specimens [99]. The high-calcium
BA geopolymer mortar shows excellent resistant properties against sodium sulphate [83].
The Fly ash/GGBFS-based GPC shows a 33% deterioration in mechanical strength and
a 0.04% expansion after immersion in magnesium sulphate for 360 days, but the OPC
concrete deteriorates to 48% mechanical strength and 0.8 expansion in concrete in the same
conditions. In the Na2SO4, exposure to OPC concrete shows a deterioration of strength and
expansion of 30% and 0.412%, respectively, but in the GPC, the strength is increased in the
same condition [100]. The clay-fly ash-based GPC is less affected by the sulphate attack on
the GPC than the OPC concrete because the clay/fly ash-based GPC contains significantly
less calcium in the mix [101]. BFA-based GPC is significantly less susceptible to sulphate
exposure after 18 months. The OPC concrete reduces up to 20%, but BFA-based GPC
deteriorates up to 4% in strength in the same exposure condition as sodium sulphate [102].

3.2. Effect of Acid Attack

The acid attack on the concrete decreases the concrete’s performance and strength by
reducing the specimens’ mass loss in the acidic conditions below the 6.5 pH of the concrete.
The sulphuric acid immersion in the exposure condition for 28 days shows the weakening of
the concrete, and mass loss increased with the GPC matrix weakening. The loss reduction of
concrete increases with the increase in acid content. The GPC shows better stability against
acidic conditions than OPC concrete due to less calcium content present in the GPC [103]. In
the slag-based geopolymer mortar, the addition of nano-silica increases the micro-structure
of cement paste (formation of additional calcium silicate hydrate (CSH) gels in the system)
and strength properties [104]. If the pozzolanic content of geopolymer mortar is more than
50%, it shows better durable properties than conventional OPC concrete. It is less affected
by acid attacks and chloride penetration in concrete. Therefore, alkali-activated slag/fly
ash cement are highly useful in acidic or seawater conditions [105].

3.3. Effect of Sea Water

The GPC concrete shows better properties against seawater conditions by reducing
the concrete’s sulphate and chloride penetration [106]. The fly ash-based GPC shows
high compressive strength, tensile and flexural strength, low elasticity, water absorption,
drying shrinkage, and sorptivity in seawater conditions. The fly ash–based GPC achieved a
strength of 55 MPa after 28 days, outperforming the OPC concrete, and was less susceptible
to seawater in the same conditions [107].

3.4. Effect on Carbonation

The carbonation reaction rate of the GPC depends on the contents of the mixed design
present in the concrete. The fly ash/GGBFS based GPC shows weak resistance to the
carbonation reaction due to the pozzolanic binder’s activation by the mix’s sodium silicate.
The carbonation reaction increases the concrete’s permeability, which is very hazardous for
the concrete’s durability [108].

3.5. Effect of Alkali-Silica Reaction and Leaching

The RCA dosage increases in conventional concrete reduce the concrete’s strength and
mechanical properties and lead to leaching in the concrete, but in the GPC, the RCA dosage
does not affect the strength at a minimal level and reduces the leaching in the concrete [109].
The ASR susceptibility of fly ash-based GPC is lower than that of OPC concrete [110,111].
The non-wood biomass ash-based GPC shows excellent properties against acidic conditions
compared to the OPC concrete because the OPC concrete shows 9% mass loss in 28 days
under sulphuric acid conditions, while the biomass ash-based GPC shows less than 2%
mass loss in the same conditions [112].
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3.6. Effect of Elevated Temperature

The aggregate size in the mix design of the concrete plays a vital role under high
temperatures. If the maximum aggregate size is less than 10 mm in the mix designs, it
shows the explosive spalling of the concrete specimens under high temperatures in both
types of concrete: GPC and OPC concrete. The spalling of concrete is prevented using a
maximum aggregate size of more than equal to 14 mm in the concrete’s design mix. The
concrete’s spalling is explained by the fracture process zone’s size (lp), which varies with
the aggregate size. The aggregate size is larger than the lp, also long and healthy because
of the crack-tip shielding. The GPC is chemically stable under elevated temperatures,
whereas the OPC concrete chemically decomposes and dehydrates under the same condi-
tions and decreases in the evaporation water content, decreasing the spalling probability
of the concrete [47]. The geopolymer mortars exhibited better performance at elevated
temperatures in comparison to control cement mortar mixture [113]. The Si/Al ratio plays
a vital role under the elevated temperature; the strength increases with the Si/Al ratio in
the exposure of 800 ◦C of the mixed samples. The heat-cured specimens above 80 ◦C show
higher stability against the elevated temperature. However, the ambient-cured specimens
show lower stability in the same conditions, and potassium-based geopolymer shows
higher stability than sodium-based geopolymer in high-temperature conditions [66,67].
The GPC has better stability against elevated temperatures than the OPC concrete and is
more porous than the OPC concrete analysed by the sorptivity test. It reduces the risk of
the spalling of concrete under high-temperature conditions [114].

The FSGC shows similar trends to those of Portland cement concrete in weight loss
under elevated temperatures of 600 ◦C [115]. The GPC shows a higher degree of transient
creep and the OPC pastes below the 250 ◦C temperature. When the temperature ranges be-
tween 250 ◦C and 550 ◦C, the geopolymer does not show the transient creep increase while
the OPC paste shows the higher transient creep, and the geopolymer increases the elastic
modulus. OPC concrete shows a minor change in the elastic modulus [116]. The powder
slag of ferrosilicon (FSS), an industrial waste, may be blended for manufacturing light
weight GPC to conserve its strength properties under elevated temperature [117]. The elec-
tric arc furnace steel slag (EAFSS), barite and ilmenite heavy aggregates-based heavyweight
geopolymer concrete is very effective in radiation shielding at high temperatures [118].
The dosage of the MPCM shows the stimulating effects on the thermal performance of the
PCC and GPC. The number of microcapsules affects the thermal conductivity and latent
heat of concrete. Microcapsule dosage increases concrete porosity and has more substantial
effects on GPC than PCC [119]. The geopolymer matrix’s thermal conductivity is higher
than the OPC pastes and shows that the geopolymer paste’s specific heat is less than the
PC pastes [120]. The pore size distribution plays a vital role in the FA/M-based GPC under
elevated temperatures [121].

3.7. Effect on the Bond Strength

The GPC specimens explain a similar cracking pattern to the OPC concrete in the
pull-out load test, and both fail in a brittle manner due to the splitting of concrete along
with the bonding of concrete and bars. The bond strength increases with the concrete
strength and concrete cover in both types of concrete. GPC shows higher bond strength
than OPC concrete due to the higher splitting strength of GPC for the same compressive
strength [122,123]. The GPC beams with lap-spliced reinforcement show similar failure
behaviour to the OPC concrete beams. For both types of concrete, the reinforcement is
based on Australian Standards and the ACI code. The bond strengths of the beam-ends
specimens have lower strength compared to the direct pull-out tests. The bar size plays a
vital role in the bond strength; the bond strength increases with the reduction of the bar
size [124]. The bond strength of the sand-coated GFRP-reinforced GPC compared to OPC
concrete shows higher failure loads than the OPC concrete [125].

The ultimate strength and crack load increases with the increase of the fibre concen-
tration in the mix designs, and it also reduces the cracking rate in the beam [126]. The
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sand-coated GFPR bars are a perfect alternative to the internal reinforcement of GPC
structures [127]. The elastic behaviour of the GPC under reinforced beams is similar to
the under-reinforced OPC concrete beams. GPC specimens show a more brittle flexu-
ral strength than OPC concrete specimens [122,128]. The compressive strength of the
GPC increases by 5% with the 1% dosage of the 1% steel fibre in the mix [129]. The load
capacity of fly ash/GLSS-based geopolymer concrete column increases with the incre-
ment of concrete strength, reduction in the load eccentricity, and increase in the design’s
longitudinal-reinforcement ratio [130]. The column-designed specimens show a similar
failure to the design code AS3600 [131].

4. Geopolymer Material Applications

The GPC materials have found number of applications in infrastructure develop-
ment and different fields [132]. The potential applications of geopolymers in sustainable
construction are given in [133,134]. Studies have been conducted on the barriers and chal-
lenges in the effective application of GPC and reinforced geoploymer composites [135,136].
The geopolymers have been successfully used for soil stabilization in transportation and
geotechnical engineering [137,138]. The geopolymers are most suitable for marine engi-
neering construction due to their corrosive resistance and excellent aggressive environment
performances [139]. The geopolymers can be used to construct light weight [140] and blast-
resistant structures [141]. The geopolymers are used in buildings for floor heating [142] and
for energy saving applications, i.e., to reduce HVAC demand of buildings [143]. GEO-based
materials can be a sound choice in construction industries in place of OPC for sustainable
development due to their thermal energy storage capacity [144], fire retardant capabil-
ities [145], and electrical and self-sensing characteristics [146]. The geopolymer is cost-
effective due to its stable performance against elevated temperatures and is used to replace
epoxy resins in structural retrofitting with FRP. It is also used as a cost-efficient lining of
the trenches to rehabilitate sewage pipelines [147,148]. The geopolymers have proven to be
sound materials for structural retrofitting and rehabilitation of heritage buildings [149,150],
for building preservation [151,152], and for damaged structural elements [153].

Geopolymers as aggregates in concrete show better strength and stability compared
to natural aggregates [154]. The geopolymers meet the desired requirements as a material
for 3D printing construction [155,156]. The 3D-printed GPC can be potentially used in
a wide range of structural applications in construction industry due to its sustainable
processing [157,158]. Table 1 describes the geopolymer applications as per the Si/Al
content ratio in the geopolymer mix [159].

Table 1. Geopolymer materials applications [159].

Si/Al Ratio Applications

1 â Bricks
â Ceramics

2 â Low CO2 cements and concretes
â Radioactive and toxic waste encapsulation

3
â Foundry equipment
â Thermal insulation materials, 200–1000 ◦C
â Tooling for titanium processing

>3 â Sealant for industry, 200–600 ◦C
â Tooling for aeronautics SPF aluminium

20–35 â Fire-resistant and heat resistant fibre composites
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5. Sustainability

A review of the sustainability of geopolymer concrete is found in [160,161]. In terms
of energy used in the production of concrete constituents, sustainability was increased by
using alternative materials and reducing energy consumption [162]. In the production of
GPC, industrial solid waste is used as a binder, activated by alkaline chemicals for concrete
production [154]. Cement, aggregate (fine and coarse), and water are used to produce the
PCC. The GPC production uses fly ash, GGBFS, NaOH, sodium silicate, aggregate (fine
and coarse), and water. In India, cement production’s mostly dry process generates the
energy of 4.2 MJ/kg [163]. The fly ash and GGBFS are solid industrial wastes produced
by the thermal power plant and steel plant. The fly ash is directly used in the mix, but the
GGBFS requires grinding before use in the mix. NaOH production’s embodied energy is
20.5 MJ/kg, and sodium silicate production is 5.37 MJ/kg [164]. There is zero embodied
energy in fly ash and water. The coarse aggregate and fine aggregates’ embodied energy
are 0.22 MJ/kg and 0.02 MJ/kg, respectively. The superplasticizer’s embodied energy in
SNF-based is 12.6 MJ/kg. The total embodied energy of the OPC concrete is 1897.86 MJ/m3,
whereas the embodied energy of the GPC is 1749.21 MJ/m3. The GPC’s embodied energy
is less compared to the OPC concrete. Table 2 describes the total constituents present in
both the mix design and their embodied energy.

Table 2. GPC and OPC concrete constituents details.

Embodied Energy
(MJ/kg)

OPC Concrete Geopolymer Concrete

Mix Content
(kg/m3)

Embodied Energy
Content (MJ/kg)

Mix Content
(kg/m3)

Embodied Energy
Content (MJ/kg)

OPC 4.2 370 1554 0.0 0.0
Fly ash 0.0 0.0 0.0 303.75 0.0
GGBFS 0.31 0.0 0.0 101.25 31.38
NaOH 20.5 0.0 0.0 40.5 830.25

Na2SiO3 5.37 0.0 0.0 101.25 543.71
Fine Aggregate 0.02 683 13.66 683 13.66

Coarse Aggregate 0.22 1289 283.58 1269 279.18
Water 0.0 148 0.0 40.5 0.0

Superplasticizer 12.6 3.7 46.62 4.05 51.03
Total 2493.7 1897.86 2543.7 1749.21

The geopolymer materials promote a circular economy process and sustainable devel-
opment [165,166]. The use of sustainable material, such as geopolymers, their application
and economical production techniques in the construction industry create employment
and increase energy efficiency [167]. The economic and commercial manufacturing aspects
(social), an important component of sustainability of the GPC, has not received much
attention. The cost studies of GPC were undertaken by Mathew et al. [168]. The GPC is
more cost-effective than OPC. Weil et al. [169] have studied the cost comparison and cost
drivers for OPC concrete and GPC. The cement is the main cost driver in cement concrete
while the activators are the cost driver in GPC. The cost-effectiveness of GPC manufac-
turing is demonstrated by Youssef et al. [170]. Van Deventer et al. [171] have discussed
the factors affecting the acceptance of GPC technology in industry. They pointed out that
the regulations and supply chain issues barrier must be removed to achieve widespread
acceptance of GPC. Shamsaei et al. [172] have reviewed the studies devoted to the obsta-
cles related to commercialization of GPC. They pointed out that economic analysis and
social/national standards attitude towards the application of GPC requires further research.
The 3D-printed geopolymer concrete is cheaper as compared to 3D-printed cement con-
crete with the same properties [173]. It can be concluded that sustainable development is
achieved by employing geopolymers in Indian construction industries because it results
in lower CO2 emissions, optimum utilization of natural resources, utilization of waste
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materials, economic and long life infrastructure construction, and societal income and
employment generation.

6. Conclusions

The comprehensive survey of the journals and papers and energy analysis of the OPC
concrete and GPC concrete concluded as follows:

• Geopolymers are a perfect alternative to OPC concrete in concrete performance in
terms of strength, durable properties, and sustainability.

• GPC reduces carbon footprints by using industrial solid waste like fly ash and slag
and reducing cultivated land for dumping.

• GPC has reduced the cost of concrete by the use of industrial waste in the concrete production.
• The GPC shows better mechanical properties compared to OPC concrete.
• The GPC shows better durable properties, for all extreme environmental conditions

i.e., acid attack, seawater conditions, sulphate attack, carbonation of concrete, chloride
penetration, alkali-aggregate reactions and elevated temperature, than OPC concrete.

• The embodied energy of the GPC is less compared to the OPC concrete for the same
compressive strength.

• The GPC materials have found a number of applications in infrastructure development
and other various fields, and have become a proven material for the sustainable
development in the construction industry.

• The application of GPC and economical production techniques in the construction
industry create employment and increase energy efficiency.

7. Recommendations and Future Scope

This comprehensive study of the geopolymerisation process shows the development
of strength by bonding the raw materials in the reaction process. The comprehensive
literature survey shows that the GPC has better strength and durability properties than
OPC concrete. It also utilises industrial solid waste and reduces land dumping costs. The
following aspects of GPC require further research:

• The requirement to implement GPC on major structural projects such as roads, bridges,
buildings, hospitals, and other structures.

• More research on the other non-ferrous solid waste used in the GPC and analysis of
such material’s capacity to work as a binder in the GPC.

• Further research on the hazards associated with some hazardous material components
of GPC for its use on a large scale in the construction sector, and research on ways to
reduce the hazard vulnerability in production/application of GPC.

• Further research work on long term effect on strength and durability characteristics.
• Further study on social/national standards attitude towards the application of GPC.
• Further research work to make geopolymer 3D printing process a viable construc-

tion approach.
• Further research work to draw relationships between composition, structure, and

strength characteristics.
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Global, regional, and national burden of colorectal cancer 
and its risk factors, 1990–2019: a systematic analysis for the 
Global Burden of Disease Study 2019
GBD 2019 Colorectal Cancer Collaborators* 

Summary
Background Colorectal cancer is the third leading cause of cancer deaths worldwide. Given the recent increasing 
trends in colorectal cancer incidence globally, up-to-date information on the colorectal cancer burden could guide 
screening, early detection, and treatment strategies, and help effectively allocate resources. We examined the temporal 
patterns of the global, regional, and national burden of colorectal cancer and its risk factors in 204 countries and 
territories across the past three decades.

Methods Estimates of incidence, mortality, and disability-adjusted life years (DALYs) for colorectal cancer were 
generated as a part of the Global Burden of Diseases, Injuries and Risk Factors Study (GBD) 2019 by age, sex, and 
geographical location for the period 1990–2019. Mortality estimates were produced using the cause of death ensemble 
model. We also calculated DALYs attributable to risk factors that had evidence of causation with colorectal cancer.

Findings Globally, between 1990 and 2019, colorectal cancer incident cases more than doubled, from 842 098 
(95% uncertainty interval [UI] 810 408–868 574) to 2·17 million (2·00–2·34), and deaths increased from 518 126 
(493 682–537 877) to 1·09 million (1·02–1·15). The global age-standardised incidence rate increased from 22·2 
(95% UI 21·3–23·0) per 100 000 to 26·7 (24·6–28·9) per 100 000, whereas the age-standardised mortality rate 
decreased from 14·3 (13·5–14·9) per 100 000 to 13·7 (12·6–14·5) per 100 000 and the age-standardised DALY rate 
decreased from 308·5 (294·7–320·7) per 100 000 to 295·5 (275·2–313·0) per 100 000 from 1990 through 2019. Taiwan 
(province of China; 62·0 [48·9–80·0] per 100 000), Monaco (60·7 [48·5–73·6] per 100 000), and Andorra (56·6 
[42·8–71·9] per 100 000) had the highest age-standardised incidence rates, while Greenland (31·4 [26·0–37·1] 
per 100 000), Brunei (30·3 [26·6–34·1] per 100 000), and Hungary (28·6 [23·6–34·0] per 100 000) had the highest 
age-standardised mortality rates. From 1990 through 2019, a substantial rise in incidence rates was observed in 
younger adults (age <50 years), particularly in high Socio-demographic Index (SDI) countries. Globally, a diet low in 
milk (15·6%), smoking (13·3%), a diet low in calcium (12·9%), and alcohol use (9·9%) were the main contributors to 
colorectal cancer DALYs in 2019.

Interpretation The increase in incidence rates in people younger than 50 years requires vigilance from researchers, 
clinicians, and policy makers and a possible reconsideration of screening guidelines. The fast-rising burden in low 
SDI and middle SDI countries in Asia and Africa calls for colorectal cancer prevention approaches, greater awareness, 
and cost-effective screening and therapeutic options in these regions.

Funding Bill & Melinda Gates Foundation.

Copyright © 2022 The Author(s). Published by Elsevier Ltd. This is an Open Access article under the CC BY 4.0 license.

Introduction
In 2019, colorectal cancer was the third leading cause of 
cancer deaths and the second leading cause of disability-
adjusted life years (DALYs) for cancer worldwide.1 Around 
70–75% of colorectal cancer cases occur sporadically and 
are associated with modifiable risk factors, whereas 
25–30% of cases are linked to non-modifiable risk factors 
such as genetic factors, a personal history of polyps or 
adenoma, or a family history of colorectal cancer 
or hereditary risk (eg, Lynch syndrome or familial 
adenomatous polyposis).2–5 Because of the increased 
prevalence of modifiable risk factors such as smoking, 
alcohol consumption, unhealthy diets, sedentary 
behaviour, physical inactivity, obesity, increasing life 

expectancy, increasing awareness and affordability of 
colorectal cancer screening, and increasing screening 
capacity, incident cases of colorectal cancer are growing 
rapidly in low-income and middle-income countries 
(LMICs).6,7

The UN Sustainable Development Goal (SDG) target 3.4 
focuses on reduction of premature mortality from 
non-communicable diseases (including cancers) by a 
third by 2030.8 Colorectal cancer can be prevented by 
ameliorating modifiable risk factors, and deaths can be 
prevented through early detection of polyps with proven 
screening interventions;9–11 therefore, addres sing the 
global colorectal cancer burden must serve as one of the 
considerations towards progress on SDG 3.4 relating to 
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non-communicable dis eases. In this endeavour, recent 
changes in the colorectal cancer burden should be tracked 
at the global, regional, and national levels to identify those 
countries making progress and those countries and 
regions where more work is needed.

This study aimed to investigate the global, regional, 
and national burden of colorectal cancer in 204 countries 
and territories from 1990 to 2019. We examined the 
age-sex-location-specific burden of colorectal cancer 
using estimates from the Global Burden of Diseases, 
Injuries, and Risk Factors Study (GBD) 2019.1,12–14 The 
colo rectal cancer burden was examined in light of the 
development status of countries measured by the Socio-
demographic Index (SDI). We also aimed to quantify 
health loss due to colorectal cancer using DALYs, which 
encompasses the burden of a disease due to both deaths 
and disabilities caused by it. Last, we also examined the 
risk-attributable burden of the main risk factors for 
colorectal cancer. Apart from GBD, the International 
Agency for Research on Cancer (IARC) produced cancer 
estimates for 2020; however, GBD estimates facilitate 
examination of temporal patterns at global, regional, and 
national levels. An assessment of recent trends at the 
global, regional, and national levels, and the associated 
risk factors for countries at different levels of 

development, can help track progress, map resource 
requirements, and help in policy making and 
implementation towards prevention and tackling the 
growing burden of colorectal cancer.

This manuscript was produced as part of the 
GBD Collaborator Network and in accordance with the 
GBD Protocol. 

Methods
Overview
The GBD 2019 estimates were generated for 286 causes 
of death, 369 causes of non-fatal burden, and 87 risk 
factors.1,12–14 In comparison with the 195 countries and 
territories included in GBD 2017, nine more countries 
(Cook Islands, Monaco, San Marino, Nauru, Niue, Palau, 
Saint Kitts and Nevis, Tokelau, and Tuvalu) were included 
in GBD 2019, providing full time-series estimates from 
1990 to 2019 for 204 countries and territories, which were 
grouped under seven super-regions and 21 regions. The 
colorectal cancer estimates mapped to the International 
Classification of Diseases (ICD) codes are available in the 
appendix (p 14).15 The GBD estimation framework and 
calculation of all the metrics are detailed in GBD 2019 
capstone publications and the supplementary appendices 
published with these reports.1,12–14

Research in context

Evidence before this study
Colorectal cancer is one of the leading causes of cancer deaths 
worldwide. Previously, the Global Burden of Diseases, Injuries, and 
Risk Factors Study (GBD) 2017 provided estimates for colorectal 
cancer incidence, deaths, and disability-adjusted life years (DALYs) 
for the period 1990–2017. Apart from GBD 2017, the International 
Agency for Research on Cancer (IARC) provided estimates for 
colorectal cancer for 2020 under the GLOBOCAN project. The 
present study was done as a part of GBD 2019, which produced 
estimates for 302 causes of death, 369 diseases and injuries, and 
87 risk factors for 204 countries and territories for 1990–2019.

Added value of this study
In this study, we provide age-sex-location-specific estimates of 
colorectal cancer incidence, deaths, and DALYs for 204 countries 
and territories between 1990 and 2019. GBD 2019 produced 
estimates with technical collaboration from WHO, which has led 
to the inclusion of nine more WHO member countries. 
28 714 site-years of data were used to estimate colorectal cancer 
incidence, deaths, and DALYs in GBD 2019, 16% more than in 
GBD 2017. In comparison with GLOBOCAN 2020, which provided 
colorectal cancer estimates for 2020, we provide estimates for full 
time series through 1990 to 2019 for all 204 countries and 
territories included in GBD 2019. Apart from estimates of 
incident cases, deaths, and age-standardised rates, as was done in 
GLOBOCAN 2020, we also estimated the burden of deaths and 
disability quantified with DALYs. The colorectal cancer burden was 
also examined in the light of country-level socioeconomic 

development measured by Socio-demographic Index (SDI). The 
contribution of the main risk factors to colorectal cancer DALYs 
was also examined by sex in 21 world regions.

Implications of all the available evidence
Incident cases of colorectal cancer doubled or more than doubled 
in 16 of 21 world regions, and the number of deaths doubled or 
more than doubled in 15 of 21 world regions in the past 
three decades. The age-standardised incidence and death rates 
(per 100 000 person-years) either remained the same or 
decreased in high SDI quintiles and increased in low SDI and 
middle SDI quintiles. Large increases in colorectal cancer incidence 
rates were observed in middle SDI countries, as well as in people 
aged 20–49 years in high SDI countries. Further research is 
required to understand the causes of the colorectal cancer burden 
in younger adults (aged <50 years) and the main risk factors, 
including obesity, physical inactivity, alcohol consumption, 
smoking, and an altered gut microbiome, that might have led to 
the rise in the colorectal cancer burden. The increasing incidence 
of colorectal cancer in people younger than 50 years in high SDI 
countries also necessitates reconsideration of screening 
recommendations to include younger age groups (ie, those aged 
40–49 years). The public health interventions for colorectal cancer 
awareness, screening, and prevention through containment of 
modifiable risk factors such as alcohol, smoking, an unhealthy 
diet (high in processed meat and fat, and low in fruits and 
vegetables), and obesity are key to stemming the tide of 
colorectal cancer worldwide.

See Online for appendix
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Data sources
For GBD 2019, input data from various sources such as 
vital registration, verbal autopsy, and cancer registries 
were used to generate the colorectal cancer estimates. 
28 714 site-years of data (22 849 site-years for vital 
registration, 516 site-years for verbal autopsy, and 
5349 site-years for cancer registries) were used to 
estimate the colorectal cancer burden in GBD 2019, 
3962 site-years (16%) more than GBD 2017. The vital 
registration system records data of vital events in a 
person’s life (birth, death, and cause of death). Verbal 
autopsy is a data collection method generally used in 
populations without a complete vital registration system; 
in this method, a trained interviewer uses a questionnaire 
to collect information about signs, symptoms, and 
demographic characteristics of a recently deceased 
person from someone familiar with the deceased. Cancer 
registries are a data collection system that record and 
manage the data relating to a person with cancer. The 
information on various input sources of data used in 
GBD 2019 can be obtained from the GBD 2019 Data 
Input Sources Tool.

Mortality estimation
GBD estimation begins with mortality estimation in 
multiple steps. The mortality data from cancer registries 
might be sparse, although incidence data can be available; 
therefore, to maximise data availability, mortality-to-
incidence ratios (MIRs) were generated from the cancer 
registries that contained both incidence and mortality 
data. In the first step, incidence and mortality data from 
cancer registries were processed before they were 
matched by cancer, age, sex, year, and location to generate 
crude MIRs. Final MIRs were estimated by use of spatio-
temporal Gaussian Process Regression (ST-GPR) using 
the Healthcare Access and Quality (HAQ) index, age, and 
sex16 as covariates. The MIR estimates from the ST-GPR 
model were multiplied with incidence data to generate 
crude mortality estimates. The final mortality estimates 
were produced with the Cause of Death Ensemble Model 
(CODEm) using crude mortality estimates from the last 
step and those from vital registration and verbal autopsy 
as inputs along with other variables taken as covariates.1,15 
Only those variables were chosen that have been 
found to have a plausible relation with death due to 
colo rectal cancer. The list of covariates at different levels 
used in CODEm for colorectal cancer is presented in the 
appendix (pp 15–16).1,15 The final mortality estimates from 
CODEm were then divided by the MIRs from ST-GPR to 
generate age-sex-location-specific estimates for incident 
cases.

Non-fatal estimation
The mortality estimates generated from CODEm were 
combined with reference life tables to generate 
estimates for years of life lost (YLLs).12 The 10-year 
prevalence was divided into four sequelae of a fixed 

duration based on expected person-time spent in each 
of the sequela: diagnosis and primary therapy 
(4·0 months), metastatic phase (9·7 months), and 
terminal phase (1·0 month), with the remaining 
duration assigned to the controlled phase.15 Sequela-
specific years lived with disability (YLDs) were calculated 
by multiplying disability weights with sequelae-specific 
prevalence. Total YLDs were calculated by summing the 
sequela-specific YLDs. The sum of YLLs and YLDs 
produced the DALYs estimates, with one DALY being 
equivalent to 1 year of healthy life lost.17

The age-specific rates of incidence, mortality, and DALYs 
were expressed per 100 000 person-years and calculated 
with GBD population estimates,12 and the age-standardised 
rates were calculated as weighted averages of age-specific 
rates per 100 000 people, in which weights are the 
proportion of people in corresponding age groups as per 
the GBD world population age standard.12 All 
GBD estimates in this Article are provided with 
95% uncertainty intervals (UIs). For each computational 
step, 1000 draws are generated; 95% UIs are calculated by 
taking values at the 2·5th and 97·5th percentile from the 
1000 draws, and are provided alongside the mean 
estimates.12

Socio-demographic Index
The colorectal cancer burden was evaluated against 
country-level development measured with the SDI,12,15 
which is a composite indicator of three indicators: 
lag-distributed income per capita, average educational 
attainment for people aged 15 years and older, and the 
total fertility rate (in people aged <25 years). Each of these 
indicators was first rescaled on a scale of 0 (lowest) to 
1 (highest) based on country-specific values. The 
geometric mean of these three indices provided the final 
value of the country-level SDI. Based on SDI values, the 
204 countries and territories were categorised into 
five groups: low SDI (<0·45), low-middle SDI 
(≥0·45 and <0·61), middle SDI (≥0·61 and <0·69), 
high-middle SDI (≥0·69 and <0·80), and high SDI (≥0·80).

Risk factors
Estimation of GBD risk factors is based on a comparative 
risk assessment framework and involves six steps. The 
first is identification of risk-outcome pairs: only those 
risk-outcomes that have convincing or plausible evidence, 
as per World Cancer Research Fund criteria,18 are included 
in GBD risk factor estimation. The second is estimation 
of relative risk (RR) as a function of exposure for each 
risk-outcome pair. The third is distribution of exposure 
for each risk factor by age, sex, location, and year. The 
fourth is determining the theoretical minimum risk 
exposure level (TMREL). The fifth is estimation of the 
population attributable fraction (PAF) and attributable 
burden. The RR for each risk-outcome pair, exposure 
levels, and TMREL are used to model the PAF.13 The PAF 
of a particular risk factor is multiplied by colorectal cancer 

For the GBD 2019 Data Input 
Sources Tool see http://ghdx.
healthdata.org/gbd-2019/data-
input-sources
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DALYs to generate the DALYs attributable to that risk 
factor. The sixth is estimating the PAF and attributable 
burden for the combination of risk factors.

The details of each of these steps and the underlying 
methodology are provided elsewhere.13 In this GBD 
iteration, 87 risk factors were included, of which ten 
(alcohol use, diet high in processed meat, diet high in red 
meat, diet low in calcium, diet low in fibre, diet low in 
milk, high body-mass index [BMI], high fasting plasma 
glucose, low physical activity, and smoking) have a 
non-zero contribution to colorectal cancer deaths and 
DALYs. We assessed the percentage contribution of these 
ten risk factors to colorectal cancer DALYs in 2019. The 
total number of input data sources used for the exposure 
of different risk factors in GBD 2019 are detailed 
elsewhere,13 of which we present the number of input 
data sources for the ten risk factors related to colorectal 
cancer (appendix p 17).

The percentage changes between 1990 and 2019 were 
interpreted as statistically significant if the 95% UI did not 
include zero. All data analysis and data visualisation in this 
study were done with statistical software R (version 4.1.1), 
Stata (version 13.1), and Python (version 3.8.8).

Role of the funding source
The funders of the study had no role in study design, 
data collection, data analysis, data interpretation, or 
writing of the report.

Results
Overview of the global burden
Globally, for both sexes combined, incident cases of 
colorectal cancer more than doubled, from 842 098 
(95% UI 810 408–868 574) in 1990 to 2·17 million 
(2·00–2·34) in 2019 (figure 1A). Between 1990 and 2019, 
deaths due to colorectal cancer increased from 518 126 
(493 682–537 877) to 1·09 million (1·02–1·15), and DALYs 
increased from 12·4 million (11·9–12·9) to 24·3 million 
(22·6–25·7). By 2019, 95·6% of colorectal cancer DALYs 
were due to YLLs and 4·4% were due to YLDs 
(appendix p 5). The global age-standardised incidence 
rate of colorectal cancer increased from an estimated 22·2 
(21·3–23·0) per 100 000 to 26·7 (24·6–28·9) per 100 000 
from 1990 through 2019 (figure 1B). By contrast, the 
global age-standardised mortality rate decreased 
from 14·3 (13·5–14·9) per 100 000 to 13·7 (12·6–14·5) 
per 100 000, and the age-standardised DALY rate 
decreased from 308·5 (294·7–320·7) per 100 000 to 295·5 
(275·2–313·0) per 100 000 from 1990 through 2019.

Males experienced greater increases in colorectal cancer 
incidence, deaths, and DALYs, than females in terms of 
absolute counts, and the age-standardised rates increased  
in males and remained similar throughout or decreased 
in females (figure 1). In 2019, males accounted for 57·2% 
(1·2 million [95% UI 1·1–1·4]) of colorectal cancer incident 
cases, and 54·9% (594 176 [550 959–638 031]) of deaths due 
to colorectal cancer. In 2019, the age-standardised 

Figure 1: Global temporal patterns of colorectal cancer burden, 1990–2019
(A) All-age counts. (B) Age-standardised rates. Data source: Global Burden of Diseases, Injuries, and Risk Factors Study 2019. DALYs=disability-adjusted life-years.
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incidence rate was 1·5-times higher in males than in 
females (33·1 [30·2– 36·1] per 100 000 vs 21·2 [19·0–23·2] 
per 100 000), with a similar disparity between males and 
females in terms of the age-standardised mortality 
rate (16·6 [15·4–17·8] per 100 000 in males vs 11·2 
[10·0–12·2] per 100 000 in females) and the 
age-standardised DALY rate (360·0 [333·1–387·8] 
per 100 000 in males vs 237·9 [218·7–257·1] per 100 000 in 

females; figure 1). The number of incident cases increased 
in all SDI quintiles, whereas the age-standardised 
incidence rate decreased in the high SDI quintile only 
(appendix p 6). Similarly, deaths and DALYs increased in 
all SDI quintiles, but age-standardised mortality rates 
stagnated or decreased only in high-middle SDI and high 
SDI quintiles (appendix pp 7–8). Notably, the rise in all-
age counts was steeper in all SDI quintiles than in the 

Incidence (95% UI) Mortality (95% UI) DALYs (95% UI) Age-
standardised 
incidence rate 
(95% UI)

Age-
standardised 
mortality 
rate (95% UI)

Age-
standardised 
DALY rate 
(95% UI)

Global 2 166 168 
(1 996 298–2 342 842)

1 085 797  
(1 002 795–1 149 679)

24 284 087  
(22 614 920–25 723 221)

26·7 
(24·6–28·9)

13·7 
(12·6–14·5)

295·5 
(275·2–313·0)

Andean Latin America 11 094 
(8935–13 467)

5630 
(4593–6791)

125 578 
(101 753–151 796)

20·0 
(16·1–24·2)

10·3 
(8·4–12·4)

220·8  
(179·0–266·3)

Australasia 23 671 
(19 439–28 848)

8382 
(7575–8978)

163 248 
(150 872–173 959)

48·3 
(39·6–59·1)

16·2 
(14·8–17·3)

348·6 
(324·2–370·7)

Caribbean 13 813 
(11 813–15 959)

7995 
(6935–9176)

172 016 
(147 186–200 175)

26·7 
(22·9–30·9)

15·5 
(13·4–17·7)

333·3 
(285·2–387·9)

Central Asia 10 949 
(9999–12 008)

7467 
(6822–8166)

199 841 
(182 012–219 941)

15·2 
(13·9–16·6)

11·2 
(10·3–12·2)

256·8 
(234·4–281·1)

Central Europe 84474 
(74 551–95 453)

51 567 
(45 636–57 749)

1 052 146 
(922 923–1 184 246)

39·9 
(35·2–45·1)

23·6 
(20·8–26·4)

512·6 
(448·7–577·9)

Central Latin America 37 542 
(32 211–43 870)

22 470 
(19 542–25 997)

539 638 
(465 200–627 069)

15·9 
(13·7–18·6)

9·7 
(8·4–11·2)

223·7 
(193·1–259·5)

Central sub-Saharan 
Africa

3957 
(3015–5113)

3544 
(2705–4609)

100 988 
(75 749–131 447)

7·7 
(5·9–10·1)

7·4 
(5·7–9·9)

169·3 
(129·2–220·2)

East Asia 637 096 
(548 895–738 549)

275 604 
(238 238–317 886)

6 712 862 
(5 774 277–7 735 907)

30·9 
(26·8–35·7)

14·1 
(12·2–16·2)

325·2 
(280·7–373·2)

Eastern Europe 106 017 
(96 250–117 074)

63 476 
(57 180–70 011)

1 419 105 
(1 287 540–1 571 374)

31·1 
(28·2–34·4)

18·3 
(16·5–20·2)

423·7 
(384·0–469·3)

Eastern sub-Saharan 
Africa

14 227 
(12 130–16 886)

12 717 
(10 940–15 001)

356 433 
(301 931–425 606)

8·8 
(7·6–10·4)

8·5 
(7·4–9·9)

193·9 
(166·0–229·6)

High-income Asia Pacific 196 371 
(166 417–225 643)

76 929 
(64 821–83 603)

1 327 823 
(1 186 117–1 414 814)

44·6 
(38·4–51·1)

15·3 
(13·4–16·4)

323·9 
(298·6–342·1)

High-income North 
America

260 911 
(229 909–295 693)

95 664 
(88 321–99 688)

1 987 109 
(1 895 869–2 059 774)

42·7 
(37·6–48·6)

14·9 
(13·9–15·5)

339·9 
(325·9–351·9)

North Africa and Middle 
East

60 010 
(53 354–67 555)

39 147 
(34 761–44 107)

1 013 634 
(896 161–1 146 526)

13·9 
(12·3–15·6)

9·8 
(8·7–11)

218·7 
(194·1–246·5)

Oceania 691 
(555–855)

551 
(443–682)

16 315 
(12 915–20 556)

10·0 
(8·2–12·1)

8·8 
(7·2–10·7)

203·6 
(163·6–252·5)

South Asia 113 711 
(98 190–129 352)

94 846 
(81 524–109 075)

2 419 098 
(2 078 019–2 782 570)

8·3 
(7·2–9·4)

7·3 
(6·2–8·3)

165·1 
(141·7–189·9)

Southeast Asia 117 010 
(96 631–136 244)

82 024 
(67 617–94 606)

2 142 434 
(1 780 490–2 482 287)

19·3 
(16–22·4)

14·4 
(11·9–16·6)

334·0 
(276·6–386·4)

Southern Latin America 26 866 
(21 480–33 612)

17 930 
(16 774–18 975)

366 436 
(347 729–385 441)

32·2 
(25·7–40·4)

21·2 
(19·9–22·4)

447·6 
(424·7–470·5)

Southern sub-Saharan 
Africa

7106 
(6389–7882)

5922 
(5329–6580)

147 780 
(132 439–165 539)

13·1 
(11·8–14·5)

11·5 
(10·4–12·7)

250·4 
(225·1–279·3)

Tropical Latin America 42 891 
(40 118–44 928)

27 704 
(25 668–29 090)

660 129 
(625 562–687 740)

17·8 
(16·6–18·6)

11·7 
(10·8–12·3)

268·3 
(253·7–279·8)

Western Europe 382 442 
(332 800–432 448)

172 454 
(155 345–181 815)

3 008 234 
(2 815 060–3 152 895)

42·4 
(37·1–48·3)

17·3 
(15·8–18·1)

351·2 
(332·0–366·8)

Western sub-Saharan 
Africa

15 321 
(12 895–17 824)

13 773 
(11 698–16 069)

353 242 
(295 571–420 704)

8·7 
(7·4–10·0)

8·4 
(7·3–9·7)

176·1 
(149·0–206·2)

Numbers in parenthesis represent 95% uncertainty intervals (UIs). DALYs=disability-adjusted life years. The age-standardised incidence rate, age-standardised mortality rate, 
and age-standardised DALY rate are shown per 100 000 person-years. Source: Global Burden of Diseases, Injuries, and Risk Factors Study 2019. 

Table: Region-wise colorectal cancer burden in 2019 
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high SDI quintile such that the share of low, low-middle, 
middle, and high-middle SDI quintiles in the total 
colorectal cancer burden increased from 47·3% to 62·1% 
in terms of incident cases, from 57·1% to 69·8% in terms 
of deaths, and from 62·4% to 74·6% in terms of DALYs 
between 1990 and 2019 (appendix pp 6–8).

Colorectal cancer burden by region
In 2019, east Asia was the worst-affected region, 
with 637 096 (95% UI 548 895–738 549) new cases, 275 604 
(238 238–317 886) deaths, and 6·7 million (5·8–7·7) DALYs 
due to colorectal cancer (table). Australasia had the highest 
age-standardised incidence rate (48·3 [39·6–59·1] 
per 100 000) and central Europe had the highest 
age-standardised mortality rate (23·6 [20·8–26·4] 
per 100 000) across 21 regions in 2019. The age- standardised 
incidence rate was the lowest in central sub- Saharan 
Africa (7·7 [5·9–10·1] per 100 000) and south Asia (8·3 
[7·2–9·4] per 100 000). South Asia also had the lowest 

age-standardised mortality rate (7·3 [6·2–8·3] per 100 000). 
The age-standardised DALY rate was the highest in 
central Europe (512·6 [448·7–577·9] per 100 000) and 
lowest in south Asia (165·1 [141·7–189·9] per 100 000) 
in 2019 (table).

The preponderance of colorectal cancer in males 
in 2019, in terms of both age-standardised incidence rates 
and age-standardised mortality rates, was more apparent 
in developed regions (eg, Australasia, central Europe, and 
the high-income Asia Pacific) and differences between 
males and females were smaller in south Asia and regions 
of Africa (eg, eastern sub-Saharan Africa and western 
sub-Saharan Africa; figure 2).

Three patterns emerged from region-wise temporal 
trends of age-standardised rates in GBD regions 
(appendix p 9). First, in regions with already high 
incidence rates in 1990 (eg, Australasia and the high-
income Asia Pacific), the age-standardised incidence 
rates either stagnated or decreased and age-standardised 

Figure 2: Age-standardised rates of colorectal cancer in 2019, by sex and region
(A) Age-standardised incidence rate (per 100 000 person-years). (B) Age-standardised mortality rate (per 100 000 person-years). Error bars denote 95% uncertainty 
intervals. Data source: Global Burden of Diseases, Injuries, and Risk Factors Study 2019.
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mortality rates decreased in the past three decades. 
Second, concomitant rises in age-standardised inci dence 
and mortality rates were observed in a few regions of 
Asia, Africa (eg, western sub-Saharan Africa and 
south Asia), and Oceania. Third, large increases occurred 
in age-standardised incidence rates, whereas a smaller 
increase was observed in age-standardised mortality 
rates in a few regions (eg, east Asia and south east Asia).

From 1990 to 2019, incident cases doubled or more 
than doubled in 16 of 21 regions, deaths doubled or more 
than doubled in 15 of 21 regions, and DALYs doubled or 
more than doubled in 13 of 21 regions, led by regions of 
Latin America and Asia (figure 3A). The changes in age-
standardised rates were modest, with age-standardised 
incidence rates increasing by 50% or more in six GBD 
regions (east Asia, Andean Latin America, southeast 
Asia, central Latin America, North Africa and the 
Middle East, and south Asia; figure 3B). Age- standardised 

incidence rates decreased, although these decreases were 
not statistically significant, in high-income North America 
(–10·0% [95% UI –21·1 to 2·5]) and Australasia (–6·2% 
[–22·7 to 14·7]) between 1990 and 2019. Age-standardised 
mortality rates increased the most in southeast Asia 
(46·7% [21·8 to 70·0]) followed by east Asia (37·1% 
[15·1 to 62·3]), and decreased in Australasia (–33·5% 
[–29·8 to –37·2]) and high-income North America 
(–25·3% [–23·5 to –27·3]) from 1990 through 2019, with 
a couple of other high-income regions experiencing a 
reduction (–22·1% [–25·0 to –19·6] in western Europe 
and –14·8% [–20·6 to –10·9] in the high-income Asia 
Pacific). Due to large increases in incidence and death 
rates, the age-standardised DALY rate increased the most 
in regions of Asia and Latin America, led by southeast 
Asia (41·6% [18·2 to 62·7]) and central Latin America 
(37·8% [19·0 to 59·4]) and decreased in high-income 
regions and regions of Europe (figure 3B).

Figure 3: Region-wise percentage change in colorectal cancer burden, 1990–2019
(A) All-age numbers. B) Age-standardised rate (per 100 000). Data source: Global Burden of Diseases, Injuries, and Risk Factors Study 2019. Error bars denote 95% uncertainty intervals.
DALYs=disability-adjusted life-years.
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Colorectal cancer burden by country
China, the USA, and Japan had the highest all-age 
incident counts for both sexes combined, with 607 900 
(95% UI 521 805–708 420) new cases in China, 227 242 
(197 022–261 375) new cases in the USA, and 160 211 
(130 730–186 831) new cases in Japan, in 2019 
(appendix pp 18–43). China (261 777 [224 403–303 318]), 
India (79 098 [67 137–92 723]), and the USA (84 026 
[77 987–87 516]) had the highest death counts. 
Somalia (5·0 [3·1–9·2] per 100 000), Niger (5·6 [4·2–7·6] 
per 100 000), and Bangladesh (5·6 [3·9–8·0] per 100 000) 
had the lowest age-standardised incidence rates, 
whereas Taiwan (province of China; 62·0 [48·9–80·0] 
per 100 000), Monaco (60·7 [48·5–73·6] per 100 000), 
and Andorra (56·6 [42·8–71·9] per 100 000) had the 
highest age-standardised incidence rates (figure 4A; 
appendix pp 18–43). Greenland (31·4 [26·0–37·1] 
per 100 000), Brunei (30·3 [26·6–34·1] per 100 000), and 
Hungary (28·6 [23·6–34·0] per 100 000) had the highest 
age-standardised mortality rates, whereas Bangladesh 
(4·9 [3·4–7·1] per 100 000), Somalia (5·0 [3·2–9·3]), and 
Nepal (5·4 [3·9–7·4] per 100 000) had the lowest 
age-standardised mortality rates among 204 countries 
and territories in 2019 (figure 4B; appendix pp 18–43). 
Age-standardised DALY rates varied from 107·4 
(74·6–152·7) per 100 000 in Bangladesh to 680·3 
(555·7–812·4) per 100 000 in Greenland in 2019 
(figure 4C; appendix pp 18–43).

Between 1990 and 2019, for both sexes combined, 
incident cases doubled or more than doubled in 
157 of 204 countries and territories and deaths doubled 
or more than doubled in 129 of 204 countries and 
territories (appendix pp 44–66). Austria was the only 
country that reported a significant reduction in the 
number of colorectal cancer deaths (–20·5% 
[–26·4 to –14·8]) and DALYs (–29·7% [–34·4 to –25·0]) 
between 1990 and 2019. The changes in age-standardised 
rates were modest across countries in comparison with 
changes in absolute counts. From 1990 through 2019, 
the largest increase in age-standardised rates occurred in 
Cape Verde (age-standardised incidence rate 180·6% 
[121·1 to 237·3], age-standardised mortality rate 
152·9% [97·3 to 204·0], and age-standardised DALY rate 
114·2% [71·8 to 159·4]) and the largest reduction 
occurred in Austria (age-standardised incidence 
rate –34·1% [–46·7 to –19·1], age-standardised mort-
ality rate –50·2% [–53·3 to –46·8], and age-standardised 
DALY rate –53·2% [–56·2 to –50·0]; appendix pp 44–66).

The relationship between country-level age-standardised 
rates of colorectal cancer and SDI in 2019 is shown in the 
appendix (p 10). SDI seemed to exert a positive 
relationship with age-standardised rates, with the slope 
becoming steeper in the upper end of the development 
spectrum for age-standardised incidence rates, whereas a 
positive relationship between age-standardised DALY 
rates and SDI seemed to taper off slightly towards high 
SDI countries.

Colorectal cancer burden by age group
Figure 5 illustrates the colorectal cancer incidence count 
and age-specific rates (per 100 000 person-years) in 2019. 
The incidence count followed a bell-shaped distribution 
with a peak in individuals aged 60–74 years for both males 
and females. Incident cases were higher in males than in 
females in all age groups up to age 80–84 years, with a 
greater number of new cases in females aged 85 years 
and older (figure 5A). Unlike incident cases, incidence 
rates continued to increase with age, increasing much 
faster in those aged 50–54 years and older (figure 5B). 
Between 1990 and 2019, all age groups experienced a rise 
in incident cases, with the highest increases occurring in 
those aged 85 years and older (appendix p 11). Further-
more, incidence rates increased in younger age groups 
(20–49 years) and decreased in older age groups 
(50–80 years) only in the high SDI quintile (appendix p 12). 
Percentage changes in incidence rates were higher in 
females compared to males only in low SDI quintiles; in 
all other SDI quintiles, males had higher percentage 
changes in incidence rates. Moving up in the development 
spectrum, the contrast between increases (or decreases) 
in younger age groups (20–49 years) and older age groups 
(50–74 years) became more pertinent. For instance, in the 
high SDI quintile, the incidence rates either remained 
unchanged or decreased in older age groups (50–74 years), 
whereas large increases were observed in younger age 
groups (20–49 years; appendix p 12).

Risk factors
Figure 6 depicts the contribution of ten risk factors to all-
age DALYs due to colorectal cancer, for both sexes 
combined, for 21 GBD regions in 2019. At the global 
level, a diet low in milk (15·6%), smoking (13·3%), a diet 
low in calcium (12·9%), and alcohol use (9·9%) were the 
main contributors to colorectal cancer DALYs, with the 
relative contribution of different risk factors varying as 
per the region’s development status. In sub-Saharan Africa 
and Asia (barring the high-income Asia Pacific), a diet 
low in calcium and milk were the main risk factors, 
whereas smoking and alcohol use were the main risk 
factors in high-income regions (figure 6). At the global 
level, high BMI contributed only 8·3% of DALYs, with a 
higher contribution in comparatively high-income 
regions (eg, central Europe [14·0%] and high-income 
North America [13·8%]). The contribution of smoking to 
DALYs was greater than 15% in regions of Europe 
(eg, 18·2% in central Europe, 15·9% in western Europe, 
and 15·5% in eastern Europe) as well as in southern Latin 
America, east Asia, and high-income North America.

The severity of risk factors also varied by sex, with 
alcohol use contributing 13·9% of global DALYs and 
smoking contributing 18·9% of global DALYs in males, 
whereas alcohol use contributed only 4·5% of global 
DALYs and smoking contributed only 5·7% of global 
DALYs in females (appendix p 13). In females, a diet low 
in milk (15·5%), a diet low in calcium (12·0%), and high 
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Figure 4: Geographical distribution of age-standardised rates of colorectal cancer in 2019
(A) Age-standardised incidence rate. (B) Age-standardised mortality rate. (C) Age-standardised DALY rate. Data source: Global Burden of Diseases, Injuries, and 
Risk Factors Study 2019. DALY=disability-adjusted life-year. 
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fasting plasma glucose (7·5%) were the major 
contributors to colorectal cancer DALYs. Similar differ-
ences were observed between sexes with regard to the 
contribution of high BMI, which contributed 
11·1% of DALYs in males and 4·6% in females. The 
differ ences between sexes in the contribution of risk 
factors to colorectal cancer DALYs were also apparent in 
all GBD regions. The distribution of inadequate dietary 
risk factors (eg, a diet low in milk and calcium) was 
similar across the two sexes across regions of 
sub-Saharan Africa and Asia (appendix p 13).

Discussion
Between 1990 and 2019, new cases of colorectal cancer 
doubled or more than doubled in 157 of 204 countries and 
territories, and deaths due to colorectal cancer doubled or 
more than doubled in 129 of 204 countries and territories, 
and large increases were experienced in low SDI and 
middle SDI countries. Incidence and mortality rates 
mostly decreased in high SDI countries, whereas several 
low SDI and middle SDI countries and regions saw 
increases in age-standardised rates. The incident cases 
shared by low SDI, low-middle SDI, middle SDI, 
and high-middle SDI countries increased from 
47·3% to 62·1%, the share of death counts rose from 

57·1% to 69·8%, and the share of DALYs increased from 
62·4% to 74·6% from 1990 through 2019. 

We found large increases in age-standardised incidence 
rates in Asia (eg, 142·3% in east Asia and 78·5% in 
southeast Asia) and Latin America (eg, 100·0% in 
Andean Latin America, and 77·0% in central Latin America) 
between 1990 and 2019. Due to fast economic growth and 
rapid industrialisation, the thriving middle class in 
developing countries is adopting a westernised lifestyle 
characterised by an unhealthy diet (low in fruits and 
vegetables and high in red meat and processed meat), 
sedentary behaviour (eg, spending a long time watching 
television), and less physical activity, along with substance 
abuse (alcohol and smoking).19,20 These behavioural 
changes have resulted in an increased incidence of 
lifestyle-related illnesses, including colorectal cancer.

The age-standardised mortality rate decreased in high-
income regions (eg, –33·5% [95% UI –29·8 to –37·2] in 
Australasia and –25·3% [–23·5 to –27·3] in high-income 
North America) between 1990 and 2019. The reduction 
in incident cases and deaths, particularly among 
individuals older than 50 years, in high-SDI regions and 
countries suggests early detection of colorectal cancer 
due to screening, cancer registries, and technological 
improvements, as well as normalisation of early referral 

Figure 5: Age-specific burden of colorectal cancer in 2019
(A) Incident cases. (B) Age-specific incidence rate (per 100 000). Error bars denote 95% uncertainty intervals. Data source: Global Burden of Diseases, Injuries, and Risk 
Factors Study 2019. 
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Figure 6: Percentage contribution of risk factors to all-age DALYs of colorectal cancer in 2019, for both sexes, globally and by regions
Data source: Global Burden of Diseases, Injuries, and Risk Factors Study 2019. DALYs=disability-adjusted life-years. 
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to physicians. In most high SDI countries, 50–75 years is 
also the age group in which colorectal cancer screening 
is generally recommended for early detection of 
adenomatous polyps and adenomas.21 In the USA, the 
impact of colorectal cancer screening in reduction of 
deaths due to colorectal cancer is notable given the 
considerable increases in colonoscopy screening in 
the 2000s.22

We found more colorectal cancer cases and deaths 
among males than females, with male age-standardised 
rates being 1·5–2·0-times higher than females in different 
GBD regions and the difference between males and 
females growing over time. In the 1960s, when the first 
international reports were published on colorectal cancer, 
the age-standardised incidence rate used to be higher for 
females than males, but the incidence has since risen 
faster for males than for females.23 The predominance of 
males in the global colorectal cancer burden has been 
attributed to the high prevalence of visceral fat,24 higher 
smoking prevalence,19 and greater alcohol consumption 
among this demographic.25 We also found a greater 
contribution of alcohol and smoking to colorectal cancer 
DALYs in males than in females. Some studies have also 
suggested protective effects of endogenous oestrogen 
against colorectal carcinogenesis in females.26 Besides 
endogenous oestrogens, oral contraceptives might also 
contribute to the lowered colorectal cancer risk in females 
compared to males.27 Besides the difference in incidence, 
there are also differences in mortality between males and 
females, with females tending to have better survival 
outcomes.28,29 Sex apparently modulates the circadian 
clocks of males and females differently, with respect to the 
effects of chemotherapy in colorectal cancer, which might 
also contribute to the sex-based differences in survival and 
mortality.30 In terms of the age-specific burden of 
colorectal cancer in males versus females, the findings of 
GBD 2019 differ from a previous study in which 
colorectal cancer incidence and mortality were higher in 
females than in males in individuals aged 65 years and 
older, implying that colorectal cancer is a major health 
threat in older females;31 in the present study, however, 
such differences were mainly observed in individuals 
aged 80 years and older.

In line with previous studies,32–36 we observed large 
increases in new cases and age-specific rates in individuals 
aged 20–49 years between 1990 and 2019, especially in 
high SDI countries. In the USA, a previous study37 also 
noted substantial increases in colorectal cancer incidence 
rates in individuals aged 20–49 years from 1975 to 2010 
and the incidence rate of colon cancers is expected to 
increase by an estimated 90%, and the incidence rate of 
rectal cancers is expected to increase by 140%, by 2030.37,38 
In most high-income countries, screening is recom-
mended from the age of 50 years onwards; however, the 
recent trends in growing colorectal cancer incidence in 
younger adults (<50 years) have led to calls for a 
reconsideration of screening recommendations to 

include individuals aged 40–49 years. In 2019, the 
American Cancer Society recommended colorectal cancer 
screening from the age of 45 years onwards,36 which can 
be further modified to include younger people, especially 
targeting those with a high risk of colorectal cancer 
(eg, personal history of polyps or adenoma or family 
history of colorectal cancer or hereditary risk, males, 
smokers, and those with a high BMI).

The exact reasons for the increasing incidence of 
colorectal cancer in people younger than 50 years are less 
clear, but one possible reason could be due to the birth 
cohort effect, such that those born in the second half of 
the 20th century are increasingly exposed to potentially 
modifiable behavioural risk factors such as unhealthy 
diets, obesity, sedentary behaviour, low physical activity,18 
and increased smoking prevalence in early adult-
hood.32,33,39,40 However, most of these risk factors have been 
implicated on the basis of evidence generated from 
patients with colorectal cancer aged 50 years or older, so 
the exact mechanisms or underlying risk factors remain 
less clear.40–42 A previous study has attributed prolonged 
sedentary television viewing time to early onset of 
colorectal cancer, particularly rectal cancer.43 Early-onset 
colorectal cancer has also been attributed to the rising 
obesity prevalence in younger adults.44–46 A prospective 
cohort study of 94 217 women showed that dietary and 
lifestyle factors leading to hyperinsulinaemia are 
associated with an increased risk of colorectal cancer in 
younger women in the USA.47 Binge drinking (episodic 
heavy alcohol consumption) is also implicated as one of 
the risk factors, with binge drinking being higher among 
adults younger than 50 years than in adults aged 50 years 
and older (ie, those of screening age).48

The GBD 2019 colorectal cancer estimates 
(2·17 million incident cases and 1·09 million deaths) 
are higher than GLOBOCAN estimates for 2020 
(1·9 million incident cases and 935 173 deaths).49 The 
global age-standardised rates estimated by GBD are also 
higher (age-standardised incidence rate 26·7 per 100 000; 
age-standardised mortality rate 13·7 per 100 000) than 
those for GLOBOCAN (age-standardised incidence rate 
19·5 per 100 000 and age-standardised mortality rate 
9·0 per 100 000). Both GBD and GLOBOCAN report high 
incidence and mortality rates in high-income regions and 
countries in Europe, North America, and Asia, and 
low incidence and mortality rates in LMICs of 
sub-Saharan Africa and south Asia, yet there are a few 
differences in the estimates, which stem from the different 
methodologies and data sources used. One of the main 
differences is that GLOBOCAN mostly estimates cancer 
incidence and deaths from cancer registry data, whereas 
GBD also models estimates from data sources such as vital 
registration, cancer registries, verbal autopsy, and sample 
registration systems. Another key difference between GBD 
and GLOBOCAN estimates stems from the redistribution 
of deaths from unknown or non-specific cancers to other 
cancers in GBD estimates.15 The GBD estimation 
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framework has two key advantages over GLOBOCAN. In 
addition to producing incidence and mortality estimates, 
GBD produces estimates for YLLs, YLDs, and DALYs, 
which encompasses the disease burden due to both death 
and disability caused by the disease. Second, GLOBOCAN 
provides estimates for a single year (eg, 2002, 2008, 2012, 
2018, and 2020) and there are some time series available 
for selected countries up to 2012 (the CI5Plus: Cancer 
Incidence in Five Continents Time Trends series); however, 
continuous time series of estimates of the colorectal cancer 
burden are not available from GLOBOCAN for sufficiently 
long time periods at the global and regional levels for all 
countries and territories. A track of temporal patterns can 
provide useful information; for instance, the rises in 
colorectal cancer incidence among younger adults 
(<50 years) in the past three decades, particularly in high-
income regions, can allow researchers to examine the 
changing risk factors, set hypotheses, and help clinicians 
and policy makers to be more vigilant about the changing 
trends of colorectal cancer.

The major limitation of this study was the non-availability 
of data from cancer registries in many countries in Africa, 
the Caribbean, and Asia. Although GBD uses all available 
data from sources such as vital registration, verbal autopsy, 
and cancer registries, the accuracy of GBD estimates 
crucially depends upon cancer incidence and mortality 
data from cancer registries. Many LMICs in 
sub-Saharan Africa and Asia either do not have population-
based cancer registries or the existing registries have 
insufficient coverage. Under-reporting also occurs 
because of poor documentation of cases, a shortage of 
medical facilities and adequately trained medical 
personnel, lack of a well established oncology centre, and 
as a result of mis diagnosis. Moreover, the 95% UIs 
reported in the study do not take into account several 
sources of bias, including measurement bias, selection 
bias due to missing data, and model specification bias. 
Second, the disease registration system was inadequate 
30 years ago, especially in LMICs, and although it has 
improved in several LMICs in recent years, the estimates 
for the early years of the analysis (ie, the 1990s) are 
expected to be more biased, which is also reflected in the 
wider 95% UIs of the mean estimates and percentage 
changes. Third, there is a lag in the official reporting of 
cancer data for 2019 even in high SDI countries so the 
estimates for the most recent years are generated on the 
basis of recent trends and are provided with wider 
uncertainty intervals. GBD is an iterative estimation 
framework providing temporal estimates; the official data 
for 2019 will be updated as they become available and will 
be reflected in future GBD iterations.

In conclusion, colorectal cancer incident cases and 
deaths have more than doubled worldwide in the past 
three decades. Reducing the prevalence of modifiable 
risk factors and increasing screening uptake are key to 
reducing deaths from colorectal cancer, in line with 
achieving target 3.4 of the SDGs.8 Low SDI and middle 

SDI (including low-middle, middle, and high-middle 
SDI) countries, which together comprise close to 
75% of colorectal cancer DALYs, are expected to 
experience further increases in colorectal cancer 
incidence as a result of population ageing and increasing 
life expectancy, improved screening and detection, and 
changing lifestyles. Strategies such as dietary and 
lifestyle modifications, early screening among high-risk 
individuals, access to high-quality health care, and better 
treatment modalities (including improved personalised 
therapy and access to clinical trials) are imperative to face 
this global challenge. Population-based cancer registries 
are important for monitoring colorectal cancer incidence 
and survival. The increase in colorectal cancer incidence 
in people younger than 50 years should serve as an early 
warning signal, necessitating greater awareness of these 
trends among clinicians, researchers, and policy makers, 
as well as more research into the risk factors and 
mechanisms that underpin these trends.

The data generated through GBD are an important 
resource for people and health-care providers, as they 
provide information on the effect of current treatment 
strategies, the effects of previous interventions, and the 
need for preventive measures. The findings from 
GBD 2019 can be used by policy makers and provide new 
perspectives for scientists and physicians throughout the 
world. These results provide comprehensive and 
comparable estimates that can inform efforts for 
equitable colorectal cancer control worldwide, with the 
larger goal of reducing the global burden of cancer.
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Abstract: This paper traces the history of the evolution of inverse analog filters (IAF) and presents a

review of the progress made in this area to date. The paper, thus, presents the current state-of-the art

of IAFs by providing an appraisal of a variety of realizations of IAFs using commercially available

active building blocks (ABB), such as operational amplifiers (Op-amp), operational transconductance

amplifiers (OTA), current conveyors (CC) and current feedback operational amplifiers (CFOA) as

well as those realized with newer active building blocks of more recent origin, such as operational

transresistance amplifiers (OTRA), current differencing buffered amplifiers (CDBA) and variants

of current conveyors which, although not available as off-the-shelf ICs yet, can be implemented as

complementary metal–oxide–semiconductors (CMOS) or be realized in discrete form using other

commercially available integrated circuits (IC). In the end, some issues related to IAFs have been

highlighted which need further investigation.

Keywords: inverse analog filters; inverse high pass filter; inverse low pass filter; inverse band pass

filter; inverse notch filter; inverse all pass filter

1. Introduction

Over the last twenty-five years, there has been considerable interest and research effort
in the technical literature on the circuit realizations of inverse analog filters. In many areas
such as communication, control and instrumentation, inverse filters may be required to
correct the distortions of the signals caused by the signal processors. Since inverse filters
have a frequency response which is reciprocal of the frequency response of the system
which caused the distortions, it is expected that this can be corrected by using an inverse
filter. A survey of the work done on the realization of inverse filters indicates that before
the publication of the 1997 paper of Adrian Leuciuc [1], although there had been mention
of digital inverse filters from time-to-time [2–6], only the 1964 paper of Burch, Green and
Grote [6] had discussed earlier about the restoration and correction of time functions by the
synthesis of inverse filters on analog computers. Thus, with the sole exception of [6] and
before the 1997 work of Leuciuc [1], no procedure or circuit appears to have been presented
in the open technical literature to realize any kind of inverse analog filters using the now
prevalent analog circuit building blocks.

However, subsequent to the publication of [1], a number of authors have come up with
various kinds of circuits for realizing IAFs [7–43] using a variety of active building blocks
such as the four-terminal floating nullors (FTFN) [44,45], operational transconductance
amplifiers (OTA) [46], current conveyors [47,48] and their many variants such as differ-
ential difference current conveyors (DDCC), second generation voltage conveyors (VCII),
current feedback operational amplifiers (CFOA) [49], operational transresistance amplifiers
(OTRA) [50], current differencing buffered amplifiers (CDBA) [51], current differencing
transconductance amplifiers (CDTA) [52], voltage differencing transconductance amplifiers
(VDTA) [53], etc. This paper gives an account of the progress made on the evolution of
IAFs so far and points out some unresolved problems and issues related to them.

Electronics 2022, 11, 841. https://doi.org/10.3390/electronics11060841 https://www.mdpi.com/journal/electronics
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2. The Transfer Functions of Inverse Filters, Their Frequency Responses, the
Significance of the Various Parameters and the Stability Issues

In this section, we discuss the frequency response of the various types of inverse filters,
and attempt to provide the significance of the various parameters H0, ω0 and Q0 on the
shape of the frequency responses. We also comment upon the stability issues related to the
various types of inverse filters.

2.1. Significance of the Coefficients of the Inverse Transfer Functions in the Characterization of
Their Frequency Responses

The physical meaning of the parameters H0, Q0 and ω0 is clear in the context of
normal low-pass (LP) and high-pass (HP) filters, and that of H0, ω0/Q0 (BW) and ω0 is
also clear in the case of normal band-pass (BP) and band reject (BR) filters. However, so
far, the significance of the various coefficients of the inverse transfer functions and their
influence on the shapes of the corresponding frequency responses does not appear to have
been elaborated explicitly in the earlier literature. In the following, we attempt to provide
some insight into this.

Let us consider an inverse low pass filter (ILPF) transfer function, which can be written
as:

T(s)|ILPF =
s2 + s

(

ω0
Q0

)

+ω2
0

H0ω
2
0

(1)

From this transfer function, it can be verified that |T(jω)| at zero frequency (DC)
turns out to be 1/H0; at ω = ∞, |T(jω)| becomes ∞, and at a frequency ω = ω0, |T(jω)| is
given by:

|T(s)|
ω=ω0

=
1

H0Q0
(2)

Therefore, ‘ω0’ can be called the corner frequency; however, depending upon whether
Q0 = 1, Q0 > 1 or Q0 < 1, the resulting responses turn out to be as shown in Figure 1.

ω

ω
ω ω

2 0 2
0

0
ILPF 2

0 0

s s
Q

T(s)
H

 
 
 

ω
ω ∞ ω ∞ ω ω ω

0 0 0

1T(s)
H Q

ω

Figure 1. Frequency responses of ILPF for different values of Q0.

Hence, the significance of the coefficients H0, Q0 and ω0 is clear from this plot.
In a similar manner, the transfer function of inverse high pass filter (IHPF) may be

expressed as:

T(s)|IHPF =
s2 + s

(

ω0
Q0

)

+ω2
0

H0s2
(3)

For the IHPF, |T(jω)| at ω = 0 turns out to be ∞; at ω = ∞, |T(jω)| becomes 0 and at
a frequency ω = ω0, |T(jω)| is given by:

|T(s)|
ω=ω0

=
1

H0Q0
(4)
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Therefore, in the case of IHPF also, ω0 is the corner frequency and depending upon
whether Q0 = 1, Q0 > 1 or Q0 less than 1, the resulting responses would be as displayed in
Figure 2.
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Figure 2. Frequency responses of IHPF for different values of Q0.

The transfer function of inverse band pass filter (IBPF) may be expressed as:

T(s)|IBPF =
s2 + s

(

ω0
Q0

)

+ω2
0

H0

(

ω0
Q0

)

s
(5)

The |T(jω)|IBPF can be written as:

|T(jω)|IBPF =

√

(

ω2
0 −ω2

)2
+ (ωω0/Q0)

2

H0(ωω0/Q0)
(6)

From Equation (6), it may be seen that, for ω = 0 and ω = ∞ in both cases, |T(jω)| is
infinite and at ω = ω0, |T(jω| turns out to be 1/H0. The frequency response for IBPF has
been shown in Figure 3a. Here, ω0 is the center frequency.
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Figure 3. Frequency response of (a) IBPF and (b) IBRF.

The transfer function of the IBRF can be written as:

T(s)|IBRF =
s2 + s

(

ω0
Q0

)

+ω2
0

H0

(

s2 +ω2
0

) (7)
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The magnitude of the function in Equation (7) at s = jω can be written as:

|T(jω)|IBRF =

√

(

ω2
0 −ω2

)2
+ (ωω0/Q0)

2

H0

(

ω2
0 −ω2

) (8)

From Equation (8), it can be seen that |T(jω)| of the notch filter at ω = 0 as well as
ω = ∞, is 1/H0 whereas, at ω = ω0, |T(jω)| tends to infinity. Here also, ω0 is the center
frequency and the shape of response is as shown in Figure 3b.

In case of IBPF as well as IBRF, a narrowing down (sharpness) of the shape of the
frequency response is observed when Q0 is increased. For a quantitative interpretation
of this, if we take ω0 = 1 (normalized value) and determine the two frequencies (ω1

and ω2), on either side of the center frequency, at which the gain becomes
√

2
H0

(arbitrarily
chosen to facilitate easy solution of the resulting quadratic equation) can be found from
Equations (6) and (8) and turn out to be:

ω1 =

[

1

2

(

2 +
1

Q2
0

)

− 1

2Q0

√

4 +
1

Q2
0

]
1
2

and ω2 =

[

1

2

(

2 +
1

Q2
0

)

+
1

2Q0

√

4 +
1

Q2
0

]
1
2

from which it can be seen that the width of the IBP and IBR plots between these two
frequencies is given by:

ω2 −ω1 =
1

Q0

√

1 +
1

2Q2
0

(9)

From Equation (9), it is clear that, the larger the value of Q0, the narrower the width of

the resulting frequency response at the gain value of
√

2
H0

, which is clearly visible from the
plots of Figure 4a,b. On the contrary, for values of Q0 < 1, the nature of the plot would be
wider on either side of ω0. The frequency responses of IBPF and IBRF for different values
of Q0 shown in Figure 4a,b confirm this interpretation.

  

(a) (b) 

ω

 

 

 

Figure 4. Frequency responses of (a) IBPF and (b) IBRF for different values of Q0.

Lastly, we do not deal with inverse all-pass filters (IAPF), since in our opinion, IAPF is
a misnomer due to being an unstable system owing to having complex conjugate poles in
the right half of the s-plane.

2.2. Stability Considerations

On the stability of inverse analog filters: Another potential problem which does
not appear to have been noticed explicitly in the existing literature is concerned with
the stability aspect of inverse filters. In case of the first order inverse filters, the ILP
and IHP do not have stability issues; however, the inverse all pass filter transfer func-
tion clearly has its pole in the right half of the s-plane and, therefore, represents an
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unstable system. Coming to second order inverse filters, ILP and IBP do not have sta-
bility problems, but in the case of IHP, there is pair of poles at its origin, the IBR has
a pair of poles on the ±jω axis and the inverse all pass (IAP) has clearly both poles
in the right half of the s-plane. Thus, theoretically, all these cases represent unstable
systems. Now, the fact that a number of authors have come up with first-order in-
verse all-pass filter [10,19,33], second order IHP [1,9,11–18,20,22,23,27,28,30,32,35,36,39–43],
IBR [11,12,15,17,22,24,25,27,29,32,35,36] and IAP [8,9,24,27,29] filters, it is a matter of cu-
riosity as to how the observance of instability was not reported by any of them. There could
be two possible reasons for this:

(i) As is well known, if the verification of the workability of the circuit is carried out only
by frequency response analysis in SPICE without checking the transient response of
the circuits, they may still exhibit the correct frequency responses and, thus, the circuit
instability might go unnoticed in the absence of looking into its transient analysis.

(ii) In those cases where experimental results of the frequency responses of such circuits
are taken and the circuits are shown to work properly, the possible reason could be
that the various parasitics of the active element used or their non-ideal parameters
might have shifted the pole locations slightly to the left half of the s-plane (which
appear feasible in case of IHP or IBR but unlikely in the case of inverse all-pass filters)
and therefore, any instability could not have been observed.

(iii) Of course, a stability issue of fractional order inverse filters (FOIFs) together with a
check of their transient response is similarly necessary. In fact, Bhaskar et al. in [40]
and Radwan et al. [41] have already taken due cognizance of this aspect.

Thus, the stability issues related to the IHP, IBR and IAP call for further investigations
in future.

3. Circuit Realizations of the Various Inverse Analog Filters

In this section, we outline some prominent inverse analog filter configurations using
different kinds of analog circuit building blocks proposed during the last two decades
or more.

3.1. IAF Configurations Using Op-Amps and FTFNs

Leuciuc [1] appears to be the first to have presented a general methodology of finding
the inverse of a given analog circuit based upon the use of nullator and norator which
are two well-known pathological elements proposed by Carlin and Youla [54]. It may be
recalled that the nullator is a one port (two-terminal element) characterized by the equations
V = 0, and I = 0; on the other hand, the norator is another one port (two-terminal element)
characterized by V = arbitrary and I = arbitrary. The methodology proposed by Leuciuc [1]
is depicted in Figure 5, according to which a network ‘N’ containing a nullator and norator
and realizing a transfer function Y(s)/U(s) = T(s) will be converted into another network
realizing the transfer function T(s)−1 if the driving source and norator are swapped.

−

 

2 2 2
1 2

2 2 2
1 1 2 1

s C R (R R )Y(s)
E(s) s C R R sCR(2R R ) R

Figure 5. Original circuit and its inverse obtained by swapping the driving source and the norator (a)

original circuit (b) Inverse circuit.

Since a pair of a nullator and a norator (with one end of the norator connected to
ground) represents an ideal op-amp [55], this idea is readily applicable in obtaining inverse
of any given op-amp filter. Leuciuc [1], using this idea, demonstrated how the well-known
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single op-amp-based Sallen-Key high-pass filter can be used to realize an inverse high-pass
filter as shown here in Figure 6.

−

 

2 2 2
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E(s) s C R R sCR(2R R ) R

+
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(a)  
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2 1 1 2 1

2 2 2
1 2

Y (s) s C R R sCR(2R R ) R
E(s) s C R (R R )

+ − +

=

+

 

(b)  

−

Figure 6. Sallen-Key high pass filter and its inverse by Leuciuc [1] (a) original filter (b) inverse filter.

It is interesting to point out that the transformation of an op-amp circuit realizing a
transfer function T(s) into another op-amp circuit realizing transfer function T(s)−1 can
also be related to the inverse active network theorem (IANT) proposed by Rathore in [56] and
Rathore and Singhi in [57]. As per IANT, if there is an op-amp RC network ‘N’ realizing a
transfer function T(s), then this can be transformed into a network realizing the reciprocal
transfer function 1/T(s) by bringing the connection of all elements going to the input signal
to the output of the op-amp and connecting all elements connected to the output node to
the input terminal, then assigning the correct polarities of the input terminals of the op-amp
from the considerations of the stability of the resulting circuit. The circuit in Figure 6b
can be considered to be obtainable from that of Figure 6a using IANT. Since Leuciuc did
not demonstrate the practical results of his inverse filter of Figure 6b starting from zero
frequency, it went unnoticed that this circuit cannot be functional because of the absence of
a DC path in the negative feedback circuit.

In [37], a number of single-op-amp-based inverse filter circuits have been discussed.

3.2. IAF Configurations Using Four-Terminal-Floating-Nullors (FTFN)

This was followed by another procedure reported by Chipipop and Surakampontorn
in [7] for the systematic realization of a current-mode four-terminal floating nullor (FTFN)-
based inverse filter as shown in Figure 7 (the acronym ‘FTFN’ to represent a fully floating
nullor was coined for the first time in [44,45]). In this procedure, starting from an op-amp
circuit, a nullor-RC model is obtained by replacing the ideal op-amp with a pair of a nullator
and norator (having one terminal connected to ground). Subsequently, the driving source
and norator are swapped as per the transformations suggested by Leuciuc [1] to obtain an
inverse filter in voltage mode. This is followed by an RC:CR duality transformation [58]
from which an FTFN-based inverse filter in current-mode is obtained, which is converted
into a physical realization by replacing the nullator and norator pair by an FTFN. In the
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work of Chipipop and Surakampontorn [7] the FTFN was realized using an operational-
mirrored amplifier (OMA) formulation [59] using AD704 IC op-amp, Q2N2222A NPN
transistors and Q2N2907A PNP transistors. Since the FTFN used for the simulation results
does not have symmetrical/identical W and Z terminals, the simulation results given in [7]
do not ensure that the derived inverse filter will still work satisfactorily in practice when
the FTFN is realized by symmetrical structures such as those made from two CCII± or
two CFOAs.

 

 

(a) (b) 

  

(c) (d) 

 

2 F

1 1 1 2 G 1 1 1 2 1 2out

in F

G 1 2 1 2

R1 1 1 1s s
R C R C R R C R R C CI (s)

I (s) R 11
R R R C C

 
+ + − + 

 
=

   
+   

  

 

(e)  

Figure 7. The procedure for realization of FTFN-based inverse filter in CM [7] (a) a single-op-amp

filter (b) nullor equivalent (c) inverse function realization in voltage mode (VM) by swapping the

voltage source by norator (d) the RC:CR dual to realize the same function in CM as a current-ration

transfer function (e) the FTFN implementation of the inverse filter.

Wang and Lee [8] extended this approach and derived a current-mode IAF using FTFN
corresponding to the Friend and Delyiannis [60] op-amp-RC biquad and also demonstrated
how the same methodology can be applied to derive an FTFN-based current mode inverse
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filter starting from a CCII-based VM filter, since a CCII- can also be represented by a
three-terminal nullor (with the nullator and norator sharing a common terminal which
represents the X-terminal of the CCII-, while the free end of the nullator represents the
Y-terminal of the CCII- and the free end of the norator represents the terminal-Z). Wang
and Lee in [8] have also shown the transformation of a high-input impedance filter into a
current-mode inverse filter. In both cases, the verification of the workability of the circuits
was demonstrated by only SPICE simulation results although it was not clarified as to
which FTFN implementation was used.

Taking clues from the above mentioned FTFN-based approach, Abuelma’atti in [9]
formulated a generalized single-FTFN network for realizing a CM transformation using as
many as eleven admittances in the circuit and worked out a number of second-order inverse
filters in CM as special cases therefrom. The simulation results of these inverse filters were
obtained using two-CCII-based realization of the FTFN which was acknowledged in [9]
to have been first outlined by Senani in [45], which is shown here in Figure 8. All the
circuits employ a low number of passive components and their workability has also been
demonstrated by a symmetrical FTFN structure; however, some of the circuits derived
therein suffer from the drawback of being non-canonic.

 

Figure 8. FTFN realization using two CCIIs [9,45].

Shah and Malik [10] proposed an all-pass inverse filter configuration with two inputs
and a single output wherein the FTFN was again implemented using the two-AD844-based
implementation, shown here in Figure 8. However, the authors have failed to notice that
the first order IAP clearly has the pole located in the right half of the s-plane, and therefore,
any circuit implementation of this will be unstable. Therefore, it would fail in the transient
response test even though it might show correct frequency response in simulations.

3.3. IAF Configurations Using Current Feedback Operational Amplifiers (CFOA)

A CFOA is a four terminal (x, y, z and w) active building blocks characterized by the
following terminal equations:

iy = 0, vx = vy, iz = ix and vw = vz (10)

Since there has been considerable interest in the use of CFOAs as active building blocks
because of their several advantages over the traditional voltage mode op-amps (VOA),
such as very high slew rates leading to a higher operational frequency range, elimination
of the gain–bandwidth conflict and the feasibility of realizing any given function with the
least possible number of passive components, most of the time, without requiring any
component-matching conditions/equality constraints [49,61–65]. Due to these reasons, a
number of researchers have formulated various kinds of IAF circuits too, using CFOAs.

In this context, Gupta, Bhaskar, Senani and Singh [11] were the first to have pro-
posed four inverse filter configurations, each implementable from only three CFOAs
for realizing inverse low-pass, inverse band-pass, inverse high-pass and inverse band
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reject filters respectively. These realizations have been depicted here in Figure 9. The
practically observed frequency responses of these circuits were also shown in [11]. All
the circuits possessed the important and practically useful properties of infinite input
impedance, zero output impedance and the use of two grounded capacitors as preferred
for IC implementation [66–69]. The inverse low pass and band pass filters of Figure 9a,b
have the novel feature of having all four resistors being grounded too, which is attractive
for IC implementation as well as converting the circuits into voltage-controlled circuits
by replacing the grounded resistors with FET/MOSFET-based linear voltage-controlled
resistances.
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(d)  

Figure 9. Proposed inverse filter configurations reported by Gupta, Bhaskar, Senani and Singh using

CFOAs (a) ILP (b) IBP (c) IHP (d) IBR [11].

In [12], Gupta, Bhaskar and Senani further extended their work by presenting one
new implementation of the IHP filter, four new circuits of the ILP filter and two new
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configurations of the IBP filter, each employing three CFOAs, two grounded capacitors
and three to five resistors along with the provision of independent controllability of the
various coefficients of the realized transfer functions. These reported circuits have also been
experimentally verified using AD844 type CFOA ICs in the frequency range of 100 Hz–
1 MHz.

Subsequently, Wang, Chang, Yang and Tsai [13] proposed a general inverse filter
scheme using CFOAs as shown in Figure 10. Curiously, however, the authors of [13]
did cite the quoted work as a reference in their paper, but while projecting their general
scheme of Figure 10, they did not spell it out explicitly that their configuration is, in fact, an
adaptation of the two circuits of Figure 9a,b. It was demonstrated by them that, subject to
appropriate (resistive/capacitive) choices of the various circuit admittances, this general
circuit can realize twelve different types of inverse filter functions at each of the two outputs
V01 and V02. However, out of the twelve realized circuits shown by them, only three circuits
represent canonic realizations; the other configurations employ three to four capacitors, and
hence, are non-canonic.

 

01 03 1 3 2 4

in in 0 4

V (s) V (s) Y Y Y Y
V (s) V (s) Y Y

+

= =  

02 1

in 4

V (s) Y
V (s) Y

=  

α
α β β

Figure 10. Generalized inverse filter configuration using CFOAs reported by Wang, Chang, Yang

and Tsai [13].

Garg, Bhagat and Jaint [14] presented a general inverse filter scheme which is also an
adaptation of the quoted circuits from Figure 9a,b, the only difference being that instead
of the three normal CFOAs, three modified CFOAs (MCFOA), characterized by iz = α1ix,
iy = α2iw, vx = β1vy, and vw = β2vz [70,71] have been employed, each one implementable
from three AD844-type CFOAs or a cascade of one CCII+ and one CCII−. It may, however,
be noted [65] that the MCFOA is the same as the ‘Composite Current Conveyor’ formulated
by Smith and Sedra in [72] which was comprised of one CCII+ (now realizable with one
AD844-type CFOA) and one CCII− (now realizable with two AD844-type CFOAs) to
realize various nonlinear circuit elements. For the verification of the workability of these
inverse filters, a CMOS MCFOA has been used within the frequency range of 1 kHz–1 GHz.
However, all the realized filters used three or more capacitors and hence, are not canonic.
Moreover, the ABB used is not available as a commercial IC and needed to be implemented
with three AD844s thereby, the proposed configuration requiring as many as nine CFOAs.

Patil and Sharma [15] presented four two-CFOA-based configurations for realizing
ILP, IHP, IBP and IBR filters (the last one being inspired by [69]). All these reported circuits
have been verified by simulation results in PSPICE using a macro model of AD844. Four
of the five circuits have the advantage of being realizable with two only CFOAs. The
configurations presented can also provide explicit current output, but at the expense of one
additional CFOA.
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3.4. IAF Configurations Using Operational Transconductance Amplifiers (OTA)

The OTA is characterized by I0 = gm (V+ − V−) and has been extensively used in the
past to realize electronically controllable filters and oscillators. The bipolar OTA is also a
commercially available device and many variants of this such as LM3080, LM13600/LM13700
are available as off-the-shelf ICs whose transconductance is a linear function of an external
DC bias current (IB) and is linearly variable over a wide range of this current up to about
four decades. On the other hand, a CMOS OTA as shown in Figure 11 can be analogously
devised using a MOS differential pair along with a number of PMOS/NMOS current
mirrors. However, for the CMOS OTA, the transconductance is proportional to (IB)1/2.
CMOS OTAs with dual outputs, such as the one shown in Figure 11, have been employed
by several authors [16,17].

− −

 

Figure 11. CMOS implementation and symbolic representation of the dual-output OTA. 

ω

Figure 11. CMOS implementation and symbolic representation of the dual-output OTA.

In [16], Tsukutani, Sumi and Yabuki presented two six-OTA-based circuits, realizing
ILP and IBP, and one five-OTA-based circuit realizing IHP as depicted here in Figure 12. All
the circuits employ both GCs and have the advantage of offering orthogonal tunability of
the parameters ω0 and Q0 which has been successfully demonstrated by SPICE simulation
results. The workability of inverse filter circuits shown in Figure 12 has been validated over
a frequency range of 10 kHz–1 MHz using CMOS OTA displayed in Figure 11. However, if
the circuits are implemented using commercially available IC OTAs, the actual number of
IC OTAs required may be more in each case.

The transfer functions of the IAFs shown in Figure 12 have been presented here:
Figure 12a
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Figure 12. The basic current-mode inverse active filter configurations proposed by Tsukutani, Sumi

and Yabuki in [16]. (a) ILPF; (b) IBPF; (c) IHPF.
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In [17], Raj, Bhagat, Kumar and Bhaskar presented five new OTA-C inverse fil-
ters which include one IHP, two ILP, one IBP and one IBR, all possessing infinite input
impedance and employment of both grounded capacitors, with ω0 and Q0 being orthogo-
nally adjustable. Their workability was demonstrated by a simple CMOS OTA with its gm

controllable by an external DC bias voltage.

3.5. IAF Configurations Using Second Generation Current Conveyors (CCII)

It may be recalled that a CCII± is a three-port active building block [47,48] charac-
terized by iy = 0, vx = vy and iz = ±ix. Tsukutani and Kunugasa [18] have proposed three
different configurations which simultaneously realize current mode ILP, IBP and IHP filters
(Figure 13); two of them employ four current conveyors, while the third one employs only
three CCIIs. However, whereas the first two circuits realize only ILP and IBP functions,
the third one realizes only IHP response. Although it is not explicitly stated by the au-
thors, these CCII-based circuits are derived directly from the OTA-C IAF circuits of [16],
with each transconductor therein replaced by a CCII- based V-I convertor with a resistor
connected from the X-terminal of the CCII to ground. All the circuits use all grounded
passive components and the CCII involved was a standard translinear CMOS structure
with two complementary Z-outputs (see Figure 14). To validate the functionality of these
inverse filters, CMOS CCII, shown in Figure 14, has been used and the results showed the
workability of these circuits in the frequency range of 10 kHz–10 MHz.
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Figure 13. Current-mode inverse active configurations by Tsukutani and Kunugasa [18] (a) ILP

(b) IBP (c) IHP.
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Figure 14. CMOS implementation of the CCII as employed in [18].

In spite of the advantage of all grounded passive elements, although the proposed
circuits do have a high output impedance output available, none of them are able to
provide the required (ideally zero) input resistance necessary for applying a CM input.
The authors have also indicated that by adding a voltage to current converter (V-I) at the
input and a resistive load along with a voltage follower at the output, all three CM IAFs
can be converted into VM IAF circuits. These additional interfacing circuits too have been
proposed to be realized by one CCII each.

A first order inverse all-pass filter using a single CCII- has been reported by Shah and
Rather in [19], wherein the CCII- was implemented using two CCIIs+. However, the circuit
clearly has a pole in the right half of the s-plane, and hence, is impractical due to being
unstable.

In [20], Herencsar, Lahiri, Koton and Vrba have reported three new realizations of
the inverse filters low-pass filter, inverse band-pass filter, and inverse high-pass filter
employing differential difference current conveyors (DDCCs) [73], two grounded resistors
and two grounded capacitors. It may be recalled that a DDCC is a five-terminal (x, y1, y2,
y3 and z) active building block characterized by iyi = 0, i→1–3, vx = vy1 – vy2 + vy3 and
iz = ±ix. The reported inverse filter circuits have been validated using SPICE simulations
and experimental measurements [20].

3.6. IAF Configurations Using Second Generation Voltage Conveyors (VCII)

An interesting variant of the CCII is the so-called second-generation voltage conveyor
(VCII) [74] which is characterized by the equations: ix = ±βiy, Vz = αVx and Vy = 0, where
nominally, α and β are both unity. The use of VCII in realizing IAFs has been carried out
by Al-Absi in [21] and Al-Shahrani and Al-Absi in [22]. The circuits proposed in both the
papers are based around a CMOS implementation of the VCII as displayed in Figure 15
here, which has been claimed to offer the advantages of lower power consumption and less
occupied chip area.
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Figure 15. CMOS implementation of the VCII [75].

In [21], Al-Absi proposed two VCII-based circuits for realizing first order ILP and IHP
and three-VCII-based circuit for realizing IBP; these are shown in Figure 16. Though all
the circuits provide the desirable low-output impedance voltage output, none of them has
ideally infinite input impedance.
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Figure 16. VCII-based inverse filters reported by Al-Absi (a) ILP (b) IHP and (c) IBP [21].

A claimed advantage of these circuits is that control of H0 and ω0 is available in the
cases of ILP, IHP and IBP. The workability of these reported circuits has been verified by
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simulation results using CMOS VCII, shown in Figure 15, and their frequencies of operation
were taken in the range of 1 Hz to 10 MHz.

This was followed by Al-Shahrani and Al-Absi in [22], wherein a modified-VCII
(MVCII) proposed earlier in [75] was employed, which is characterized by the following
equations:

Iy1 = ±βiy, Ix = βiy, Vz = αVx, Vy = 0 and iz0 = iz (11)

Using MVCII, the authors of [22] presented four CM circuits realizing ILP, IHP, IBR
and IBP respectively, using only two external resistors and two capacitors in each case.
The IBR and IBP have the advantage of using both GCs, but due to being two-resistor
and two-capacitor structures; they do not provide independent tunability of the various
filter parameters. For the workability of these circuits, frequency and time responses using
CMOS MVCII have been demonstrated.

3.7. IAF Configurations Using Operational Transresistance Amplifiers (OTRA) and Current
Differencing Buffered Amplifiers (CDBA)

To overcome the limitations of the conventional op-amp, researchers had been contin-
uously coming up with new active circuit building blocks which resulted in the evolution
of several alternatives, of which OTAs, CCs, CFOAs are now available as off-the-shelf ICs.
However, there are a number of other building blocks such as OTRA and CDBA, which
have been investigated for their hardware implementation and applications in the past.
Although both of these can be implemented by CMOS circuits, none of them have yet been
made available as off-the-shelf ICs. Nevertheless, both of them can be realized using two
commercially available AD844-type CFOAs.

An OTRA is characterized by: vp = vn = 0 and v0 = Rm (ip − in) and is shown symboli-
cally in Figure 17.

 

−

∞

∞

Figure 17. The symbolic representation of an OTRA.

On the other hand, CDBA is characterized by the terminal equations as: Vp = Vn = 0,
Iz = (Ip − In) and Vw = Vz and its symbolic representation is depicted in Figure 18.−

 

∞

∞

Figure 18. The symbolic representation of the CDBA.

Both of these are realizable from interconnection of two CFOAs as shown in Figure 19.
In case of the CDBA implementation, if a load impedance is connected at terminal-Z, the
voltage across this (Vz) is then made available as Vw = Vz. On the other hand, for OTRA
implementation, this load impedance connected at terminal-Z becomes the transresistance
Rm and for making Rm = ∞ as desired; this terminal, therefore, needs to be left open.
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−

∞

 

 

(a) (b) 

∞Figure 19. AD844 implementation of (a) OTRA (Rm = ∞) (b) CDBA.

In the following, we outline some of the prominent works dealing with the realization
of inverse filters using CDBA and OTRA.

3.7.1. OTRA-Based Inverse Active Filters

In [23], Singh, Gupta and Senani proposed two OTRA and five admittance-based
general inverse filter structures shown in Figure 20, from which an ILP, IBP and IHP,
were shown to be realizable in VM via appropriate (resistive/capacitive) choice of the five
circuit admittances. Although the IHP was non-canonic due to the employment of three
capacitors along with equality constraints, the remaining two realizations are canonic in
terms of capacitors and have the advantage of independent controllability of the various
filter parameters. For the verification of the workability of the filter functions, PSPICE
results using CMOS OTRA have been provided and experimental results have also been
demonstrated using OTRA implemented with commercially available AD844-type CFOAs,
as shown in Figure 19a.
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Figure 20. A generalized OTRA-based structure for realizing inverse filters proposed by Singh, Gupta

and Senani [23].

The configurations reported by Pradhan and Sharma in [24] were generalized by
providing two different configurations adding two more admittances in the two-OTRA-
based configurations of [23] as shown in Figure 21. The authors then came up with the
generation of ten different second-order IBR filters and twelve inverse all-pass (IAP) filter
circuits by making various resistive/capacitive choices of the seven admittances therein.
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+
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(b)  

Figure 21. Generalized configuration of IBR and inverse all-pass filter employing OTRAs proposed

by Pradhan and Sharma (a) IBRF (b) IAPF [24].

However, all the special cases required three to four capacitors and, hence, are non-
canonic. Various simulation results using CMOS OTRA implemented with 0.18 µm TSMC
technology parameters have been provided to validate the workability of all the reported
cases of IBRF and IAPF over the frequency range 1 kHz–10 MHz. However, since most
of the results were verified through simulations, the inherent stability of IAPF appears to
have gone unnoticed.

Banergee, Borah, Ghosh and Mondal in [25] have come up with a configuration using
a single OTRA, but the circuit requires as many as three resistors and three capacitors along
with three switches to realize band reject filters; hence, these circuits too are non-canonic.
Simulations as well as experimental results have been provided for the validation of the
proposed circuits. The layout of these three configurations has also been demonstrated and
their post-layout simulation results have been provided. The major drawbacks of these
circuits are their non-canonicity, non-availability of ideally infinite input impedance and
the inconvenience of obtaining different responses through three switches therein.

3.7.2. Inverse Active Filters Employing CDBA

In [27], Pandey, Pandey, Negi and Garg proposed a CDBA-based universal inverse
filter circuit consisting of six admittances whose circuit realization has been shown in
Figure 22, from which various special cases have been obtained by appropriate RC
impedances in place of six admittances of the circuit. However, excepting the circuit for
realizing an ILP, which is canonic, all other choices lead to non-canonic structures. A
PSPICE macro model of CFOA AD844 IC has been used to implement CDBA (shown in
Figure 19b) and the same has been used to verify the workability of the various inverse
filter functions.
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Figure 22. CDBA-based multifunction inverse filter configuration reported by Pandey, Pandey, Negi

and Garg [27].

Nasir and Ahmad in [28] presented a two-CDBA-based CM multifunction inverse
filter, but the circuit suffers from the drawback of non-availability of explicit current
output, besides one of the input terminals of the CDBA being left unutilized. The CDBA
implemented using AD844 shown in Figure 19b has been used to validate the functionality
of these inverse filter functions in the frequency range of 10 kHz–1 MHz.

IBR and IAP filters employing two CDBAs were presented in [29] by Bhagat, Bhaskar
and Kumar; these filters are based on the general configuration shown here in Figure 23, in
which two different responses were obtainable by appropriate opening/closing of a switch
from the same output. The circuit uses a GC and another virtually grounded capacitor. In
spite of requiring an equality of two resistors, both ω0 and BW can be tuned independently
of each other. The workability of this proposition was demonstrated by PSPICE simulations
using CMOS CDBA with 0.18 µm CMOS technology parameters. However, there may be
stability issues when the circuits are practically realized with CDBA implementation using
two CFOA ICs.

 

out 2 4

in 1 3

V (s) Z Z
V (s) 4Z Z

Figure 23. CDBA-based general configuration for realizing IBR and inverse all-pass filters presented

by Bhagat, Bhaskar and Kumar [29].

In [30], Bhagat, Bhaskar and Kumar proposed a two CDBA and four impedances-
based circuit from which various inverse filters were shown to be realizable by appropriate
resistive/capacitive choice of the various circuit elements. The notable feature of this circuit
is that, from the same circuit, both normal filters and inverse filters are realizable with
a canonic number of capacitors in all cases. The details of the twelve possible realiza-
tions resulting from the circuit of Figure 24 can be seen in [30]. The PSPICE simulation
results of these normal filters and inverse filters using CMOS CDBA implemented with
0.18 µm CMOS technology parameters have been provided over the frequency range
10 kHz–50 MHz.
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in 1 3

V (s) Z Z
V (s) 4Z Z

=  

Figure 24. A multifunction filter/inverse filter configuration employing CDBAs reported by Bhagat,

Bhaskar and Kumar [30].

Whereas most of the work has been focused on second-order inverse filters of various
kinds, Borah, Singh and Ghosh in [31] have given a realization of a sixth-order inverse
band-pass filter. The circuit consists of two CDBAs and eight impedances, which has
been practically realized from four AD844-type CFOAs but employs nine capacitors and
as many resistors. For the validation of the proposed IBP filter function, experimental
results using CDBA implemented with AD844 have been taken and the layout of the
proposed configuration has also been provided along with post-layout simulation results.
The employment of more (nine) capacitors than really necessary, with most of them being
floating, appears to be a clear disadvantage from the viewpoint of actual IC implementation.

While most of the works described above require two CDBAs, a single-CDBA-based
inverse filter structure was proposed in [32] by Paul, Roy and Pal. However, out of the four
types of filters realizable (ILP, IBP, IHP, IBR), only the ILP is realizable canonically; all others
require three capacitors and, hence, are non-canonic. The various inverse filter functions
have been validated using CMOS CDBA as well as CDBA implemented with AD844-type
CFOAs.

3.8. Inverse Active Filters Employing Current-Differencing Transconductance Amplifier (CDTA)

The CDTA introduced by Biolek [52] is an active building block characterized by
vp = vn = 0, iz = ip − in and ix± = ±gmvz, symbolically represented as in Figure 25.

−

 

−

Figure 25. The symbolic representation of the CDTA [52].

A single-CDTA-based first order inverse all-pass filter was presented in [33] by Shah,
Quadri and Iqbal. However, the authors have failed to notice the instability because of the
verification through only SPICE simulations and that too, without checking the transient
response.

In [34], Sharma, Kumar and Whig proposed a three-CDTA-based IHPF whose circuit
configuration has been displayed in Figure 26.

The workability of the reported circuit has been verified in PSPICE using CMOS
CDTA with 0.35 µm CMOS technology parameters and the frequency responses have been
demonstrated in the range of 1 Hz–100 MHz. The circuit suffers from the drawback of
neither having infinite input impedance nor low output impedance.
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−

 

−

Figure 26. CDTA based inverse high-pass filter configuration reported by Sharma, Kumar and

Whig [34].

3.9. Inverse Active Filters Employing Voltage Differencing Transconductance Amplifiers (VDTA)

A VDTA [35] is an active element which is characterized by:

Iz = gm1 (Vp − Vn) and Ix± = ±gm2Vz (12)

and is very closely related to an OTA. In fact, it is often made from a cascade of a differential-
input single-output OTA and single-input complementary dual-output OTA or with three
normal types of OTAs. However, most of the authors have used a specific CMOS imple-
mentation of the VDTA, as shown in Figure 27. The symbolic notation of the VDTA and its
implementations in terms of normal OTAs take the forms as shown here in Figure 28.

 

Figure 27. A popular CMOS implementation of the VDTA [35].

In [35], Kumar, Pandey and Paul presented a number of VDTA-based inverse filters
using two to four VDTAs along with two grounded capacitors without requiring any
resistors, as preferred for IC implementation. A unified inverse filter structure from [35] is
shown in Figure 29.

The workability of all the realized inverse filters has been validated using CMOS
VDTA with 0.18 µm CMOS technology parameters from TSMC over a frequency range of
100 kHz–100 MHz.

In another publication [36], the same authors presented another multifunction inverse
filter similar to their earlier publication, which is shown in Figure 30 and contains three
switches. By changing their positions, different filter functions can be achieved.
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(a) 

  

(b) (c) 

Figure 28. Symbolic implementation and OTA-based implementations of the VDTA; (a) the symbolic

representation; (b,c) two different VDTA implementations using OTAs.

 

Figure 29. Unified inverse filter topology employing VDTAs proposed by Kumar, Pandey

and Paul [35].

 

Figure 30. VDTA-based universal multifunction inverse filter reported by Kumar, Pandey and

Paul [36].

The workability of this configuration in its various modes has been demonstrated by
SPICE simulation results and hardware results with VDTA realized by three LM13700-type
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IC OTAs, as per the schematic of Figure 28c. It is worth mentioning that the works [35,36]
are the only ones where a study of total harmonic distortion and output noise variations
has been investigated.

Lastly, it may be mentioned that, of late, there has been some interest in realizing
fractional order inverse filters (FOIF) as well. It is obvious that the procedure applicable to
fractional order normal filter design can also be applied on any inverse filter structure also
to convert that into FOIF. Based upon this idea, a number of authors have recently come up
with FOIF designs [76–82] using a variety of active elements. However, discussion of these
is outside the scope of the present article.

In Table 1, we present a concise summary of the various inverse filter configurations
discussed so far as a quick reference guide for the designers.

Table 1. A concise comparison of various IAFs reviewed in this article.

Reference, Year
Name and Number

of ABB Used
Number of
G + R + C

Whether All
Grounded

Capacitors Used

Whether USED ABB
Is Available as

Off-the-Shelf IC?

Inverse Filter
Functions Realized

[1] Op-amp (1) 0 + 4 + 2 No Yes IHP

[37] Op-amp (1) 0 + (1/2) + (1/2) No Yes IHP #, IBP

[16] OTA (5/6) (5/6) + 0 + 2 Yes Yes ILP, IHP, IBP

[17] OTA (4/5) (4/5) + 0 + 2 Yes Yes ILP, IHP, IBP, IBR

[18] CCII (3/4) 0 + (3/4) + 2 Yes Yes ILP, IHP, IBP

[19] CCII (1) 0 + 2 + 1 Yes Yes IAP #

[11] CFOA (3) 0 + 4 + 2 Yes Yes ILP, IHP, IBP, IBR

[12] CFOA (3) 0 + (3/5) + 2 Yes Yes ILP, IHP, IBP, IBR

[13] CFOA (3) 0 + (2/3) + (2/3) Yes Yes ILP, IHP, IBP

[15] CFOA (2) 0 + (4/6) + 2 Yes Yes ILP, IHP, IBP, IBR

[14] MCFOA (3) 0 + (2/3) + (3/4) Yes No ILP, IHP, IBP

[7] FTFN (1) 0 + 5 + 2 No No ILP

[8] FTFN (1) 0 + 8 + 2 No No IAP

[9] FTFN (1) 0 + 4 + 2 No No
ILP, IHP, IBP, IBR,

IAP

[10] FTFN (1) 0 + 3 + 1 No No IAP #

[23] OTRA (2) 0 + (4/5) + 2 No No ILP, IHP, IBP

[24] OTRA (2) 0 + (4/6) + (3/4) No No IBR, IAP

[25] OTRA (1) 0 + 3 + 3 No No IBR

[27] CDBA (2) 0 + (2/4) + (2/4) No No
ILP, IHP, IBP, IBR,

IAP

[28] CDBA (2) 0 + (3/4) + (3/4) No No ILP, IHP, IBP

[29] CDBA (2) 0 + (4/5) + 2 No No IBR, IAP

[30] CDBA (2) 0 + 3 + 2 No No ILP, IHP, IBP, IBR

[31] CDBA (2) 0 + 9 + 9 No No IBPF

[32] CDBA (1) 0 + (2/3) + (2/3) No No ILP, IHP, IBP, IBR

[33] CDTA (1) 0 + 1 + 1 Yes No IAP #

[34] CDTA (3) 0 + 2 + 2 Yes No ILP

[35] VDTA (2/4) (4/8) + 0 + 2 Yes No ILP, IHP, IBP, IBR

[36] VDTA (4) 8 + 0 + 2 Yes No ILP, IHP, IBP, IBR

[21] VCII (2/3) 0 + (4/6) + (1/2) No No ILP #, IHP #, IBP

[22] VCII (2) 0 + 2 + 2 Yes Yes ILP, IHP, IBP, IBR

G = Transconductor, R: Resistor, C: Capacitor, #: First order inverse filter.
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4. The Unresolved Issues

The following issues related to inverse analog filters have not been addressed ade-
quately in the open literature to date, and are therefore still open for further research and
investigations.

In spite of considerable work reported in the published literature on analog inverse
filters using a variety of ABBs, consideration of applying these structures to actual real-life
practical applications has been very rare.

If one looks at the IBPF characterized by:

V0(s)

Vin(s)
=

K1s2 + K2s + K3

K4s
(13)

This can be re-written in the form of the following input–output equation:

V0(s) =

(

KP +
1

KIs
+ KDs

)

Vin(s) (14)

which, in time-domain can be expressed as:

V0(t) = KPVin(t) +
1

KI

∫

Vindt + KD
dVin

dt
(15)

It therefore turns out that the IBP is the same thing as a PID controller. So, this is one
practical application of IBP which can be considered to be known. However, to the best
knowledge of the authors, except for the use of IBP filter as a PID controller, no explicit
applications of any other types of inverse filters have so far been reported in the literature
by anybody!

In this respect, it is worthwhile to mention that the synthesis of inverse filters on
analog computers and their applications in the restoration and correction of time functions
was carried out by Burch, Green and Grote in [6] as early as in 1964, i.e., before the easy
commercial availability of the integrated circuit op-amps and any other IC circuit building
blocks. Hence, it appears that the idea presented in [6] could now be attempted with the
ready commercial availability of a large variety of analog circuit building blocks as the
off-the-shelf ICs. Hence, putting all the ideas of the inverse filters to real-life practical
applications is an unresolved and challenging problem which is still open to investigation.

It is worth mentioning that, with the exception of [35] and [36], the evaluation of the
noise performance and dynamic range (DR) of IAFs have not been discussed in any of the
earlier publications [1,7–43] on IAF so far, hence such data is not available for ant IAFs
proposed in the quoted references. These aspects of most of the inverse filters proposed so
far need further work.

Also, since the inverse filters feature (theoretically) infinite gain for some frequencies
— for example, an inverse low-pass filter features infinite gain for high frequencies, and an
inverse high-pass filter for low frequencies — this is a serious disadvantage, as very weak
out-of-band signals may be amplified infinitely. Thus, the filter’s own noise as well as the
supply rail interference may cause ‘clipping’. These aspects, too, need further investigation
and resolution.

5. Concluding Remarks

This paper has presented a comprehensive survey of a variety of inverse active filters
reported in the literature so far. The salient features of a number of prominent circuits
using a variety of active building blocks, ranging from the classical voltage mode op-amp,
the OTA, to the popular current mode building blocks such as current conveyors and their
variants, the CFOA and a number of building blocks of more recent origin such as CDTA,
OTRA, CDBA, CDTA and VDTA have been detailed and their merits and limitations have
been spelled out. A number of unresolved problems/issues related to inverse analog filters
were highlighted. We have attempted to demonstrate the need for finding a correlation
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between the coefficients of the various inverse transfer functions and the shape of the
corresponding frequency responses. However, it is felt that additional research is needed
to explore this issue further. The stability issues related to the first-order inverse all-pass
filter and second-order IHP, IBR and IAP were pointed out. It was emphasized that further
research is required to put most of the inverse filter types to practical use in real-life
applications. In conclusion, the authors believe that a lot of research is still needed in order
to bring the work done on inverse analog active filters [1–43] to a more practical footing.

Author Contributions: Conceptualization of this manuscript was by R.S.; the methodology by R.S.,

D.R.B. and A.R.; software verifications in SPICE by A.R.; validation by R.S., D.R.B. and A.R.; formal

checking of the analysis by D.R.B. and A.R.; investigation by R.S.; resources by R.S., D.R.B. and A.R.;

data curation by A.R.; writing—original draft preparation by R.S.; writing—review and editing by

R.S., D.R.B. and A.R.; visualization by R.S.; supervision by R.S. and D.R.B.; project administration by

R.S., D.R.B. and A.R. All authors have read and agreed to the published version of the manuscript.

Funding: This research received no external funding.

Acknowledgments: The first author (R.S.) wishes to thank Costas Psychalinos for extending the

invitation to contribute a feature article for the special issue of this journal which was inspirational

for the origin of this paper. The first author (R.S.) acknowledges the facilities provided by the ASP

Research Lab. of the Department of ECE of NSUT and wishes to thank Tarun Rawat, S. P. Singh

and Vice-Chancellor of NSUT J. P. Saini for the same. The other authors, namely, D.R.B. and A.R.

acknowledge the facilities provided by ASP Lab. of the EE Department of Delhi Technological

University (DTU) and wish to thank Pragati Kumar, Madhusudan Singh and Uma Nangia of the

EE Department of DTU for their support. All the authors also wish to thank J. P. Saini, the Vice

Chancellor of NSUT and DTU both, for his unflinching support. Thanks are due to all the anonymous

reviewers for their constructive comments/suggestions which have been very useful in improving

the presentation of this article. The authors particularly thank Reviewer # 4 for one of his very

important comments, which we have taken the liberty of including nearly as-is, as the last paragraph

of Section 4 of the revised version.

Conflicts of Interest: The authors declare that there is no conflict of interest.

References

1. Leuciuc, A. Using nullors for realization of inverse transfer functions and characteristics. Electron. Lett. 1997, 33, 949–951.

[CrossRef]

2. Tugnait, J. Identification and deconvolution of multichannel linear non-Gaussian processes using higher order statistics and

inverse filter criteria. IEEE Trans. Signal Process. 1997, 45, 658–672. [CrossRef]

3. Kirkeby, O.; Nelson, P.A. Digital filter design for inversion problems in sound reproduction. J. Audio Eng. Soc. 1999, 47, 583–595.

4. Watanabe, A. Formant estimation method using inverse-filter control. IEEE Trans. Speech Audio Process. 2001, 9, 317–326.

[CrossRef]

5. Zhang, Z.; Wang, D.; Wang, W.; Du, H.; Zu, J. A Group of Inverse Filters Based on Stabilized Solutions of Fredholm Integral

Equations of the First Kind. In Proceedings of the 2008 IEEE Instrumentation and Measurement Technology Conference, Victoria,

BC, Canada, 12–15 May 2008; pp. 668–671.

6. Burch, J.; Green, A.; Grote, H. Restoration and Correction of Time Functions by the Synthesis of Inverse Filters on Analog

Computers. IEEE Trans. Geosci. Electron. 1964, 2, 19–24. [CrossRef]

7. Chipipop, B.; Surakampontorn, W. Realization of current-mode FTFN-based inverse filter. Electron. Lett. 1999, 35, 690–692.

[CrossRef]

8. Wang, H.-Y.; Lee, C.-T. Using nullors for realisation of current-mode FTFN-based inverse filters. Electron. Lett. 1999, 35, 1889–1890.

[CrossRef]

9. Abuelma’Atti, M.T. Identification of Cascadable Current-Mode Filters and Inverse-Filters Using Single FTFN. Frequenz 2000, 54,

284–289.

10. Shah, N.A.; Malik, M.A. FTFN based dual inputs current-mode all pass inverse filters. Indian J. Radio Space Phys. 2005, 34, 206–209.

11. Gupta, S.S.; Bhaskar, D.R.; Senani, R.; Singh, A.K. Inverse active filters employing CFOAs. Electr. Eng. 2009, 91, 23–26.

12. Gupta, S.S.; Bhaskar, D.R.; Senani, R. New analogue inverse filters realized with current feedback op-amp. Int. J. Electron. 2011, 9,

1103–1113. [CrossRef]

13. Wang, H.-Y.; Chang, S.-H.; Yang, T.-Y.; Tsai, P.-Y. A Novel Multifunction CFOA-Based Inverse Filter. Circuits Syst. 2011, 2, 14–17.

[CrossRef]

14. Garg, K.; Bhagat, R.; Jaint, B. A novel multifunction modified CFOA based inverse filter. In Proceedings of the 2012 IEEE 5th

India International Conference on Power Electronics (IICPE), Delhi, India, 6–8 December 2012; pp. 1–5.



Electronics 2022, 11, 841 26 of 28

15. Patil, V.N.; Sharma, R.K. Novel inverse active filters employing CFOA. Int. J. Sci. Res. Dev. 2015, 3, 359–360.

16. Tsukutani, T.; Sumi, Y.; Yabuki, N. Electronically tunable inverse active filters employing OTAs and grounded capacitors. Int. J.

Electron. Lett. 2014, 4, 166–176. [CrossRef]

17. Raj, A.; Bhagat, R.; Kumar, P.; Bhaskar, D.R. Grounded-Capacitor Analog Inverse Active Filters using CMOS OTAs. In Proceedings

of the 2021 8th International Conference on Signal Processing and Integrated Networks (SPIN), Noida, India, 26–27 August 2021;

pp. 778–783.

18. Tsukutani, T.; Kunugasa, Y.; Yabuki, N. CCII-Based Inverse Active Filters with Grounded Passive Components. J. Electr. Eng.

2018, 6, 212–215. [CrossRef]

19. Shah, N.A.; Rather, M.F. Realization of voltage-mode CCII-based all pass filter and its inversion version. Indian J. Pure Appl. Phys.

2006, 44, 269–271.

20. Herencsar, N.; Lahiri, A.; Koton, J.; Vrba, K. Realizations of second-order inverse active filters using minimum passive components

and DDCCs. In Proceedings of the 33rd International Conference on Telecommunications and Signal Processing-TSP, Vienna,

Austria, 17–20 August 2010; pp. 38–41.

21. Al-Absi, M.A. Realization of inverse filters using second generation voltage conveyor (VCII). Analog Integr. Circuits Signal Process.

2021, 109, 29–32. [CrossRef]

22. Al-Shahrani, S.M.; Al-Absi, M.A. Efficient Inverse Filters based on Second-Generation Voltage Conveyor (VCII). Arab. J. Sci. Eng.

2021, 1–6. [CrossRef]

23. Singh, A.K.; Gupta, A.; Senani, R. OTRA-Based Multi-Function Inverse Filter Configuration. Adv. Electr. Electron. Eng. 2018, 15,

846–856. [CrossRef]

24. Pradhan, A.; Sharma, R.K. Generation of OTRA-Based Inverse All Pass and Inverse Band Reject Filters. Proc. Natl. Acad. Sci. India

Sect. A Phys. Sci. 2019, 90, 481–491. [CrossRef]

25. Banerjee, S.; Borah, S.S.; Ghosh, M.; Mondal, P. Three Novel Configurations of Second Order Inverse Band Reject Filter Using a

Single Operational Transresistance Amplifier. In Proceedings of the TENCON 2019—2019 IEEE Region 10 Conference (TENCON),

Kochi, India, 17–20 October 2019; pp. 2173–2178.

26. Prasad, D.; Tayal, D.; Yadav, A.; Singla, L.; Haseeb, Z. CNTFET-based OTRA and its Application as Inverse Low Pass Filter. Int. J.

Electron. Telecommun. 2019, 65, 665–670.

27. Pandey, R.; Pandey, N.; Negi, T.; Garg, V. CDBA Based Universal Inverse Filter. ISRN Electron. 2013, 2013, 1–6. [CrossRef]

28. Nasir, A.R.; Ahmad, S.N. A new current-mode multifunction inverse filter using CDBAs. Int. J. Comput. Sci. Inf. Secur. 2013, 11,

50–53.

29. Bhagat, R.; Bhaskar, D.R.; Kumar, P. Inverse Band Reject and All Pass Filter Structure Employing CMOS CDBAs. Int. J. Eng. Res.

Technol. 2019, 8, 39–44.

30. Bhagat, R.; Bhaskar, D.R.; Kumar, P. Multifunction Filter/Inverse Filter Configuration Employing CMOS CDBAs. Int. J. Recent

Technol. Eng. 2019, 8, 8844–8853.

31. Borah, S.S.; Singh, A.; Ghosh, M. CMOS CDBA Based 6th Order Inverse Filter Realization for Low-Power Applications. In

Proceedings of the 2020 IEEE Region 10 Conference (TENCON), Osaka, Japan, 16–19 November 2020; pp. 11–15.

32. Paul, T.K.; Roy, S.; Pal, R.R. Realization of Inverse Active Filters Using Single Current Differencing Buffered Amplifier. J. Sci. Res.

2021, 13, 85–99. [CrossRef]

33. Shah, N.A.; Quadri, M.; Iqbal, S.Z. High output impedance current-mode all pass inverse filter using CDTA. Indian J. Pure Appl.

Phys. 2008, 46, 893–896.

34. Sharma, A.; Kumar, A.; Whig, P. On performance of CDTA-based novel analog inverse low pass filter using 0.35 µm CMOS

parameter. Int. J. Sci. Technol. Manag. 2015, 4, 594–601.

35. Kumar, P.; Pandey, N.; Paul, S.K. Realization of Resistor less and Electronically Tunable Inverse Filters Using VDTA. J. Circ Syst.

Comput. 2018, 28, 1950143. [CrossRef]

36. Kumar, P.; Pandey, N.; Paul, S.K. Electronically Tunable VDTA-Based Multi-function Inverse Filter. Iran. J. Sci. Technol. Trans.

Electr. Eng. 2021, 45, 247–257. [CrossRef]

37. Kamat, D.V. New Operational Amplifier based Inverse Filters. In Proceedings of the 2019 3rd International conference on

Electronics, Communication and Aerospace Technology (ICECA), Coimbatore, India, 12–14 June 2019; pp. 1177–1181.

38. Freeborn, T.J.; Elwakil, A.S.; Maundy, B. Approximated fractional-order inverse Chebyshev low pass filters. Circuits Syst. Signal

Process. 2016, 35, 1973–1982. [CrossRef]

39. Bhaskar, D.R.; Kumar, M.; Kumar, P. Fractional order inverse filters using operational amplifier. Analog Integr. Circuits Signal

Process. 2018, 97, 149–158. [CrossRef]

40. Bhaskar, D.R.; Kumar, M.; Kumar, P. Minimal Realization of Fractional-Order Inverse Filters. IETE J. Res. 2020, 1–14. [CrossRef]

41. Hamed, E.M.; Said, L.A.; Madian, A.H.; Radwan, A. On the Approximations of CFOA-Based Fractional-Order Inverse Filters.

Circuits Syst. Signal Process. 2019, 39, 2–29. [CrossRef]

42. Kumar, M.; Bhaskar, D.R.; Kumar, P. CFOA-Based New Structure of Fractional Order Inverse Filters. Int. J. Recent Technol. Eng.

2020, 8, 2277–3878.

43. Srivastava, J.; Bhagat, R.; Kumar, P. Analog Inverse Filters Using OTAs. In Proceedings of the 2020 6th International Conference

on Control, Automation and Robotics (ICCAR), Singapore, 20–23 April 2020; pp. 627–631.

44. Senani, R. Generation of new two-amplifier synthetic floating inductors. Electron. Lett. 1987, 23, 1202–1203. [CrossRef]



Electronics 2022, 11, 841 27 of 28

45. Senani, R. A novel application of four-terminal floating nullors. Proc. IEEE 1987, 75, 1544–1546. [CrossRef]

46. Wheatley, C.F.; Wittlinger, H.A. OTA obsolete op-amp. Proc. Nat. Electron. Conf. 1969, 4159, 152–157.

47. Smith, K.; Sedra, A. The current conveyor—A new circuit building block. Proc. IEEE 1968, 56, 1368–1369. [CrossRef]

48. Sedra, A.; Smith, K. A second-generation current conveyor and its applications. IEEE Trans. Circuit Theory 1970, 17, 132–134.

[CrossRef]

49. AD844: 60 MHz, 2000 V/µs, Monolithic Op Amp with Quad Low Noise Data Sheet (Rev. G). May 2017. Available online:

www.linear.com (accessed on 29 April 2019).

50. Chen, J.-J.; Tsao, H.-W.; Chen, C.-C. Operational transresistance amplifier using CMOS technology. Electron. Lett. 1992, 28,

2087–2088. [CrossRef]

51. Acar, C.; Ozoguz, S. A new versatile building block: Current differencing buffered amplifier suitable for analog signal-processing

filters. Microelectron. J. 1999, 30, 157–160. [CrossRef]

52. Biolek, D. CDTA-building block for current-mode analog signal processing. In Proceedings of the 16th European Conference on

Circuits Theory and Design, ECCTD’03, Krakow, Poland, 1–4 September 2003; Volume III, pp. 397–400.

53. Biolek, D.; Senani, R.; Biolková, V.; Kolka, Z. Active elements for analog signal processing: Classification, review, and new

proposals. Radioengineering 2008, 17, 15–32.

54. Carlin, H.J.; Youla, D. Network Synthesis with Negative Resistors. Proc. IRE 1961, 49, 907–920. [CrossRef]

55. Mitra, S.K. A network transformation for active RC networks. Proc. IEEE 1967, 55, 2021–2022. [CrossRef]

56. Rathore, T.S. Inverse active networks. Electron. Lett. 1977, 13, 303–304. [CrossRef]

57. Rathore, T.S.; Singhi, B.M. Network transformations. IEEE Trans. Circuits Syst. 1980, 27, 57–59. [CrossRef]

58. Higashimura, M. Realisation of current-mode transfer function using four-terminal floating nullor. Electron. Lett. 1991, 27,

170–171. [CrossRef]

59. Normand, G. Floating-impedance realisation using a dual operational-mirrored amplifier. Electron. Lett. 1986, 22, 521–522.

[CrossRef]

60. Anandamohan, P.V. New current-mode biquad on Friend-Deliyannis active RC biquad. IEEE Trans. Circ. Syst. II Analog Digit.

Signal Process. 1995, 42, 225–228.

61. Toumazou, C.; Lidgey, F.J. Current-Feedback Op-Amps-A blessing in disguise. IEEE Circ. Dev. Mag. 1997, 10, 34–37.

62. Lidgey, F.J.; Hayatleh, K. Current-feedback operational amplifiers and applications. Electron. Commun. Eng. J. 1997, 9, 176–182.

[CrossRef]

63. Soliman, A.M. Applications of the current feedback operational amplifiers. Analog Integr. Circuits Signal Process. 1996, 11, 265–302.

[CrossRef]

64. Senani, R. Realisation of a Class of Analog Signal Processing/Signal Generation Circuits: Novel Configurations Using Current

Feedback Op-Amps. Frequenz 1998, 52, 196–206. [CrossRef]

65. Senani, R.; Bhaskar, D.R.; Singh, A.K. Current Feedback Operational Amplifiers and Their Applications; Springer Science and Business

Media LLC: Berlin/Heidelberg, Germany, 2013.

66. Bhushan, M.; Newcomb, R.W. Grounding of capacitors in integrated circuits. Electron. Lett. 1967, 3, 148–149. [CrossRef]

67. Newcomb, R.W. Active Integrated Circuit Synthesis; Prentice-Hall: Hoboken, NJ, USA, 1967.

68. Gupta, S.S.; Senani, R. Realization of Current-mode SRCOs using All Grounded Passive Elements. Freq. J. Telecommun. 2003, 57,

26–37.

69. Sharma, R.K.; Senani, R. Multifunction CM/VM Biquads Realized with a Single CFOA and Grounded Capacitors. AEU Int. J.

Electron. Commun. 2003, 57, 301–308. [CrossRef]

70. Yuce, E.; Minaei, S. A Modified CFOA and Its Applications to Simulated Inductors, Capacitance Multipliers, and Analog Filters.

IEEE Trans. Circuits Syst. I Regul. Pap. 2008, 55, 266–275. [CrossRef]

71. Swamy, M.N.S. Modified CFOA, its transpose, and applications. Int. J. Circuit Theory Appl. 2015, 44, 514–526. [CrossRef]

72. Smith, K.; Sedra, A. Realization of the Chua family of new nonlinear network elements using the current conveyor. IEEE Trans.

Circuit Theory 1970, 17, 137–139. [CrossRef]

73. Chiu, W.; Liu, S.I.; Tsao, H.W.; Chen, J.J. CMOS differential difference current conveyors and their applications. IEE Proc. Circuits

Devices Syst. 1996, 143, 91–96. [CrossRef]
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Abstract—In clustering based hyperspectral band selection 

techniques 2D images of each band are usually taken as input 

samples. Some form of feature extraction on these images is 

performed before they are input to the clustering algorithm. The 

clustering algorithm returns the cluster centroids; the bands 

closest to the centroids are selected as representative bands for 

each cluster. In this work, we propose a joint representation 

learning and clustering framework. We embed the popular K-

means clustering loss into the newly developing framework of 

deep transform learning and solve the ensuing formulation via 

alternating direction method of multipliers. We combine 

clustering with feature extraction. Application of our proposed 

solution to the hyperspectral band selection problem shows that 

we improve over the state-of-the-art by a reasonable margin.  

 
Index Terms—hyperspectral, band selection, unsupervised 

learning, deep learning, clustering. 

I.  INTRODUCTION 

HE problem of hyperspectral band selection is well 

known to the remote sensing community [1]. This is one 

of the strategies to reduce the volume of the hyperspectral 

datacube. The fundamental postulate of this approach is that 

since the different spectral bands are correlated, it is possible 

to choose one representative band from a correlated set.       

Clustering is a prevalent strategy to achieve the aforesaid 

objective. The basic principle is straightforward. The images 

corresponding to different bands are fed as samples to a 

clustering algorithm. The algorithm returns a set of cluster 

centroids. It is unlikely that the centroid directly corresponds 

to an actual band. Therefore, the band closest to the centroid is 

chosen as the representative of the cluster. In this fashion, it is 

possible to choose a pre-defined number of bands.     

The majority of recent studies concentrate on modifying 

clustering algorithms for hyperspectral band selection. 

Variants of subspace clustering based approaches are a 

mainstay in this respect [2, 3]. In these studies, a 

representation of the band images needs to be defined; for 

example in the aforesaid studies, dictionary learning was used 

for this purpose. Recent studies on deep learning based 

clustering combine the two stages – representation learning 

and clustering [4-7]. This results in a more optimal solution 

than the piece-meal techniques like [2, 3] where there is no 
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feedback between the representation learning and clustering 

operations.   

Following the success of deep learning based clustering 

solutions for hyperspectral band selection, we propose a 

technique based on a similar vein. However, instead of 

embedding the clustering loss in a textbook deep learning 

framework like an autoencoder [4] or a convolutional 

autoencoder [5, 6], we embed the popular K-means clustering 

loss into the nascent framework of deep transform learning 

[8]. The framework has been used in the past for embedding 

subspace clustering [9].  

The advantage of transform learning over autoencoder 

based approaches will be evident in the next section. In short, 

an autoencoder is composed of an encoder and a decoder; the 

clustering loss is embedded after the encoder. Since the 

network requires learning both encoder and decoder, it needs 

to learn twice the number of weights as that of a transform, 

which is practically just an encoder network. In the data 

constrained scenario of hyperspectral imaging, the 

requirement of learning twice the number of parameters 

(compared to transform) is likely to lead to overfitting. This is 

our motivation behind using deep transform learning.  

Given that it is a letter, we can only briefly discuss existing 

deep learning based clustering studies on band selection in the 

next section. The generic shortcoming of existing approaches 

will also be described. The proposed clustering approach is 

discussed in section III. The engineering solution used for 

band selection is detailed in section IV. Experimental 

evaluation is carried out in section V. Conclusions of this 

work are discussed in section VI. 

II.  BACKGROUND 

A.  Deep learning based unsupervised band selection 

Hyperspectral band selection strategies can be either 

supervised or unsupervised. Supervised strategies are those 

that select bands with some specific classification task in mind 

[10, 11]. Given the limited scope of this work, we are not 

delving into these cursorily related works. We will only 

discuss relevant studies on the topic of deep learning based 

band selection strategies.  

An interesting strategy proposed in [4] uses an attention 

module to define masks that select hyperspectral bands such 

that the full hyperspectral datacube can be reconstructed from 

the masked samples. Spectral clustering is applied on top of 

the selected samples for band selection. This is a two-stage 

approach. The clustering solution is not embedded into the 
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attention based autoencoder network. 

One of the recent studies [5] embeds a self-expression term 

akin to sparse subspace clustering in the bottleneck layer of a 

convolutional autoencoder. The idea herein is to learn 

representations that can select bands that lie on a subspace. 

The proposal in [6] builds upon [5], the former imposes a 

graph Laplacian penalty on the convolutional autoencoder and 

embeds spectral clustering in the bottleneck layer. 

The idea proposed in [7] is similar to that of [6]; it uses 

attention for band selection and an autoencoder for 

reconstruction from the selected bands. The difference with 

[6] lies in the fact that [7] does not use any clustering. The 

selected bands from the attention masks are directly used for 

downstream processing.    

In [13] a simple yet effective strategy is proposed for band 

selection. It uses the autoencoder framework for 

reconstruction. By looking at the activation function, the work 

decides which band to select. This too directly selects the 

bands without needing any form of clustering.  

B.  Advantage and disadvantage of the autoencoder 

framework 

All the prior studies on deep learning based hyperspectral 

band selection uses the autoencoder based framework. This is 

because of the unsupervised setting. Autoencoder is the only 

framework that can learn unsupervised networks and is 

mathematically flexible enough to embed a variety of 

clustering losses.  

In theory, one could have also used the restricted 

Boltzmann machine (RBM). However, the cost function of an 

RBM does not have the same mathematical flexibility as that 

of an autoencoder. Autoencoders can be trained via gradient 

descent/backpropagation, whereas the RBM cost function can 

only be solved approximately via contrastive divergence. This 

is the reason, RBMs were hardly ever used in clustering.   

The problem with autoencoder is that it requires training an 

encoder and decoder network. The clustering loss is 

incorporated after the encoder network; the decoder portion is 

not relevant for clustering. However, one cannot remove the 

decoder network, as in that case there would be no layer to 

backpropagate from and would result in a trivial solution. The 

need of learning an encoder and a decoder layer leads to 

learning twice the number of parameters as that of a standard 

feedforward neural network with target labels. Arguably the 

encoder and the decoder weights can be tied; however, in 

practice, deep learning engineers have seen that autoencoders 

with tied weights do not perform very well. None of the 

aforesaid studies [4-7] has used a tied autoencoder. Owing to 

these limitations of autoencoder, it is likely to overfit in data 

constrained scenarios like hyperspectral image processing.  

III.  DEEPLY TRANSFORMED K-MEANS CLUSTERING 

The main issue with autoencoder based clustering approach 

has been discussed in the previous section. This is the reason 

we resort to deep transform learning and embed K-means in 

the said formulation. 

The popular way to express K-means clustering is via the 

following optimization: 

2

2'
1 1

1 if Cluster i
min  where 

0 otherwiseij

k n
j

ij j i ij
h s

i j

z
h z h

= =


− = 


  (1) 

where zj denotes the jth sample and µi the ith cluster centroid. 

In [13], it was shown that (1) can be alternately represented 

in the form of matrix factorization. 

( )
2

1

min T T

H F

Z ZH HH H
−

−              (2) 

where Z is the data matrix formed by stacking zj’s as columns 

and H is the matrix of binary indicator variables hij. 

The basic model for transform learning is TX=Z where the 

transform T analyses the data X to generate coefficients Z [14, 

15]. The deeper version for the same was proposed in [8], 

wherein multiple layers of transforms were used to analyze the 

data. This was expressed as 
3 2 1T T T X Z= . The unsupervised 

formulation for deep transform learning is given by –  

( )
1 2 3

3
2 2

3 2 1
, , , ,

1

2 1 1

min log det

. . 0,  0 0

i iF FT T T Z H
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
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  


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Here T1, T2 and T3 are three layers of transforms. In (3) the 

term 
2

logdeti iF
T T− is to prevent the trivial solutions and 

degenerate solutions to the transforms [14]. The non-

negativity constraints in (3) translate to rectified linear unit 

(ReLU) type activations between the layers. The reason for 

using ReLU is two-fold. First, it is easy to accommodate in the 

optimization framework. Second, it is known for its function 

approximation capability [16].  

In our proposed formulation, the input to the K-means (Z) 

is the representation from deep transform learning. 

Incorporating the K-means cost into the said formulation leads 

to –  

( )

( )

1 2 3

3
2 2

3 2 1
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1
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To solve (4) we introduce two proxies 1 2T X X= and 

2 1 3T T X X= . The resulting augmented Lagrangian becomes 
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( )

1 2 3 3, 2

2 2

3 3 1 2 2 3
, , , , ,

2
12

2 1 2

3
2

1

3 2

min

log det  

1 if Cluster i
. . 0,  0 and 0;  

0 otherwise

F FT T T X X Z H

T T

F
F

i iF
i

j

ij

T X Z T X X

T X X Z ZH HH H

T T

x
s t X X Z h



 



−

=

− + −

+ − + −

+ −


   = 




(5) 

The hyper-parameters γ1 and  γ2 are usually different, but in 

the given scenario they represent the relative significance of 
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different layers. We do not see any reason to give more 

significance to one layer over others; therefore we assign 

equal importance; hence we keep γ1=γ2=1; this leads to 

( )

( )

1 2 3 3, 2

2 2

3 3 2 2 3
, , , , ,

2
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min
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We solve (6) using the alternating direction method of 

multipliers (ADMM) [17]. Using ADMM (6) can be 

segregated into the following sub-problems –  
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Solutions to P1-P3 is the standard transform update given 

in [15]. It has a closed form solution. 

( )
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2 2

2 2

1

2 1/2 1

min log det

 (Cholesky Decomposition)

 (Singular Value Decomposition)
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Solutions to sub-problems  P4, P5 are akin to Tikhonov 

Regularization. The solution can be obtained as follows. 

( ) ( )

2 2

2 2 1

1

min ,  or constant

ˆ

F FX

T T

Z TX X C T X T X C

X T T I T Z C
−

− + − = =
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Here we have not specifically accounted for the positivity 

constraint. This is because the exact solution would require 

forward-backward type splitting. We prefer the approximate 

solution where the aforesaid closed form solution is 

thresholded to keep only non-negative values. The same 

approach was followed in [9].  

The solution to P6 is obtained by taking the derivative of it 

and equating it to zero.  

( )
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3 3
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In the solution of Z, we follow the same approach as before. 

We do not explicitly incorporate the non-negativity constraint 

but put the negative values in it to zero once it is solved in 

every iteration.  

The solution to P7 is K-means clustering. We have used the 

vanilla solution in this work.  

This concludes the derivation of the algorithm. The 

complexity of updating the transforms is dependent on the 

Cholesky and singular value decompositions; both of which 

have a complexity of O(n3). The update for the coefficients 

has a complexity of O(n2). K-means is ideally an NP-hard 

problem, but the algorithm used here has a complexity of 

O(t*k*n2) where t is the number of loops and k is the number 

of clusters. 

IV.  APPLICATION TO HYPERSPECTRAL BAND SELECTION 

Most of the clustering based band selection techniques work 

with individual band images, i.e. with xi where i denotes the 

band. Some kind of a representative feature (zi ) is learnt from 

xi. This representation is passed into a clustering algorithm 

where the number of clusters is specified (this is the same as 

the number of bands to be chosen). The clustering algorithm 

outputs the cluster centroid. The band images that are closest 

to the cluster centroid in some sense (normed distance, cosine 

similarity, etc.) are finally selected.  

We do not follow this approach for two reasons –  

1) Trying to learn deep transforms from a few band images 

(~ hundreds) will lead to over-fitting.  

2) Clustering from a few samples (~hundreds) will not lead 

to robust cluster centroids.  

We divide the entire hyperspectral datacube into spatial 

patches. Pxik then denotes the kth patch of the ith band image. 

These patches are input to our proposed deeply transformed 

K-means (DTKM) clustering algorithm. This requires solving 

the following problem –  

( )

( ) ( ) ( )( )
1 2 3
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The formulation states that K-means clustering is carried out 

on individual patches (instead of the images) and the 

transforms are globally learnt on all the patches. 

 
Fig. 1. Table Look-up 

  

By learning on a vast number of patches, the problem of 

over-fitting is resolved. Similarly, as the clustering is run 
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patch-wise robustness is ensured following a simple table 

look-up strategy. For each patch, we will get a band that is 

closest to the jth cluster in Euclidean sense. We see which band 

is appearing to be the closest in the majority of patches and 

select the same. A toy example is given in Fig. 1. We consider 

an image with 8 patches and want to select 5 bands. The 

cluster centre corresponding to each patch is shown in the 

white portion of Fig. 1. The final selection, considering all the 

patches is obtained from the statistical mode of the column 

(shown in red).  

One can argue that an identifiability problem may arise in 

such a scenario. This is avoided via deterministic initialisation 

of all cluster centres for each band.  

V.  EXPERIMENTAL EVALUATION 

We evaluate our proposed technique on two benchmark 

datasets – Indian Pines1 and Pavia University2. The standard 

pre-processing steps are performed on these datasets.  

• The Indian Pines dataset was collected by the Airborne 

Visible/Infrared Imaging Spectrometer in Northwestern 

Indiana, with a size of 145 × 145 pixels with a spatial 

resolution of 20 m per pixel and 10-nm spectral resolution 

over the range of 400–2500 nm. As is the usual protocol, 

the work uses 200 bands, after removing 20 bands 

affected by atmospheric absorption. There are 16 classes.  

• This Pavia university dataset is acquired by a reflective 

optics system imaging spectrometer (ROSIS). The image 

is of 610 × 340 pixels covering the Engineering School at 

the University of Pavia, which was collected under the 

HySens project managed by the German Aerospace 

Agency (DLR). The ROSIS-03 sensor comprises 115 

spectral channels ranging from 430 to 860 nm. In this 

dataset, 12 noisy channels have been removed and the 

remaining 103 spectral channels are investigated in this 

paper. The spatial resolution is 1.3 m per pixel. The 

available training samples of this data set cover 9 classes 

of interest. 

There is no straightforward way to evaluate the efficacy of 

the selected bands. Therefore, it must be evaluated based on 

some other criterion. Here we have used classification as the 

evaluation criterion; i.e. after band selection, the selected 

bands are passed onto a classifier. In particular, we have used 

kernel sparse representation classifier [18] in this work since it 

is a highly cited work on hyperspectral classification. 

We benchmark against several deep learning techniques – 

unsupervised deep subspace clustering (UDSC) [5], graph 

convolutional neural network (GCNN) [6] and BS-Nets [7].  

We also compare with deeply transformed subspace clustering 

(DTSC) [9]; however, note that DTSC was never meant to be 

used for the said purpose and hence we use the table look-up 

approach for selecting the bands. 

Our proposed technique requires the specification of two 

parameters – λ and μ. We set the value of λ=.1 for all the 

experiments; this value has been found to work well on almost 

all transform learning based formulations. The parameter μ 

 
1 https://paperswithcode.com/dataset/indian-pines 
2 https://paperswithcode.com/dataset/pavia-university 

controls the relative importance of the deep transform learning 

and the K-means costs. There is no reason to give more 

weightage to one than the other; therefore we set μ=1. In the 

experiments, we used overlapping patches of size 8x8. The 

patches are obtained by shifting the patches 2 pixels in both 

horizontal and vertical direction, as and when needed. The 

best results were obtained for a three-layer architecture where 

the number of nodes in subsequent layers were halved, i.e. the 

architecture was 64-32-16.  

The experiments were carried out on a 64 bit Intel Core i5-

8265U CPU @ 1.60GHz, 16 GB RAM running Ubuntu. All 

the techniques were coded in Python. The run times of 

different algorithms are shown in Table I. One can see that our 

proposed method is the fastest. It is faster than DTSC because, 

unlike the latter, we do not need to solve a complex iterative 

optimization problem every time in the clustering step. Both 

our proposed method and DTSC are solved using ADMM and 

hence are considerably faster compared to the traditional 

backpropagation based approach used by UDSC, GCNN and 

BS-Nets. 
TABLE I  COMPARISON OF RUNTIMES IN SECONDS 

Algorithm Pavia University Indian Pines 

# bands 10 20 30 10 20 30 

UDSC 1002 1338 1609 553 819 1012 

GCNN 1190 1581 2086 678 1006 1375 

BS-Nets 984 1403 1760 425 664 808 

DTSC 817 1119 1531 316 497 633 

Proposed  465 650 803 193 302 386 

 

 

Fig. 2. Empirical convergence plots 
 

Although we could not give any proof regarding the 

convergence of our proposed algorithm, we found that it does 

indeed converge to a local minimum given the choice of 

parameters. The empirical convergence plot is shown in Fig. 2 

for 20 bands. Similar convergence results were obtained for 

the other number of bands. 

For measuring classification accuracy we use the three 

standard measures in hyperspectral imaging – overall accuracy 

(OA), average accuracy (AA), and Kappa coefficient. In Fig. 

3. the plots for two different datasets and three different 

metrics are shown. 
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Fig. 3. Detailed Results 

 

From Fig. 3, one can note that our method yields the best 

results, especially for a fewer number of bands. Our proposed 

method is closely followed by GCNN and DTSC. GCNN 

sometimes performs better than ours when the number of 

chosen bands is higher. In general, for all the techniques, one 

can notice that the results improve as the number of bands 

increases from 5 to 15 or 20, after that the results deteriorate. 

The same has been observed by other studies like [5]. 

VI.  CONCLUSION 

There are two major contributions of the work. First, it 

proposes a new deep learning based clustering approach by 

embedding the popular K-means algorithm into the deep 

transform learning framework. Second, it shows how the said 

clustering algorithm can be used for hyperspectral band 

selection. The proposed approach is not only more accurate 

with a fewer number of selected bands but also has the fastest 

run-times. 

In this work, we have used a fully connected network for 

transforms. The unsupervised framework of convolutional 

transform learning has been in the works for a few years [19]. 

In the future, we will embed different clustering losses in the 

said framework and apply them to the problem of 

hyperspectral band selection. 
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A B S T R A C T   

Dynamic positive feedback source-coupled logic (D-PFSCL) gates are used as a low power alternative in mixed 
signal applications over static positive feedback source coupled logic (PFSCL) gates. In this paper, transmission 
gates (TG) are included in the dynamic positive-feedback source coupled logic (D-PFSCL) architecture. The 
proposed scheme allows implementation of logic functions which in existing schemes is restricted to NOR/OR 
only or three input AND/OR only realization forms. The significant reduction in the number of stages, dynamic 
current sources and self-timed buffer with proposed scheme leads to efficient D-PFSCL design in comparison to 
the existing ones. Simulations using PTM 65 nm technology node at frequency of 1 GHz are performed. A 
maximum improvement of 40.8%, 73% and 97% in delay, dynamic power consumption and EDP respectively is 
been observed for D-PFSCL exclusive-OR(XOR2) gate implemented using proposed scheme with respect to 
existing D-PFSCL schemes. Further, a study on the trade-off between power dissipation and frequency of oper-
ation is included for the completeness.   

1. Introduction 

High performance circuits are imperative in high-resolution mixed- 
signal applications. The resolution of the analog circuits is restricted by 
the switching current in digital circuits. The conventional CMOS logic is 
not preferred in this realm due to generation of large switching noise 
[1–4]. Consequently, alternate logic styles are explored where transients 
during switching event get canceled and/ or work on reduced voltage 
swing. Source coupled logic (SCL) [4–8] is one among these styles which 
works on current steering principle with reduced voltage swing. The 
conventional single-ended SCL gates employ a reference voltage source 
in pull down network which is further replaced by a positive feedback 
that results in considerable speed improvement. The gates are known as 
positive feedback source coupled logic (PFSCL) gates [7]. However, the 
PFSCL gates consume static power due to presence of constant current 
source which mitigates its usage in low power applications. 

A low power alternative is the dynamic version of PFSCL style 
introduced as dynamic PFSCL style (D-PFSCL) in literature [9]. A 
D-PFSCL gate use pre-charge transistors and dynamic current source for 
high performance. There exist two schemes for circuit realization. The 
basic gate in conventional Dd-PFSCL scheme realize a function in 

NOR/OR form which infers cascading of D-PFSCL gates for realization of 
complex logic functions [9]. Since, the dynamic gates cannot be 
cascaded directly; therefore, intermittent self-timed buffers (STBs) are 
placed for proper operation [9]. Recently, a new scheme for function 
realization in D-PFSCL is presented that embeds AND/OR functionality 
in the gate itself by introducing a low threshold transistor in the pull 
down network [10]. This scheme [10] reduces overall gate count/ 
stages/ intermittent buffers for complex logic function realization in 
comparison to [9]. The scheme [10] is referred to as D-PFSCL-N in the 
context of this paper. It is obvious that cascading of D-PFSCL gates de-
teriorates the overall performance. Thus, it is required that the logic 
function realization style for a D-PFSCL gate must be worked upon so 
that it is not restricted to any particular form. In this paper, an alternate 
scheme wherein transmission gates (TG) are used to realize logic func-
tion is proposed. 

The paper is organized in four sections. The existing schemes in D- 
PFSCL style are briefly reviewed in Section 2. The proposed scheme is 
illustrated through various configurations in Section 3. The verification 
of the proposal is done through simulations and performance compari-
son with the existing ones. The impact of process variation in process, 
power supply on various performance parameter of a gate realized based 
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on the proposed scheme is studied and comparison with the existing is 
performed. The paper is concluded in Section 4. 

2. Existing schemes 

The basic structure of a D-PFSCL gate consist of precharge transis-
tors, a pull down evaluation network (PDN) and a dynamic current 
source (DCS) [9] as shown in Fig. 1a. A clock signal (CLK) drives the 
precharge transistors and the DCS. Depending on the value of the CLK 
signal, the circuit operates in precharge phase (CLK = ‘0’) or evaluation 
phase (CLK = ‘VDD’). In the precharge phase, the output node is pre-
charged to VDD, the capacitor C1 in DCS is discharged to ground po-
tential and the changes in the inputs may take place. It is worth noting 
that the changes in the input have no effect at the output [9]. 
Conversely, in the evaluation phase, the circuit gets is evaluated. If a 
current path is established between the output node Q01 and the ground, 
the output reduces to VDD-VSWING else it remains at VDD. The capacitor 
C1 gets charged in each evaluation phase either due to charge transfer 
either from output node or the power supply [9]. In literature, there 
exist two different schemes of realizing a logic function in the PDN 
evaluation network. The first scheme is elaborated in Fig. 1b where the 
input transistors are connected in parallel [9] and the output is further 
coupled through a feedback transistor. In other words, the NOR based 
realization of logic function is followed. Recently, an efficient realiza-
tion scheme is proposed [10]. The triple tail cell concept is applied for 
the function realization while using the same implementation of DCS 
and precharge transistors. This modification introduced AND/OR func-
tionality in D-PFSCL style. A generalized D-PFSCL-N gate to implement a 
three-input logic function is shown in Fig 1c. The scheme uses two triple 
tail cells driven by two complementary inputs which ensures that at 
particular instance only one of the two triple tail cell is activated and 
affects the output. The other cell is deactivated and does not influence 
the logic level at the output. The middle transistor in each of the triple 
tail cell has low threshold voltage transistor for proper activation and 
deactivation of the cell. Both of the D-PFSCL variants employ self-timed 
buffers in between the two stages since the direct connection of D-PFSCL 
gates leads to erroneous output. A self-timed buffer is cascade of two 
clocked inverters ensuring the sequential evaluation of the D-PFSCL 
style [4,10]. 

The NOR based realization scheme is efficient for realizing NOR 
functions while for AND/OR functions it results in high gate count which 
degrades the performance of the system in terms of both of power and 
delay values. The second realization based on triple tail cell implements 
AND/OR functionality but is restricted to three inputs per gate and 
require low threshold voltage transistors. Additionally, they require self- 
timed buffers which add to the cascading, delay and power. This paper 
proposes a new scheme based on including TG in PDN for logic function 
realization. The scheme is elaborated further in the next section. 

3. Proposed scheme 

This scheme is based on the inclusion of transmission gates in the 
PDN of a D-PFSCL gate. It consists of TG based logic network and a D- 
PFSCL gate. A generalized gate based on the proposed scheme is shown 
in Fig. 2. The logic function is implemented using the TGs and the cor-
responding output is fed to the D-PFSCL gate. During the precharge 
phase, the output node is charged to VDD while the capacitor C1 is dis-
charged to ground potential. Additionally, the logic function is evalu-
ated through the TG based network and the final output from the 
network is available at the input of the D-PFSCL gate. In the subsequent 
evaluation phase, the D-PFSCL gate evaluates the implemented logic. In 
Fig. 2, the proposed D-PFSCL for various functionalities is shown. 

As inputs in dynamic circuits may make a single transition during 
evaluation, the output of the transmission gate has to be ready before the 
start of the evaluation phase, meaning that the propagation delay 
through the TG based network should be less than the precharge dura-

Fig. 1. (a) Generic architecture of a D-PFSCL gate (b) generic NOR based D- 
PFSCL gate [9] (c) generic D-PFSCL-N gate [10]. 
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tion of the clock. If a single TG stage has a combinational delay of Tcomb, 
then for a TG based network with N stages, the total combinational delay 
is NTcomb. Assuming the duty cycle of the clock to be 50%, the correct 
operation of the proposed D-PFSCL gate requires the following relation 
between NTcomb and clock period (TCLK). 

NTcomb < TCLK/2 (1) 

The effectiveness of the proposed scheme in circuit design is evalu-
ated through the implementation of various functions and simulation 
using PTM 65 nm CMOS technology parameters in Symica DE tool with a 
power supply, voltage swing, clock frequency and load capacitance of 
1.1 V, 0.4 V, 1 GHz and 50 fF respectively. Firstly, a two input exclusive- 
OR (XOR2) gate is designed in the existing schemes. The corresponding 
schematics are drawn in Fig. 3. The NOR based realization in Fig. 3a has 
three two inputs D-PFSCL NOR/OR gates arranged in two stages with 
intermittent STBs. The second realization employs two triple-tail cells 
having individual and separate DCSs. Thus, both of them employ mul-
tiple DCSs. However, the XOR2 gate realized using the proposed scheme 
implements XOR2 functionality in TG network which further drives the 
D-PFSCL gate in order to produce the final output as illustrated in 
Fig. 3c. The simulation waveforms for the proposed D-PFSCL XOR2 gate 
is shown in Fig. 3d followed by output timing waveforms in Fig. 3e 
which clearly shows the fast transition in the proposed D-PFSCL XOR2 
gate in comparison to the XOR2 gate based on existing schemes. 

Further, process Monte Carlo simulations are carried out to study the 
impact of process variations on precharge delay, evaluation delay and 
dynamic power. The simulations are performed by varying the process 
parameter - threshold voltage with Gaussian distribution having ±3σ =
105 mV for CMOS 65 nm technology [11]. The observations are sum-
marized in Table I. The results signify that the performance of the circuit 
is overall improved by following the proposed scheme. Also, the pro-
posed D-PFSCL XOR2 gate shows a 6.5%, 12.7% and 3.1% variation in 
precharge delay, evaluation delay and dynamic power respectively. The 
obtained values are least in comparison to the XOR2 gate design based 

on existing schemes. The Monte Carlo results for the proposed D-PFSCL 
XOR2 gate are plotted in Fig. 4. The process corner analysis at FF, FS, SF 
and SS for all the XOR2 gate designs is summarized in Fig. 5. It is 
observed that the proposed D-PFSCL XOR2 gate operates correctly in all 
corners. The best case and the worst case evaluation delay is obtained at 
FF (29 ps) with maximum power consumption (28.5 µW) and SS corner 
(45 ps) with minimum power consumption (22.4 µW) respectively. For 
the precharge delay, it is observed that best case delay corresponds to SF 
process corner with 19.2 ps and worst case delay corresponds to FS 
process corner with 35.4 ps due to the Fast and Slow PMOS precharge 
transistors. 

The effect of supply voltage reduction on these parameters is plotted 
in Fig. 6. An increasing trend in delay values (Fig. 6a, b) is observed with 
reducing supply voltage while a decreasing trend exists for dynamic 
power (Fig. 6c). The changes in energy delay product (EDP) were also 
noted and a minimum EDP point is identified for all the XOR2 gates as 
shown in Fig. 6d. At the minimum EDP point, the proposed D-PFSCL 
XOR2 gate shows a reduction of 98% and 72% in EDP value with respect 
to D-PFSCL [9] and D-PFSCL-N [10] based XOR2 gate respectively. 

As the reduction in supply voltage affects the delay, therefore the 
maximum clock frequency at which the gate can operate correctly is 
analyzed through the results plotted in Fig. 7a. It is seen that the pro-
posed D-PFSCL XOR2 gate can operate at higher frequency as compared 
to the other two designs. From the figure, it is also observed that the 
maximum operating frequency increases with increasing supply voltage, 
with a maximum operating frequency of 11 GHz for proposed D-PFSCL 
XOR2 at supply voltage of 1.1 V. Further, an insight to dynamic power 
consumption with clock frequency for a XOR2 gate is provided in 
Fig. 7b. It is seen that for the same power consumption, the proposed 
architecture offers an improvement in speed of 450% while for the same 
speed; it offers an 80% reduction in power consumption with respect to 
D-PFSCL. 

In order to provide the complete view of the investigation, the other 
common functionalities such as 2: 1 multiplexer (MUX2), 8:1 

Fig. 2. Generic D-PFSCL gate based on the proposed scheme with output Qo1 or output Qo2.  
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multiplexer (MUX8), full adder are implemented and simulated in all the 
three schemes under the same simulation conditions. The findings are 
summarized in Table II. The advantage in terms of delay and power in 
the proposed scheme based function implementation is evident from the 
results. 

It is pertinent to mention that each stage of the TG network has a 
delay of 136 ps (observed through simulations), therefore the proposed 
circuit will operate properly with 3 stage TG network with 1 GHz clock 
as the total delay of TG network (136 ps  3 = 408 ps) < precharge 

duration (1 GHz/2 = 500 ps) for a 50% duty cycle clock. However, for 
larger logic circuits needing more number of stages of TG network, let us 
say MUX16, multiplier etc. cascading of multiple proposed D-PFSCL 
gates would be required. 

4. Conclusion 

This paper proposes a modified scheme for logic function realization 
in D-PFSCL style. The embodiment of transmission gate in D-PFSCL is 

Fig. 3. XOR2 gate based on (a) DPFSCL [9] (b) D-PFSCL-N [10] (c) proposed D-PFSCL (d) Transitions at the XOR2 gate output.  

Table I 
D-PFSCL XOR2 gate - Monte Carlo simulation results.  

Parameter D-PFSCL[9] D-PFSCL-N[10] Proposed D-PFSCL  
µ σ % µ σ % µ σ % 

τpre (ps) 37.6 2.67 7.1% 25.8 3.8 14.7% 27.3 1.77 6.5% 
τeval (ps) 131.0 22.0 16.9% 53.3 12.0 22.5% 33.8 4.3 12.7% 
Pdyn (µW) 88.7 3.303 3.7% 59.3 2.54 4.2% 24.6 0.76 3.1% 

µ = Mean, σ = Standard deviation,% = percentage variation. 
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Fig. 4. Monte Carlo simulation results (500 runs) for the proposed D-PFSCL XOR2 gate (a) precharge delay (b) evaluation delay (d) dynamic power.  

Fig. 5. Process corner results of the D-PFSCL XOR2 gate (a) precharge delay (b) evaluation delay (c) dynamic power.  

Fig. 6. Performance measurement with respect to power supply variations (a) precharge delay (b) evaluation delay (c) dynamic power (d) EDP.  
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useful to reduce the number of required stages for realization of different 
logic gates and this is demonstrated in the paper. It is also being 
observed that adoption of the proposed scheme enhances the perfor-
mance of the circuit in terms of both power and delay. The effect of 
parameter variation is also studied for D-PFSCL XOR2 gate designed 
using proposed and available D-PFSCL schemes. 
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Fig. 7. (a) Maximum operating frequency with respect to different supply voltages (b) operating frequency with respect to dynamic power consumption.  

Table II 
Performance comparison of gates.  

Function Parameters D-PFSCL  
[9] 

D-PFSCL-N  
[10] 

Proposed D- 
PFSCL 

MUX2 τpre (ps) 44 31 27.68 
τeval (ps) 109.7 32.6 33.09 
Pdyn (µW) 90.81 64.05 31.06 

MUX8 τpre (ps) 88.8 41.3 28.1 
τeval (ps) 454.6 37.1 33.1 
Pdyn (µW) 1410 488.2 23.84 

Full adder 
(SUM) 

τpre (ps) 75.9 38.9 26.7 
τeval (ps) 361.1 126 34.02 
Pdyn (µW) 524.7 185.5 26.74 

Full adder 
(Carry) 

τpre (ps) 45.7 46.5 28.04 
τeval (ps) 100.5 113.8 33.12 
Pdyn (µW) 210.66 276.96 26.23  

R. Sivaram et al.                                                                                                                                                                                                                                
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Abstract—Online machine learning concept concentrates on 

real-time and dynamic data. This dynamic data is in the form of 

data streams which is a continuous flow of data of infinite 

length.  Recently many online machine learning tools were made 

available for evaluating performance metrics. Most of the 

approaches use online machine learning packages such as 

MLlib, spark streaming, scikit-multiflow, Creme and River.  In 

this paper, performance evaluation metrics are evaluated for 

streaming data for three popular classification models: Logistic 

Regression (LR), K-Nearest Neighbors (KNN) and Gaussian 

Naive Bayes. For the evaluations, Creme and River online 

machine learning packages have been used. In the 

implementation phase, metrics are evaluated for four popular 

datasets: Elec2, Phishing, Bananas, and CreditCard. The 

accuracy, ROC-AUC, precision, recall and F1-score 

performance metrics are used for the comparison of the online 

classifiers. After analyzing the results of the four datasets, it is 

observed that the performance evaluation using the River online 

machine learning package is more accurate and reliable.  

Keywords—Streaming data, Classification, Online machine 

learning, Performance evaluation. 

I.   INTRODUCTION  

In recent years, drastic advancements in technology have 
been observed that enlarges the scope of the application of 
technology for dealing with dynamically evolving data 
streams emanating from social media and the Internet-of-
Things (IoT). Dynamic data streams [1] are processed one 
sample at a time. When a new sample is encountered, old 
samples are removed, and this process continues sequentially 
till the last sample in the data stream. The main issue with 
traditional machine learning is the assumption that the entire 
dataset is available [3], which is not feasible in real-world 
applications where the data is continuously evolving. Also, 
static data requires large memory and high processing speed. 
But online machine learning techniques resolve the problem 
of memory and processing time by considering the dynamic 
data known as a data stream that processes samples 
sequentially. Today, many online machine learning libraries 
are available to perform basic operations such as regression, 
classification, clustering, etc.; these online libraries boost up 
the accuracy of models [2, 6]. These libraries incorporate 
several well-known classifiers used for traditional machine 
learning. Logistic Regression is a classifier that deals with the 
linear model and shows a good accuracy by utilizing an 
efficient optimizing method (mini-batch gradients method, 
ordinary least square methods, ada bound, ada grad, etc.). 

KNN is a lazy learning classifier that performs better for the 
numerical features but does not perform optimally for both 
categorical and numerical features taken collectively. In 
online machine learning, KNN also suffers from drifting of 
data, but this type of problem is resolved with the Self 
Adjusting Memory - KNN (SAM-KNN) [4] that handles the 
heterogeneous concepts of input data very efficiently and 
shows optimal performance. The Naive Bayes classifier [5] is 
suitable for large-size and high-dimensional datasets. It 
maintains the distribution of each class and respective 
features. In the online learning process, the classifier updates 
itself as new observations arrive. It is observed from the 
existing approaches on online machine learning that 
performance evaluation metrics play a significant role in 
deciding the optimality of a predictive model for streaming 
data. 

    In this paper, we present a detailed analysis using 
performance metrics for four streaming datasets using River 
[2] and Creme [6] online machine learning packages. The 
organization of this paper is as follows: Section II describes 
related work, Section III discuses performance metrics, 
Section IV presents the process flow, Section V analyses the 
results, and Section VI concludes the paper. 

II.   RELATED WORK 

In supervised machine learning, after deploying the model, 
performance evaluation is a crucial stage since it helps to 
highlight the advantages and limitations of the model. Many 
performance metrics such as accuracy, ROC-AUC, precision, 
recall and F1-score have been used in literature to evaluate 
the performance of online machine learning classifiers for 
streaming datasets [2, 5, 6, 7]. Some genuine issues due to 
data drift are described in [16, 17] when there is no prior 
knowledge of data generator and the generating function of 
new data is unknown for the learner hence the trained model 
may be unpredictable. Solutions to the drifting problem could 
be a) adaptive windowing [15] b) learners with modified 
training set [16]. In [8], the authors grow the network hidden 
layer incrementally during training as the input samples are 
fed into the model one by one. Class-imbalance is yet another 
issue that affects learning from data streams [17, 22]. 
    Recently, various online machine learning packages based 
on Python have been developed for analyzing streaming data 
in different forms such as audio, video, text, images, etc. We 
discuss some of these packages here. MLlib [9] is an open-
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source online machine library that emerged from spark’s 
distribution machine learning library. Using this approach, 
implementation of a machine learning model takes place in 
rapid ways in case of regression, classification, clustering, etc. 
A most popular online machine learning package is scikit- 
multiflow [10] for streaming data that takes the data streams 
for training the model and facilitates multi-output learning. 
This framework is inspired by scikit learn [14], Massive 
Online Analysis (MOA) [12][13], and Multi-labels 
Environment for Knowledge Analysis (MEKA) [11]. Creme 
[6] and River [2] are Python based machine learning packages 
introduced recently for learning from streaming data. Creme 
was introduced by Halford et al. in 2019 and was claimed to 
be faster than Keras and Tensorflow for online machine 
learning. The package includes online classifiers, regressors 
and solutions for imbalanced learning. River was introduced 
by Montiel et al. in 2021 as a merger of scikit-multiflow and 
Creme. It contains additional functionalities and is faster than 
its parent packages. 
 

III.  PERFORMANCE METRICS FOR STREAMING 
DATA 

For an online machine learning model, performance 
evaluation is an important task. In this section, we focus on 
the performance metrics used in our experiments to evaluate 
the performance of the online classifiers on streaming 
datasets. 
1. ROC-AUC SCORE (Receiver Operating 

Characteristics – Area Under Curve):  The area under the 
curve (AUC) score is derived from the Receiver Operating 
Characteristics (ROC) curve which is the graph between True 
Positive Rate (TPR) and False Positive Rate (FPR). The value 
of ROC-AUC lies between [0,1]. A higher value indicates a 
more accurate result. A value close to 0.5 indicates a bad 
classifier.  
2. precision and recall:  precision is also known as positive 
predictive value. It is the ratio of the number of true positives 
to the total number of positives detected by the model.  
can be defined as 

 

                ��������	 =  
��


������
                                         (1) 

 
   where �� means true positive and �� means false positive.  
The recall is the true positive rate, also known as sensitivity. 

 

                 ������ =  
��


������
                                              (2) 

 
  where �� means true positive and �� means false negative.  
3. F1-score: F1-score is the harmonic mean of precision and 
recall values. A higher value indicates good accuracy. 
Mathematically, F1-score is defined as  

 

                 F1 − score =   ×"#$%&'&()×#$%*++

,"#$%&'&()�#$%*++-
                         (3) 

      
 4. accuracy: accuracy is the percentage of correct 
predictions. It is defined as 
 

              accuracy =  

�� ����


�� ����������
                                    (4) 

                
 where �� = true positive,  ��= true negative, ��=false positive, 
 �� =false negative. 
 

IV. PROCESS FLOW FRAMEWORK 
In the online machine learning approach, the main challenge 
is to find the model that yields a good accuracy for the given 
dataset. It is clear that patterns of the stream are unknown 
beforehand, which can affect the efficiency and accuracy of 
the system. 
In this framework, the input data is processed and transferred 
to a data stream that is the concatenation of n samples D1, D2, 
D3, ……., Dn. 

 
           D =  Concatenate5D6, D , D8, … … . . , D);               (5) 

 
In this paper, the streaming data is processed by three online 
classifier models - Logistic Regression (LR), K-Nearest 
Neighbor (KNN) and Gaussian Naïve Bayes (GNB). For 
complete online machine learning functionality and its 
evaluation, the Creme and River machine learning packages 
are used.  
 

 
 
 
 
 
 
 

 
 
 
 

 
 

 
 

 
V.  EXPERIMENTS AND RESULTS 

Online machine learning packages Creme and River are used 
to perform the evaluations. The following classifiers are used 
to perform online or incremental learning: Logistic 
Regression (LR), K-Nearest Neighbors (KNN) and Gaussian 
Naive Bayes (GNB) classifiers. The experiments are 
performed using Python software version 3.8 on a 1.8 GHz 
Intel core PC. The code took a few seconds to execute. In this 
research, real-time streaming datasets are used for the 
experiments, namely, Elec2, Phishing, Bananas, and 
CreditCard, the details of which are given below. The 
accuracy, ROC-AUC, precision, recall and F1-score 
performance metrics are used to evaluate the predictions made 
by the online classifiers. The results are shown in Table I. 
 

Figure 1. Process flow framework for the performance analysis 
using River and Creme online machine learning packages. 
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1. Electricity (Elec2) [18]: The Elec2 electricity dataset is 
taken from the Australian New South Wales Electricity 
Market, where prices are varying.  Prices of electricity are 
affected by the demand and supply of the market itself and 
set every five minutes. This data set contains 45,312 
instances, where class labels identify the changes in the price 
(two possible classes: up or down) relative to a moving 
average of the last 24 hours. An important point of this 
dataset is that it exhibits temporal dependencies.  
2. Phishing [19]: This dataset contains features from web 
pages that are classified as phishing or not. In phishing, 
dataset classifications are binary classifications types and it 
has 1250 samples with 9 features. 
3. Bananas [20]: An artificial dataset where instances are 
related to clusters with a banana shape. There are two 
attributes At1 and At2 corresponding to the x-axis and y-axis, 
respectively. The class label (-1 or 1) represents one of the 
two banana shapes in the dataset. 
4. CreditCard [21]: This dataset contains transactions 
performed through credit cards in September 2013 by 
European cardholders. All transactions that occurred over 
two days are considered. Total samples in this dataset are 
284807 and 492 fraud transactions are detected. This dataset 
is highly imbalanced and has 30 features. There are two 
classes. The class label 1 indicates fraud detection and 0 
represents a normal transaction. 
 

 
 
A. Performance visualizations using River 

Performance evaluation of online machine learning models 
tests the consistency of models. In Fig. 2(a), Fig. 2(b), Fig. 
2(c) and Fig. 2(d), the bar plots visualize the ROC-AUC, 
precision, recall and F1-score performance metrics using 
River online machine learning package. The metrics are 
computed for four streaming datasets (Elec2, Phishing, 
Bananas, CreditCard). For each dataset, the results of logistic 
regression (LR), K-nearest neighbor (KNN) and Gaussian 
Naive Bayes (GNB) online classifiers are shown. For the 
Elec2 dataset, LR and KNN show a better ROC-AUC value 
while the GNB classifier yields a low value. For the other 
metrics such as precision, recall and F1-score, the 
performance of KNN classifier is better while LR shows 
average performance, and overall performance of GNB is 
better in the case of Elec2 dataset. In the case of the Phishing 
dataset, performances of all three classifiers are similar with 
respect to all four-performance metrics. In the Bananas 
dataset, the performance of the KNN classifier is significantly 
better for all four metrics but the other classifiers show very 
low performance. CreditCard is a large-sized imbalanced 
streaming dataset. The LR classifier performs best for this 
dataset. Performance scores using River online machine 
learning package are summarized in Table I for all datasets. 
 
      

TABLE I. PERFORMANCE OF THE FOUR STREAMING DATASETS EVALUATED USING RIVER AND CREME ONLINE MACHINE LEARNING PACKAGES (SHOWN FOR 
LR, KNN AND GNB CLASSIFIERS) 

 
 

S.No. 
 

Dataset 
 

Metrics 
River Creme 

LR KNN GNB LR KNN GNB 

 
 
 

1 

 
 
 

Elec2 

accuracy 89.5% 85.8% 76.14% 83.73% 87.08% 76.13% 
ROC-AUC 0.8909 0.8519 0.8052 0.8275 0.8710 0.7357 
precision 0.885 0.845 0.8155 0.8398 0.8580 0.8155 

recall 0.865 0.814 0.5659 0.7623 0.8330 0.5658 
F1-score 0.875 0.829 0.6681 0.7992 0.8460 0.6681 

 
 
 

2 

 
 
 

Phishing 

accuracy 89.0% 88.01% 88.0% 89.20% 75.92% 87.92% 
ROC-AUC 0.8919 0.8809 0.8814 0.8922 0.7590 0.8814 
precision 0.849 0.850 0.842 0.8642 0.7400 0.8417 

recall 0.911 0.883 0.8940 0.8942 0.6950 0.8923 
F1-score 0.879 0.866 0.867 0.8789 0.7170 0.8663 

 
 
 

3 

 
 
 

Bananas 

accuracy 51.9% 88.5% 61.2% 53.74% 51.32% 61.15% 
ROC-AUC 0.4966 0.8905 0.5830 0.5007 0.5130 0.5830 
precision 0.443 0.877 0.640 0.4508 0.4580 0.6397 

recall 0.279 0.865 0.306 0.1465 0.4700 0.3064 
F1-score 0.342 0.871 0.414 0.2211 0.4640 0.4143 

 
 
 

4 

 
 
 

CreditCard 

accuracy 99.9% 99.9% 98.1% 99.94% 99.86% 98.14% 
ROC-AUC 0.8707 0.9551 0.9129 0.8607 0.9990 0.9095 
precision 0.783 0.959 0.073 0.8853 0.9690 0.0732 

recall 0.742 0.427 0.837 0.7215 0.1890 0.8374 
F1-score 0.762 0.591 0.134 0.7951 0.3160 0.1346 
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(a) 

 
(b) 

 

 
(c) 

 
 
 
 
 
 

 
 

 
(d) 

 

 
B.  Performance visualizations using Creme 

Similar experimental conditions are applied for the Creme 
online machine learning package, for the same datasets, and 
same online classifiers. The ROC-AUC, F1-score, precision 
and recall performance metrics are plotted in Fig. 3(a), Fig. 
3(b), Fig. 3(c) and Fig. 3(d) respectively, and summarized in 
Table I. The average performance scores of Creme are lower 
in comparison to River. For the Creme online machine 
learning package, the performance of KNN classifier is better 
but the overall performances of LR and GNB classifiers are 
not as high as that of the River package. The performance of 
the Bananas dataset, however, is low even with the KNN 
classifier. Online machine learning shows an average 
performance for small-size streaming datasets and when the 
size of the dataset is large then it shows better performance. 
Creme takes more processing time than River. Creme 
supports the mini-batch concept, but the outcome is not more 
efficient. It can extend the functionality of machine learning 
techniques at an industrial scale but it is time-consuming and 
requires more memory. 

 

 
 
 
 
 
 
 
 
 
 
 

Figure 2. Bar plots of classifiers (LR, KNN, GNB) for the four 
datasets (Elec2, Phishing, Bananas, CreditCard) using River for 
the performance metrics (a) ROC-AUC (b) precision (c) recall 
(d) F1-score. 
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 (a) 

 

 
(b) 

 
(c) 

 
 
 

 
(d) 

 

C. Comparison of model accuracies using River and Creme 

Accuracy is a key parameter for deciding the efficacy of a 
model. In Table I, the accuracies for all three classifiers using 
the River and Creme online machine learning packages are 
calculated for all four streaming datasets. The results are 
visualized in the form of a bar plot shown in Fig. 4. A stable 
performance is observed in the bar plot in the case of Elec2, 
Phishing, and CreditCard streaming datasets for both River 
and Creme, however, the accuracy is low for the Bananas 
dataset in both cases. The accuracies obtained using River are 
higher than those of Creme. It is specially noted that for the 
highly imbalanced CreditCard dataset, accuracy is higher 
than all other datasets, unlike the other performance metrics 
shown in Fig. 2 and Fig. 3. This would imply that accuracy 
alone may not be a reliable metric for an imbalanced dataset. 
 

 
 

Figure 4. Bar plot of classifiers (LR, KNN, GNB) accuracy 
(%) for the four datasets (Elec2, Phishing, Bananas, 
CreditCard) using River and Creme. 

Figure 3. Bar plots of classifiers (LR, KNN, GNB) for the four 
datasets (Elec2, Phishing, Bananas, CreditCard) using Creme 
for the performance metrics (a) ROC-AUC (b) precision (c) 
recall (d) F1-score. 
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VI. CONCLUSION 
There are certain challenges involved in using traditional 
machine learning for real-time streaming data. This concept 
concentrates on static data and predicts the result of the entire 
data collectively. It may cause a problem in the case of real-
time and dynamic data in which case, the samples are 
processed one at a time and discarded after use. Online or 
incremental learning methodologies are found apt for 
learning from streaming data. In this paper, we conduct a 
comparative performance analysis of the River and Creme 
online machine learning packages for four streaming 
datasets. The accuracy, ROC-AUC, precision, recall, F1-
score performance metrics are used to evaluate the 
predictions of three online classifiers (Logistic Regression, 
KNN, Gaussian Naive Bayes).  It is observed that River 
outperformed Creme in all the classification tasks. The KNN 
classifier performed consistently well for all datasets. Out of 
the four streaming datasets used in our experiments, Bananas 
yielded lower scores as compared to Elec2, Phishing and 
CreditCard datasets. It is also noted that accuracy is not a 
reliable metric by itself when the dataset is imbalanced, as 
proved in the case of CreditCard dataset. The other 
performance metrics (ROC-AUC, precision, recall and F1-
score) are better measures of the classification performance 
in case of imbalanced datasets. Online machine learning 
packages are very efficient for processing data streams. The 
most important concept is to develop a system that evaluates 
the streaming data efficiently provided the fact that this data 
is large size, continuous and dynamic in nature. Today many 
streaming data processing systems are facing challenges [7] 
such as ready availability of data without latency, lack of high 
throughputs, requirements of trade-off between memory and 
length of streaming data, etc. These factors may cause a drop 
in the performance of the system. New stream data evaluating 
techniques are required that will handle easily the main 
challenges: latency, throughputs, memory, and fixed-rate 
performance. 
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Abstract: The paper shows and includes targeted supervision of 

optimizing machining parameters. Material Removal Rate and 

surface roughness being integral to machining efficacy of any 

workpiece, simulation-based modeling helps in failure mitigation. 

The potential of ANN-GA mathematical approach for prediction 

and optimization of MRR and surface roughness of AL 6061, an 

analysis based statistical study has been discussed. The 

computational model between the desired output and the inputs 

have been configured using Multiple Regression- Genetic 

Algorithm and Artificial Neural Network (ANN) methods. The 

closeness in predicted and optimized data sets were mapped using 

integrational ANN with GA to interpolate efficacy in optimality. 

 

Keywords: Artificial Neural Network (ANN), Material Removal 

Rate (MRR), Genetic Algorithm (GA), Surface roughness, Depth 

of cut, Feed rate, Regression analysis, ANOVA. 

1. Introduction 

The industrial machining requirements calls for the need of 

precision and manufactured product efficacy. The diverse 

machining processes and its role in shaping final product has 

crucial role making products industrially ready. Turning 

operation on horizontal lathe machine is one of those integral 

machining operation, where by cylindrical surfaces of required 

diameter consideration and surface profile is achieved. Turning 

being work piece driven and single point cutting tool driven 

machining, economics of industrial manufacturing necessities 

for optimal machining parameter selection to simulate desired 

output without any catastrophic manufacturing. ANN being a 

widely looked up tool where by multiple machining parameter 

can be architected into input, hidden and output layers, ability 

to use learning outcomes in training sets. Aluminum 6061 alloy 

is one of integral industrial friendly alloy which makes its 

presence in several applications like aviation components, 

automobile parts, weapon casings, and high vacuum chambers. 

These industries look for low allowance operational values and 

utmost precision is desirable in these respective manufacturing. 

The inclusion of Artificial Neural Networks mitigates with 

missing data and machining parameters learn by examples,  

 

making real-time simulated modelling possible. With 

exclusively integrating with GA, optimization of Discrete MRR 

outputs in turning operation can be predicted even with due 

considerations of minute errors in the inputs, with quick 

inheritance and good accuracy. 

2. Literature Review 

Ramu I. et.al [7] explained and demonstrated a systematic 

procedure of Taguchi parameter design and applying it to the 

data on turning. The second was to find out the optimal 

combination of process parameters based on S/N ratio and to 

know the significance of each parameter by performing 

ANOVA analysis. 

T.M. Chenthil Jegana et.al [1] This paper covers an important 

aspect and brings how ANN should be equipped with such 

functionalities as storing information, reasoning, decision 

making, learning, and integration of these into the process. In 

particular, the learning characteristic is a unique feature of the 

ANN Turning operation optimization. 

Tiagrajah V. jannharimal et.al [8] discusses effective, Multi 

Objective Genetic Algorithm (MOGA) will act as an optimizer 

of the developed model. Turning input parameters such as feed 

rate, cutting speed and depth of cut were considered as input 

variables and surface roughness, specific power consumption 

and cutting force were used as output variables. 

 S. Nes  ̧Eli et.al [2] highlights tool geometry on the surface 

finish obtained in turning of AISI 1040 steel. In order to find 

out the effect of tool geometry parameters on the surface 

roughness during turning, response surface methodology 

(RSM) was used and a prediction model was developed related 

to average surface roughness (Ra) using experimental data. The 

results explained that the tool nose radius was the dominant 

factor on the surface roughness. 

Ndaruhadi, P.Y.M.W et.al [4] helps in assessing surface 

roughness value t was found that feed did not significantly 

influence surface roughness. Among the influencing factor, the 

rank is tool type, cutting speed, and cutting direction. 
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Dhabale, R. et.al [6] presents a new idea to generate process 

plan from feature-based modeling, based on an inclusive of 

geometric modeling method that proposes both feature-based 

modeling and feature information storage. 

A. Experimental Studies and Datasets 

Table 1 

Datasets 

Run 

order 

Speed 

(RPM) 

Feed 

Rate 

(mm/min) 

Depth of 

cut (mm) 

MRR 

(mm3/min) 

Ra 

(µs) 

1 180 0.2 0.2 113.927 1.04 

2 180 0.2 0.4 212.018 0.98 

3 180 0.2 0.6 261.698 2.2 

4 180 0.315 0.2 672.129 2.44 

5 180 0.315 0.4 333.569 3.84 

6 180 0.315 0.6 897.738 2.4 

7 180 0.4 0.2 22.443 2.06 

8 180 0.4 0.4 953.491 2.3 

9 450 0.4 0.6 901.732 3.66 

10 450 0.2 0.2 780.859 0.9 

11 450 0.2 0.4 528.915 0.94 

12 450 0.2 0.6 145.761 2.9 

13 450 0.315 0.2 176.76 1.42 

14 450 0.315 0.4 303.637 3.38 

15 450 0.315 0.6 2263.05 1.34 

16 450 0.4 0.2 40.271 1.74 

 

The above table of datasets depicts input parameters 

considered for turning operation Like the feed rate, depth of cut, 

cutting speeds and corresponding Material Removal Rate 

obtained. The machining parameters considered was kept in 

accordance with industrial requirements of turning operations 

on AL 6061. AL 6061 being industrially proclaimed as a 

medium to high strength heat-treatable alloy with desirable 

strength. It also has very good corrosion resistance and very 

good weldability. The chemical composition consideration 

6061 aluminium is 97.9% Al, 0.6% Si, 1.0%Mg, 0.2%Cr, and 

0.28% Cu. The density of 6061 aluminium alloy is 2.7 g/cm3 

with great formability and workpiece can be machined using 

turning operation to meet industrial demands. 

The objective of carrying our research on given dataset is to 

model conventional turning operation to infer optimal value of 

material removal rate and surface roughness to enhance 

precision and accuracy of machining. 

3. Methodology 

The experimental results were assessed on design and 

modeling level by taking considerations of Taguchi Method and 

MRR surface roughness was assessed based on response of 

predicted data statistically without remotely performing set 

experiments. The experimental results derived in original 

experimental research are in synchronization to the ANN 

predicted results. 

The MATLAB NN toolbox is integrated for training and 

testing of neural network model. The results inferred using 

Artificial Neural Network (ANN) indicate good agreement 

between the predicted output values and that of experimental 

values. Thereafter, Genetic Algorithm (GA) is made inclusive 

with neural network model to determine the optimal machining 

parameters feed rate, depth of cut and cutting speed to get 

desired industrial demand in accordance to needs of optimal 

Material removal rate and surface roughness in turning 

operation. 

The due considerations of exploration in data analysis were 

looked into for establishing relationship between input and 

output variables, The mentioned integration assessed the non-

linearity between parameters. Due to unavailability of solutions 

for non- linearity, ANN was integrated into our project for its 

ability to learn and model complex solutions. 

4. Development of Artificial Neural Networks 

Artificial Neural networks are the framework that are 

intended to reproduce the working of a human mind. With the 

assistance of involvement and information Artificial Neural 

Network works on itself utilizing artificial neurons. Artificial 

Neural Network comprise of rudimentary units called as 

neurons which takes at least one sources of info and produces a 

result. 

Computations that are carried out on each neuron if ANN are 

as follows: 

 
 

Here the notations are as follows: 

W[i] represents the weight of the neuron 

A[i-1] represents the output derived from last layer 

b[i] represents the bias of the connection 

f(x) represents the nonlinear activation function 

 

A neural network consists of several layers which are 

grouped as input layer, hidden layer and output layer. Here layer 

means the set of parallel neurons without having connections 

between them. Neurons from input layer are connected to 

hidden layer which in turn is connected to the output layer in 

the whole Artificial Neural Networks System 

In our model we have used Gradient Descent back 

propagation method for the best tuning of the neurons presents 

in each layer. 

For our model we have used MATLAB NN tool for training 

and obtaining of Artificial Neural Network. and results 

associated with the Neural networks. 

For ANN in MATLAB, we first imported classified our 

dataset into input set which include input parameters viz. 

Cutting Speed, Depth of Cut, Feed Rate and after classification 

of Input data we had made another classification which was 

target set that include data of output parameters viz. Material 

Removal Rate and Surface Roughness. 

A neural network comprises of various configurations such 

as type of network used, training function, learning function, 

Transfer function, number of neurons in input, hidden and 

output layers and number of epochs. To get the best result it is 

very important to have best value for these configurations. The 

table below has listed down the functions and specifications that 

we used for our neural network. 
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Levenberg-Marquardt algorithm is taken as the training 

function due to its wide applications in solving non-linear 

problems by curve fitting and Mean Square error function is 

chosen as the performance function for accurate model. 

To get the accurate neural network model by tuning weights 

and bias efficiently we have used Gradient descent back 

propagation technique. 

 
Table 2 

Neural Network parameters 

Network Type Feed Forward Back Propagation 

Training function TRAINLM 

Adaptive Learning Function LEARNGDM 

Performance Function MSE 

Number of Layers 5 

Number of Neurons in hidden layers [5, 3, 4] 

Transfer Function TANSIG 

Number of epochs 1000 

 

 
Fig. 1.  Neural Network model in Matlab 

 

 
Fig. 2.  Neural Network model architecture 

 

Stochastic Gradient Descent is the optimization algorithm 

used for adaptive learning as it minimizes the gradient and 

adjusts weights accordingly. Weights and biases are tuned in an 

iterative manner to obtain optimum values for least error. 

5. Results of Artificial Neural Networks 

 
Fig. 3.  Regression plots 

 

 

 

 
Fig. 4.  Validation performance 

 

 
Fig. 5.  Gradient descent plots 

 

 
Fig. 6.  Observed vs. Predicted MRR 

 

 
Fig. 7.  Observed vs. Predicted Ra 
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Table 3 

ANN results 

 Experimental Predicted 

S.No. MRR (mm3/min) Ra (µs) MRR (mm3/min) Ra (µs) 

1 113.927 1.04 114.165 1.61 

2 212.018 0.98 212.155 1.91 

3 261.698 2.20 261.80 2.08 

4 672.129 2.44 672.159 2.51 

5 333.569 3.84 333.641 2.27 

6 897.738 2.40 572.567 2.50 

7 22.443 2.06 691.35 2.44 

8 953.491 2.30 953.427 2.49 

9 901.732 3.66 1461.130 2.44 

10 780.859 0.9 781.045 0.73 

11 528.915 0.94 529.102 0.72 

12 145.761 2.9 260.810 1.11 

13 176.76 1.42 177.068 1.44 

14 303.637 3.38 303.654 2.24 

15 2263.05 1.34 1942.553 2.41 

16 40.271 1.74 40.401 2.50 

17 890.513 1.94 890.598 2.48 

18 4822.2 2.88 4064.131 2.24 

19 130.586 0.86 130.751 0.70 

20 744.814 0.92 744.989 1.21 

21 2862.91 1.98 2863.012 1.78 

22 592.809 1.14 720.44 1.24 

23 3098.48 1.22 2958.771 1.89 

24 9365.24 1.16 9365.190 1.79 

25 948.858 1.20 948.953 1.78 

26 5658.57 1.38 6147.365 2.07 

27 3305.82 2.68 4064.131 2.24 

 

Table 3 above shows the experimental values and predicted 

values of Material Removal Rate (MRR) and Surface 

Roughness (Ra) achieved from Artificial Neural Networks. 

Regression results are also plotted in Fig.4 for training, testing 

and validation set where our model achieved the accuracy of 

98.68% for training and 99.52% for testing set. The plots 

represent the fitting of model where R represents the square of 

observed and predicted relations. More the value close to 1 

better are the results. 

Apart from that Gradient descent visualization in Fig. 5 and 

Validation performance in Fig.6 are also plotted. A comparison 

between the observed and predicted values of Material 

Removal Rate and Surface Roughness are also plotted in Fig. 7 

and Fig. 8 which shows how much predicted values are deviated 

from observed response. 

6. Optimization Using Genetic Algorithm 

Genetic algorithm considerations include evolutionary 

revolution optimization which centers around natural selection, 

inheritance, mutations and crossovers. 

The genetic algorithm considered to be trial and tested 

classical evolutionary algorithm. With inception of random 

means that in order to find a solution using the GA, random 

changes are integrated. Note that GA may be called Simple GA 

due to its ease input compared to other EAs. 

GA is underlined on Darwin’s theory of evolution. It is a 

slow gradual process that works by making changes to the 

making slight and slow changes. Also, GA makes slight 

changes to its solutions slowly until getting the best solution. 

 

In a genetic algorithm, efficacy ensured population of 

candidate solutions (called individuals, creatures, or 

phenotypes) to an optimization problem is evolved toward 

better solutions. The choice of opting Genetic Algorithm in 

optimizing turning operations points out to its easy 

compatibility and integrability compared to other parallel 

optimization algorithms like Ant Colony optimization, swarm 

optimization and others. 

The GA is known to immute the natural selection as proposed 

by Darwin and decodes algorithm best suited to give best 

possible predictions, optimality is configured for both MRR and 

surface roughness. The major flow practice includes following: 

1) Selection (Reproduction) 

It is initialized first operator is based on selection criteria. It 

chooses the chromosomes from the population of parents, cross 

over and produce offspring. It is evident from evolution theory 

of “Survival of the fittest” given by Darwin. 

There are many techniques involved for reproduction or 

selection operator such as, 

a. Tournament selection 

b. Ranked position selection 

c. Steady state selection 

2) Cross Over 

Population is enriched with better individuals after 

reproduction phase. Then crossover operator is integrated to the 

mating pool and create better strings. Crossover operator 

improves clones of good strings but does not create new ones. 

By recombining good individuals, the process is likely to create 

even better individuals. 

3) Mutation 

Mutation is a background operator. Mutation of a bit includes 

flipping it by changing 0 to 1 and vice-versa. After crossover, 

the mutation operator subjects to the strings to mutation. It 

facilitates a sudden change in a gene within a chromosome. 

Thus, it allows the algorithm to see for the solution far away 

from the current ones. It ensures that the search algorithm is not 

trapped on a local optimum. The main consideration of this 

background operator is to prevent early convergence and 

maintain diversity within the population. The added advantage 

of performing modal state with behavioral integration is 

appreciable. 

A. Abbreviations and Acronyms 

Response surface methodology is an integral mathematical 

tool which associates with modelling and assessment of 

problems in which a response of interest is influenced by 

several variables, and the objective is to reach out to optimal 

value. The inclusion of RSM, 

Relationship between the preferred response and 

independent input variables could be produced as: 

 

 
Where,  

y -preferred response,  

f - response function (or response surface), 

x1, x2, x3, …, xn - independent input variables, 
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er - fitting error 

The predicted surface response in accordance to response 

function as obtained from graph plotting of function f, the 

closeness of, f will help in reaching to true results. The second 

order polynomial regression model was framed which results 

out to be: 

 
 

The following considerations of assumptions of surface 

roughness is often shown with linear, crossed and squared 

product terms of Xi’s design finds the second-order response 

surface very precisely. 

The second-order response surface representing the surface 

roughness (Ra, lm) can be expressed as a function of cutting 

speed, depth of cut and feed rate. 

 

The following phase of documentation and experimentation 

saw the inclusion of machining parameters like depth of cut, 

feed rate and cutting speed on surface roughness and trials on 

included data sets were carried and machining on turning 

operation in dry condition was studied. 

Here: 

A = Cutting Speed  

B = Feed Rate 

C = Depth of Cut 

B. Regression Analysis 

The efficacy of desired optimality condition is obtained with 

the integration of regression analysis. The regression analysis 

makes the use of experimental data to calculate the equation 

coefficients which shows the study results system at any point 

in the experimentally range. The inclusion of regression 

analysis in output-oriented machining parameters like feed rate, 

depth of cut and cutting speed was considered. 

 

Fig. 8.  Residual plots for MRR 

By taking reference from Table 1 we have found out the 

coefficients for Material Removal Rate and Surface Roughness 

and hence find the regression equation for the above given 

parameters and if we put the input parameters viz. Cutting 

Velocity, Feed Rate, Depth of cut into the equation we will get 

the desired experimental Material Removal Rate and Surface 

Roughness and then compare it with the predicted values. 

 

Fig. 9.  Residual plots for Ra 

Regression Equation for Material Removal Rate (MRR): 

MRR (mm3/min) = -3250-21.72*A+50978*B-2958*C 

+0.01396 *A2-96052* B2-3983* C2+ 19.0* A*B + 3847* B*C 

+ 20.84*A*C 

Regression Equation for Measured Surface roughness (Ra): 

Measured Ra (µm) = -1.16+0.00175*A+12.8 feed rate*B 

+0.17*C-0.000002*A2-10.8*B2+1.67*C2-0.00578*A*B 

+1.67*B*C- 0.00578* A*B +1.9 *B*C + 0.00120 A*C 

The computation and variance analysis were performed 

using ANOVA analysis where sums of squares and separated 

and then variance among these are checked due to different 

parameters and accordingly best fitted regression equation is 

formed. The ANOVA analysis terms were computed in 

accordance to MINITAB 21 calculation process flow. The 

design tree interface of ANOVA helped in data integration and 

regressive predicted values closure to statistically proven data 

sets. 

In Fig. 8 and Fig. 9 residuals plot are shown for Material 

Removal Rate and Surface Roughness respectively. Normal 

Probability plot shows the fit of the distribution to the data and 

shows how the data is fitted along the distribution line. Versus 

Fits helps in verifying the random distribution and constant 

variance. Versus order plot helps in verifying that the residuals 

are independent from one another and showing no particular 

pattern among the residuals. 

C. Fitness Function 

After finding coefficients for the regression equation from 

the Regression Analysis we got our fitness function for Material 

Removal Rate (MRR) and Surface Roughness (Ra). Fitness 

Function is very important in applying Genetic Algorithm 

Optimization. Fitness Function is the equation which is 

dependent on the inputs given for the desired outputs for e.g. 

Here are inputs are Cutting Speed, Feed Rate, Depth of Cut and 
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are output are Material Removal Rate and Surface Roughness. 

Fitness Function tells how good or fit the data is according to 

the aims set for the outputs. Our output will be optimized on the 

basis of fitness function equation 

Fitness Function for Material Removal Rate (MRR): 

 

y(1)=-3250-21.72*x(1)+50978*x(2)-2958*x(3)+ 

0.01396*(x(1)^2)-96052*(x(2)^2)-3983*(x(3)^2)+ 

19.0*(x(1)*x(2)) + 3847*(x(2)*x(3)) + 20.84*(x(1)*x(3)) 

 

Fitness Function for Surface Roughness: 

y(2)=-1.16+0.00175*x(1)+12.8*x(2)+0.17*x(3)- 

0.000002*(x(1)^2)-10.8*(x(2)^2)+1.67*(x(3)^2)-

0.00578*(x(1)*x(2))+ 1.9*(x(2)*x(3)) + 0.00120*(x(1)*x(3)) 

7. Results of Optimization using GA 

After developing fitness function, we have defined the 

bounds for the inputs and population size were determined 

which was taken as 50. Tournament Selection was used and for 

the reproduction the crossover function was set to 0.6. Adaptive 

feasible function was used as the crossover function and Single 

point mutation function was used. 

The upper and lower bounds for the input parameters are 

given below: 

180≤ Cutting Speed ≤ 710 

0.2 ≤ Feed Rate ≤ 0.4 

0.2 ≤ Depth of Cut ≤ 0.6 

 

Result for material removal rate and surface roughness 

obtained from genetic algorithm is, 

 
Table 4 

Optimized results from GA 

S.No. Material Removal Rate (mm3/min) Surface Roughness(µm) 

1. 698.66 0.91 

 

The results obtained from genetic algorithm for Material 

Removal rate and Surface Roughness are summarized in the 

Table 4. We obtained total of 18 optimized results out of which 

are criteria for selection was that Material Removal Rate should 

be maximum and for Surface Roughness was chosen to be less 

than equal to 1µm. The surface Roughness was chosen as per 

the industry requirements. 

8. Conclusion 

In our study the optimization of conventional turning 

operation was carried out with considerations of machining 

parameters like feed rate, cutting speed and depth of cut and 

optimal MRR was predicted, industrially viable using ANN and 

GA. For studying relationship between linearity of plots 

between actual and predicted, ANN model was developed and 

accuracy up to – were achieved on training and datasets. The 

model showed the closeness to input values and values 

pertaining to optimality was selected. The accounted error fall 

well within industrial limits were achieved. The integration of 

GA optimization led to calibrate targeted machining parameter 

suited index and achieve minimal loss of material finish 

compromise. 

9. Future Scope 

We are hopeful with successful integration of ANN-GA tools 

in being proactive prediction methodology, industrial 

machining parameters like nose radius, rake angle can be 

included for enhancement of current working process. The 

added advantage of computational contingent ability of process 

flowing complex machining ability and minimum machining 

time while considering technological and material constrains. 

The promising solutions to existing gap in behavioral prediction 

in intelligent machining and suitable solution for automatic 

selection of the machining parameters may open new avenues 

to real time-based manufacturing process optimization. 

The design mode failure incorporation can be minimized up 

to greater extent and accuracy in desired manufactured product 

can be achieved leading to overall increase in productivity. The 

cycle time of failure and material enhancement can be viewed 

in real perspective. 

References 

[1] T. M. Chenthil Jegana R. Chitrab and R. Ezhilarasuc, “Analysis for 

optimization of machining parameters of CNC turning steel”, IOP Conf. 

Ser. Mater. Sci. Eng. 2018,  
[2] S. Neseli, S. Yaldız, and E. T¨urkes, “Optimization of tool geometry 

parameters for turning operations based on the response surface 

methodology”, Measurement, vol. 44, no. 3, pp. 580–587, 2011. 
[3] Gupta M, Kumar S, “Multi-objective optimization of cutting parameters 

in turning using grey relational analysis”, Int. J. Ind. Eng. Comput. 2013, 

4, 547–558. 
[4] Ndaruhadi, P.Y.M.W.; Sharif, S.; Noordin, M.Y.; Kurniawan, D, “Effect 

of Cutting Parameters on Surface Roughness in Turning of Bone”, Adv. 

Mater. Res. 2014, 845, 708–712. 
[5] Asilt¨urk and H. Akkus  ̧“Determining the effect of cutting parameters on 

surface roughness in hard turning using the taguchi method”,

 Measurement vol. 44, no. 9, pp. 1697–1704, 2011. 
[6] Dhabale, R.; Jatti, V.S.; Singh, T.P, “Feature Based Modeling and 

automated process plan generation for turning Components”, Procedia 

Mater. Sci. 2014, 6, 961–966. 
[7] Ramu I, Srinivas, P, Venkatesh, “Analysis for optimization of machining 

parameters of CNC turning steel”, IOP Conf. Ser. Mater. Sci. Eng. 2018. 

[8] Tiagrajah V. Jannharimal, Noozia Ahmad, “Multi Objective Optimization 
for Turning Operation using Hybrid Extreme Learning Machine and Multi 

Objective Genetic Algorithm”, vol. 7, no. 4, 2018. 

[9] V. S. Sharma, Rakesh Sehgal, “Estimation of cutting forces and surface 
roughness for hard turning using neural networks” Journal of Intelligent 

Manufacturing19(4):473-483, August 2008. 

[10] Azlan Mohd. Jain, “Integrated ANN–GA for estimating the minimum 
value for machining performance”, International Journal of Production 

Research. January 2012 50(1):191-213. 

[11] M. Solimanpur and F. Ranjdoostfard, “Optimisation of cutting parameters 

using a multi-objective genetic algorithm”, vol. 47, no. 21, pp. 6019-6036, 

2009. 

[12] S. K. Nayak, J. K. Patro, S. Dewangan, and S. Gangopadhyay, “Multi-
objective optimization of machining parameters during dry turning of 

AISI 304 austenitic stainless steel using grey relational analysis”, 
Procedia Materials Science, vol. 6, pp. 701-708, 2014. 

[13] S. Xie and Y. Guo, “A review on machine learning in 3D printing: 

applications, potential, and challenges”, Journal of Computational 
Information Systems, vol. 7, no. 5, pp. 1714-1721, 2011. 

[14] S. Yang and U. Natarajan, “Multi-objective optimization of cutting 

parameters in turning process using differential evolution and non-
dominated sorting genetic algorithm- approaches,”, The International 

Journal of Advanced Manufacturing Technology, vol. 49, no. 5-8, pp. 

773–784, 2010. 



Multimedia Tools and Applications
https://doi.org/10.1007/s11042-022-12615-7

S-DCNN: stacked deep convolutional neural networks
for malware classification

Anil Singh Parihar1 · Shashank Kumar1 · Savya Khosla1

Received: 24 June 2021 / Revised: 5 November 2021 / Accepted: 9 February 2022
© The Author(s), under exclusive licence to Springer Science+Business Media, LLC, part of Springer Nature 2022

Abstract
Malware classification continues to be exceedingly difficult due to the exponential growth
in the number and variants of malicious files. It is crucial to classify malicious files based on
their intent, activity, and threat to have a robust malware protection and post-attack recovery
system in place. This paper proposes a novel deep learning-based model, S-DCNN, to clas-
sify malware binary files into their respective malware families efficiently. S-DCNN uses
the image-based representation of the malware binaries and leverages the concepts of trans-
fer learning and ensemble learning. The model incorporates three deep convolutional neural
networks, namely ResNet50, Xception, and EfficientNet-B4. The ensemble technique is
used to combine these component models’ predictions and a multilayered perceptron is used
as a meta classifier. The ensemble technique fuses the diverse knowledge of the compo-
nent models, resulting in high generalizability and low variance of the S-DCNN. Further,
it eliminates the use of feature engineering, reverse engineering, disassembly, and other
domain-specific techniques earlier used for malware classification. To establish S-DCNN’s
robustness and generalizability, the performance of proposed model is evaluated on the Mal-
img dataset, a dataset collected from VirusShare, and packed malware dataset counterparts
of both Malimg and VirusShare datasets. The proposed method achieves a state-of-the-
art 10-fold accuracy of 99.43% on the Malimg dataset and an accuracy of 99.65% on the
VirusShare dataset.

Keywords Deep convolutional neural networks · Ensemble model ·
Malware classification · Pattern recognition · Security · Transfer learning

1 Introduction

The software that aims to harm a system without the user’s knowledge or consent is mali-
cious software (abbreviated as malware). Malware typically performs harmful actions that
violate the system’s confidentiality, integrity, and availability. Such harmful actions make
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the system prone to unauthorized access and modification of sensitive information. The
ongoing research in this field revealed the staggering growth rate of malware (i.e., mali-
cious) attacks and the pressing need to alleviate them. For instance, McAfee Labs reported
[2] that in the first quarter of 2019, Ransomware attacks increased by 118%, and new classes
of the same are also identified. Similarly, Kaspersky Security Network (KSN) published a
report [16] showing that malware attacked more than 70% of the users, which is devised to
collect users’ data without their knowledge. With the increasing dependency of individuals,
institutions, and organizations on computers and databases for their several services, such
as the ability to store important and, perhaps, sensitive information, there is an evident need
to restrain the ever-increasing rate of malware attacks.

In literature, Signature-based methods and Heuristic-based methods are two conventional
techniques for malware classification. The signature-based malware classification method
compares the suspected file with the database (a blocklist) containing the signatures of
already known malicious software. It detects and classifies the dubious file if a minimum
of 8-bit code pattern matches the signatures database. However, this method poses a critical
drawback. Since the signature database is extracted from already known malicious software,
all the signatures are well-known to the malware authors. Thus, malware authors can eas-
ily elude this technique by using basic obfuscation methods. Another drawback lies in its
inability to classify malware files that are variants of already known malware. Hence, this
anti-malware approach proves futile and limiting when dealing with new and updated mal-
ware programs. Heuristic-based methods are dependent on comparing suspected malware’s
code with already known malware present in the heuristic database. The system marks the
suspected file as a potential threat if the comparison is similar to the database. However,
the size of the required database is increasing exponentially with the increasing number of
malicious software.

As the dependency on technology is increasing, thus malware analysis becomes essen-
tial. Malware analysis involves learning the source, operation, intent, and likely outcomes
of malicious software. Static analysis and dynamic analysis are two techniques for mal-
ware analysis. The static analysis is a signature-based method that analyses the suspicious
file by dismantling it without any execution. The static analysis method performs reverse-
engineering on an executable version of the malware to gather the human interpretable code.
The static analysis method carefully investigates the reverse-engineered code to analyze the
program’s intent. The investigation in static analysis is carried out through several tech-
niques involving fingerprints, debugging, memory dumping, and many others. On the other
hand, dynamic analysis is a behavior-based method that executes the malware in a safe, iso-
lated and controlled setting. The dynamic analysis executes the suspicious file and observes
the execution for any suspicious activity. Since this risks harming the system, execution
occurs in an isolated virtual environment, such as a sandbox. A debugger is used to ensure a
proper understanding of the purpose and function of the suspicious file. However, malware
authors can elude these techniques with simple obfuscation techniques.

In the literature, researchers proposed various algorithms for the detection and classifi-
cation of malware. A set of algorithms [27, 29] depend on extensive feature engineering
to build a database of malware features. However, as the adversaries generate new mal-
ware every day, updating the database containing the features with the samples of new
malware files becomes tough. Further, traditional machine learning methods perform well
in a small domain [21, 22] where the dataset is small, and the target classes are relatively
smaller. However, as the complexity increases and the number of target classes grows,
machine learning (ML) methods show their limited performance. The traditional ML meth-
ods require more time to be trained on large datasets and lack the ability to learn the highly
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multidimensional features required for accurate classification. Hence, the traditional meth-
ods become cost-ineffective. Therefore, it is not practical to use traditional approaches to
malware classification in the real-world setup. Recently, researchers [8, 15, 32] proposed
deep learning-based techniques for malware classification. These techniques have shown
considerable improvement in malware detection and classification tasks.

In this paper, a deep learning-based method (S-DCNN) is proposed to perform the task
of malware classification. The proposed S-DCNN architecture uses the image-based rep-
resentation of malicious files to train a classifier for malware binaries as shown in Fig. 1.
It can be noted from Fig. 1 that the proposed S-DCNN extracts image based features from
the malware files. The proposed S-DCNN model uses the paradigms of transfer learning to
leverage the capabilities of state-of-the-art computer vision models. By stacking sub-models
having significantly different learning mechanisms, the ensemble yields a robust classifier.
Further, due to the texture-based analysis of malware images, the proposed model is resilient
to obfuscation techniques like section encryption and packing [30]. The main contributions
of this work are as follows:

– A novel ensemble of deep convolutional neural networks is proposed for performing the
task of malware classification. The proposed model is simple, robust, computationally
efficient, and thus, ideal for real-world applications. Further, it does not require feature
engineering and domain expertise.

– The performance of models trained on non-obfuscated malware is evaluated on obfus-
cated malware exhibiting various levels of obfuscation. To our knowledge CNN models
are being evaluated in this setting for the first time.

Fig. 1 Flow-graph of proposed S-DCNN for malware classification
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– A comprehensive evaluation of the proposed model is performed using several evalu-
ation metrics and carry out extensive experimentation for model design to ensure the
adequacy of the model’s architecture. Based on a comparison with recent malware
classification techniques, it is concluded that the proposed model exhibits superior
performance.

The organization of the rest of this article is as follows. Section 2 presents a review of
the recent techniques for malware classification. A detailed discussion of the proposed S-
DCNN model is shown in Section 3. Section 4 demonstrates the results and experiments
to establish the competence of the proposed model. Finally, the conclusion of the proposed
model is shown in Section 5.

2 Related work

Malware detection is the task of identifying whether a given executable file is malicious
or not. Once a file is identified as malicious, malware classification is performed to iden-
tify its malware family. Nowadays, machine learning approaches solve various problems
like event forecasting [20], collision avoidance [37], patient outcome prediction [6] and oth-
ers. Researchers [25, 29, 38, 45] proposed malware detection and classification based on
machine learning techniques, namely SVM, AdaBoost, Decision Trees, and others. Schultz
et al. [38] proposed an algorithm for static malware analysis based on features extracted
from program executables, strings, and byte n-grams. The algorithm uses the Multinomial
Naı̈ve Bayes to classify malware files and achieves an accuracy of 97.11%. Schultz et al.
used the number of unique calls to the system used within DLLs, a list of printable charac-
ters, byte sequence, and others as features for classification. Zhang et al. [45] proposed an
algorithm for ransomware classification. The algorithm uses n-grams of opcodes as input
for static malware analysis. Moskovitch et al. [25] proposed the use of opcode-based n-
grams as features and experimented with various machine learning methods like Decision
Trees, Naı̈ve Bayes, Artificial Neural Networks, and others. Narayanan et al. [29] used PCA
to extract global level features, which are used as input to the nearest neighbor classifier to
classify the input files into one of 8 malware families. Angelo et al. [9] proposed association
rules based malware classification. It uses subsequences of API calls and markov chain to
perform malware classification. These techniques uses handcraft features for malware clas-
sification which restricts the performance of the algorithms. The proposed S-DCNN uses
automatic feature extractor which helps in improving the performance.

Deep Learning (DL) has garnered significant interest in various fields [4, 17, 18, 24]
over the past few years. DL methods provide solutions for most of the challenges better than
the traditional methods. Jain et al. [14] analysed the performance of malware classification
based on CNN and extreme learning machines. Saxe et al. [36] proposed a four-layered
Neural Network for Binary Malware Classification. The method trains four fully connected
layers on features extracted from the processed malware binaries. Pascanu et al. [34] devel-
oped an algorithm that uses Recurrent Neural Networks to capture the relationships across
time in the event streams of API calls encoded into 114 high-level events. Alsulami et al.
[1] proposed to train Convolutional Recurrent Neural Network on the Microsoft Windows
prefetch files. It classifies samples that belong to rare malware families. Further, the model
is capable of tuning on new malware samples. Kolosnjaji et al. [19] proposed an architec-
ture consisting of CNN and LSTM as components. The CNN component captured the local
relationships, while the LSTM layers captured the long-term dependencies. The input data
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consisted of sequences of API calls made to the system. Yuan et al. [44] proposed a byte-
level malware classifier using the markov images. The algorithm generates markov images
from the binary files and then performs the classification of the sample. These algorithms
uses the processed binary files as the features that limits the capabilities of classifiers and
sometimes require larger amount of time.

Nataraj et al. [30] proposed a new type of feature extraction method. Nataraj et al. pro-
posed transforming binary samples into grayscale images, which helps in classification
using any general image classification pipeline. In another work, Nataraj et al. [31] demon-
strated the superiority of binary texture analysis over other feature extraction methods for
malware classification. GIST feature [33] is used for extracting a texture-based feature from
the generated malware images. Nataraj et al. performed k-Nearest Neighbors-based classi-
fication on the extracted features. Naeem et al. [27] proposed an efficient framework named
Malware Image Classification System for IoT infrastructure. The system first converts the
incoming malware files into grayscale images and then extracts the global and local features
for classification from the grayscale image. Gibert et al. [11, 12] developed a file-agnostic
method for malware classification using a CNN-SVM architecture. The output features of
the CNN are given as input to an SVM to classify the malware files into their respective
families. Cui et al. [8] proposed the use of bat algorithm for data balancing and employed
CNN-based architecture to achieve an accuracy of 94.50% on Malimg Dataset[30]. Nisa et
al. [32] proposed a distinguished feature extraction method from an input image. The feature
extractor [32] combines the Scale Feature Texture Analyzer (SFTA) and features from deep
learning architectures (like InceptionV3 and AlexNet, pre-trained on the ImageNet dataset).
The combined features are used for training of different variants of Decision Trees, SVM,
KNN, and other classifiers. These methods uses machine learning based classifiers which
limits the performance of the algorithm by sometimes avoiding the relationship among the
features.

Vasan et al. [40] proposed IMCFN, a CNN-based model for malware classification. The
method converts malware binaries into colored images and uses data augmentation tech-
niques to fine-tune a deep convolutional neural network previously trained on the ImageNet
dataset. In another work, Vasan et al. [41] proposed an ensemble of deep learning models for
classifying malware files. The architecture comprises Resnet50 and VGG16 fine-tuned on
the malware images. The three one-vs-all SVMs trained on the features extracted from the
models. The k-fold cross-validation for the model is not given to support the generalizability.
Saadat et al. [35] proposed a CNN-XGBoost model that uses CNN for feature extraction and
XGBoost for classification. Saadat et al. demonstrated that CNN-XGBoost architecture per-
forms better than CNN-SVM, CNN-Softmax, and other configurations. Venkatraman et al.
[42] proposed a unified hybrid deep learning and visualization technique for malware detec-
tion and classification. For classification purposes, the application of hybrid image-based
approaches with deep learning architectures is investigated. Verma et al. [43] proposed a
first and second-order texture statistics for multiclass malware classification. The algorithm
analyses the texture of the file to classify the malware. Transfer learning enables the meth-
ods to solve the problems of other domains [3]. Gao et al. [10] use transfer learning based
semi-supervised method for malware classification. Gao et al. proposed an RNN-based byte
classifier and an asm classifier. Çayır et al. [5] introduced an ensemble of Capsule Networks
(CapsNet) for malware classification. Treating the CapsNet as weak classifiers, an ensem-
ble using the bootstrap aggregation is developed. The CNNs extract a 128-dimensional
feature vector from the input malware images, then fed the features to the capsule
network.
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Most of the existing works concentrate on extracting features from the image-based rep-
resentations of the malware files and then classifying them using different machine learning
techniques. Many researchers used CNN-based architectures for feature extraction from
malware images. The techniques like Capsule Networks, CNN-SVM, and CNN-XGBoost
give modest results only. As per observation, the methods that perform very well use a com-
bination of multiple feature extractors to generate feature representations for malware files
and then use convoluted machine learning models to perform classification from these fea-
tures. However, the lack of explanation behind the choice of models used for the feature
extraction and the rationale behind the particular combination leaves a knowledge gap. A
diverse and comprehensive set of feature representations from the input images with even a
simple classifier can achieve very high accuracy. To this end, This paper presents S-DCNN,
an ensemble of carefully chosen CNN-based models that generates a robust feature rep-
resentation of the input so that even a simple ANN classifier can achieve state-of-the-art
results using these features.

3 Methodology

This section contains a detailed discussion of the proposed method and architecture. Three
deep convolutional networks, namely ResNet50, Xception, and EfficientNet-B4, are trained
for the concerned task. Their concatenated outputs are used as features for a multilay-
ered perceptron, which gives the final output. The proposed method is capable of tackling
standard obfuscation techniques such as section encryption and packing due to the use of
texture-based analysis of the malware. Moreover, since the proposed model is an ensemble
of models of considerably different learning mechanisms, it forms a good representation of
the malware images. Consequently, it is robust and generalizable (the ablation experiments
in Section 4 further substantiate this).

The upcoming subsection explains the dataset, the sub-models, the fine-tuning process
and the training of the final model.

3.1 Dataset

The proposed method in this paper uses the Malimg Dataset [30]. The dataset contains 9339
data points corresponding to 25 classes. These data points are image-based representations
of malware binaries, and the classes are their respective malware families.

Further, the 343 samples corresponding to 5 malware families from VirusShare.com are
scrapped to test the generalizability of the proposed model. Table 1 gives the collected
data’s statistics. To test the robustness of the proposed model against obfuscation, a packed

Table 1 Dataset downloaded
from VirusShare Family Number of samples

Lolyda.BF 100

VB 116

Prepscram 39

Eksor.A 40

Wintrim.BF 48
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malware dataset is generated from the VirusShare dataset for testing purposes. The images
are generated for the packed and unpacked dataset by combining the bits of malware binaries
into 8-bit vectors and organizing these vectors into a two-dimensional array. The 2D array
is then rendered as a grayscale image.

Figure 2 shows a sample of image-based representation for each malware family, and
Fig. 3 shows the data distribution. The resized images of uniform shape 224 × 224 are
considered for the use case.

3.2 Transfer learning

Transfer Learning is a learning paradigm in which a model trained for one task is used as
an initialization point for a different task. Transfer learning is extremely useful as it saves
training time, leads to better-performing models, and solves the issue of data deficiency.
The pre-trained models on the ImageNet dataset as the starting point are used for leverag-
ing the concept of transfer learning. Then, the fine-tuning of these models for the task of
malware classification is performed. Once fine-tuned, the models act as feature extractors
for the malware images. The sub-models that form a part of the ensemble architecture are
ResNet50, Xception, and EfficientNet-B4.

Fig. 2 Image-based representation of malware binaries
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Fig. 3 Data distribution

3.2.1 ResNet50

Residual Network [13], or ResNet for short, is a deep convolutional neural network that
deploys a series of residual blocks containing skip connections. These skip connections
address the issue of diminishing accuracy with an increasing number of layers in the model.
Thus, it facilitates the formulation of profound neural networks. ResNet50 is a Residual
Network having 50 layers. This model has led to a series of breakthroughs in the domain
of image classification. Consequently, it is a prevalent choice for building transfer-learning-
based models.

3.2.2 Xception

Xception [7] is a type of convolutional neural network that uses the concept of modi-
fied depthwise separable convolutions. In general, depthwise separable convolution uses
depthwise convolution (channel-wise spatial convolution) followed by pointwise convolu-
tion (1 × 1 convolution). The modified depthwise separable convolutions used in Xception
perform these operations in reverse order; i.e., pointwise convolution is followed by depth-
wise convolution. These modified depthwise separable convolutions are used throughout
the architecture as inception modules. Further, Xception deploys residual connections like
ResNet to give an accuracy boost to the deep learning architecture.

3.2.3 EfficientNet-B4

Tan and Le proposed EfficientNet [39] that puts forward a systematic way of scaling up con-
volutional neural networks. It explores scaling across three dimensions - width (the number
of channels), depth (the number of layers), and resolution (resolution of the input image).
It proposes compound scaling wherein these three dimensions are systematically scaled to
ensure optimal performance (accuracy) and efficiency (FLOPS). EfficientNet establishes
its efficacy in the domain of transfer learning as it achieves state-of-the-art accuracy in 5
out of the eight standard transfer learning datasets. EfficientNet-B4 is used in the proposed
ensemble model.
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3.2.4 Fine-tuning

Each of the models mentioned earlier is fine-tuned to perform malware classification on the
Malimg dataset. These models are initialized with the pre-trained ImageNet weights, and
the top-most layer of 1000 neurons is removed. While fine-tuning, the batch normalization
layers are kept non-trainable, and a dropout is applied on the final feature map of the sub-
models. Finally, a fully connected layer containing 25 classes is appended to generate the
final output. The customized models are then trained using the categorical cross-entropy
loss given by (1).

Lcce =
∑

i

yi · log(pi) (1)

Here, Lcce represents the categorical cross-entropy loss, yi represents the true class label
of ith data sample, and pi denotes the model’s prediction for ith sample.

3.3 Ensemble learning

Figure 4 shows the complete model architecture of S-DCNN. Three models, viz. ResNet50,
Xception, and EfficientNet-B4 are stacked together to form the ensemble. The feature vec-
tors derived from these models are concatenated to form a single input feature vector. The
concatenated feature vector is fed as input to a multilayered perceptron (MLP). While train-
ing the final ensemble model, the three fine-tuned sub-models act as feature extractors and
are not further trained. In contrast, the MLP is trained using the categorical cross-entropy
loss as given by (1).

4 Results and experiments

This section shows a discussion about the implementation details, results and ablation
experiments.

Fig. 4 S-DCNN model architecture



Multimedia Tools and Applications

4.1 Implementation details

4.1.1 Model design and parameters

After trying out several different deep convolutional models, It is observed that the ensemble
of ResNet50, Xception, and EfficientNet-B4 performed the best for our use case. The input
size of the grayscale image is fixed to 224 × 224 for all models.

For the models mentioned above, the model uses the ImageNet weights as the starting
point. The topmost fully connected layer containing 1000 neurons is removed and the rest
of the model is used as a feature extractor (as highlighted in Fig. 4). After removing the
top layer, the dropout is applied on the extracted output having a dropout rate of 0.1. The
method flattens the feature map and appends a fully connected layer containing 25 neurons
to generate the output. These models are trained using Adam optimizer. Further, the training
uses a learning rate scheduler with a polynomial decay factor of 0.01 and an early stopping
mechanism. The initial learning rate is 5e-5, and the batch size is 32.

The 25-dimensional outputs from the three models are concatenated for the ensemble
model to form a 75-dimensional feature vector. This feature vector is used as the input to
a multilayered perceptron (MLP). The hidden layer of MLP is a fully connected layer of
75 neurons and a dropout with a rate of 0.5. The output layer is a fully connected layer
of 25 neurons, which generates the final output. The model uses ReLU activation on the
hidden layer and SoftMax classifier on the output layer. The ensemble is trained using Adam
optimizer and a batch size of 32. Again, the learning rate scheduler with a polynomial decay
factor as 0.01 and an early stopping mechanism to train the MLP is used. The initial learning
rate is 1e-3. A single Nvidia Tesla T4 GPU is used for all the experiments.

4.1.2 Evaluation metrics

Since the size of the dataset is small and there is no pre-defined train-test split, it would
be inappropriate to randomly divide the dataset into a fixed training and testing sets and
then evaluate the model’s performance. Thus, the stratified 10-fold cross-validation is per-
formed to evaluate the performance of S-DCNN. The 10-fold cross-validation ensures that
the proposed model is robust and has a good generalization ability.

The statistical measures used to evaluate the performance of proposed model are accu-
racy, precision, recall, and F1-score. Taking T P , T N , FP , and FN as the number
of true-positive, true-negative, false-positive, and false-negative predictions respectively.
Equations (2), (3), (4), and (5) are the formulae of the concerned evaluation metrics:

Accuracy (A) = T P + T N

T P + T N + FP + FN
(2)

Precision (P ) = T P

T P + FP
(3)

Recall (R) = T P

T P + FN
(4)

F1 − score (F ) = 2 × P × R

P + R
(5)
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For 10-fold cross-validation scores, the dataset is randomly shuffled and divided into ten
groups. Then the model was trained and evaluated ten times such that each group got to be
the testing set once while the other nine combined to form the training set. Equation (6) gives
the generic form of 10-fold evaluation metrics used to evaluate the model’s performance.

E = 1

10
×

10∑

i=1

Ei (6)

Here, E represents the evaluation metrics i.e., E ∈ {A,P,R, F }, and Ei is the value of
the evaluation metric for ith fold.

4.2 Results

Table 2 shows the 10-fold cross-validation results of the proposed model and the sub-
models. One may observe that the ensemble of ResNet50, Xception, and EfficientNet-B4
performs better than the three models individually. For example, the ensemble performs
0.52 percentage points better in 10-fold accuracy and 0.53 percentage points better in 10-
fold F1-score from the best performing sub-model. Highlighted values show the results of
the proposed method.

Further, the box plot in Fig. 5 compares the distribution of accuracies achieved by S-
DCNN and the constituent models in different folds. It can be observed that the ensemble
model achieves very stable and high accuracy across folds while achieving a fold-wise
maximum accuracy of 99.78%. The mean accuracy achieved by the S-DCNN (99.43%) is
far above the maximum accuracy achieved by any base model in any fold. This observa-
tion establishes a clear advantage of the S-DCNN over Resnet-50, EfficientNet-B4, and
Xception.

In literature, 10-fold accuracy is widely used as the evaluation metric for the malware
classification task on the Malimg dataset. Table 3 compares the performance of S-DCNN
with other recent models. One may note from the table that S-DCNN gives the best accuracy
values. Further, S-DCNN demonstrates excellent efficiency with the prediction time per
sample of 0.062 seconds on the NVIDIA Tesla T4 GPU. Highlighted values indicate the
results of the proposed method.

Figure 6 shows the performance of S-DCNN using a confusion matrix. Due to the 10-
fold cross-validation, ten confusion matrices are generated (one for every fold) and then
added to give the final matrix. As can be seen, the model got a little confused between
swizzor.gen!i and swizzor.gen!i. The confusion is because of a high level of similarity
between samples of these classes. Further, it misclassified some samples from swizzor.gen!i
class as c2lop.p and some samples of c2lop.gen!g class as c2lop.p. Other than these, the
model performed well for all other classes. These results also demonstrate that S-DCNN
is resilient to obfuscation. For example, despite the multilayered encryption of the code
section in for allaple.l and allaple.a, the model is able to classify all samples of these

Table 2 Classification performance of S-DCNN and the sub-models

Model Accuracy Precision Recall F1-score

ResNet50 98.80% 98.87% 98.75% 98.81%

Xception 98.91% 98.95% 98.85% 98.90%

EfficientNet-B4 98.80% 98.90% 98.72% 98.81%

S-DCNN 99.43% 99.44% 99.43% 99.43%
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Fig. 5 Box Plot of the sub-models and the ensemble model

classes correctly, thereby demonstrating that it can handle sectional encryption in mal-
ware files. Similarly, S-DCNN is able to classify all samples of the obfuscator.ad class
correctly.

S-DCNN achieves a 3-fold cross-validation accuracy of 99.65% on the malware executa-
bles collected from VirusShare.com. Further, to demonstrate the robustness of the proposed
ensemble model against obfuscation, The testing is performed on packed malware files after
training them on unpacked malware files. UPX packer is used for packing the executable
files collected from VirusShare.com. Table 4 shows the accuracies achieved by S-DCNN
and its component models. It can be observed that S-DCNN outperforms the component
models, which establishes a clear advantage. The results of the proposed method are shown
in bold.

Table 3 Comparative study of
different malware classification
models

Model Accuracy

Nataraj et al. [30] 97.18%

Liu et al. [23] 98.90%

Kalash et al. [15] 98.50%

Naeem et al. [28] 98.00%

Cui et al. [8] 94.50%

Gibert et al. [11] 98.48%

Naeem et al. [26] 98.18%

Nisa et al. [32] 99.30%

Yuan et al. [44] 97.30%

Verma et al. [43] 98.97%

S-DCNN 99.43%
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Fig. 6 Confusion Matrix for S-DCNN

4.3 Ablation experiments

4.3.1 Model selection

In computer vision, some of the most recent advances are made by leveraging the ideas
of residual connections, inception modules, and developing efficiently scaled model archi-
tectures. It is hypothesized that an ensemble comprising of all the techniques mentioned
above is capable of learning robust and diverse features from any given input. Thus, the

Table 4 Classification
performance of S-DCNN on
packed malware executables

Model Accuracy

ResNet50 85.40

Xception 86.30

EfficientNet-B4 86.40

S-DCNN 89.70%
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Table 5 Performance comparison of different deep convolution networks

Model Accuracy Precision Recall F1-score

VGG16 98.17% 98.17% 98.06% 98.11%

ResNet50 98.80% 98.87% 98.75% 98.81%

InceptionV3 97.63% 97.69% 97.56% 97.63%

Xception 98.91% 98.95% 98.85% 98.90%

EfficientNet-B3 98.74% 98.80% 98.69% 98.74%

EfficientNet-B4 98.80% 98.90% 98.72% 98.81%

Fig. 7 Validation accuracy vs Epochs for the 10 folds of the models
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Table 6 Performance comparison of different ensemble models

Ensemble Accuracy Precision Recall F1-score

V + R + X 99.11% 99.38% 98.38% 98.87%

V + R + E4 99.19% 99.33% 97.70% 98.48%

V + X + E4 98.99% 99.01% 98.91% 98.95%

R + X + E4 99.43% 99.44% 99.43% 99.43%

V + X + R + E4 99.26% 99.42% 98.69% 99.05%

experimentation with six different deep convolutional networks viz., VGG16, ResNet50,
InceptionV3, Xception, EfficientNet-B3, and EfficientNet-B4 is performed to ensure that
the ensemble model is built using the appropriate combination of sub-models. These partic-
ular models are considered from their respective families to ensure an appropriate trade-off
between the model’s performance and its inference time. Further, these models are well-
understood and well-established in the field of transfer learning. Table 5 encapsulates the
results for these models. As can be seen from the table, on average, Xception, ResNet50,
and EfficientNet-B4 give the best results (10-fold cross-validation scores). Figure 7 shows
the graph for validation accuracy vs. epochs for the 10-folds of models. The results of the
proposed method are shown in bold.

Further experimentations reveal that even though the individual models achieve great
results, the models individually are not capable of state-of-the-art performance. Thus, The
different combinations of ensemble architectures are formulated for evaluating the perfor-
mance of the possible sub-models. Since InceptionV3 and Xception are quite similar and
the former’s results are considerably lower than the latter model, InceptionV3 is excluded
from the choice of sub-model. Similarly, EfficientNet-B3 and EfficientNet-B4 essentially
belong to the same family. Thus, based on their stand-alone performance, the model selec-
tion for the ensemble is restricted to only EfficientNet-B4. Different possible combinations
of ensemble architectures from VGG16, ResNet50, Xception, and EfficientNet-B4 are eval-
uated. These models employ very different learning techniques. Consequently, the models
learn different representations of malware images, which help the final ensemble model
make sound decisions. Table 6 summarizes the results of different combinations of ensemble
architectures. This paper uses V, R, X, and E4 as placeholders for VGG16, ResNet50, Xcep-
tion, and EfficientNet-B4, respectively. As shown in the table, the combination of ResNet50,
Xception, and EfficientNet-B4 performs significantly better than the other combinations.
The model configuration used in the proposed method is highlighted in bold

4.3.2 Ensemble technique

Using ResNet50, Xception, and EfficientNet-B4 as sub-models, The experimentation is per-
formed with three ensemble techniques - hard-voting ensemble, soft-voting ensemble, and
stacking generalization ensemble. Table 7 encapsulates the results obtained with each of
these techniques. The results of the proposed method are indicated in bold.

In a hard-voting ensemble, predictions are made using each sub-model. For each data
point, each prediction is considered as a vote for the predicted class, and the class that
received the maximum sum of votes is reported as the final prediction. In a soft-voting
ensemble, each sub-model gives the class probability. These probabilities are added, and
the class that received the maximum sum of probabilities is reported as the final predic-
tion. A drawback of this technique is that each model contributes equally to the prediction
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Table 7 Comparative study of different ensemble techniques

Ensemble technique Accuracy Precision Recall F1-score

Hard-voting 98.92% 97.39% 97.13% 97.26%

Soft-voting 99.03% 97.53% 97.38% 97.45%

Stacked 99.43% 99.44% 99.43% 99.43%

irrespective of its performance. Thus, the results obtained with this technique are a little
sub-optimal.

Further, a stacked generalization ensemble is used for the experiments. In this technique,
a learning algorithm is used to combine the predictions of the sub-models. In particular,
a multilayered perceptron (MLP) is used as a meta classifier that took the concatenated
output of the sub-models as input and learned the best possible way to combine the input
predictions to form the output predictions. One may notice from Table 7 that the stacked
generalization ensemble yields significantly better results as compared to the hard-voting
ensemble and soft-voting ensemble.

The major findings of the experimentation are as follows:

1. ResNet50, Xception, and EfficientNet-B4 as sub-models performs better feature extrac-
tion than the other deep-learning based models.

2. The multilayered perceptron based classifier shows that the light classifiers can perform
the classification effectively with a robust feature extractor.

3. The performance of the sub-models without ensemble is limited. Further, the ensemble
of sub-models helps in achieving the best performance.

4.4 Computational complexity

The analysis of computational cost for an algorithm is important. This section presents the
average running time analysis to show the relative computational time required per algo-
rithm. The analysis is performed on a system with Tesla T4 GPU. The malware file from
the Malimg and VirusShare datasets are used to analyse the average running time of the
proposed algorithms. The parameters in the code of various algorithms are used as given in

Table 8 Average running time
per sample (in seconds) Model Run time

Nataraj et al. [30] 0.118

Liu et al. [23] 0.097

Kalash et al. [15] 0.091

Naeem et al. [28] 0.081

Cui et al. [8] 0.078

Gibert et al. [11] 0.102

Naeem et al. [26] 0.195

Nisa et al. [32] 0.099

Yuan et al. [44] 0.103

Verma et al. [43] 0.071

S-DCNN 0.062
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the papers. Table 8 shows the average computation time to process a sample malware for
the algorithms. Most of the algorithms uses either CNN-based deep classifiers or complex
machine learning classifiers which requires comparably larger time. The proposed S-DCNN
uses a light Multilayered perceptron based classifier which improves the speed of the pro-
posed method. It can be noticed from Table 8 that the proposed S-DCNN outperforms the
other contemporary algorithms. The results of the proposed method are shown in bold.

5 Conclusion

This paper proposes a stacked deep convolutional model to address malware classification
problem. The proposed method uses the concept of transfer learning and ensemble learn-
ing. It formulates a robust and efficient architecture for malware classification by ensemble
of the sub-models. The ensemble model extracts the features from the malware file to per-
form the multilayered perceptron based classification. The effective ensemble enables a
simple classifier to classify the samples effectively. It is demonstrated that the proposed
model is able to tackle the challenges posed by the unbalanced nature of the real-world
datasets and is resilient to standard obfuscation techniques. Further, it is established that
the proposed model is effective with the help of a comprehensive evaluation using suitable
statistical metrics, extensive result comparison with existing models, and diverse ablation
experiments.

Declarations

Conflict of Interests The authors declare that they have no known competing financial interests or personal
relationships that could have appeared to influence the work reported in this paper.

References

1. Alsulami B, Mancoridis S (2018) Behavioral malware classification using convolutional recurrent neural
networks. In: 2018 13th international conference on malicious and unwanted software (MALWARE), pp
103–111. https://doi.org/10.1109/MALWARE.2018.8659358

2. Beek C, Dunton T, Fokker J, Grobman S, Hux T, Polzer T, Lopez MR, Roccia T, Saavedra-Morales J,
Samani R, Sherstobitof R (2019) Accessed on December 27, 2020 Mcafee labs threats report. https://
www.mcafee.com/enterprise/en-us/assets/reports/rp-quarterly-threats-aug-2019.pdf

3. Bhowmik A, Kumar S, Bhat N (2019) Eye disease prediction from optical coherence tomography images
with transfer learning. In: International conference on engineering applications of neural networks.
Springer, pp 104–114

4. Bhowmik A, Kumar S, Bhat N (2021) Evolution of automatic visual description techniques-a method-
ological survey. Multimed Tools Appl, 1–45
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Abstract— Temperature Analysis of a Novel Stacked Oxide 

Top Bottom Gated Junctionless Fin-shaped Field Effect 

Transistor (TBG JL FinFET) is described in this research 

paper. This examinations reveals the alteration of performance 

parameters with temperature for the Novel 5nm Stacked Oxide 

TBG JL FinFET. The Temperature Analysis is done on Silvaco 

TCAD tools for the Novel Stacked Oxide Top-Bottom Gated 

Junctionless FinFET and compared with the Conventional 

Junctionless FinFET structure. The device shows enhanced 

output performance at 200K while having less electric field 

near drain end concurrently, thus reducing the Short Channel 

Effects (SCEs) by a greater extent. The results from device 

simulation reveal that the Novel Stacked Oxide Top-Bottom 

Gated Junctionless FinFET has better analog performance 

over varied temperature range and lowers the Short Channel 

Effects (SCEs) a cut above the Conventional Junctionless 

FinFET. 

 

Keywords— FinFET, Top-Bottom Gated, Junctionless, 

Stacked Oxide, Temperature, Switching Ratio 

I. INTRODUCTION  

As we progress further there are new advancements and 

contraptions springing up consistently. These advancements 

are intended to serve the majority and make ordinary 

assignments more helpful and speedy. In the midst of such 

improvements it turns out to be considerably more basic to 

chip away at the productivity and asset utilization of our 

devices [1]. Numerous advancements are being created to 

do exactly that. At the point when we talk about the ambit of 

correspondence innovation and all the more explicitly strong 

state and semiconductor industry we notice a pattern [2]. 

This pattern beginning right from MOSFET gadgets till SOI 

and FinFET innovation can be seen moving towards better 

execution with respect than speed and force utilization [3]. 

This is being accomplished by downsizing the gadgets and 

making them more compact and advantageous. Yet, this 

includes some significant downfalls. As we downsize 

specific unfortunate ascribes become more predominant. 

These incorporate short channel impacts like Drain Induced 

Barrier Lowering, Velocity Saturation and Subthreshold 

Swing. These can create setbacks and inefficacy [4]. 

Accordingly to diminish these impacts there is a 

requirement for more advancement past the 20nm scale. The 

new door designs for FinFET innovation is a positive 

development. These progressions are being embraced by 

different monsters in the Semiconductor and Chip 

fabricating industry [5]. Therefore in this paper, the 

performance of the Novel Device has been monitored over 

different temperatures [6].  

II. DEVICE STRUCTURE 

A 3D structure of the Novel Stacked Oxide Top-Bottom 

Gated Junctionless FinFET structure is shown in the Fig. 1. 

Stacking of the oxide layer has been done wherein a layer of 

7nm Hafnium Oxide is implanted on top of 3nm Silicon 

Dioxide. This stacking of oxide layers is performed for 

achieving better output efficiency and switching 

performance. 

Gates are present both above and below the substrate in the 

case of Novel Stacked Oxide TBG JL FinFET [7]. This is 

done to further develop the gate controllability of the device 

in comparison to Conventional Junctionless FinFET. 
HfO2 has a dielectric constant in the range of 20 to 25 
whereas SiO2 has dielectric constant of 3.7 [8]. For the 
simulation purposes in TCAD, the dielectric constant of 
Hafnium Oxide (HfO2) is taken as 25 [9]. The oxide layer 
stacking and top and bottom fins prompts improvement in 
the analog exhibition and Ion/Ioff ratio of the novel structure 
when contrasted with the Conventional JL FinFET device 
[10]. 

 

Fig. 1 - Systematic 3D structure of the Novel Stacked Oxide Top Bottom 

Gated Junctionless FinFET Structure 

 

The device that was simulated is of n-type and has constant 

doping concentration of as 5.0 * 1018 (cm-3) for source, drain 

and channel. 

20
22

 IE
EE

 In
te

rn
at

io
na

l S
tu

de
nt

s' 
Co

nf
er

en
ce

 o
n 

El
ec

tr
ic

al
, E

le
ct

ro
ni

cs
 a

nd
 C

om
pu

te
r S

ci
en

ce
 (S

CE
EC

S)
 |

 9
78

-1
-6

65
4-

14
18

-0
/2

2/
$3

1.
00

 ©
20

22
 IE

EE
 |

 D
O

I: 
10

.1
10

9/
SC

EE
CS

54
11

1.
20

22
.9

74
08

98

Authorized licensed use limited to: DELHI TECHNICAL UNIV. Downloaded on April 06,2022 at 04:25:16 UTC from IEEE Xplore.  Restrictions apply. 



 

SCEECS 2022 

 

 

Table I. STRUCTURAL PARAMETERS SPECIFICATIONS 
 

Parameters 

Dimensions of Simulated Devices 

Novel Stacked Oxide 

TBG JL FinFET 

Conventional JL 

FinFET 

Gate Length (Lg) 5nm 5nm 

Upper Fin Height (Hfu) 12nm 12nm 

Lower Fin Height (Hfl) 5nm 0nm 

Fin Width (Ws) 5nm 5nm 

Oxide Layer Thickness 

(Ot) 

7nm HfO2 + 3nm 

SiO2 
10nm SiO2 

Substrate Width (Ws) 5nm 5nm 

Source,Drain Length (Ls,d) 20nm 20nm 

 

Table I gives the device dimensions for the Novel Stacked 

Oxide Top Bottom Gated Junctionless FinFET device and 

Conventional Junctionless FinFET device.  

III. SIMULATION METHODOLOGY 

Silvaco Atlas TCAD Tool has been utilized for re-enacting 

the gadgets [11]. The improvement of device parameters on 

Silvaco Atlas follows specific methodology. Most 

importantly the Detail of construction is done for example 

network lattice definition by fixing the dispersing and the 

framework focuses for the device, doping fixation definition 

and explaining the locales. Besides Material Definition is 

done and actual models for the device are chosen [11]. This 

is trailed by Mathematical Strategy Determination which is 

utilized to decide the Numerical Models for the device 

simulation. At last the Determination of Arrangement and 

Result Investigation is accomplished for deciphering the 

outcomes and extraction of yield boundaries [12]. 

 

Quantum effects become an integral factor when the device 

is downsized past specific measurements. Around 5nm 

measurements, there is an expanded inconstancy and 

potential for opens and short-circuits in the device because 

of quantum effects [3]. The device temperature is varied 

from 200K to 500K for the Novel Stacked Oxide TBG JL 

FinFET device. 

IV. RESULTS AND DISCUSSIONS 

 

 

Fig. 2 - log10 (Ion/Ioff) variation with Temperature for Novel Stacked 

Oxide TBG JL FinFET 

 

Fig. 2 depicts the variation of log10 (Ion/Ioff) with 

Temperature ranging from 200K to 500K for the Novel 

Stacked Oxide TBG JL FinFET. It plainly portrays that the 

Ion/Ioff ratio is best at 200K which is in the order of  1010 and 

thus the device shows least losses at 200K [13]. 

 

Scaling down of devices results in a large increase in Ioff 

values. This can be attributed to leakage current and Short 

Channel Effects (SCEs) [14]. We have to maximize the 

switching ratio (Ion/Ioff) to reduce losses [15]. On increasing 

the temperature, the scattering of charge carrier magnifies, 

thus leading to decreased Ion. Moreover, due to increase in 

temperature, the drain current increases in the sub threshold 

region which in turn decreases the threshold voltage (Vth) 

and thus leads to performance degradation as far as Ion, Ioff 
and switching ratio are concerned. 

 

 
 

Fig. 3 - Novel Stacked Oxide TBG JL FinFET Transfer Characteristics at 

various temperatures 

 
Fig. 3 depicts the transfer characteristics of the Novel 

Stacked Oxide TBG JL FinFET at different temperatures 

from 200K to 500K. We notice that at 300K the Novel 

Stacked Oxide structure has increased output current when 

contrasted with the Conventional JL FinFET structure for 

similar gate voltage values. 

Thus we have improved transfer characteristics [16]. Further 

we observe that as the temperature decreases from 500K to 

200K the output current increases almost 40 times. Thus 

indicating enhanced performance at 200K. 

 

 
 

Fig. 4 - Transconductance for Novel Stacked Oxide TBG JL FinFET at 

various temperatures 
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So we basically obtain gm by taking the slope of Ids-Vgs 

curve [17]. Fig. 4 gives the transconductance (gm) of Novel 

Stacked Oxide TBG JL FinFET at different temperatures 

from 200K to 500K. Furthermore, the equivalent is given 

for the Conventional JL FinFET device structure at 300K 

for comparison. We observe for the same input gate voltage 

values, the Novel Stacked Oxide structure gives elevated 

values of gm when contrasted with the Conventional FinFET 

structure and therefore shows improved behavior [14]. And 

further at 200K we observe a sharp increase in 

transconductance at 0.6V. 

The transconductance declines with rise in temperature 

owing to the reduction in carrier mobility due to scattering 

[16]. Thus the proposed device has superior characteristics 

with respect to transconductance [18]. It also shows 

improved control of gate voltage over drain current at 200K. 

 

 
 

Fig. 5 - Transconductance Generation Factor variation with temperature for 
Novel Stacked Oxide TBG JL FinFET 

 
Fig. 5 shows the progressions in TGF as for changes in Vgs 

at various temperatures from 200K to 500K for the Novel 

structure and the Conventional JL FinFET structure for 

300K [13]. The maximum TGF appears around Vgs of 0.0 

volt but at 200K we observe a spike at 0.25 volts thus 

showing highly efficient behaviour [12]. 

On increasing the values of Temperature for lower values of 

Gate voltages, the Drain current keeps on escalating and 

thus leading to reduction in TGF as it is inversely 

proportional to drain current. It very well may be seen 

unmistakably that the Novel device has elevated values of 

TGF when contrasted with the Conventional FinFET 

structure at 300K as shown and thus has more efficiency and 

performance [19]. 

 

Fig. 6 portrays the Novel device output characteristics for 

temperature ranging from 200K to 500K. Essentially this 

diagram shows the variety in drain current (output current) 

with the adjustment of drain voltage [13]. So to further 

develop the gate controllability of the device, the output 

current ought to fluctuate with changes in gate voltage 

(input voltage) rather than the drain voltage. According to 

the graph, at 500K the device shows least dependence of 

Drain Voltage on the drain current as the current variation is 

lowest of all. Thus the Novel Stacked Oxide TBG JL 

FinFET shows improved output characteristics for the 

temperature range of 400K to 500K [20]. 

 
 

Fig. 6 - Output Characteristics for Novel Device at different temperatures 

 

Output Conductance (gd) is a performance parameter that 

basically connotes the progressions in output current with 

the adjustment of drain predisposition [21]. Equation (1) 

gives the formula for Output Conductance.  

 

                                                          (1) 

 

To accomplish more power over Drain Induced Barrier 

Lowering (DIBL) and channel length modulation, lower 

upsides of gd are favored [22]. Along these lines lower 

output conductance helps in lessening the short channel 

impacts (SCEs) in the designed Novel structure [23]. 

 

 

 
 

Fig. 7 - Output Conductance variation with Temperature for Novel device 

 

Fig. 7 portrays the variance of output conductance (gd) for 

the Novel device structure over temperature range of 200K 

to 500K. The design shows less reliance of output current Id 

on drain bias for higher temperatures (400K-500K) [15]. 

Change in output current ought to be just about as low as 

conceivable because of drain bias. Likewise device 

properties like Intrinsic Gain and Early Voltage (VA) are 

improved with lower upsides of gd as given by [24]: 
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Fig. 8 - Subthreshold Swing and Threshold Voltage variation for Novel 
Stacked Oxide TBG JL FinFET with temperature 

 

Fig. 8 portrays the variance of Subthreshold Swing and 

Threshold Voltage with Temperature for the Novel device. 

We can obviously construe that with expansion in 

temperature, both the threshold voltage (Vth) and 

Subthreshold Swing decreases [25]. The Subthreshold 

Swing shows minimum value of 8.25mV/decade at 500K, 

thus implying better channel control and improved Ion/Ioff 

ratio when contrasted with the Conventional FinFET 

structure [17]. Additionally limiting the Subthreshold Swing 

helps in lessening the leakage current consequently 

prompting more energy proficient devices. The Novel 

device has Subthreshold Swing esteems under 60mV/decade 

for every one of the temperatures going from 200K to 500K. 

The diagram likewise shows that Threshold Voltage 

diminishes with expansion in temperature. The Threshold 

Voltage (Vth) is lowest at 0.29V at temperature of 500K. 

Lower Threshold Voltage suggests less input voltage is 

needed to turn ON the device and less power utilization 

[13].  

 

The Fig. 9 depicts the Electric field contours for the 

temperature ranging from 200K to 500K for the Novel 

device [26]. The device shows lower upsides of electric field 

close to the channel end even at higher temperatures as seen 

in figure 9(c) and 9(d), thus reducing the carrier scattering 

and thereby improving the device performance [13]. 

Contours exhibits the enhancement of Novel Stacked Oxide 

TBG JL FinFET in terms of hot carrier effects. High electric 

field close to the channel end can prompt carrier warming, 

thus leading to increased energies and device degradation 

[5].  

 

The Figure 9(a) shows the device at 200K and it has lowest 

Electric Field and improved switching ratio of the order of 

1010, thus making it an ideal choice for analog performance 

devices [14]. Further on increasing the temperature, the field 

in the device increases close to the channel end as seen in 

figure 9(b) and figure 9(c). But the electric field close to the 

channel end for higher temperatures is still less than that for 

Conventional FinFET structure. 

 

Velocity saturation is caused because of high electric field 

close to the drain end [26]. Carriers reach their maximum 

velocities due to high electric field values thereby prompting 

degradation of transconductance and delays in switching 

times [27].  

 
 

 
 

 
 

 

 
 

Fig. 9 - Novel device Electric Field Contours for 200K, 300K, 400K and 
500K 

(a) 

(b) 

(c) 

(d) 
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Thus the Novel Stacked Oxide TBG JL FinFET device 

brings down the Short Channel Effects because of lower 

electric field close to the drain end as portrayed in figure 9. 

 

V. CONCLUSION 

In this research investigation, we have carried out the 

temperature analysis for the Novel Stacked Oxide Top-

Bottom Gated Junctionless FinFET with gate length 5nm. 

The novel device shows multiple times improvement in 

switching ratio when contrasted with the Conventional 

FinFET structure at 300K. Switching Ratio of the order of 

1010 is observed at 200K (105 times improvement over 

Conventional FinFET structure) for the Novel device [28]. 

Further we observe that as the temperature decreases from 

500K to 200K, the output current increases almost 40 times. 

It has also shown considerably enhanced output at 200K and 

reduced electric field close to the drain end at this 

temperature along these lines decreasing the hot carrier 

impacts. The device also showed improved efficiency with 

spikes in the values of Transconductance and 

Transconductance Generation Factor at 200K [6, 7]. Thus 

we have good device function for temperature range of  

200K to 300K for the Novel Stacked Oxide TBG JL FinFET 

structure .We have also observed lowered threshold voltage 

(39.5% reduction from 200K) at 500K and thus can be 

operated at lower voltages even at higher temperatures [29]. 
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