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PREFACE 

 

This is the Eighty Seventh Issue of Current Awareness Bulletin started by Delhi 

Technological University, Central Library. The aim of the bulletin is to compile, preserve and 

disseminate information published by the faculty, students and alumni for mutual benefits. 

The bulletin also aims to propagate the intellectual contribution of Delhi Technological 

University (DTU) as a whole to the academia.  

 

The bulletin contains information resources available in the internet in the form of 

articles, reports, presentations published in international journals, websites, etc. by the faculty 

and students of DTU. The publications of faculty and student which are not covered in this 

bulletin may be because of the reason that the full text either was not accessible or could not 

be searched by the search engine used by the library for this purpose.  

 

The learned faculty and students are requested to provide their uncovered publications 

to the library either through email or in CD, etc. to make the bulletin more comprehensive. 

 

This issue contains the information published during March, 2020. The arrangement 

of the contents is alphabetical. The full text of the article which is either subscribed by the 

university or available in the web is provided in this bulletin. 
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A Multi-task Approach to Open Domain Suggestion Mining (Student Abstract)

Minni Jain∗†, Maitree Leekha∗, Mononito Goswami∗
Department of Computer Science & Engineering,
Delhi Technological University, New Delhi, India

{minnijain, maitreeleekha bt2k16, mononito bt2k16}@dtu.ac.in

Abstract

Consumer reviews online may contain suggestions useful for
improving the target products and services. Mining sugges-
tions is challenging because the field lacks large labelled and
balanced datasets. Furthermore, most prior studies have only
focused on mining suggestions in a single domain. In this
work, we introduce a novel up-sampling technique to address
the problem of class imbalance, and propose a multi-task
deep learning approach for mining suggestions from mul-
tiple domains. Experimental results on a publicly available
dataset show that our up-sampling technique coupled with the
multi-task framework outperforms state-of-the-art open do-
main suggestion mining models in terms of the F-1 measure
and AUC.

1 Introduction
Consumers often express their opinions towards products
and services through online reviews and discussion fo-
rums. These reviews may include useful suggestions which
can help companies better understand consumer needs and
improve their products and services. However, manually
mining suggestions amid vast numbers of non-suggestions
can be cumbersome, and equated to finding needles in a
haystack. Therefore, designing systems which can automat-
ically mine suggestions is essential. The recent SemEval
challenge on Suggestion Mining saw many researchers us-
ing different techniques to tackle the domain specific task.
However, open-domain suggestion mining, which obviates
the need for developing separate suggestion mining systems
for different domains, is still an emerging research problem.
Building on the work of (Negi 2019), we design a framework
to detect suggestions from multiple domains. Specifically,
we formulate a multitask classification problem to identify
both the domain and nature (suggestion or non-suggestion)
of reviews. Furthermore, we also propose a novel language
model-based text up-sampling approach to address the class
imbalance problem.
∗All the authors contributed equally, and wish that they be re-

garded as joint First Authors.
†Mobile Number: +91 8587898334

Copyright c© 2020, Association for the Advancement of Artificial
Intelligence (www.aaai.org). All rights reserved.

2 Methodology
Dataset & Pre-processing
We use the first publicly available and annotated dataset for
suggestion mining from multiple domains created by (Negi
2019). It comprises of reviews from four domains namely,
hotel, electronics, travel and software. Dur-
ing pre-processing, we remove all URLs (eg. https:// ...) and
punctuation marks, convert the reviews to lower case and
lemmatize them. We also pad the text with start S and end E
symbols for up-sampling.

Up-Sampling using Language Model: LMOTE
One of the major challenges in mining suggestions is the
imbalanced distribution of classes, i.e. the number of non-
suggestions greatly outweigh the number of suggestions. To
this end, studies frequently utilize Synthetic Minority Over-
sampling Technique (SMOTE) (Chawla et al. 2002) to up-
sample the minority class samples using the text embeddings
as features. However, SMOTE works in the euclidean space
and therefore does not allow an intuitive understanding and
representation of the over-sampled data, which is essential
for qualitative and error analysis of the classification models.

We introduce a novel over-sampling technique, Language
Model-based Over-sampling Technique (LMOTE), exclu-
sively for text data and note comparable (and even slightly
better sometimes) performance to SMOTE. We use LMOTE
to up-sample the number of suggestions before training our
classification model. For each domain, LMOTE uses the fol-
lowing procedure to over-sample suggestions:

Find top η n-grams: From all reviews labelled as sug-
gestions (positive samples), sample the top η=100 most fre-
quently occurring n-grams (n=5). For example, the phrase
“nice to be able to” occurred frequently in many domains.

Train language model on positive samples: Train a
BiLSTM language model on the positive samples (sugges-
tions). The BiLSTM model predicts the probability distri-
bution of the next word (wt) over the whole vocabulary
(V ∪ E) based on the last n=5 words (wt−5, ..., wt−1),
i.e., the model learns to predict the probability distribution
P (wi | wt−5 wt−4 wt−3 wt−2 wt−1) ∀i ∈ (V ∪ E), such
that wt = argmax

wi

P (wi | wt−5 wt−4 wt−3 wt−2 wt−1).



Generate synthetic text using language model and fre-
quent n-grams: Using the language model and a randomly
chosen frequent 5-gram as the seed, we generate text till the
end symbol E is predicted.

Mining Suggestion using Multi-task Learning
Multi-task learning (MTL) has been successful in many ap-
plications of machine learning since sharing representations
between auxiliary tasks allows models to generalize bet-
ter on the primary task. Figure 1B illustrates 3-dimensional
Uniform Manifold Approximation and Projection (UMAP)
visualization of text embeddings of suggestions, coloured by
their domain. These embeddings are outputs of the penul-
timate layer (dense layer before the final softmax layer) of
the Single task (STL) ensemble baseline. It can be clearly
seen that suggestions from different domains may have vary-
ing feature representations. Therefore, we hypothesize that
we can identify suggestions better by leveraging domain-
specific information using MTL. Therefore, in the MTL set-
ting, given a review ri in the dataset, D, we aim to identify
both the domain of the review, as well as its nature.

Classification Model
We use an ensemble of three architectures namely, CNN to
mirror the spatial perspective and preserve the n-gram rep-
resentations; Attention Network to learn the most important
features automatically; and a BiLSTM-based text RCNN
model to capture the context of a text sequence. In the MTL
setting, the ensemble has two output softmax layers, to pre-
dict the domain and nature of a review. The STL baselines on
the contrary, only have a singe softmax layer to predict the
nature of the review. We use ELMo (Peters et al. 2018) word
embeddings trained on the dataset, as input to the models.

Domain Baseline STL STL + SMOTE STL + LMOTE MTL + LMOTE
Hotel 0.77 (LSTM) 0.79 0.83 0.83 0.86

Electronics 0.78 (SVM) 0.80 0.80 0.83 0.83
Travel 0.66 (SVM) 0.65 0.68 0.69 0.71

Software 0.80 (LSTM) 0.79 0.81 0.84 0.88

Pooled AUC 0.876
±0.014

0.883
±0.013

0.897
±0.012

0.907
±0.012

Table 1: Performance evaluation using F-1 score & pooled
Area under ROC curve (AUC) with 95% confidence inter-
vals. Multi-task Learning with LMOTE outperforms other
alternatives in open-domain suggestion mining.

(A) (B)

Figure 1: (A) ROC (TPR vs. Log FPR) curves pooled
across all domains for all models used in this work. (B)
3-dimensional UMAP visualization of text embeddings of
suggestions coloured by domain.

3 Results and Discussion
We conducted experiments to assess the impact of over-
sampling, the performance of LMOTE and the multi-task
model. We used the same train-test split as provided in
the dataset for our experiments. All comparisons have been
made in terms of the F-1 score of the suggestion class for
a fair comparison with prior work on representational learn-
ing for open domain suggestion mining (Negi 2019) (refer
Baseline in Table 1). For more insightful evaluation, we also
find the Pooled Area Under the Receiver Operating Charac-
teristic (ROC) curves for all models used in this work. Ta-
ble 1 summarizes the results of our experiments, and there
are several interesting findings:

Over-sampling improves performance To examine the
impact of over-sampling, we compared the performance of
our ensemble classifier with and without over-sampling i.e.
we compared results under the STL, STL + SMOTE and
STL + LMOTE columns. Our results confirm that in gen-
eral, over-sampling suggestions to obtain a balanced dataset
improves the performance (F-1 score & AUC) of our classi-
fiers.

LMOTE performs comparably to SMOTE We com-
pared the performance of SMOTE and LMOTE in the sin-
gle task settings (STL + SMOTE and STL + LMOTE) and
found that LMOTE performs comparably to SMOTE (and
even outperforms it in the electronics and software
domains). LMOTE also has the added advantage of result-
ing in intelligible samples which can be used to qualitatively
analyze and troubleshoot deep learning based systems. For
instance, consider the following sample created by LMOTE:
“It would be good if oversight bixby developed bug feels
wide back content zoom should be an option.” While the
suggestion may not be grammatically correct, its constituent
phrases are nevertheless semantically sensible.

Multi-task learning outperforms single-task learning
We compared the performance of our classifier in single and
multi-task settings (STL + LMOTE and MTL + LMOTE)
and found that by multi-task learning improves the perfor-
mance of our classifier. We qualitatively analysed the sin-
gle and multi task models, and found many instances where
by leveraging domain-specific information the multi task
model was able to accurately identify suggestions. For in-
stance, consider the following review: “Bring a Lan cable
and charger for your laptop because house-keeping doesn’t
provide it.” While the review appears to be an assertion (non-
suggestion), by predicting its domain (hotel), the multi-
task model was able to accurately classify it as a suggestion.

References
Chawla, N. V.; Bowyer, K. W.; Hall, L. O.; and Kegelmeyer,
W. P. 2002. Smote: Synthetic minority over-sampling tech-
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Abstract
Polypropylene composites were prepared using natural fibers such as pigeon pea stalk fibers and banana peel. Aerobic 
biodegradation studies in compost have been carried out as per ASTM with composites prepared where cellulose and 
polypropylene has been taken as positive and negative reference respectively. Various analytical tools like SEM, TGA, 
XRD, DSC and Color have been used to study the change after biodegradation in composites. Highest fiber loaded 
composites i.e. 40 wt% depicted highest biodegradation in comparison to 10 and 20 wt% loading of untreated fiber in 
polypropylene. In comparison to untreated fiber composites, maximum biodegradation was observed in treated fiber 
composites with same amount of the fiber loading.

Keywords Biodegradation · Polypropylene · Pigeon pea stalk · Composite · Natural fibers

1 Introduction

Many commercially available synthetic polymers and 
polymer-based composites are catering to human’s day 
to day requirement but at the same time their usage is 
responsible in contaminating/polluting the environment 
due to their non-biodegradability [1–3]. There has been 
shift towards the use of biodegradable polymers like 
poly(caprolactone), poly(lactic acid), poly(ethylene glycol), 
polyhydroxyalkanoates etc. in recent times [4–6]. But the 
market of these kinds of polymers is still facing various 
kinds of problems like relatively high prices and the lack of 
infrastructure for effective composting, an extremely criti-
cal aspect for biodegradable polymers market success [7].

Another area that has gained attention is the produc-
tion of natural fiber filled polymer composites due to 
easy and abundant availability as byproducts in the form 
of peels, stalks and fibers from the plants sector after 
harvesting of crops [8–10]. These natural materials/fibers 

replace the synthetic fillers being added to increase the 
strength of the commercial synthetic polymers and fur-
ther making these polymers semi-biodegradable. Lot 
of work has been done by the researchers which have 
also provided promising results. Verma et al. [11] worked 
on biodegradability of coir fiber reinforced epoxy com-
posites under the effect of cow dung by soil burial test 
(ASTM D 5988). Kiprono [12] worked on degradation 
behaviors of polypropylene and cellulose blends where 
biodegradation measurements were also done by soil 
burial method. Vu et al. [13] in their study used polypro-
pylene as a matrix with rice straw fiber used after alkali 
and subsequent peroxide treatment. The composites 
prepared showed soil biodegradability with a weight 
loss of 3.02 to 23.11 wt% after 50 days of burial. Sahi 
et al. [14] conducted work on low density polyethylene/
alkali treated corn flour composites. The biodegrada-
bility of the composites was enhanced with increasing 
corn flour content in the matrix. Obasi [15] in its work 

Electronic supplementary material The online version of this article (https ://doi.org/10.1007/s4245 2-020-2287-1) contains 
supplementary material, which is available to authorized users.
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studied corncob flour obtained from a waste product 
of corn threshing which was blended with high den-
sity polyethylene for preparation of composites. Soil 
burial method was used to study the biodegradation 
where loss in weight (nine weeks) was observed in case 
of prepared composites with time thereby confirming 
biodegradation.

The present study focuses on the biodegradation 
studies of composites prepared from banana peel and 
Pigeon pea stalk fibers using polypropylene (PP) as 
matrix. The fibers used for the study are untreated and 
treated (alkali and laccase enzyme) with and without 
addition of maleic anhydride grafted polypropylene as 
compatibilizer. Composites prepared have been sub-
jected to aerobic biodegradation test in compost as per 
ASTM D 5338. The composites before and after biodeg-
radation have been characterized from visual appear-
ance (Color), morphology (SEM), thermal stability (TGA) 
and percent crystallinity (XRD and DSC) to observe the 
change in the properties due to microbial attack.

2  Experimental section

The composites for the biodegradation study have been 
prepared according to our reported methods (details 
given in supplementary information of the manuscript) 
[16–18]. The composition and sample designation are 
given in Table 1.

3  Biodegradability test

ASTM D 5338–98 has been followed for the laboratory-
scale biodegradability testing apparatus which deter-
mines the rate and extent of aerobic biodegradation for 
plastic materials under controlled-composting condi-
tions [19]. The apparatus comprises of three different 
components. The first component is the carbon dioxide-
free air supply for controlling the amount of  CO2 free air 
to be supplied. The second component is temperature 
controlling chamber i.e. incubator in which sample along 
with compost is present in different bioreactors. The 
third component is carbon dioxide trapping assembly 
with three conical flasks in series containing  CO2 scrub-
bing solution i.e. barium hydroxide for each sample.

The test materials are exposed to compost inoculums 
obtained from municipal solid waste. Cellulose has been 
taken as a positive reference and PP has been taken as 
a negative reference. Close monitoring of temperature, 
aeration and humidity is carried out. The rate of bio-
degradation is determined by the conversion of carbon 
present in the sample to  CO2. The percentage of biodeg-
radability is obtained by determining the percentage of 
carbon in the test substance that is converted to  CO2 
during the duration of the test. A total of 12 composting 
vessels were taken and labelled accordingly. The sample 
and mature compost were weighed for each composting 
vessel. A continuous stream of pressurized  CO2-free air is 
set for supplying to the composting vessels with a fixed 
aeration rate. The composting vessels were incubated 
in dark inside the biodegradability testing apparatus 
for a period of 45 days. The test temperature was 58 °C 
for 45 days. The exit stream of air was directly analyzed 
continuously titrimetrically after sorption in dilute alkali. 
The  CO2 concentrations in the outgoing air is measured 
daily after the first week for the remainder of the test 
by titration of Ba(OH)2 scrubbing solution present in the 
 CO2-trapping apparatus against hydrochloric acid (HCl). 
The mean value (from the three replicates) of the net 
 CO2 produced by controlled composting of the test sub-
stances was determined by subtracting the mean  CO2 
production from the compost. The percent biodegrada-
tion was calculated by using Eq. 1

 where  CO2(test) is the cumulative amount of carbon dioxide 
evolved in each composting reactor containing a tested 
film sample in grams;  CO2(blank) is the cumulative amount 
of carbon dioxide evolved from the blank reactor in grams; 
and  CO2(Th) = theoretical amount of carbon dioxide of the 
test sample in grams.

(1)Biodegradation =
CO2(test) − CO2(blank)

(CO)2(Th)

Table 1  Sample composition of the composites

P PP; B Banana peel; S Pigeon pea stalk fibers, C Compatibilizer, A 
alkali treated, E enzyme treated fibers

Sample desig-
nation

PP (wt%) Fiber content 
(wt%)

Compatibilizer 
(PP-g-MA) (wt%)

PP 100 0 0
PB1 90 BP 10 0
PB2 80 BP 20 0
PB4 60 BP 40 0
PB4C1 59 BP 40 1
PB4C1A 59 BP 40 1
PB4C1E 59 BP 40 1
PS1 90 PS 10 0
PS2 80 PS 20 0
PS4 60 PS 40 0
PS4C2 58 PS 40 2
PS4C2A 58 PS 40 2
PS4C2E 58 PS 40 2
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4  Results and discussion

4.1  Biodegradation studies

In the process of biodegradation, the microorganisms start 
utilizing the polymer surface as its food and grow which is 
confirmed by the formation of a layer of biofilm (deposi-
tion of microorganisms and their polysaccharides) on the 
polymer surface [20]. The different factors affecting the 
biodegradation are polymer characteristics such as their 
tacticity, crystallinity, molecular weight, type of functional 
groups, type of organism and nature of pre-treatment [21]. 
The test is considered as unacceptable if 70% of the cellu-
lose is not degraded in 45 days. Total organic carbon con-
tent in percentage for cellulose as a reference, pure PP as a 
negative reference and composites as samples have been 
summarized in Table 2.

The effect of microorganisms on composites degra-
dation of composites prepared with varied natural filler 
content, compatibilizer and treatment have been studied. 
Figure 1 depicts the  CO2 generation for cellulose reference, 
PP neat, PP/Banana peel and PP/Pigeon pea stalk compos-
ites. Cellulose, used as a positive reference showed 80% 
biodegradation when tested for 45 days which conforms 
the validity of the test conducted as per ASTM refereed for 
the test. It was observed that with the increase in natural 
filler content in PP matrix, the generation of carbon diox-
ide  (CO2) increased. The composites PB1 and PB4 released 
0.021 and 0.032 g/g  CO2 respectively whereas PS1 and PS4 
released 0.023 and 0.036 g/g respectively. However, no 
 CO2 generation was observed for neat PP which further 
confirms that the natural fillers act as a substrate or feed 
for the growth of microorganisms. This is in agreement 
with the literature where high natural filler content leads 
to fastening of biodegradation due to their susceptibility 
towards water uptake leading to crack generation of the 
polymer surface that provide easy attack by microorgan-
ism [22].

During biodegradation in compost, some factors such 
as temperature, water and air, accelerate the biodegrada-
tion rate [23]. It is an accelerated/simulated test under 
defined conditions. During the biodegradation cycle 
three phases are observed. First is the lag phase during 
which the microbial population adapts to the available 
carbon test substrate. After that comes the biodegrada-
tion phase during which the adapted microbial population 
begins to use the carbon substrate for its growth which in 
turn is confirmed by the conversion of the carbon in the 
test material to  CO2. The final stage is the plateau phase 

Table 2  Total organic carbon content (%) in positive, negative and 
test samples

S. no Sample code TOC (%) S. no. Sample code TOC (%)

1 Cellulose (posi-
tive)

42.62 8 PB4C1E 80.20

2 PP (negative) 94.18 9 PS1 90.39
3 PB1 92.00 10 PS2 88.22
4 PB2 90.00 11 PS4 85.34
5 PB4 86.00 12 PS4C2 80.78
6 PB4C1 84.00 13 PS4C2A 78.15
7 PB4C1A 82.38 14 PS4C2E 75.64

Fig. 1  Net cumulative carbon dioxide per gram of a PP/Banana peel and b PP/Pigeon pea stalk composites with cellulose
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when the carbon test substrate is mostly consumed by 
microbial population [24]. Biodegradation of PP/Banana 
peel and PP/Pigeon pea stalk composites in comparison to 
neat PP ranged from 0 to 3.7 and 0 to 3.8% respectively as 
can be observed from Fig. 2 against the standard cellulose 
showing 80 wt% degradation. The observation is in line 
with the work on biodegradation studies carried out on 
coffee-based composites [25]. Cellulose have a higher rate 
of degradation as the hydrophilic hydroxyl group along 
with polysaccharide chain makes it more susceptible to 
microbial attack [26]. With the addition of coupling agent 
and alkali and enzyme treated natural fibers, an increase 
in biodegradation was observed in composites prepared. 
This further confirms the reported studies that untreated 
natural fibers are more resistant to attack of microorgan-
isms due to presence of lignin and hemicelluloses with 
greater amount than the treated fibers, as lignin act as an 
adhesion agent in the plant tissue [27].

4.2  Thermal gravimetric analysis (TGA)

TGA of composites has been studied as a function of % 
weight loss with the increase in temperature. The study 
has been carried out to analyze the composites thermal 
stability by TGA under nitrogen atmosphere before and 
after 45 days of biodegradation. It has been observed 
that there is no change in the thermal stability of neat PP 
which confirms that there has been no biodegradation 
occurred in 45 days, tenure of the test. However, in case 
of composites, two step degradation has been observed, 
first step is due to the natural fiber which consist of cel-
lulosic (cellulose and hemicelluloses) and non-cellulosic 
materials (lignin) and second due to the polymer matrix 
part in the composite. Degradation in thermal stability of 
the composites is observed with time (0 day to 45 day) 

when exposed to the compost environment. Tables 3 and 
4 show the thermal degradation of PP/Banana peel and 
PP/Pigeon pea stalk composites respectively which con-
forms 5% (T5) and 10% (T10) degradation occur at a lower 
temperature for the composites that have been exposed 
to compost for 45 days vis-a-vis comparison to 0 day of 
exposure. This further confirms that some microorgan-
ism activity has been initiated which attacks on the fiber 
part of the composites thus degrading it. TGA scan overlay 
comparison for PP/Banana peel composites (PB4, PB4C1, 
PB4C1A and PB4C1E) before and after biodegradation 
have been depicted in Fig. 3 whereas that of PP/Pigeon 
pea stalk composites (PS4, PS4C2, PS4C2A and PS4C2E) 
before and after biodegradation have been depicted in 
Fig. 4.

Fig. 2  % Biodegradation of PP/Banana peel and PP/Pigeon pea stalk composites with cellulose

Table 3  The 5%, 10% and peak degradation temperature of PP/
banana peel composites before and after biodegradation

Sample T5 (oC) T10 (oC) Tmax (oC)

PP-0 393.0 409.9 443.5
PP-45 392.0 409.0 443.6
PB1-0 336.4 410.3 328.6; 453.1
PB1-45 258.6 303.2 240.2; 450.6
PB2-0 309.6 390.1 298.1; 446.5
PB2-45 259.8 312.0 282.3; 449.1
PB4-0 243.1 283.4 341.5; 450.8
PB4-45 235.1 269.8 286.7; 452.8
PB4C1-0 238.9 293.9 329.2; 439.1
PB4C1-45 248.2 281.4 287.4; 421.6
PB4C1A-0 243.7 288.5 325.9; 451.7
PB4C1A-45 240.0 287.7 329.2; 453.4
PB4C1E-0 257.1 299.2 324.7; 452.4
PB4C1E-45 256.0 291.7 320.0; 440.6
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4.3  Crystallization studies of polypropylene/
natural fiber composites (before 
and after biodegradation)

4.3.1  Differential scanning calorimetry (DSC)

The change in composite properties with respect to 
change in crystallization temperature  (Tc), melting tem-
perature  (Tm) and % crystallinity after biodegradation have 
been studied with DSC. For  Tm and % crystallinity, the sec-
ond heating curves have been taken for the study. For PP/
PS composites, not much change in the  Tm is observed 
after biodegradation. An increase in the % crystallinity and 
crystallization temperature is observed for the composites 
prepared and exposed for 45 days due to biodegradation 
test which thereby confirms that not much change has 
been initiated by the microbial attack on the matrix part 
of the composites which being synthetic in nature.

The melting point of composites is in the range of 
161.8–163.9 °C before and after biodegradation. Therefore, 

Table 4  The 5%, 10% and peak degradation temperature of PP/
Pigeon pea stalk composites before and after biodegradation

Sample detail T5 (οC) T10 (οC) Tmax (οC)

PS1-0 300.0 352.0 351.7; 449.2
PS1-45 295.2 339.4 328.6; 453.1
PS2-0 272.5 324.7 344.5; 449.9
PS2-45 270.0 314.5 343.0; 407.5
PS4-0 250.4 286.5 334.9; 451.9
PS4-45 234.7 282.9 342.2; 449.7
PS4C2-0 255.3 290.5 347.2; 444.9
PS4C2-45 251.7 301.4 332.7; 446.3
PS4C2A-0 258.4 294.2 354.2; 450.2
PS4C2A-45 257.9 308.6 333.3; 450.5
PS4C2E-0 257.4 288.3 344.4; 427.8
PS4C2E-45 253.6 291.2 348.6; 450.6

Fig. 3  Overlay comparison of TGA curve of PB4, PB4C1, PB4C1A and PB4C1E before and after biodegradation
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it is the natural fiber in the polymer composites, which 
is the amorphous portion and is easily attacked by the 
microorganisms, and therefore results in increase in the 
overall crystallinity of the polymer composites.

The obtained result is in agreement with the literature 
[28]. The same type of trend is observed for PP/BP com-
posites also. In case of PP/Pigeon pea stalk composites, the 
percent increase in crystallinity is higher than in case of PP/
Banana peel composites as observed from the values tabu-
lated in Table 5. This thereby confirms the slightly higher 
percent biodegradation of PP/Pigeon pea stalk compos-
ites than the PP/Banana peel composites as observed from 
the biodegradation pattern of the composites studied. In 
Table 5, after biodegradation of the sample PS4C2, there is 
an enhancement in % crystallinity by 45%. It could be due 
to higher fiber length of pigeon pea stalk than the banana 
peel fiber which leads to increase in biodegradation.

4.3.2  X‑ray diffraction (XRD)

The XRD plots of PP/BP and PP/PS composites before and 
after the biodegradation has been shown in Fig. 5. The 
plots show the wide-angle X-ray diffraction patterns of 
untreated and treated composites. Five peaks in the 2θ 
range of 10–30° at (110), (040), (130), (111) and (041) lat-
tice plane in XRD scan for PP were observed which con-
firms to the monoclinic α form without any peculiar peak 
corresponding to beta (β) and gamma ( γ) form of PP. A 
peak that conforms to beta crystalline phase at 2θ = 16.30 
(degrees) represents the (300) diffraction plane in the com-
posites prepared. Considering the peak areas obtained by 
integration in relation to crystallinity; the larger the area of 
the peaks, the more crystalline the material.

The reason for a slight increase in crystallinity after 
biodegradation could be due to changes in amorphous 
part (low density area) which is more prone to biodeg-
radation first than the crystalline part of the composite. 

Fig. 4  Overlay comparison of TGA curve of PS4, PS4C2, PS4C2A and PS4C2E before and after biodegradation
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Table 5  DSC results of 
composites before and after 
biodegradation test for 45 days

Sample code Tc (°C) Tm (°C) % Crystallinity

Before After Before After Before After

PP 117.63 117.71 161.87 163.90 48 51
PB1 116.02 119.46 162.11 163.18 47 49
PB2 115.63 118.32 162.11 163.13 46 43
PB4 115.05 116.50 161.92 162.10 43 39
PB4C1 118.53 119.39 163.44 163.62 53 54
PB4C1A 121.44 120.35 161.38 163.89 55 49
PB4C1E 120.48 117.67 163.41 163.71 52 53
PS1 119.27 119.46 163.10 163.18 46 49
PS2 118.70 118.32 161.96 163.13 47 43
PS4 116.24 116.50 161.84 162.10 44 51
PS4C2 118.98 119.39 162.99 163.62 44 64
PS4C2A 113.80 120.35 163.15 163.89 44 49
PS4C2E 111.97 117.67 162.44 163.71 47 51

Fig. 5  XRD plots PP/Banana peel and PP/Pigeon pea stalk composites before and after biodegradation
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Similar kind of results have been reported by Huanga et al. 
in their work on study on degradation of composite mate-
rial polybutylenes succinate/ polycaprolactone [29]. The 
overlay comparison of XRD scans before and after biodeg-
radation of 45 days for 40 wt% untreated and 40 wt% alkali 
treated fiber for both PP/Banana peel and PP/Pigeon pea 
stalk composites have been shown in Fig. 6.

4.4  Scanning Electron Microscope (SEM)

SEM characterization tool is used for the examination of 
the changes in the morphology before and after biodeg-
radation of the composites. Samples morphology can be 
observed under high resolution. Cryofracture samples 
were analyzed microscopically for the changes in the 
morphology. The figures from SEM (Fig. 7) illustrate the 
morphology of PP/Banana peel and PP/Pigeon pea stalk 
composites respectively before and after biodegradation. 
Formation of cracks, voids have been observed in the 

samples subjected to biodegradation in compost envi-
ronment in comparison to the control samples for the 
composites prepared. These cracks and voids have initi-
ated easy attack of the microbes and thereby leading to 
degradation in the material.

4.5  Color measurement

Color is an important parameter used in the assessing 
the quality of polymer by visual appearance. It is the 
first physical way to assess the deterioration in the visual 
appearance which could be the first step of indication of 
the microbial attack. One of the ways of expressing the 
color of an object is L, a, b color space which is a 3-dimen-
sional color space. It consists of three parameters L* (light-
ness) axis, a* (red-green) axis, b* (blue-yellow) axis. It has 
been observed that after the exposure of the samples to 
the biodegradation the color parameters have increased 
in comparison to 0-day data. Increase in L* (Fig. 8) value 

Fig. 6  Comparison of XRD plots of a PB4 and c PB4C1A (PP/BP composites) and b PS4 and d PS4C2A (PP/PS composites) before and after 
biodegradation
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after 45 days confirms the sample becoming light in vis-
ual appearance. Similar way the a* and b* increased after 
45 days thereby confirming the increase in green and yel-
low tinge in the samples. ΔE which summarizes the change 
in all the three parameters has also shown an increase after 
45 days of exposure of samples to biodegradation. Before 
biodegradation the samples exhibited dark color, which 
is expressed on the basis of Lightness /Darkness (L*) of 
the specimens. Changes in the chemical structure of lig-
nocellulosic complex of the natural fiber of the composites 

upon biodegradation has led to change in the color of the 
composites due to the presence of lignocellulosic material. 
Same kind of behavior of surface color changes has been 
observed by Butylina et al. [30] during their work with 
natural fiber filler and biobased biodegradable polymer. 
It has also been observed from the results that the color 
change is more in case of untreated fiber composites (PS1, 
PS2, PS4, PB1, PB2 and PB4) whereas the treated fiber the 
change in the color is much less which could be due to 
removal of lignin by the pretreatment procedure of the 

Fig. 7  SEM micrographs PP/Pigeon pea stalk and PP/Banana peel composites before and after biodegradation
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natural fiber carried out before the preparation of the com-
posites. The values of color parameters of the prepared 
composites before and after biodegradation have been 
tabulated as Tables 6 and 7 for PP/Banana peel and PP/
Pigeon pea stalk composites respectively. Change in color 
as observed visually has been complied as Fig. 9 and 10 for 
PP/BP and PP/PS composites.

5  Conclusion

In the recent work, the biodegradation study of polypro-
pylene/ natural fiber composite has been done where PP 
is used as a matrix and banana peel and pigeon pea stalk 

fibers have been used as reinforcing agent. These com-
posites i.e. PP/Banana peel and PP/Pigeon pea stalk have 
been compatibilized using maleic anhydride PP-g-MA. The 
samples were subjected to biodegradation test (compost) 
and were characterized before and after the test for using 
various techniques.

• Biodegradation of composites have been observed 
for PP/Banana peel and PP/Pigeon pea stalk compos-
ites prepared in comparison to the standard cellulose 
which was taken as a reference. Maximum degradation 
was observed with composites prepared with higher 
loading i.e. 40 wt% of untreated fiber (Banana peel and 
Pigeon pea stalk). Treated fiber composites (alkali and 
enzyme) showed more biodegradation vis a vis com-
parison to untreated fiber composites which thereby 

Fig. 8  L* comparison of PP/Banana peel and PP/Pigeon pea stalk composites before and after biodegradation

Table 6  Color measurement for PP/banana peel composites before 
and after biodegradation

Sample detail L* a* b* ΔE

PP- 0 day 26.0 ± 0.35 -0.79 ± 0.02 -5.3 ± 0.03 0.01 ± 0.001
PP-45 day 25.5 ± 0.44 0.76 ± 0.04 5.4 ± 0.02 0.03 ± 0.01
PB1-0 day 8.4 ± 0.2 3.9 ± 0.1 4.5 ± 0.06 0.02 ± 0.02
PB1-45 day 28.5 ± 0.3 4.7 ± 0.3 10.0 ± 0.16 0.05 ± 0.01
PB2-0 day 7.2 ± 0.2 2.9 ± 0.2 3.5 ± 0.1 0.2 ± 0.03
PB2-45 day 21.6 ± 0.6 5.1 ± 0.1 9.9 ± 0.12 0.5 ± 0.5
PB4-0 day 12.4 ± 0.6 3.7 ± 0.2 6.3 ± 0.2 0.4 ± 0.2
PB4-45 day 41.2 ± 2.0 8.3 ± 0.4 18.3 ± 0.5 2.6 ± 1.3
PB4C1-0 day 11.2 ± 0.4 2.8 ± 0.1 3.6 ± 0.2 0.3 ± 0.2
PB4C1-45 day 38.8 ± 0.5 5.4 ± 0.1 11.8 ± 0.14 0.4 ± 0.2
PB4C1A-0 day 14.0 ± 0.3 4.5 ± 0.3 8.4 ± 0.8 0.6 ± 0.3
PB4C1A 

-45 day
29.1 ± 0.5 5.8 ± 0.1 11.0 ± 0.2 0.7 ± 0.14

PB4C1E -0 day 12.2 ± 0.8 3.8 ± 0.2 6.9 ± 0.2 0.5 ± 0.12
PB4C1E -45 day 25.3 ± 0.3 5.4 ± 0.04 11.0 ± 0.1 0.2 ± 0.3

Table 7  Color measurement for PP/Pigeon pea stalk composites 
before and after biodegradation

Sample detail L* a* b* ΔE

PS1-0 day 17.4 ± 0.7 9.5 ± 0.5 15.0 ± 0.7 0.9 ± 0.3
PS1-45 day 28.6 ± 0.8 7.2 ± 0.3 13.0 ± 0.8 0.03 ± 0.01
PS2-0 day 14.6 ± 0.3 7.4 ± 0.5 11.1 ± 0.8 0.7 ± 0.1
PS2-45 day 26.7 ± 0.2 7.5 ± 0.2 13.7 ± 0.4 2.5 ± 2.9
PS4-0 day 24.1 ± 0.3 7.5 ± 0.05 13.0 ± 0.06 0.3 ± 0.04
PS4-45 day 31.7 ± 0.5 5.8 ± 0.6 11.4 ± 0.7 0.7 ± 0.5
PS4C2-0 day 11.6 ± 1.5 5.9 ± 0.7 7.3 ± 1.4 1.1 ± 0.9
PS4C2-45 day 23.2 ± 0.8 6.1 ± 0.2 10.6 ± 0.8 0.8 ± 1.0
PS4C2A-0 day 19.8 ± 1.8 11.9 ± 0.1 18.4 ± 0.3 1.6 ± 1.3
PS4C2A-45 day 30.7 ± 1.3 8.4 ± 0.3 16.8 ± 0.13 1.8 ± 0.1
PS4C2E-0 day 37.4 ± 0.7 11.4 ± 0.4 21.3 ± 1.0 1.1 ± 0.1
PS4C2E-45 day 41.6 ± 0.1 10.7 ± 0.7 21.7 ± 1.6 1.4 ± 0.3
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confirms that the removal of lignin after treatment 
which provides a hindrance to the attack of the micro-
organisms thereby slowing the rate of biodegradation. 

Escalation in percent crystallinity and crystallization 
temperature is observed by DSC and XRD techniques. 
However, not much change in the melting point is seen 

Fig. 9  Color change of PP/Banana peel composites before and after biodegradation

Fig. 10  Color change of PP/Pigeon pea stalk composites before and after biodegradation
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by DSC for the composites prepared and exposed to 
45 days to biodegradation test.

• TGA data concludes that on exposure to biodegrada-
tion test for 45 days, PP/Banana peel and PP/Pigeon 
pea stalk composites weight loss scan, showed a steep/
fast thermal degradation which thereby confirms the 
microbial activity.

• SEM results showed a change in the morphology of the 
composites prepared. Cracks and voids observed after 
biodegradation in the composites.

• Visual appearance of the composites also changed 
which is characterized by the measurement of color 
which lightened after the samples were subjected to 
biodegradation in compost.

This thereby confirms that the natural fibers (Banana 
peel and Pigeon pea stalk) used in the preparation of the 
composites are prone to microbial attack and can be used 
for the preparation of polymer composites thereby replac-
ing the synthetic fiber, which being non-biodegradable in 
nature. These natural fibers filled polymer composites is a 
suitable alternate to synthetic fiber filled polymer com-
posites in various sectors i.e. automotive, construction etc.
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ABSTRACT
Specialized terms used in the requirements document should be
defined in a glossary. We propose a technique for automated extrac-
tion and clustering of glossary terms from large-sized requirements
documents. We use text chunking combined withWordNet removal
to extract candidate glossary terms. Next, we apply a state-of-the
art neural word embeddings model for clustering glossary terms
based on semantic similarity measures. Word embeddings are ca-
pable of capturing the context of a word and compute its semantic
similarity relation with other words used in a document. Its use for
clustering ensures that terms that are used in similar ways belong
to the same cluster. We apply our technique to the CrowdRE dataset,
which is a large-sized dataset with around 3000 crowd-generated
requirements for smart home applications. To measure the effec-
tiveness of our extraction and clustering technique we manually
extract and cluster the glossary terms from CrowdRE dataset and
use it for computing precision, recall and coverage. Results indicate
that our approach can be very useful for extracting and clustering
of glossary terms from a large body of requirements.
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1 INTRODUCTION
Requirements are descriptions of how the system should behave,
or of a system property or attribute [10, 24]. They are the basis
for every project, defining what the stakeholders in a potential
new system need from it, and also what the system must do in
order to satisfy that need. A requirements document is used to
communicate software requirements to customers, system users,
managers and system developers. All subsequent steps in software
development are influenced by the quality of requirements docu-
ment. A major cause of poor quality requirements document is that
the stakeholders involved in the development process may have
different interpretations of technical terms used in the document.
For example, domain experts may use specialized jargon, whose
meaning may not be clear to readers with a different technical back-
ground and domain expertise. In order to avoid these issues and
to improve the understandability of requirements, it is necessary
that all stakeholders of the development process share the same un-
derstanding of the terminology used. Specialized terms used in the
requirements document should therefore be defined in a glossary.
A glossary defines specialized or technical terms and abbreviations
which are specific to an application domain. For example, if the
system is concerned with health care, it would include terms like
“hospitalization”, “prescription drugs”, “physician”, “hospital out-
patient care”, “durable medical equipment”, “emergency services”
etc. Additionally, requirements glossaries are also useful for text
summarization and term-based indexing.

In order to develop a glossary, the terms to be defined and added
need to be first extracted from the requirements document. Glos-
sary term extraction for the requirements document is an expensive
and time-consuming task. This problem becomes even more chal-
lenging for large-sized requirements document, e.g., [20, 21]. Once
the glossary terms have been extracted they need to be grouped
into clusters of related terms. Clustering of glossary terms helps
in improving the overall structure of requirements glossary and
writing definitions for the glossary terms. It also helps in detecting
multiple terms with the same meaning, i.e., synonyms. Finally, it is
also helpful in glossary updation as the definitions of all the glossary
terms related to a technical concept can be updated simultaneously.

This paper focuses on automatic extraction and clustering of
glossary terms from large-sized requirements documents. A first
step in this direction is to extract the candidate glossary terms
from a requirements document by applying text chunking. Text
chunking consists of dividing a text in syntactically correlated
parts of words. Since 99 percent of all the relevant terms are noun
phrases (NPs) [2, 12], we only focus on extracting the NPs from a
requirements document. Next, we use FastText [3, 11] which is a
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Figure 1: Overview of our approach.

word embeddings model to generate semantic similarity matrix for
extracted glossary terms. Word embeddings represent individual
words as real-valued vectors in a predefined vector space. Each
word is mapped to one vector and the vector values are learnt based
on the usage of words. Words that are used in similar ways tend to
have similar representations. This means that distance between two
words which are semantically very similar is going to be smaller.
More formally, the cosine of the angle between such vectors should
be close to 1. We have trained our word embeddings model on a
domain-specific corpus generated by crawling the home automation
(HA) category on Wikipedia. Finally, we give this similarity matrix
as an input to the clustering algorithms for generating clusters of
glossary terms.

We have applied our approach to the CrowdRE dataset [20, 21],
which contains about 3, 000 crowd-generated requirements for
smart home applications. To measure the effectiveness of our tech-
nique we manually extract the glossary terms from a subset of
randomly selected 100 CrowdRE requirements and use this ground
truth data for computing the precision and recall of our extraction
technique. In addition to these quality metrics we also compute the
requirements coverage of these extracted glossary terms. Similarly,
we manually cluster the glossary terms extracted from these 100
requirements and use this ground truth data to compute precision
and recall for our clustering algorithms. Our detailed experiments
show that text chunking and word embedding based glossary term
clustering can be very effective for automated extraction and group-
ing of technical terms in a large-sized requirements document. An
overview of our approach is shown in Figure 1. More specifically,
our main contributions are as follows :

• We propose a technique for extracting candidate glossary
terms by applying text chunking and WordNet removal.

• We propose a word embeddings based technique for cluster-
ing glossary terms that are semantically similar.

• We apply our technique to the CrowdRE dataset, which is
a large-sized dataset with around 3000 crowd-generated re-
quirements for smart home applications. We extract glossary
terms for these requirements. Next, we use FastText model
trained on domain-specific corpora to generate semantic
similarity matrix which in turn is used by the clustering
algorithms for creating clusters.

• To measure the effectiveness of our term extraction tech-
nique we manually extract the glossary terms from a subset
of randomly selected 100 CrowdRE requirements and use
this ground truth data for computing the precision, recall
and F-score. Additionally, we also compute the requirements
coverage of these extracted glossary terms.

• To measure the effectiveness of our clustering techniques we
manually cluster the glossary terms extracted from these 100
requirements and use it for computing precision and recall.

The remainder of the paper is structured as follows: Section 2
discusses the related work. Section 3 provides the required back-
ground. Section 4 explains our approach. We present the results
of our experiments in Section 5. Section 6 discusses threats to the
validity of our experimental results. Finally, Section 7 concludes
the paper and provides pointers for future research.

2 RELATEDWORK
Word Embeddings for RE. In [6], an approach based on word

embeddings and Wikipedia crawling has been proposed to detect
domain-specific ambiguities in natural language text. More specif-
ically, in this paper authors investigate the ambiguity potential
of typical computer science words using Word2vec algorithm and
perform some preliminary experiments. In [7], authors estimate the
variation of meaning of dominant shared terms in different domains
by comparing the list of most similar words in each domain-specific
model. This method was applied to some pilot scenarios which
involved different products and stakeholders from different do-
mains. Recently, in [19], we have measured the ambiguity potential
of most frequently used computer science (CS) words when they
are used in other application areas or subdomains of engineer-
ing, e.g., aerospace, civil, petroleum, biomedical and environmental
etc. For every ambiguous computer science word in an engineer-
ing subdomain, we have reported its most similar words and also
provided some example sentences from the corpus highlighting
its domain-specific interpretation. Our detailed experiments with
several different subdomains show that word embeddings based
techniques are very effective in identifying domain specific ambi-
guities. Our findings also demonstrate that these techniques can
be applied to documents of varying sizes. All these applications of
word embeddings to requirements engineering are very recent and
only focus on detecting ambiguity in requirements documents.

Glossary Extraction and Clustering for RE. In [1, 9], authors have
developed tools for finding repeated phrases in natural language
requirements. These repeated phrases have been termed as abstrac-
tions. In [23], authors have described an approach for automatic
domain-specific glossary extraction from large document collec-
tions using text analysis. In [13], authors described a case study
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on application of natural language processing for extracting terms
from the text written by domain experts, and build a domain on-
tology using them. In [27], a term extraction technique has been
proposed using parsing and parse relations. A text mining technique
using term ranking and term weighing measures for the automatic
extraction of the most relevant terms used in Empirical Software
Engineering (ESE) documents has been proposed in [28]. In [29],
authors have developed a procedure for automatic extraction of
single and double-word NPs from existing document collections.
Dwarakanath et al. [5] presented a method for automatic extraction
of glossary terms from unconstrained natural language require-
ments using linguistic and statistical techniques. Menard et al. [15]
retrieved domain concepts from business documents using a text
mining process. Recently, a hybrid approach which uses both lin-
guistic processing and statistical filtering for extracting glossary
terms has been proposed in [8]. This technique has been applied to
the same CrowdRE dataset which we have used in our paper for
experiments. Arora et al. [2] have recently proposed a solution for
automatic extraction and clustering of candidate glossary terms
from natural language requirements. This technique has been eval-
uated on three-small sized industrial case studies. Note that in [2]
syntactic, e.g., Jaccard, Levenstein, Euclidean and knowledge-based
similarity measures, e.g., WUP, LCH, PATH have been used for
clustering of glossary terms.

All these term extraction techniques can be broadly classified into
linguistic, statistical or hybrid approaches. Linguistic approaches
detect glossary terms using syntactic properties. In contrast, sta-
tistical approaches select terms based on the frequency of their
occurrence. A hybrid approach combines both linguistic and statis-
tical approaches, e.g., [8]. In this paper we take a linguistic approach
for glossary term extraction and a semantic approach for glossary
clustering. Our paper builds on that investigated in [2] and extends
it in the following ways :

• The NLP and filtering pipeline used in our approach is dif-
ferent from the one used in [2], e.g., we only focus on NPs,
we use lemmatized chunks and we apply WordNet removal.

• In addition to precision and recall, we also compute the re-
quirements coverage tomeasure quality of extracted glossary
terms.

• Unlike [2] where authors have used syntactic and knowledge-
based similarity measures, we use a state-of-the art neural
word embeddings model for clustering glossary terms by
capturing the natural semantic relationship of their mean-
ings. To compute the semantic relationship of two different
terms we have used cosine similarity.

• Unlike [2] where the glossary term extraction and clustering
approach has been evaluated on three-small sized case stud-
ies (110-380 requirements), we have evaluated our solution
on a large-sized requirements document with around 3000
crowd-generated requirements for smart home applications.

• Finally, in [2], authors have concluded that (knowledge-
based) semantic measures do not have a significant impact on
clustering accuracy and that individual semantic measures
should not be applied on their own. In contrast, our exper-
iments have shown that (corpus) word embeddings based

clustering approach can be very effective for grouping se-
mantically similar glossary terms. Our approach falls under
the corpus-based semantic similarity category which deter-
mines the similarity between terms according to information
gained from large corpora.

To the best of our knowledge, this is the first time that a word
embeddings based approach has been proposed for grouping se-
mantically similar glossary terms extracted from a large body of
requirements.

3 PRELIMINARIES
This section discusses some basic concepts that are needed for the
understanding of the rest of this paper.

3.1 Requirements Glossary
Terminological issues are the most common sources of confusion
in requirements document. It is possible that a single reader can
interpret the requirements in more than one way or that multiple
readers come to different interpretations. Additionally, domain ex-
perts may use specialized jargon, whose meaning may not be clear
to readers with a different technical background and domain exper-
tise. A glossary defines specialized terms used in a requirements
document. It contains the following elements [26] :

• Context-specific technical terms
• Abbreviations and acronyms
• Everyday concepts that have a special meaning in the given
context

• Synonyms, i.e., different terms with the same meaning
• Homonyms, i.e., identical terms with different meanings

3.2 CrowdRE Dataset
The CrowdRE dataset was created by acquiring requirements from
members of the public, i.e., crowd [20]. This dataset contains about
3000 requirements for smart home applications. A study on Ama-
zon Mechanical Turk was conducted with 600 workers. This study
measured personality traits and creative potential for all workers.
A two-phase sequential process was used to create requirements.
In the first phase, user stories for smart home applications were
collected from 300 workers. In the second phase, an additional 300
workers rated these requirements in terms of clarity and creativity
and produced additional requirements.

Each entry in this dataset has 6 attributes, i.e., role, feature, ben-
efit, domain, tags and date-time of creation. Since we are interested
in extracting domain-specific terms from this dataset, we only fo-
cus on feature and benefit attributes of this dataset. Some example
requirements obtained from this dataset after merging feature and
benefit attributes are shown in Table 1. For further details, we refer
the interested reader to [20, 21].

3.3 FastText
Word embeddings are a powerful approach for analyzing language
and have been widely used in information retrieval and text min-
ing. They provide a dense representation of words in the form of
numeric vectors which capture the natural semantic relationship
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Table 1: Some examples of CrowdRE requirements.

Req Id Textual Requirements
R1 my smart home to be able to order delivery food

by simple voice command, i can prepare dinner
easily after a long day at work.

R2 my smart home to turn on certain lights at dusk,
i can come home to a well-lit house.

R3 my smart home to sync with my biorhythm app
and turn on some music that might suit my mood
when i arrive home from work, i can be relaxed.

R4 my smart home to ring when my favorite shows
are about to start, i will never miss a minute of
my favorite shows.

of their meaning. Word embeddings are considered to be an im-
provement over the traditional bag-of-words model which results
in very large and sparse word vectors. The model “Word2vec” devel-
oped by the researchers at Google [16] learns and generates word
embeddings from a natural language text corpus. The skip gram
negative sampling (SGNS) implementation of Word2vec [18] pre-
dicts a collection of words𝑤 ∈𝑉𝑊 and their contexts 𝑐 ∈𝑉𝐶 , where
𝑉𝑊 and 𝑉𝐶 are the vocabularies of input words and context words,
respectively. Context words of a word𝑤𝑖 is a set of words𝑤𝑖−𝑤𝑖𝑛𝑑 ,
. . . ,𝑤𝑖−1,𝑤𝑖+1, . . .,𝑤𝑖+𝑤𝑖𝑛𝑑 for some fixed window size𝑤𝑖𝑛𝑑 . Let
𝐷 be a multi-set of all word-context pairs observed in the corpus.
Let #»𝒘 , #»𝒄 ∈ R𝑑 be the 𝑑-dimensional word embeddings of a word𝑤
and context 𝑐 . These vectors (both word and context) are created by
the Word2vec model from a corpus and are analyzed to check the
semantic similarity between them. The main objective of negative
sampling (NS) is to learn high-quality word vector representations
on a corpus. A logistic loss function is used in NS for minimizing the
negative log-likelihood of words in the training set. FastText [3, 11]
is an extension to Word2Vec proposed by Facebook’s AI research
lab in 2016. Unlike Word2vec which feeds individual words into
the neural network, FastText breaks words into several n-grams
(sub-words). For example, the tri-grams for the word orange is ora,
ran, ang and nge. The word embedding vector for orange will be the
sum of all these n-grams. Once the neural network has been trained
we obtain word embeddings for all the n-grams given the training
dataset. FastText properly represents rare words since it is highly
likely that some of their n-grams also appears in other words. Note
that Word2vec fails to provide any vector representation for words
that are not in the corpus.

Word Similarity Computation. The FastText model uses the co-
sine similarity to compute the semantic relationship of two different
words in vector space. Let us assume two word embedding vec-
tors

#»

𝒘
′ and

# »

𝒘
′′ , then the cosine angle between these two word

embedding vectors is calculated using Equation (1).

𝑐𝑜𝑠 (
#»

𝒘
′

,
# »

𝒘
′′

) =
#»

𝒘
′ •

# »

𝒘
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The range of similarity score is between 0 to 1. If the score is closer
to 1 this means that the words are semantically more similar and
used in almost the same context. On the other hand, if the score is
closer to 0 it means that the words are less related to each other.

3.4 Clustering
Clustering involves grouping together of objects with similar char-
acteristics. It divides the dataset into groups, based on the similar
data points. Clustering uses unsupervised mode of learning, where
the task of the machine is to group unsorted information according
to similarities, patterns or differences without any prior training on
data. Clustering helps the businesses to manage their data better
by image segmentation, grouping web pages, market segmentation
and information retrieval. In this paper we have used two clustering
algorithms, namely, 𝐾-means [14] and Expectation Maximization
(EM) [4].

𝐾-means. : 𝐾-means is a hard boundary clustering algorithm.
It partitions a set of data points into 𝐾 clusters. Each cluster is
represented by a centroid which is effectively the mean value of all
the data points belonging to the cluster. The points are assigned to
the clusters in such a way that the intra-cluster similarity is high
(the data points are closer) and the inter-cluster similarity is low
(the data points are farther). The centroids are initialized randomly
and re-evaluated iteratively along with the cluster membership
functions until they converge. The algorithm works by iterating
through the assignment step where each data point is assigned
to a cluster based on its similarity to the centroid and updation
step which involves evaluating the centroids until each centroid
converges.

Expectation Maximization (EM). : EM assumes apriori that there
are 𝐾 Gaussian and the algorithm tries to fit the data into the 𝐾
Gaussian by expecting the classes of all data point and then maxi-
mizing the maximum likelihood of Gaussian centers. The algorithm
iterates through the expectation step which computes the expected
classes of all data points for each class and maximization step which
computes the maximum likelihood means given our data class mem-
bership distribution.

4 APPROACH
This section discusses the approach used for extraction and cluster-
ing of glossary terms from large-sized requirements documents.

4.1 Extraction of Glossary Terms
This subsection presents the steps that have been used for extracting
the candidate glossary terms. The first step includes the process of
corpus building. In the second step, we perform data preprocessing
to extract the candidate glossary terms. The final step is filtering of
candidate glossary terms which provides us the final set of domain-
specific terms. The rest of this section elaborates each of these
steps.

4.1.1 Corpus Building.

CrowdRE. For each user story in the CrowdRE dataset, we merge
the feature and benefit attributes to obtain a single textual require-
ment. This is done by using a comma (,) between the text present
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in two attributes and a full stop (.) to terminate the requirement.
Let 𝐶𝐶𝑅𝐸 denotes the CrowdRE corpora obtained after applying
the above mentioned transformations.

4.1.2 Data Preprocessing. This step involves transforming raw nat-
ural language text into an understandable format. All the steps
of data preprocessing have been implemented using the Natural
Language Toolkit (NLTK)1 in Jupyter notebook2, an open-source
python IDE. The NLP pipeline used in data preprocessing is shown
in Figure 2. In the first step of this NLP pipeline all the words are
expanded from its shorter version (expanding contractions). The
contractions are shortened version of words. In case of English
language, the contractions are generated by removing one of the
vowels from the word phrase. For example: "are not" is shortened
to aren’t and would not is written as wouldn’t. These contractions
exist either in written or spoken forms. The textual data (sentences)
of each corpus are broken into tokens of words (tokenization) fol-
lowed by the cleaning of all special symbols, i.e., alpha-numeric
words. Note that tokenization preserves the syntactic structure of
sentences. Next, the tokens of each sentence are tagged according to
their syntactical position in the text. The tagged tokens are encoded
as 2-tuples, i.e., (PoS, word), where PoS denotes the part of speech.
We have used the NLTK (pos_tag)3 Tagger, which is a perceptron
tagger for extracting PoS tags. A perceptron part-of-speech tagger
implements part-of-speech tagging using the averaged, structured
perceptron algorithm. It uses a pre-trained pickled model by calling
the default constructor of the PerceptronTagger class4. This tagger
has been trained and tested on the Wall Street Journal corpus. Since
for technical documents, 99% of all the glossary terms are NPs [12],
we develop a regular grammar rule that extracts NPs from the text.
The used grammar rule is obtained by a certain combination of
POS tags that have been experimentally designed to chunk the
most relevant NPs (text chunking). Final step deals with lowering
of words (case conversion). This step terminates with producing a
set of extracted candidate glossary terms.

4.1.3 Filtering of Candidate Glossary Terms. The candidate glos-
sary terms extracted in the previous step serve as input for this step
whose output would be the final set of glossary terms. Firstly, we
lemmatize5 the candidate glossary terms (lemmatization). Lemma-
tization removes the inflectional endings and returns the base or
dictionary form of a word, i.e., lemma. For example, after the lemma-
tization step, grows becomes grow and playing becomes play. In
the next step, we clean all the extracted chunks such that all the
tokens annotated as determiners, predeterminers and possessive
pronouns are removed. Additionally, all the single letter tokens
(like ‘i’ or ‘e’) and empty strings are also removed from the glossary
terms (removal of determiners, pre-determiners, possessive pronouns,
single letter words and empty strings). Next, all the single word terms
that are present in the WordNet English database dictionary6 are
also removed due to the fact that such common words are usually
irrelevant for a domain-specific glossary (WordNet removal). Out

1https://www.nltk.org/
2https://jupyter.org/
3https://www.nltk.org/_modules/nltk/tag.html
4https://www.nltk.org/_modules/nltk/tag/perceptron.html#PerceptronTagger
5https://www.nltk.org/_modules/nltk/stem/wordnet.html
6https://wordnet.princeton.edu/

CrowdRE Dataset (𝐶𝐶𝑅𝐸 )

Expanding Contractions

Tokenization

PoS Tagging

Text Chunking

Case Conversion

Figure 2: NLP Pipeline.

of the remaining terms, we remove the duplicate terms (removal of
duplicate terms) and this gives us the final set of glossary terms. All
the steps of filtering pipeline are shown in Figure 3. The descriptive

Candidate Glossary Terms

Lemmatization

Removal of Determiners, Pre-
determiners, Possessive Pronouns, Sin-
gle Letter Words and Empty Strings

Wordnet Removal

Removal of Duplicate Terms

Filtered Glossary Terms

Figure 3: Filtering Pipeline.

statistics of the glossary terms obtained after applying filtering
pipeline is shown in Table 2.

4.2 Clustering of Glossary Terms
In this subsection, we present the approach used for clustering
the extracted glossary terms. We start with a brief description of



ISEC 2020, February 27–29, 2020, Jabalpur, India K. Bhatia et al.

Table 2: Descriptive statistics of the extracted glossary
terms.

Process Total Terms
Lemmatized candidate glossary terms 13,172

Removal of DTs, PDTs, PRPs, single letter 12,957words, empty strings

Removal of WordNet terms 4,525

Removal of duplicate terms (without WordNet
removal)

4,084

Removal of duplicate terms (with WordNet re-
moval)

2,890

the steps involved in generating a domain-specific corpora which
has been used for training the FastText model. Next, we discuss
the training procedure and the steps involved for generating the
similarity matrix.

4.2.1 Domain-specific Corpora. We have used some standard web
scraping packages available in python7 to crawl and build the cor-
pora from Wikipedia home automation category8. Wikipedia cat-
egories have a tree structure and they group together pages on
similar subjects. Categories are found at the bottom of an article
page. They support auto linking and multi-directional navigation.
For our case, the maximum depth used for subcategory traversal is 2.
This is primarily because increasing the depth results in extraction
of less relevant pages from Wikipedia. For the sake of complete-
ness, we have crosschecked all the results (data extraction for the
home automation Wikipedia category) with the help of a widely
used Wikipedia category data extraction tool known as PetScan9.
PetScan (previously CatScan) is an external tool which can be used
to find all the pages that belong to a Wikipedia category for some
specified criteria. This corpora has been used for training the word
embeddings model, i.e., FastText.

For comparative purposes, we have also used a pre-trained Wiki-
news FastText word embeddings model [17]. It consists of 1million
word vectors trained with subword information on Wikipedia 2017,
UMBC webbase corpus and statmt.org news dataset (16B tokens)10.
This generic dataset has been used to illustrate the fact that a gen-
eral purpose embedding does not necessarily adequately represent
domain-specific terms.

4.2.2 Training. For FastText training, we have used the Gensim
library11. For implementing the clustering algorithms, i.e., K-means
and EM, we have used SciPy12 and scikit-learn library13, respec-
tively. Google Colaboratory14 has been used for providing GPU
support to train the FastText model and run clustering algorithms.
7https://selenium-python.readthedocs.io/
8https://en.wikipedia.org/wiki/Home_automation
9https://petscan.wmflabs.org/
10https://fasttext.cc/docs/en/english-vectors.html
11https://radimrehurek.com/gensim/models/fasttext.html
12https://docs.scipy.org/doc/scipy/reference/generated/scipy.cluster.vq.kmeans.html
13https://scikit-learn.org/stable/modules/generated/sklearn.mixture.
GaussianMixture.html
14https://colab.research.google.com/notebooks/welcome.ipynb

The parameters used for training the FastText model are as follows :
dimension=300, window=4, epochs=100, min_count=0, sample=6𝑒-
5, alpha=0.03, min_alpha = 0.0007 and negative=20.

4.2.3 Similarity Matrix. For generating the similarity matrix, we
follow the optimal matching approach originally proposed in [22].
Since our glossary terms can be multi-word terms, we need to
combine the token-level similarity scores. Recall that token-level
similarity scores can be easily obtained by computing the cosine
similarity between word vectors generated by FastText model. For
a given pair of multi-word glossary terms, the terms are used as
bags of tokens. Next, the similarity scores for all pair of tokens
are computed using the cosine similarity. To compute the opti-
mal matching of the glossary terms, we select the matching that
maximizes the sum of token-level similarity scores. To obtain the
final similarity score, we compute the normalized sum for the op-
timal matching. For further details, we refer the interested reader
to [2, 22]. Using the above mentioned procedure we can compute
the similarity score between each pair of extracted glossary terms
and generate a similarity matrix with dimension 𝑛 × 𝑛 where 𝑛 is
the total number of (multi-word) glossary terms extracted from
the requirements document. This similarity matrix is given as an
input to the clustering algorithms for grouping semantically similar
glossary terms.

5 EXPERIMENTAL RESULTS
This section presents the results of our detailed experiments. Sub-
section 5.1 evaluates the quality of extracted glossary terms by
computing precision, recall, F-score and requirements coverage.
Similarly, subsection 5.2 evaluates our clustering techniques by
computing precision, recall and F-score.

5.1 Extraction of Glossary Terms
5.1.1 Generation of Ground Truth. Ground truth is used for check-
ing the results of machine learning for accuracy against the real
world. For glossary term extraction, generation of ground truth in-
volves manual creation of correct glossary terms by domain experts
or by a team of experienced requirements engineers or researchers.
Since CrowdRE dataset does not contain a reference list of correct
glossary terms and it is not possible to generate the list of glossary
terms manually for 3000 requirements, we have manually created
the ground truth for a random subset of 100 requirements. This
ground truth allows us to assess the performance of our approach
by computing precision, recall and F-score. A total of 120 glos-
sary terms have been manually extracted from a random subset of
100 CrowdRE requirements. Some examples of manually extracted
glossary terms have been shown in Table 4.

5.1.2 Precision and Recall. To evaluate the quality of our glossary
term extraction technique we compute the precision and recall on
this random subset of 100 CrowdRE requirements. Precision gives
us the fraction of relevant instances among the retrieved instances.
On the other hand, recall gives us the fraction of relevant instances
that have been retrieved over the total amount of relevant instances.
Precision and recall values are computed using True Positives (TP),
False Positives (FP) and False Negatives (FN). True Positives are the
total number of extracted glossary terms which are also present in
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Table 3: Precision, recall and F-score for extracted terms.

Process Extracted
Glossary
Terms

Precision Recall F-score

With
WordNet
Removal

143 32.16 51.68 39.65

Without
WordNet
Removal

292 24.65 69.90 36.45

the ground truth. False Positives are the total number of extracted
glossary terms which are not present in the ground truth. Similarly,
the ground truth terms that are not extracted by our approach are
False Negatives (FN). Precision, recall and F-score are computed as
follows:

𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 =
𝑇𝑃

𝑇𝑃 + 𝐹𝑃 𝑅𝑒𝑐𝑎𝑙𝑙 =
𝑇𝑃

𝑇𝑃 + 𝐹𝑁 𝐹 -𝑠𝑐𝑜𝑟𝑒 = 2 × 𝑃 × 𝑅
𝑅 + 𝑃

Precision, recall and F-score values for glossary terms extracted
from the random subset of 100 CrowdRE requirements with Word-
Net removal are shown in the first row of Table 3. A total of 143
terms have been extracted from the random subset of 100 Crow-
dRE requirements. Similarly, the values of these quality metrics for
terms without WordNet filtering are shown in the second row of
Table 3. Here, a total of 292 glossary terms have been extracted from
the same subset of 100 requirements. Some example glossary terms
extracted by our approach (with WordNet removal) are shown in
Table 5. In [2], authors argue that recall is more important than
precision for measuring the quality of extraction approach because
a low recall means that many of the important domain-specific
terms are not present in the extracted glossary. From Table 3 it can
be observed that the value of recall is significantly improved if we
do not apply WordNet filtering. However, it is important to remem-
ber that we are dealing with large-sized requirements documents
and for such documents filtering of candidate terms is crucial. For
large-sized requirements one needs to strike a balance between

Table 4: Some examples of manually extracted glossary
terms.

Req
Id

Textual Requirements Glossary Terms

R1 my smart home to turn on
certain lights at dusk, i can come
home to a well-lit house.

smart home, certain
lights

R2 my smart home to sync with my
biorhythm app and turn on some
music that might suit my mood
when i arrive home from work, i
can be relaxed.

smart home, biorhythm
app, music

the number of extracted glossary terms and recall. We therefore
believe that WordNet removal is important for large-sized docu-
ments and our future efforts should focus on improving the recall
of our extraction approach. As pointed out in [2], low precision
is easy to handle as it only involves removing undesired terms
from the list of extracted glossary terms. We believe that statistical
filtering [8] combined with semantic filtering could be very helpful
in improving the precision of our approach.

Table 5: Examples of extracted glossary terms using our au-
tomated approach.

Glossary Terms Glossary Terms
automatic fragrance sprinkler smart lock
automatic garage door smart touch screen tv
desired temperature smart watch application
hallway motion detector wireless charger

5.1.3 Coverage. In [8], requirements coverage has been advocated
as another metric for a glossary’s quality. Roughly speaking, the
definition of coverage is the extent to which something is addressed,
covered or included. In the context of glossary term extraction
for software requirements, coverage gives us the percentage of
requirements that are covered by the terms present in the glossary.
For CrowdRE dataset, without WordNet removal we obtain a total
of 4084 glossary terms with a coverage rate of 100%, i.e., 2966 of
2966 requirements are covered by these glossary terms. On applying
WordNet removal the number of glossary terms reduces to 2, 890
and the corresponding coverage rate is 94.37%, i.e., 2799 of 2966
requirements are covered by this new set of glossary terms. This
reduction in coverage rate can be attributed to the following reason.
The common nouns or NPs which are not domain-specific but do
appear frequently in requirements document would not be part of
the final set of glossary terms obtained after applying WordNet
filter. Note that even after applying WordNet filtering we get a very
high coverage rate which indicates that our extracted glossary is of
a reasonably good quality.

(a) KM clustering algorithm. (b) EM clustering algorithm.

Figure 4: F-score curves forKMandEMalgorithmswith Fast-
Textmodel trained onWikipedia home automation corpora.

5.2 Clustering of Glossary Terms
5.2.1 Ground Truth Generation. Since CrowdRE dataset does not
contain any information about the ideal clusters (ground truth)
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control temperature
thermostat
smart thermostat
desired temperature
ideal temperature
optimal temperature
temperature sensor

air conditioning
air purity controller
bad odour
air quality
ceiling fan
electricity

app
background music
music
tv
television
smart touch screen tv

ductless heat pump
heat source
regular furnace
space heater

hallway motion detector
outdoor motion detector
outdoor motion sensor

cluster 1 cluster 2 cluster 3 cluster 4 cluster 5

Figure 5: Examples of manually clustered glossary terms.

Table 6: Performance evaluation results for automated clustering of glossary terms in ground truth.

Training Approach Cluster
Range

Clustering
Algorithm

Precision Recall F-score #Clusters Normalized
AUC

FastText (trained
on Wikipedia
home automation
dataset)

1-20

K-means

56.08 67.91 61.43 16

0.537721-40 72.26 59.70 65.38 26

41-60 85.19 50.74 63.60 41

1-20

EM

59.21 64.92 61.93 16

0.554221-40 84.05 53.73 65.55 40

41-60 93.78 50.00 65.22 56

FastText
(pre-trained Wiki
news word
embedding model)

1-20

K-means

52.88 58.95 55.75 19

0.506321-40 78.57 48.50 59.98 36

41-60 79.87 45.52 57.99 54

1-20

EM

53.10 63.43 57.81 16

0.519221-40 75.98 50.00 60.31 37

41-60 89.20 48.50 62.84 54

for glossary terms, we have manually clustered the 120 glossary
terms into groups of semantically related terms. More specifically,
we have manually grouped the 120 glossary terms into 30 clusters.
Note that some of these ideal clusters are overlapping. Fig. 5 shows
examples of manually generated clusters for glossary terms.

5.2.2 Precision and Recall. In this section, we compute the preci-
sion, recall and F-score for our clustering algorithms, i.e., K-means
and EM. As pointed out in [2], if the number of glossary terms
is 𝑛 then it makes little sense to increase the value of 𝐾 beyond
𝑛
2 as this would generate very small-sized clusters. To compute
precision, recall and F-score for clusters, we have used the same
procedure as suggested in [2]. This procedure computes the overall
precision and recall by computing the weighted averages of the
precisions and recalls of the ideal clusters. We first apply EM and
K-means algorithms for clustering 120 glossary terms that have
manually extracted (ground truth) from a random subset of 100
CrowdRE requirements. Results of our experiments are shown in

Table 6. Since number of extracted terms is 120, maximum number
of clusters is 60. For each clustering algorithm we have two combi-
nations, i.e., word embeddings model trained on domain-specific
corpora or trained on Wiki-news. For each combination we have
three rows in the table. The first row reports the results where
F-score has maximum value for clusters ranging from 1-20. Simi-
larly, second and third rows reports the maximum value of F-score
for the clusters ranging from 21-40 and 41-60, respectively. The
last column gives the value of normalized Area Under the Curve
(AUC), i.e., average F-score for each curve obtained by comput-
ing its Area Under the Curve and normalizing the result for each
combination. The curves of F-score against the number of clus-
ters for KM and EM algorithms with FastText model trained on
Wikipedia home automation (domain-specific) corpora are shown
in Figure 4. In Table 6 for K-means clustering with FastText model
trained on Wikipedia home automation (domain-specific) dataset,
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Table 7: Performance evaluation of term extraction combined with clustering.

WordNet
Removal

Training Approach Cluster
Range

Clustering
Algorithm

Precision Recall F-score #Clusters Normalized
AUC

Yes

FastText (trained
on Wikipedia
home automation
dataset)

1-23

K-means

48.36 40.29 43.96 24

0.407124-47 62.33 39.55 48.39 45

48-71 74.40 39.55 51.64 57

1-23

EM

42.15 45.52 43.77 23

0.412624-47 61.26 42.53 50.21 37

48-71 68.52 43.28 53.05 48

No

1-48

K-means

40.97 45.52 43.13 35

0.399149-97 67.16 40.29 50.37 97

98-146 71.58 38.05 49.69 113

1-48

EM

44.28 41.79 43.00 46

0.412549-97 44.28 41.79 43.00 86

98-146 78.23 38.80 51.87 123

Yes

FastText
(pre-trained Wiki
news word
embedding model)

1-23

K-means

44.38 38.80 41.41 24

0.38724-47 61.16 38.80 47.48 32

48-71 72.12 35.82 47.86 67

1-23

EM

44.67 37.31 40.66 21

0.385524-47 65.12 36.56 46.83 47

48-71 76.05 34.32 47.30 64

No

1-48

K-means

47.73 38.05 42.35 48

0.378549-97 49.67 41.79 45.39 74

98-146 81.35 34.32 48.28 142

1-48

EM

44.97 38.05 41.22 48

0.384849-97 60.03 35.82 44.87 91

98-146 67.30 35.82 46.75 106

the maximum value of F-score is 65.38 and the corresponding num-
ber of clusters is 26. The highest value of F-score among all the
four clustering combinations is obtained for EM clustering with
FastText model trained on Wikipedia home automation dataset.
Here, F-score is 65.55 and the number of clusters is 40. As the Table
suggests, the highest value of normalized AUC (0.5542) is obtained
for EM clustering with FastText model trained on Wikipedia home
automation dataset. Note that for this combination the number of
clusters, i.e., 40 corresponding to the highest F-score comes very
close to the ideal number of clusters (ground truth), i.e., 30. There-
fore, we believe that EM combined with FastText model trained on

domain-specific corpora is the best choice for clustering glossary
terms extracted from CrowdRE requirements.

Performance Evaluation of Term Extraction Combined with Clus-
tering. : In the previous section, we have evaluated the quality of
our clustering approach by automated clustering of glossary terms
present in the ground truth and computing precision, recall and
F-score using the ideal clusters. In this section, we first extract the
glossary terms from the same subset of 100 CrowdRE requirements
using our extraction approach. Next, we group these terms using
our clustering algorithms and compute the precision, recall and
F-score using our ideal clusters. For term extraction we have two
combinations, i.e., with or withoutWordNet removal. As mentioned
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energy use
energy bill
energy cost
energy consumption

outdoor motion detector
hallway motion detector
outdoor motion sensor
outdoor safety light

food preparation
breakfast food
food bowl

smart carbon monoxide detector
carbon monoxide
carbon monoxide detector

air purity controller
air quality

cluster 1 cluster 2 cluster 3 cluster 4 cluster 5

Figure 6: Examples of automated clustering of glossary terms (WordNet + EM + FastText (Wikipedia home automation)).

in the previous section, for clustering we have four combinations.
This means that in total we have to perform our experiments on
eight combinations. From Table 3 we know that with WordNet
removal the total number of extracted terms is 143. This means that
the upper bound on number of clusters is 71. Similarly, for term
extraction without WordNet removal upper bound on the number
of clusters is 292

2 = 146. The results of our experiments are shown
in Table 7. The highest normalized AUC, i.e., 0.4126 is obtained
for the second combination where WordNet removal is combined
with EM algorithm and FastText model trained on domain-specific
corpora. Some example clusters for glossary terms extracted with
WordNet removal and grouped using EM algorithm and FastText
model trained on Wikipedia home automation corpora are shown
in Figure 6. From this example it can be observed that all the terms
present in a cluster are semantically very similar or related. For
example, all types of outdoor motion detectors and safety light have
been placed in cluster 2. Similarly, all the terms related to enery
usage, e.g., energy bill, energy cost and energy consumption have
been placed in cluster 1.

It is important to note that the fourth combination in Table 7
gives us the second highest normalizedAUC value, i.e., 0.4125which
comes very close to the highest value. Considering the fact that for
large-sized requirements documents filtering of candidate glossary
terms, i.e., WordNet removal is crucial and second combination in
Table 7 gives us the highest normalized AUC, we believe the second
combination is the best choice for glossary term extraction and
clustering.

6 THREATS TO VALIDITY
This section discusses threats to the validity of our experimental
results.

Internal Validity: One of the main threats to internal validity is
the researcher bias, which may have occurred in manual generation
of the ground truth data for glossary terms and ideal clusters. To
reduce this threat ground truth data was generated individually by
all the three authors of this paper and the final ground truth data
was generated through consensus after detailed discussions among
the authors. Since the word embeddings model has been trained
on different datasets, threats related to the bias in model training
have been reduced.

External Validity: Concern towards generalizibility may arise
because of singleton case study to assess the empirical feasibility
of the proposed approach. Having said this we believe that our
approach can be used for any application domain by training the
FastText model on corresponding domain-specific corpora.

Conclusion Validity: All the conclusions drawn in this paper are
shown to have been rooted in section 5 of this paper and thus there
is traceability.

7 CONCLUSIONS
This paper proposes an automatic approach for extracting and clus-
tering of glossary terms from large-sized requirements documents.
The first step of our solution involves extracting candidate glos-
sary terms by applying text chunking and WordNet removal. In the
next step, we apply a state-of-the art word embeddings model, i.e.
FastText for generating semantic similarity measures. The model
has been trained on a domain-specific corpus created by crawling
home automation (HA) category on Wikipedia. Finally, we propose
a technique to cluster semantically similar glossary terms by apply-
ing 𝐾-means and Expectation Maximization clustering algorithms.
We have applied our technique to a large-sized requirements docu-
ments with around 3000 crowd-generated requirements. We have
measured the quality of our extraction approach by computing pre-
cision and recall using manually extracted glossary terms from a
random subset of 100 CrowdRE requirements. Similarly, the quality
of our clustering technique has been measured by computing pre-
cision and recall using manually clustered glossary terms extracted
from the same subset of 100 requirements. Our experiments indi-
cate that word embeddings based semantic clustering of glossary
terms can be very effective for large-sized requirements document.
More specifically, we recommend our NLP pipeline combined with
filtering for glossary term extraction. For clustering, we suggest us-
ing EM algorithm with FastText model trained on domain-specific
corpora.

Future Work. This research work can be extended in several
interesting directions which are as follows :

• Improve the recall of our term extraction approach.
• Investigate the practical utility of our approach by applying it
to several large-sized requirements documents from different
application domains.

• Extend this technique to automatically extract and cluster
the glossary terms from a large body of natural language
requirements for software product lines [25].

• Extend this technique to automatically extract and cluster
the glossary terms from documents where natural language
text is supplemented with images, tables and figures.

• Compare the effectiveness of FastText semantic clustering
with other word embedding techniques, e.g., GloVe.

• Compare the performance of 𝐾-means and 𝐸𝑀 algorithms
with other well known clustering techniques.
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Abstract
Multi-sensor data fusion has recently received remarkably more attraction in urban 
land classification. The fusion of multi-resolution and multi-sensor remote sensing 
data can help in comprehending more information about the same land cover fea-
tures, thereby, enhancing the classification accuracy. In this field of study, a combi-
nation of hyperspectral data in a long-wave infrared range and a very high-resolu-
tion data in a visible range has been extensively used for exploring the spectral and 
spatial features for decision level fusion classification. This paper proposes a novel 
method of integrating the classifier decisions with the additional ancillary informa-
tion derived from spectral and spatial features for improvement in the classifica-
tion accuracy of natural and man-made objects in urban land cover. The paper also 
presents a detailed performance comparative evaluation of two classifiers i.e., sup-
port vector machine (SVM) and artificial neural network (ANN) to show the effec-
tiveness of these classifiers. The results obtained from a decision-based multilevel 
fusion of spectral and spatial information using hyperspectral and visible data have 
shown improvement in classification accuracy. The results also reveal that the clas-
sification accuracy of the SVM classifier is better than ANN in multi-sensor data 
using decision level fusion of combined feature set analysis.
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1 Introduction

The requirement of greater accuracy in image and data analysis not only fuelled the 
development of technology in accessing better resolution remote sensing data but 
also in exploring multiresolution and multi-sensor data [1]. Currently, a variety of 
multiresolution and multi-sensor remote sensing data is available which primarily 
includes, multispectral and hyperspectral data. Multispectral remote sensing data 
comprises of a smaller number of spectral bands with a larger bandwidth. Therefore, 
the data can be used for studying the spatial characteristics of the ground objects. 
But the interpretation of multispectral data is difficult particularly, in land-cover 
applications where intra-class variability is important. Hyperspectral remote sensing 
data includes large data sets comprising of 100–200 contiguous spectral bands that 
have ample spectral information of various intra-class ground objects in the scene. 
But the handling of large amounts of data will, however, dramatically increase the 
complexity and processing time. Also, the effective and proper selection of relevant 
bands for the study of any application becomes the primary task while handling the 
hyperspectral remote sensing data.

Interpretations from multiresolution and multi-sensor data can be enhanced with 
the knowledge of digital image fusion techniques [2, 3]. Fusion of multiresolution 
and multi-sensor data not only helps in sharpening the details of low-resolution data 
but also provides complementary data observed from the same site with superior 
apprehension which is not possible with the single sensor data [4]. The single-source 
data is not fully capable of extracting accurate ground objects either due to spectral 
similarities within different objects or due to spatial adjacencies between the same 
objects. Consequently, in addition to the spectral response, object characteristics, 
such as shape and spatial relations should be well interpreted to enhance the accu-
racy assessment of the data. The use of hyperspectral and multispectral data simul-
taneously seems to be a promising way for exploring the features related to spectral 
and spatial domains that can significantly improve the accuracies and enhance the 
interpretations of remotely sensed data [5, 6]. In the literature it is found that image 
processing and data fusion of hyperspectral/multispectral multiresolution and multi-
sensor data plays a vital role in pan-sharpening, change detection [8–10], image 
classification [10], image modality fusion [11], geospatial information science with 
a different applicability. With recent technological advances in remote-sensing sys-
tems, fusion of very high-resolution data collected by a digital color camera and a 
new coarse resolution hyperspectral data in the long-wave infrared (LWIR) range 
for urban land-cover classification has been extensively enticed much consideration 
and turned into a research hot spot in image analysis and data fusion research com-
munity [13, 14, 31].

The classification of urban land features can be broadly categorized as parametric 
or non-parametric depending upon whether statistical parameters are used to group 
pixels or other parameters such as artificial neural network and fuzzy parameters [6, 
16, 17]. Parametric techniques can be further divided into two types namely, super-
vised and unsupervised. Unsupervised classification involves the clustering of the 
pixels based on the reflectance properties of the pixels. In the case of supervised 
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classification, however, user-selected reference data is considered for classification. 
Depending upon whether pixels or objects form the basis of data in classification, 
these are referred to as a pixel or object-based classification [18, 19]. Another set of 
classification techniques is biologically inspired by non- parametric techniques. It 
deals with little or no prior knowledge of the distribution of input or reference data 
to quantify the complex patterns for classification.

In concern to the discussion above in this paper, a multi-level fusion strategy is 
proposed for urban land classification on hyperspectral and multispectral multireso-
lution, multi-sensor data to improve the classification accuracy of objects/classes. 
In this context, TIR HS (thermal infrared hyperspectral) and VIS RGB (visible 
band) data are used to extract multiple features about natural and man-made objects/
classes. For this purpose, salient features in a spatial, textural and spectral-domain 
are computed. Further, the multiple features generated through feature level fusion 
are fed one by one to parametric and non-parametric classifiers i.e., Support Vec-
tor Machine (SVM) and Artificial Neural Network (ANN). The comparative clas-
sification accuracy assessment of classifiers is obtained through a multi-level fusion 
strategy using spectral and spatial features. Multi-level fusion strategy is applied at 
two stages; one at the classifier stage with each feature analysis and other at the 
combination of all feature analysis. The results have shown that by fusion of all the 
feature vectors through majority voting the overall classification accuracy of natural 
and man-made objects has been improved.

The paper is presented in six sections. The next section describes the study area 
and the available data set. Section 3 presents a detailed description of the theoretical 
background followed by Sect. 4 that defines the flow graph and the implementation 
process for the proposed work. In the last section, the experimental results of the 
classification accuracy are discussed. Finally, the conclusions are presented.

2  Study Area and Data Set

The data consists of an urban area near Thetford Mines, Quebec, Canada [20]. The 
characteristics of the data sets are described below:

(a) The first airborne data set is an LWIR hyperspectral data that has been acquired 
using the Telops’ Hyper-Cam. The region in the mosaic consists of a variety of 
natural and man-made objects such as trees, vegetation, soil, roads, and build-
ings. The airborne LWIR hyperspectral imagery consists of 84 spectral bands in 
the 868–1280 cm−1 region (7.8–11.5 μm) at a spectral resolution of 6 cm−1 (full-
width-half maximum). The average spatial resolution of LWIR hyperspectral 
imagery is approximately 1 m. The grey-scale image of the 74th spectral band 
is shown in Fig. 1a.

(b) The second airborne data has been acquired using a digital color camera (2 
Megapixels) mounted on the same platform as that for LWIR Hyperspectral data. 
The airborne visible imagery is a high spatial resolution digital data with sparse 
ground coverage over the same area as the LWIR hyperspectral imagery. The 
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average spatial resolution of visible imagery is approximately 0.1 m. Figure 1b 
shows a VIS RGB image obtained in five strips as shown.

3  Theoretical Background

This section presents a review of the basic concepts of some of the main topics con-
sidered in this study.

1. Feature Extraction Feature extraction is a way to describe the object in an image 
in terms of measurable values. The extracted features show the properties of the 
concerned objects. These features are used with the classifier to assign the class to 
the object. In this paper, five classes/objects have been identified under the natural 
and man-made category. These classes/objects are buildings, roads, trees, vegeta-
tion, and soil. To extract these objects, the knowledge of mathematical spatial, 
textural and spectral features is required. In addition to this for the best possible 
description of the objects, feature level fusion techniques can be employed for 
extracting the features. Feature level fusion involves the fusion of the features 
from different sensors to create a feature vector for classifying the objects/classes. 
In this paper, NDVI (Normalized Difference Vegetation Index) [21] has been used 
for extracting vegetation, trees and soil components through feature level fusion of 
multisensory data. NDVI is calculated using hyperspectral data that has bands in 
an infrared range that extends from the nominal red edge of the visible spectrum 
at 700 nm to 1 mm. The mean of all the bands is computed to gather the average 
spectral information of near-infrared range for the healthy vegetation. As the 

(a) (b)74th Spectral Band Grayscale
LWIR Hyperspectral Data

VIS RGB Data with 5 
 showing the mosaic of natural 

and man-made Objects

1 

5

4 

3 

2 

strips

Fig. 1  a 74th Spectral Band Grayscale LWIR Hyperspectral Data. b VIS RGB Data with 5 strips show-
ing the mosaic of natural and man-made Objects\
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hyperspectral data has only infrared range information, therefore, the red band 
information is extracted from VIS RGB data for computing the vegetation index. 
For a depiction of healthy vegetation, the maximum absorption in red band and 
maximum reflectance in the infrared band is band required, hence, the fusion of 
bands from LWIR and VIS RGB data has complemented the extraction of com-
puting the vegetation index in the range from +1 to − 1. MBI (Morphological 
building Index) is used for the extraction of buildings by morphological opera-
tions [22, 23] through multiresolution segmentation. And textural features have 
been calculated using occurrence and co-occurrence matrices through GLCM 
(Gray Level Co-occurrence Matrix) for enhancing the spatial descriptors of the 
concerned objects/classes [24].

2. Connected Component Labeling It is used to detect the connected regions based 
on pixel connectivity [25] i.e., all pixels having similar pixel intensity values 
are said to be connected either through 4-pixel or 8-pixel connectivity. Each 
connected component through 4-pixel or 8-pixel connectivity ensures that the 
underlying pixels form the same object characteristics. It segments the image into 
various objects/classes.

3. SVM Classifier SVM is a popular method of supervised classification. In this 
study, SVM with the one-vs-one approach is used because of its effective pro-
cessing and the ability to handle unbalanced training datasets (G.H. Halldorsson 
2004). SVM classifiers (F.Melgani 2004) of form f(x) = w.Φ(x) + b are made to 
learn from the data {xi, yi}, where xi is an n-dimensional input feature vector, 
f(x) denotes the hyperplane that separates the class labels based on the support 
vectors on the hyperplane yi= ± 1on each side, w and b are the parameters i.e., 
weights and bias of the hyperplane. The hyperplane calculation can be optimized 
as follows (G.Camps-Valls 2005):

where C is a regularization parameter and �
i
 is slack variable. SVM separates the 

objects/classes based on separating hyper-plane [26]. For a given a set of training 
data, support vectors for the concerned objects/classes are generated near or far from 
the hyper-plane. The larger the distance of the support vectors from the hyper-plane 
the better is the separation of the objects/classes from the other set of objects/classes 
[27, 28]. Few distinct features of using SVMs in multidimensional data classifica-
tion are their ability to use the hyperspectral data without considering dimensional 
reduction algorithms and their insensitivity to the size of training samples and the 
quality of the input data.

4. Artificial Neural Network Many ANN approaches are used in urban land sur-
face classification but the most frequently used neural network is a supervised 
multi-layered perceptron (MLP) [29]. In the present study of MLP, a back-prop-
agation (BP) training algorithm is used for training the ANN. In the literature, 
many methods have been developed for training neural networks. The significant 
techniques widely used are Steep Descent Algorithm, also known as the error 

(1)min
w,b,�

1

2
w
2 + C

N
∑

i=0

�
i
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back-propagation algorithm (EBA) and Gauss–Newton Algorithm. Both these 
algorithms are an important source of least square optimization problems in data 
fitting but show some problems with convergence and computational speed. Steep 
Descent algorithm has slow final convergence and fails in finding the minimizer of 
second-degree polynomial whereas the Gauss–Newton algorithm shows quadratic 
convergence only if one or more measurement errors are small; otherwise, large 
error components are difficult to handle and the speed of the final convergence 
declines. It has been found that for initial stages of neural network training Steep 
Descent algorithm is preferred and for final stages where quadratic convergence 
is required Gauss–Newton algorithm is preferred. In the present study, Leven-
berg–Marquardt (LM) algorithm is used which blends these two minimization 
curve fitting algorithms. It adapts the fast speed characteristic of Gauss–Newton 
algorithm and stability factor of Steep Descent algorithm. Hence, Levenberg–
Marquardt algorithm [30] provides a numerical solution to non-linear problems 
as it is fast and has stable convergence is used in the study.

5. Majority Voting Fusion Decision level fusion is a higher level of integration of 
multi-sensor data [31]. In this type of fusion, the classified results from the data 
of each sensor are merged by various criteria or algorithms to obtain the final 
classified data. In this paper, the majority voting rule is applied to enhance the 
classification accuracy of the classified results. The majority voting rule technique 
is applied on SVM and ANN classified results through various features by setting 
a set of rules. Here, the class of sample s can be determined by:

V is the number of votes of class(s) in the classified results from the various 
feature sets. The mode function calculates the maximum number of votes V for a 
class(s) in a given set of classified results. The class(s) that holds the maximum 
votes from all the classified results will be considered as the voted class.

The majority voting fusion rule is applied at the end of the classification stage 
to improve classification accuracy. This rule is generally applied to find out the 
object in a given set of classes that has more votes than other objects. The class 
labels assigned to the objects that are obtained from the SVM classifier and ANN 
are fed as inputs to the general local discrimination strategy. This helps in extract-
ing the object with maximum votes of class labels to fall under the class and thereby 
increases the classification accuracy. The proposed methodology applies weighted 
majority voting at two levels. At level 1, binary SVMs using decision level at each 
feature set are calculated and at level 2, binary SVMs using decision level for com-
bined feature set are calculated. Hence, the decision level is integrated into the clas-
sifier’s decision at two levels for obtaining the classification accuracy. This leads in 
understanding the classification accuracy at spatial and spectral domain level as well 
as considers the combination of spatial and spectral information for enhancing the 
classification accuracy.

6. Confusion Matrix In binary classification techniques, the accuracy is statistically 
measured to check the performance of the classifier. The results of the classifier 

(2)Class (s) = mode (classified result)
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can have four situations [32]; true positive, true negative, false positive and false 
negative. The classifier result is said to be true positive if the chosen class label n 
test class matches otherwise false positive. The classifier result is said to be true 
negative if the chosen class label n test class matches otherwise false negative 
[33].

4  Implementation

The following section shows the flowchart and the salient aspects of the 
implementation-

Step I To extract pixels belonging to the classes, first, the features are extracted both 
in the spectral and spatial domain. These features include normalized difference veg-
etation index, morphological building index and textural features which can deal with 
the ambiguities in object recognition that occur due to spectral similarities and spatial 
adjacencies between various kinds of objects. This is followed by connected compo-
nent labeling on the ground truth data generated on VIS RGB data by ENVI software 
(Fig. 2).

Step II Image region property i.e., bounding boxes are calculated and superim-
posed on all matrixes of all features extracted earlier. As the size of each bounding box 
applied onto features is different, therefore, the feature data is resized to 25 × 25 which 
will make the computations easier. These bounding box features are then divided into 
training and testing samples

Step III Further, on these training and testing samples SVM and ANN classification 
algorithms are applied. The study data is classified into three natural and two man-
made object classes i.e., vegetation, trees, soil, building, and roads. The classified result 
is obtained by calculating the true positive values of each class.

Step IV To improve the classification accuracy, the majority voting fusion rule is 
applied to the classified results. The comparison is done on the results obtained through 
classified results by applying independent features and by the combination of feature 
sets to observe the classification accuracy.

Step V Finally, McNemar test is performed to observe the performance of classifiers 
using spatial and spectral features.

(3)True Positive =
True Positive

True Positive + False Positive

(4)False Positive =
False Positive

False Positive + True Positive
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5  Results and Discussions

This section presents a discussion on the outcome of classification by two algo-
rithms in urban environments using feature level and decision level fusion of multi-
resolution and multi-sensor VIS RGB and LWIR data to classify natural and man-
made objects. The stepwise discussion is given below:

Step I: Features and ROI Extraction Various features such as NDVI, MBI, and 
textural features have been computed and the results are as given below.

(a) Vegetation Index NDVI calculations are done with the available hyperspectral 
data that has bands in the infra-red range that extends from the nominal red 
edge of the visible spectrum at 750 nm to 1150 nm. The mean of all the bands is 
computed to gather the average spectral information of near-infrared range. As 
the hyperspectral data available has only infrared range information, therefore, 
the red band information is extracted from VIS RGB data for computing the 

LWIR HS 
DATA

40% Testing Data (Bounding 
Box on Each Class Obtained 

from Ground Truth Data)

ROI Extraction 
from ENVI

Generation of Bounding Box on Connected 
Components 

60% Training Data (Bounding 
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60% Training Feature Set 
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Calculation of Connected Components on
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Contrast & 
Homogeneity 
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40% Testing Feature Set 
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Normalized 
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VIS RGB 
DATA

SVM Training on 60% of
Feature Set Data

Resize- Training and Testing Feature Set

Calculation of Class 
Labels and Support 

Vectors

SVM Testing on 40% of
Feature Set Data

Calculation of Class 
Labels and Support 

Vectors

SVM Classified 
Results Based on 

True Positives

LM-ANN Training Model 
on 60% of Feature Set 

Data

LM-ANN Testing Model 
on 40% of Feature Set 

Data

LM-ANN Classified 
Results Based on True 

Positives

Majority Voting Fusion 
Applied on SVM and LM-

ANN Classified Results

Comparative Analysis on Classification 
Accuracy Achieved from SVM, LM-ANN

Classifiers and Majority Voting

INPUT DATA
GROUND 
TRUTH 
DATA

FEATURE

SETS 

BOUNDING BOX ANALYSIS ON 
GROUND TRUTH DATA AND  

CALCULATED FEATURES 

SVM AND ANN 
CLASSIFIERS MAJORITY 

VOTING 
FUSION

Fig. 2  Flowchart for implementation steps
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vegetation index. For the depiction of healthy vegetation, the maximum absorp-
tion in red band and maximum reflectance in the infra-red band is band required, 
hence, the fusion of bands from LWIR and VIS RGB data has complemented 
the extraction of computing the vegetation index in the range from +1 to − 1. 
Figure 3 shows the computed NDVI image.

(b) Morphological Building Index MBI indicates buildings directly and automati-
cally by describing their spectral, spatial characteristics. Figure 4 shows the MBI 
image obtained after the mathematical computations. MBI index can emphasize 

(5)NDVI =
mean spectra of NIR Bands of LWIR data (750 − 11500nm)

Red Band of VIS RGB data

Fig. 3  NDVI image

FIG. 4  MBI image
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the bright structures with high local contrast, corresponding to the potential 
buildings. In our study, the values of MBI lie in the range from 0 to 21.159. 
The drastic changes over the values in the matrix from the low contrast to high 
contrast are segmented as buildings.

(c) Textural Features Another set of features is obtained from the textural analysis 
by calculating the second-order statistical textural features using GLCM’s. It is 
a way of extracting statistics such as contrast and homogeneity which helps in 
finding the sharp edges of different objects or to find out the similarity between 
the connected pixels. These textural features are obtained from VIS RGB data. 
The total number of statistical values (contrast and homogeneity) obtained is 
486. The window size applied to compute the textural features is 3 × 3. This is 
applied to VIS RGB data, resized to 25 × 25 due to lower computational issues. 
The total number of windows that run across the data horizontally and vertically 
would be 9 and hence the computed size of the feature data set would be 27 × 27 
for all the bands of VIS RGB data. GLCM is applied to all the bands to find the 
occurrence and co-occurrence statistics.

(d) Generation of Region of Interest The ground truth data that consists of a region 
of interest of all the five classes, namely, building, road, soil, trees, and vegeta-
tion is generated from VIS RGB data through ENVI software. From the region 
of interest through ENVI software, we get the information about the total number 
of pixels selected for the object along with their spatial coordinates. This data 
is converted into text files. These five text files obtained through ENVI are then 
displayed on MATLAB as black and white images, where the coordinates of the 
region of interest are highlighted as whites and the rest of the spatial coordinates 
are considered as a black background.

Step II: Bounding Box Extraction from Connected Component Labelling The 
spatial and spectral features computed from already existing mathematical formula-
tions are then incorporated in the connected regions of the bounding box. Hence, 
in this manner, all the connected components in the bounding box will have all fea-
ture index values for each class. The spatial intensity and spectral reflectance values 
of each feature are extracted in the bounding box of connected components for all 
classes under the category of natural and man-made objects. The total connected 
components for each class are shown below in Table 1. Form the total number of 

Table 1  Total connected 
components into training and 
testing samples

Classes Total connected 
components

Training samples Testing
samples

Building 456 274 182
Road 363 218 145
Soil 140 84 56
Trees 552 331 221
Vegetation 594 356 238
Total 2105 1263 842
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connected components (i.e., 2105), each connected component is further divided 
into two parts i.e., training samples and testing samples. The training samples are 
60% of connected components of each class and testing samples are 40% of the con-
nected components of each class. The division of the total number of connected 
components into training and testing samples is shown in Table 1.

Step III: SVM Classifier Since, the data is to be classified into five classes; there-
fore, in total 5 class indexing is done. The class index 1 is given to class building, 
2 to roads, 3 to the soil, 4 to the trees and 5 to the vegetation. The training SVM 
network in our paper has 20 binary pairings i.e., class 1 paired with class 2, class 3, 
class 4 and class 5; in similar manner, pairing is done for other rest of the classes. 
In order to train the network, class labels are generated onto the training bound box 
feature sets obtained from vegetation features, MBI and textural features. For each 
binary pair, the network provides support vectors for each class. The support vectors 
calculated for each class are the data points on the hyperplane for supporting the 
class. Given below are the Tables 2, 3, 4 showing the support vectors generated on 
three training feature sets.

The testing bound box feature set is classified based on a support vector training 
database and the final assignment of the testing sample is given to a class based on 
the relationship between the support vectors distant from the hyperplane to which 
the testing class matches with. The following Tables  5, 6, 7 show the confidence 
measure of each class against the other class from SVM generated network which is 
based upon each feature set analysis.

From the above analysis shown in Tables  5, 6, 7, the best confidence measure 
for each class is chosen and listed below in Table 8 indicating the best classification 
accuracy obtained of each classified class with respect to each feature set.

Step IV: LM-ANN The network training function used in MATLAB updates the 
weight and bias values according to the LM optimization technique. Back-propa-
gation is used to calculate Jacobian parameters with respect to weight and bias 

Table 2  SVM training database by vegetation index

Building
(Class 1)

SVM training data Road
(1,2)

Soil
(1,3)

Tree
(1,4)

Vegetation
(1,5)

Support vectors 247 151 21 251
Road
(Class 2)

SVM training data Building
(2,1)

Soil
(2,3)

Tree
(2,4)

Vegetation
(2,5)

Support vectors 247 196 248 213
Soil
(Class 3)

SVM training data Building
(3,1)

Road (3,2) Tree
(3,4)

Vegetation
(3,5)

Support vectors 151 196 209 201
Tree
(Class 4)

SVM training data Building
(4,1)

Road (4,2) Soil
(4,3)

Vegetation
(4,5)

Support Vectors 359 248 209 394
Vegetation
(Class 5)

SVM training data Building
(5,1)

Road (5,2) Soil
(5,3)

Tree
(5,4)

Support vectors 252 213 201 394
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variables. The training function support training and testing class labels using data 
division function in MATLAB. The validation vector is used to stop the training if 
the performance of the network fails to improve or remains the same for maximum 
epochs. Test vectors are used as a further check that networking is generating well. 
Table 9 shows the dimension parameters of LM ANN based on spatial and spectral 
feature sets.

The training and testing samples are the same as discussed above in step II of this 
section. From the training data knowledge base, the testing class labels are classified 
by the LM ANN network. The best confidence measure for each class with respect 
to each feature set is obtained and listed in Table 10.

Table 3  SVM training database by textural features

Building
(Class 1)

SVM training data Road
(1,2)

Soil
(1,3)

Tree
(1,4)

Vegetation
(1,5)

Support vectors 290 163 413 420
Road
(Class 2)

SVM training data Building
(2,1)

Soil
(2,3)

Tree
(2,4)

Vegetation
(2,5)

Support vectors 392 142 281 456
Soil
(Class 3)

SVM training data Building
(3,1)

Road
(3,2)

Tree
(3,4)

Vegetation
(3,5)

Support vectors 174 173 256 150
Tree
(Class 4)

SVM training data Building
(4,1)

Road
(4,2)

Soil
(4,3)

Vegetation
(4,5)

Support vectors 280 281 256 449
Vegetation
(Class 5)

SVM training data Building
(5,1)

Road
(5,2)

Soil
(5,3)

Tree
(5,4)

Support vectors 420 390 253 346

Table 4  SVM training database by morphological building index

Building
(Class 1)

SVM training data Road
(1,2)

Soil
(1,3)

Tree
(1,4)

Vegetation (1,5)

Support vectors 92 166 385 137
Road
(Class 2)

SVM training data Building (2,1) Soil
(2,3)

Tree
(2,4)

Vegetation (2,5)

Support vectors 282 203 310 288
Soil
(Class 3)

SVM training data Building (3,1) Road (3,2) Tree
(3,4)

Vegetation (3,5)

Support vectors 199 203 253 245
Tree
(Class 4)

SVM training data Building (4,1) Road (4,2) Soil
(4,3)

Vegetation (4,5)

Support vectors 382 310 253 357
Vegetation
(Class 5)

SVM training data Building (5,1) Road (5,2) Soil
(5,3)

Tree
(5,4)

Support vectors 298 288 245 357
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Table 5  Confidence measure of 
one class against another class 
using NDVI feature

Class Accuracy

Building Road (%) Soil (%) Tree (%) Vegetation (%)
69.2 63.1 100 59.3

Road Building Soil Tree Vegetation
62.0 36.5 67.5 66.9

Soil Building Road Tree Vegetation
82.1 64.2 73.2 75.0

Tree Building Road Soil Vegetation
73.3 75.5 57.9 57.9

Vegetation Building Road Soil Tree
87.3 90.3 74.7 65.1

Table 6  Confidence measure of 
one class against another class 
using MBI feature

Class Accuracy

Building Road (%) Soil (%) Tree (%) Vegetation (%)
100.0 100.0 93.4 100.0

Road Building Soil Tree Vegetation
53.7 36.5 46.9 53.7

Soil Building Road Tree Vegetation
76.7 66.0 73.2 75.0

Tree Building Road Soil Vegetation
69.6 68.7 47.0 60.1

Vegetation Building Road Soil Tree
77.7 75.6 70.1 68.9

Table 7  Confidence measure of 
one class against another class 
using TEXTURAL feature

Class Accuracy class

Building Road (%) Soil (%) Tree (%) Vegetation (%)
63.7 73.6 100.0 54.4

Road Building Soil Tree Vegetation
0.0 62.7 56.5 75.1

Soil Building Road Tree Vegetation
51.7 19.6 39.2 100.0

Tree Building Road Soil Vegetation
75.5 73.7 61.5 58.3

Vegetation Building Road Soil Tree
72.6 64.2 60.0 0.02
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Step V: Majority Voting Fusion The voting is given to the most frequent of 
the class that is resulted in binary SVM classifier and ANN classifier network 
to improve the classification accuracy. The individual probabilities (confidence 
measures) from all such pairs of binary SVMs and ANNs are combined to 
uniquely represent the object feature to one of the classes. After summing up all 
the probabilities, the class with the highest probability value (confidence meas-
ure) represents the object. The benefit of using the weighted majority voting is 
that to decide the true class through the decision from all possibilities. The confi-
dence majors from classifiers are the weights in weighted majority voting. There-
fore, in case of noisy data if one or two pair of SVM and ANN classifiers comes 
with low probability, still the high probability of all other classifier pairs make it 
fall into true class. It fails only if all the pair of classifiers comes with low prob-
ability and an unstable decision. Finally, weighted majority voting performance is 

Table 8  Highest confidence 
measure of each class from 
spectral and spatial features

Class Accuracy

Vegetation 
index (%)

Textural fea-
tures (%)

MBI
features (%)

Building 100 100 100
Road 67.5 53.7 75.1
Soil 82.1 76.7 100
Tree 75.5 69.6 75.5
Vegetation 90.3 77.7 72.6

Table 9  Dimensions of LM 
ANN based on NDVI, MBI and 
textural features

Dimensions of LM ANN

Number of inputs 01
Number of hidden layers 02
Number of outputs 01
Number of weight elements NDVI MBI Textural

1255 1255 977

Table 10  Highest confidence 
measure of each class from 
spectral and spatial features

Class Accuracy

Vegetation 
index (%)

Textural fea-
tures (%)

MBI
features (%)

Building 48 51 76
Road 55 90 100
Soil 100 100 100
Tree 100 100 100
Vegetation 100 100 100
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measured for each feature and as well as for combined features for binary SVMs 
and ANNs. The producer’s accuracy is calculated which is defined in terms of the 
true positive values i.e., the number of correctly classified samples to the total 
number of samples of a class. The majority rule is applied through mode func-
tion in MATLAB which identifies the most frequent class occurring in the SVM 
classified result and LM-ANN through three feature sets. Tables 11 and 12 gives 
the classification accuracy by majority voting rule on each feature set. Table 13 
shows the comparative analysis of classification accuracy by two classifiers (SVM 
and LM ANN) obtained from the majority voting rule on the combination of all 
features.

Following are the observations drawn from the tabulated results on classifica-
tion accuracy achieved by SVM and ANN classifier using multilevel majority voting 
fusion:

(a) From the calculations shown in Tables 11 and 12, it is seen that the classification 
accuracy is 100% for all the classes under the natural object category. This may 
be because ANN’s often converge on local minima rather than global minima. 
Hence, ANN outperforms SVM classifier for the classification of natural objects 
under spectral and spatial feature analysis.

(b) The comparison of the ANN classifier result shown in Tables 12 and 13 shows 
that the classification performance of building and road has not been improved 
by using the decision of WMV fusion of classifier networks based on a combi-
nation of the spatial and spectral feature set analysis. Hence, ANN’s may not 
require fusion of classifiers’ decisions based on the combination of multiple 
features to enhance the classification accuracy of the objects in urban land clas-
sification.

(c) The performance parameters shown in Table 13 which are obtained through 
majority voting fusion of MBI features for classification of man-made and natu-
ral object classification has outperformed the results in comparison to the rest 
of the features i.e., NDVI and textural feature analysis. This shows that in our 
study ANN has shown the best performance for the classification of natural and 
man-made objects using morphological spatial-spectral feature analysis.

(d) The performance parameters shown in Table 11 which are obtained through 
majority voting fusion of NDVI features for classification of man-made and 
natural object classification has outperformed the results in comparison to the 
rest of the features i.e., MBI and textural feature set analysis. This shows that in 
our study SVM classifier based on NDVI feature set analysis has shown the best 
performance for classification of natural and man-made objects.

(e) The comparative performance of two classifier networks shown in Table 13 
shows that the classification accuracy of man-made objects i.e., building and 
road (100% and 89.6%) using SVM classifier network that is based on majority 
voting fusion of all features is more as compared to the classification accuracy 
results (of building and road is 55.4% and 67.95%) obtained using ANN clas-
sifier network based on majority voting fusion of all features. This shows that 
SVMs outperform ANNs if classification is carried on using the combination 
of decision level fusion of spatial and spectral feature analysis. Hence, for the 
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enhancement in classification accuracy of natural and man-made objects, SVM 
works well with more exploration of features in the spatial and spectral domain.

(f) The overall accuracy (OA), actual accuracy (AA) and kappa coefficient (K %) 
has been obtained : (1) simply enlarging the original HS image by cubic inter-
polation (Cub); (2) PCA component substitution method (PCA); (3) guided fil-
ter in PCA domain (GFP); (4) MPs computed on original RGB image (MPs) 
[34]. The results have been compared with SVM and ANN classifier networks 
generated using fused features by weighted majority voting. The comparative 
analysis shows that the fusion of spatial, spectral and spectral-structural features 
using SVM classifier performs better than other features and fusion schemes 
(Table 14).

Step VI: Comparative Assessment of Two Classifiers i.e., SVM and ANN Based 
on McNemar’s Test The results of classifications from two classifiers are assessed 
using the confusion matrix in terms of true positives to calculate the overall accu-
racy. The accuracy assessment also includes the producer’s and user’s accuracy 
to evaluate the omission and commission errors for each class which is shown 
in Tables 15 and 16. To evaluate the variability of the classifications, the same 

Table 12  Classification accuracy of SVM (testing) network for natural and man-made objects using 
majority voting fusion of spectral and spatial features

Objects Classes Classifier’s Accuracy

ANN classifier by major-
ity voting on vegetation 
index (%)

ANN classifier by 
weighted voting on 
MBI (%)

ANN classifier by 
majority voting on 
textural statistics (%)

Man-made Building 62 81.3 54.9
Road 28 66.9 53.9

Natural Soil 100 100 100
Trees 100 100 100
Vegetation 100 100 100

Table 13  Comparative assessment of classification accuracy of SVM and ANN classifiers for natural and 
man-made objects

Objects Classes Classifier’s Accuracy

SVM-based weighted majority vot-
ing fusion using all features (%)

ANN-based weighted majority 
voting fusion using all features 
(%)

Man-made Building 100 55.4
Road 89.6 67.9

Natural Soil 98.2 100
Trees 96.8 100
Vegetation 96.2 100
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Table 14  Comparison of classification accuracies of different schemes

Accuracy (%) Features

Cub
1

PCA
2

GFP
3

MPs
4

NDVI
5

Textural
6

MBI
7

SVM-
fused 
features

ANN-
fused 
features

OA 78.1 78.8 91.6 88.7 93.8 76.6 90.3 97.8 91.1
AA 72.4 73.9 84.7 86.4 91.1 73.4 89.8 96.4 89.9
K % 72.8 73.8 89.5 87.8 92.1 72.8 88.8 94.3 88.9

Table 15  Accuracy assessment (confusion matrix in terms of user’s accuracy) of natural and man-made 
classes using SVM classifier

The bold values signify the maximum value of the classification accuracy attained in comparison to other 
classes

Accuracy assessment Reference class

Predicted class Natural and 
man-made 
classes

Building Road Soil Tree Vegetation Pro-
ducer’s 
accu-
racy

(%)
Building 1 0 0 0 0 88.35
Road 0.0966 0.8897 0.0138 0 0 89.22
Soil 0 0.0357 0.9643 0 0 95.09
Tree 0.0226 0.0633 0.0317 0.8824 0 99.05
Vegetation 0.0126 0.0084 0.0042 0.0084 0.9664 100

Accuracy Overall accuracy = 94.05%

Table 16  Accuracy assessment (confusion matrix in terms of user’s accuracy) of natural and man-made 
classes using ANN classifier

The bold values signify the maximum value of the classification accuracy attained in comparison to other 
classes

Accuracy assessment Reference class

Predicted class Natural and 
man-made 
classes

Building Road Soil Tree Vegetation Pro-
ducer’s 
accu-
racy

(%)
Building 0.5549 0.4451 0 0 0 63.1
Road 0.3241 0.6759 0 0 0 60.29
Soil 0 0 1 0 0 100
Tree 0 0 0 1 0 100
Vegetation 0 0 0 0 1 100

Accuracy Overall accuracy = 84.6%
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set of samples are used in the experiment. Since the reference data is not inde-
pendent, the statistical significance of the difference between two classifications 
is evaluated using McNemar’s test. The McNemar test calculates the z value [35] 
which is shown in Table 17. If z ≥ 3.2, this demonstrates a significant difference 
between two classifiers at the 99% confidence level    [36]. Here, a fully rigorous 
and exhaustive approach is adopted for expressing the statistical significance of 
classification output differences.

The SVM classifier is now consistently (often significantly) more accurate than 
the ANN classifier (as shown by the confusion matrix accuracy statistics). For 
instance, using the majority voting feature fusion, the overall SVM accuracy is 
94.05%, compared to overall ANN accuracy of 84.6%.

The magnitude of differences is quantified with accuracy assessment which is 
shown in Tables 15, 16, and the statistical significance of the differences between 
the two classifiers is evaluated using McNemar’s test. From overall accuracy statis-
tics, it is seen that the SVM classifier has shown better results than the ANN clas-
sifier when trained using the combination of spatial and spectral features by object-
based classification technique.

The choice of classifier is important in determining the success of classifying 
complex urban land cover and the optimum choice will vary depending on image 
data characteristics. The results deduced from McNemar’s test show that there lies 
a significant difference in the statistical analysis of three classes out of five classes 
i.e., the classified results for building, road and trees have a high statistical differ-
ence if two non-parametric classifiers are compared. The class vegetation shows the 
marginal difference as the value of z appears to be 3 which is borderline. Hence, 
from the accuracy assessment and McNemar’s test, it can be deduced that if a com-
bination of spectral and spatial features are extracted from LWIR and VIS RGB data 
then SVM shows good performance than ANN classifier.

6  Conclusion

This paper presents a multi-level fusion of multiresolution and multisensory data to 
classify the urban land cover features. The spatial, textural and spectral character-
istics from the VIS RGB and LWIR data sets have enhanced the feature knowledge 
database that has helped in improving the classification accuracy which can be seen 
from the quantitative assessments. From the evaluations, in terms of classification 

Table 17  Z value of each class 
using McNemar test

Classes Z value

Building 9.0
Road 4.0640
Soil 1.0
Tree 2.6458
Vegetation 3.0



 Sensing and Imaging           (2020) 21:17 

1 3

   17  Page 20 of 21

accuracy, it emerges that the SVM classifier network outperforms man-made objects 
classification in comparison to the non-parametric ANN classifier network. ANN 
classifier network outperforms for natural objects classification in urban land cover. 
Also, the majority voting fusion of all sets of features affects the performance meas-
ure of the SVM classifier network more than ANN for enhancing the classifica-
tion, whereas, this additional step is not required for the ANN classifier network. 
SVM classifier shows a phenomenal change in the performance measures due to the 
majority voting fusion of all the features. Hence, the novelty in characterizing the 
image objects to a class by multilevel fusion of multiresolution and multi-sensor 
data has proved that SVM and LM-ANN classifiers show remarkable improvement 
in the overall accuracy of urban land surface objects. In short, the fusion of LWIR 
and VIS RGB dataset seems promising and their characteristics can be well explored 
for classification of urban areas.
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Abstract The efficacy and practical relevance of the

solution of any technical problem depends not only upon

effective formulation of an objective function, but also on

the choice of constraints, which limits the solution space,

and same is the case with distribution network expansion

planning (DNEP) problems as well. The objective func-

tions of DNEP problems need to be bound by appropriate

technical, social and economic constraints to arrive at the

optimal solution for any site. Constraints are the conditions

imposed in DNEP on various objective functions to

achieve the most cost-effective, consistent and environ-

ment-friendly optimized solution. Hence the choice of

appropriate constraints has a significant role in the execu-

tion of DNEP problems effectively. The present work aims

to summarize the constraints considered in more than

eighty selected original articles published over a decade.

The constraints considered by various eminent researchers

have been discussed by classifying them into technical,

non-technical, time & financial and miscellaneous con-

straints. Special considerations required for deciding con-

straints for DNEP concerning assimilation of distributed

generation (DG) and distributed energy storage system

(DESS) have been discussed as well. The summary of

constraints, through comprehensive review of the gigantic

volume of literature on DNEP published over the past

decade will help enduring and budding researchers in this

field, pinpointing any breaks in reviewed literature that can

be address in impending research for further enhancement

and can be employed to arrive at an optimum solutions to

DNEP problems.

Keywords Distribution network expansion planning

(DNEP) � Constraints � Distributed generation (DG) �
Distributed energy storage system (DESS) � Technical and
non-technical constraints

List of symbols

Indices

b; c; d Index of branch

g Index of alternative

h Index for hour h in a typical day

i; j Index of nodes in the distribution network

k; l Index of nodes to build up DESS

k Index of bus

L Index of line

b Index of binary variables

ss Index of substation

s Index of stage

sc Index of typical daily load scene

u Index of unit
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Sets

wAN1;wAN2 Set of branches of the additional

network and alternatives for each

branch d

wB1;wB2=NBr1;NBr2 Set/number of primary network

branches (existing and proposed)

wBFN1;wBFN2 Set of branches of the fixed

network and distinct changes for

each branch b

wCESS;s Set of options of building up a

DESS

wDG
N2

Set of distributed generation nodes

wDESS
N2

Set of nodes to build up DESS

wDGA Set of substitutes for DG

wF1 Set of feeder of system

wk Set of elements connected to bus k

wL1;wL2=NL1;NL2 Set/number of lines (existing and

proposed)

wN1;wN2 Set of number of bus substation

nodes (existing and planned)

wNW2 Set of new wirings

wRN1;wRN2 Set of branches of replacement

network and alternatives for each

branch c

wSS1;wSS2=NSS1;NSS2 Set/number of substations (existing

and planned)

ws Set of stages

wW Set of available types of wires for

planning and secondary systems

project

Constants and variables

ac Modifications defined for branch c of

addition network

C Charging power of DESS nodes

Ci Binary variable for capacitor allocation

at node i

CRSz Customer reliability of service at load

point z

CBud;s Budget allotted for stage s

COpp;s Maintenance and losses cost at stage s

CInst;s Installations and reconductoring cost at

stage s

D Discharging power of DESS nodes

E Energy stored in DESS

fb Modifications defined for branch b of

fixed network

gSl;t; g
S
max;l;t; g

SL
max;l

Generation at node l at stage t and

substations’ maximum capacity

ILowf ; IUpf
Lower and upper bound of current

magnitudes at feeder section f

IFb;s Currents of branch b in the fixed

network at stage s

IRc;s Current of branch c in the replacement

network at stage s

IAd;s Current of branch d in the addition

network at stage s

ICDESS; IC
max
DESS Capacity (& maximum capacity) of

installed DESSs

M Big number used in disparities of

disjunctive limitations

NB1;NB2 Number of existing buses and new

buses

NCT Number of circuit types

Nmax
CP2 Maximum number of capacitors that

can be added on to a system

Nmax
CP2;i Maximum number of capacitors that

can be installed in node i of system

NDG2;N
max
DG2 Number (and Maximum number) of

new DG units

NG1 Number of generating units

NH;miss Number of hours during which power

not served

NL2;N
max
L2 Number (and maximum number) of

lines rewiring

NLP2;N
max
LP2 Number (and maximum number) or

new connected load points

NLB1 Number of load buses

NLS Number of load steps refer to load

duration curve (LDC)

NPY Number of years of planning limit

Nrecon;N
max
recon Number (and maximum number) of

network reconfigurations (switches

operations)

NSW2;N
max
SW2 Number (and maximum number) of

new switches

NSt Number of stages

NTR2 Number of transformers that can be

added to a substation

Nmax
VR2 Maximum number of VR that can be

added to the system

PDG;i Active power generation of DG at node

i

Pcur
DG;i;Q

cur
DG;i Active and reactive power generation

curtailment of DG at node i

PDG;i;s;t Output active power of DG at node

i and load step s of year t

PL;i Active load at node i at time t

Pcur
L;i ;Q

cur
L;i Active and reactive load curtailment on

node i

PL;k;QL;k Active and reactive load at bus k

PLD Active load demand
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Pb;f ;ss;Qb;f ;ss Active and reactive power flow in

branch b of the network feeder f at

substation ss

Pij;f ;ss;Qij;f ;ss Active and reactive power flow

between node ij resp

P1
Purch

Active power procured from an

upstream network in all states

PG;k;QG;k Active and reactive generation at bus k

Ploss;s;t Active power losses

Ploss;s;t Power losses of the distribution system

at stage s of year t

PSR Spinning reserve

QDG;i;s;t Output reactive power of DG in the bus

i and load step s of year t

rd Modifications defined for branch d of

the replacement network

½SF ; ½SR� �; ½SA� Node-branch incidence matrix for the

fixed, replacement and addition

network

Smaxb Maximum load flow in branch b

SLD Load demand

SDG;i; S
max
DG;i Distributed generation at node i stage

s and its maximum capacity

S1Purch Power procured from an upstream

network in all states

Sb;f ;ss; S
max
b;f ;ss Power (and maximum power) flow in

branch b of the network feeder f at

substation ss

STranSS Output power of the substation

transformer

STranSS;max
Maximum output power of the

substation transformer

SSS; S
max
SS Capacity (and upper bound capacity) of

substation ss

SLD;s;t Total load demand of distribution

system at stage s of year t

SG;u; S
max
G;u Generation capacity (and maximum

generation capacity) of unit u

SNLS;s Vector of nodal-load shedding at stage s

SL;s Vector of nodal load at stage s

Tij Limitation of the absolute value of

active power flow between node ij

TP Time horizon of planning

TOH Outage hours of load node

Ton;u; Toff ;u On/off time of unit u

TMUT ;u; TMDT ;u Minimum-up/-downtime of unit u

URu;DRu Up and down rate of unit u

vVR;c1 Binary variable allied with VR

allocation in circuit c1

VLow
i ;VUp

i
Lower and upper bound of nodal

voltage magnitudes at node i

Vj;d; ~Vj;d Non-regulated and regulated voltage

magnitude

VNVI;s Column vectors of the nodal voltages

injection at stage s

x Available area of substations for

expansion

xSLi;s Alternative SL for of substation node

i expansion at stage s

x 0½ � Initial network

x 1½ � Target network

y Validation flag of lines

yfbb;s
Alternative fb for the deployment of

branch b at stage s

yacc;s Alternative ac for the deployment of

additional branch c at stage s

yrdd;s Alternatives rd for the deployment of

replacement branch d at stage s

yb;sc Decision variable to replace the cable in

branch b of the secondary circuit sc

Zij Impedance between node ij

ZF1
b

Impedance of alternative related to

branch b of fixed network

ZR0
b ; ZR1

b
Initial and alternative impedances

related to branch b of the replacement

network

ZA1
b

Impedance of alternative AK related to

branch b of addition network

g Charging/ discharging efficiency of

DESS

bcbi;s Binary variable allied with capacitor

bank allocation at node i at stage s

bDGi;g;s Binary variable allied with DG

allocation at node considering the

substitute at stage s

r Fabricated coefficient to measure a

reduction in outage hours

hi Voltage angle at node i

;Li ; ;DGi Power factor angle of load and DG on

node i

1 Introduction

To cope up with the ever-increasing population and

expanding industrialization, the electric power systems

need to be expanded in all of its three dimensions viz.

generation, transmission, and distribution. To reduce the

infrastructure cost and high losses incurred during power

transmission, policymakers all over the world are endeav-

oring to bring the point of power generation closer to the

consumption center. Hence the distribution systems are

becoming a complete power system (micro-grids) in
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themselves. Hence its planning process needs to be more

robust and to keep a check at all aspects; the constraints

need to be chosen expansively and carefully.

In the present work, a comprehensive review of selected

original research works (more than eighty) spread over a

decade, on DNEP constraints, have been presented. After

deciding the objective functions for optimal DNEP, the sig-

nificant and foremost task is to bind those outputs of objective

functions with suitable constraints appropriate for the partic-

ular site being planned. To fulfill the objectives of DNEP,

different constraints have been considered by researchers and

categorized based on different criteria. For example, Murty

andKumar (2015) andHumaydandBhattacharya (2017) have

differentiated constraints according to their degree of fulfill-

ment. Those constraints which have to be fulfilled 100% are

termed as stiff constraints, and those who have satisfaction

probability up to some low degree are termed as probabilistic

constraints. Xing et al. (2015) have distinguished constraints

as technical and non-technical types. The authorsMansor and

Levi (2015) and Tabares et al. (2016) classified constraints as

hard and soft ones, out of which satisfying the former one is

obligatory and latter one can be diluted with the provision of

violation minimization. Further, Labbi and Attous (2014) and

Bansal et al. (2017) has separated DNEP constraints as

equality and non-equality type.

Depending upon the output of objectives, in this article

constraints have been classified into five categories. First one

is technical constraints (Mori andYamada2007;Carrano et al.

2008;Cossi et al. 2009;Ouyanget al. 2010;Aghaei et al. 2014;

Xing et al. 2015;Mokryani et al. 2017;Bai et al. 2018;Ugranli

2019; Nahman and Peri 2020) and second one are non-tech-

nical constraints (Mori and Yamada 2007; Cossi et al. 2009;

Al-Muhaini et al. 2010;Wang et al. 2011; Borges andMartins

2012a; Gitizadeh et al. 2013; Ravadanegh and Roshanagh

2014;Heidari et al. 2015; Tabares et al. 2016; Shen et al. 2018,

Quevedo et al. 2019; Xie et al. 2020). The third category is

based upon special considerations required for DG and DESS

incorporation into DNEP used by Borges and Martins

(2012b), Gitizadeh et al. (2013), Huang et al. (2014), Delgado

et al. (2015), Tabares et al. (2016), Ahmadigorji et al. (2017),

Bai et al. (2018), Mehrjerdi(2019) etc. With more dissemi-

nation of DG in the DNEP, the emergence of microgrids has

increased.DGhas become an inevitable part ofmodern power

systems to mitigate prevailing energy crises. It has attracted

attention worldwide due to its ecological as well as economic

benefits by its integration with the electricity grid. The dif-

fusion of the distributed energy storing systems (DESSs) with

DNEP is taking the lead in providing more effective and

feasible solutions. DESS planning and scheduling are

becoming not only alternative to DG technically, but it also

justifies the higher investment.

Some researchers have also consider time and money

related constraints (classified as fourth category) such as

Carrano et al. (2008), Cossi et al. (2009), Al-Muhaini et al.

(2010), Cossi et al. (2012), Zonkoly (2013), Sadeghi and

Kalantar (2014), Delgado et al. (2015), Gholami et al.

(2017), Ugranli (2019), Xie et al. (2020). Rest of all the types

have been discussed under the classification of miscella-

neous constraints to be considered for steady-state operation

of distribution networks (Haffner et al. 2008; Borges and

Martins 2012a; Camargo et al. 2013; Saldarriaga et al. 2013;

Ravadanegh and Roshanagh 2014; Heidari et al. 2015;

Gholami et al. 2017). These are related to type of conductors,

available area for expansion, spinning reserve, ramp rate,

salvage of the line, etc. which have been considered by very

few researchers but are of prominent values.

In view of the above discussion, the main contributions

of this work are the followings:

• Nearly eighty acclaimed articles study have been

carried out.

• Authors have summarized the DNEP constraints con-

sidered in more than seventy selected articles published

over a decade and categorized them into five heads viz.

technical constraints, non-technical constraints, DG

and DESS constraints, time and money constraints and

miscellaneous constraints.

• Constraints can’t be classified merely as equality and

non-equality type but have to be more diversified so

that all-round check can be implemented for higher

optimization degree.

• Each stage of DNEP viz—modeling, calculation, multi-

scenario simulation, all-inclusive scheduling, and rectifi-

cation—contains diverse blends of components, elements,

strategy, & optimization techniques that influence the

ultimate planning conclusion. So the constraints for above

mention stages must be precisely defined separately.

Ensuing this preliminary section, the rest of the article is

structured as follow. Section 2 is dedicated to a brief

overview of the significant classification of DNEP con-

straints. The first classification, i.e., technical constraints, is

described in detail in Sect. 3, followed by a summary of

non-technical constraints presented in Sect. 4. Constraints

related to DG and DESS are précised in Sect. 5. A few

investigators have also considered time and financial con-

straints, which are discussed in Sect. 6, followed by all

types of miscellaneous constraints in Sect. 7. Finally,

Sect. 8 eloborates all findings and authors’ views.

2 DNEP constraints

While executing DNEP, the planner has to find a solution

within certain prescribed natural and human-made limits.

The same restrictions are termed as constraints when take

the shape of mathematical equations and incorporated
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within the objective functions of DNEP. These constraints

can also be of equality type or inequality type. By putting a

cap on various DNEP objectives, the most optimal and

appropriate solution can be obtained. While fulfilling the

objective of DNEP, many constraints have been considered

by various researchers and are categorized according to

their implementations. A vast number of constraints con-

sidered by various researchers can be broadly divided into

the following five categories: technical constraints, non-

technical constraints, DG & DESS constraints, time &

money constraints, and miscellaneous constraints.

It can be observed from Table 1 that, survey regarding

DNEP constraints such as technical constraints are con-

sidered in 94.9% of the reviewed literature, whereas the

non-technical constraints were used in 62.03% of reviewed

literature. The DG and DESS related constraints, financial

and time constraints, and miscellaneous constraints were

considered in 50.6%, 24.1%, and 19% of reviewed litera-

ture respectively.

3 Technical constraints

To ensure that after taking steps for enlargement of the

distribution network and henceforth the system perfor-

mance meets the technical performance parameters, tech-

nical constraints are introduced in the objective function of

the DNEP (Table 2). The main technical constraints (which

are aslo termed as operation constraints in many articles)

incorporated in objective functions of DNEP problem are:

(A1) voltage magnitude limit for nodes and busses

(taken with 88.2% of reviewed work), the limit of voltage

angle at each bus and is quantified as (Mori and Yamada

2007):

VLow
i �Vi �VUp

i ð1Þ

(A2) Power balance Eqs. (2–4) (considered in 62.4% of

reviewed work) which comprises of nodal power balance

equation constraints (2) (Pudaruth and Li 2007) Kirch-

hoff’s laws constraints (Haffner et al. 2008) derived by

KCL (3) and KVL (4):

PDG;i þ Pcur
DG;i �

XNB

i¼1

Vij j � Vj

�� ��� �2

Zij
�� ��

" #
:pf � PL;i

�
XNB

i¼1

Pb;f ;ss Vi; hið Þ

¼ 0 ð2Þ

S½ �FIFb;s þ ½S�RIRc;s þ S½ �AIAd;s þ VNVI;s þ SNLS;s ¼ SL;s8t
¼ 1; 2; . . .; T ð3Þ

ZF1
b IFb;s þ SF½ �TrowiVNVI;s

���
����M 1� yfbb;s

� �

8i 2 wBFN1; I 2 wBFN2f g
ZR0
b IRc;s þ SR½ �TrowjVNVI;s

���
����M 1� yrod;s

� �

8j 2 wRN1f g
ZR1
b IRc;s þ SR½ �TrowjVNVI;s

���
����M 1� yrdd;s

� �

8j 2 WR; J 2 wRN2

� �

ZA1
b IAd;s þ SA½ �TrowkVNVI;s

���
����M 1� yacc;s

� �

8k 2 wAN1;K 2 wAN2f g

9
>>>>>>>>>>>>>>=

>>>>>>>>>>>>>>;

ð4Þ

(A3) Branch current flow constraints (Nerves and Julian

2007), (Considered in 49.4% of reviewed work) and are

expressed as (5),

ILowf � If � IUpf ð5Þ

(A4) Radiality of the distribution network (considered in

47.1% of reviewed work) is given by (6) based upon graph

theory (Xing et al. 2016). Only (6) cannot assure a radial

topology arrangement. The network must be connected,

and all new loads also have to fulfill power balance

constraints.
X

i2wNW2

NBr2 ¼ NLP2 �
X

s22wSS2

NSS2 ð6Þ

(A5) Branch thermal limits (Pudaruth and Li 2007)

(Considered in 20% of reviewed work) is quantified as:
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
Pb;f ;ss Vij; h

� �
 �2þ Qb;f ;ss Vij; h
� �
 �2

q
� Smaxb ð7Þ

(A6) Power flow capacity constraints (Considered in

15.3% of reviewed work) can be quantified by:

Sb;f ;ss
�� ��� Smaxb;f ;ssb 2 wB1; f 2 wF1; ss 2 wN1;wN2 ð8Þ

(A7) The power factor has been considered as a tech-

nical constraint in 10.6% of reviewed work, which can be

expressed by (9) and (10), where (9) represents power

factor equality (Xing et al. 2015) and (10) retains the power

factor of DG units persistent for every load step of load

duration curve (LDC) during the planning prospects (Ah-

madigorji et al. 2017).

Qcur
L;i ¼ Pcur

L;i :tan ;Li
� �

Qcur
DG;i ¼ Pcur

DG;i:tan ;DGi
� �

)
ð9Þ

pfi;t;s ¼
PDG;i;s;tffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

PDG;i;s;t

� �2þ QDG;i;s;t

� �2q ¼ const:

8i 2 NLB1; 8s 2 NLS; 8t 2 NPY

9
>=

>;
ð10Þ

(A8) Uni-directional flow (Sadeghi and Kalantar 2014)

(Considered in 5.9% of reviewed work) and is expressed

as:

S1Purch � 0 ð11Þ
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(A9) Reliability constraint (Zonkoly 2013) has been

considered in 3.5% of reviewed work and is expressed by

(12) and (13), where (12) ensures that service reliability

remains in upper and lower allowable values and power

shortage rate reliability is expressed by (13).

CRSminz �CRSz �CRSmaxz ð12Þ

CRSz ¼ 1� TOH
TP

ð13Þ

In addition to technical constraints discussed above,

load demand considered by Borges and Martins (2012b),

Table 1 summary of various constraints from reviewed articles

S. Constraints Reviewed articles x* x %**

A Technical Mori and Yamada (2007), Nerves and Julian (2007), Carrano et al. (2007), Pudaruth and Li (2007), Carrano

et al. (2008), Haffner et al. (2008), Cossi et al. (2009), Mori and Yoshida (2009), Sayed and Arram (2009),

Najafi et al. (2009), Ouyang et al. (2010), Popovic and Popovic (2010), Wang et al. (2011), Sahoo et al.

(2011), Falaghi et al. (2011), Martins and Borges (2011), Borges and Martins (2012a), Zou et al. (2012),

Salehi and Haghifam (2012), Saberi et al. (2012), Mendoza et al. (2012), Cossi et al. (2012), Taroco et al.

(2012), Millar et al. (2012), Junjie et al. (2012), Gitizadeh et al. (2013), Ganguly et al. (2013a, b), Ganguly

et al. (2013a), Samper and Vargas (2013a, b), Camargo et al. (2013), Morillo et al. (2013), Saldarriaga et al.

(2013), Zonkoly (2013), Aghaei et al. (2014), Ravadanegh and Roshanagh (2014), Muttaqi et al. (2014),

Franco et al. (2014), Huang et al. (2014), Sadeghi and Kalantar (2014), Labbi and Attous (2014), Heidari

et al. (2015), Murty and Kumar (2015), Delgado et al. (2015), Miloca et al. (2015), Bagheri et al. (2015),

Gonçalves et al. (2015), Xing et al. (2015), Hemmati et al. (2015), Ahmadigorji and Amjady (2015),

Shivaie et al. (2015), Mansor and Levi (2015), Saboori et al. (2015), Mazhari et al. (2016), Tabares et al.

(2016), Xing et al. (2016), Ahmadigorji and Amjady (2016), Tarôco et al. (2016), Verma et al. (2016), Asija

et al. (2017), Ahmadigorji et al. (2017), Shen et al. (2018), Hasanvand et al. (2017), Gacem and Benattous

(2017), Bansal et al. (2017)Gholami et al. (2017), Humayd and Bhattacharya (2017), Saboori and Hemmati

(2017), Mokryani et al. (2017), Hemmati et al. (2017), Bai et al. (2018), Raviprabakaran and Subramanian

(2018), Li et al. (2018), Lin et al. (2019), Mehrjerdi (2019), Mehrjerdi(2019), Quevedo et al. (2019),

Ugranli (2019), Verma et al. (2019), Bhadoria et al. (2019), Nahman and Peri (2020), Xie et al. (2020)

76 89.4

B Non-technical Mori and Yamada (2007), Cossi et al. (2009), Sayed and Arram (2009), Najafi et al. (2009), Al-Muhaini et al.

(2010), Ouyang et al. (2010), Wang et al. (2011), Falaghi et al. (2011), Borges and Martins (2012b), Salehi

and Haghifam (2012), Saberi et al. (2012), Taroco et al. (2012), Gitizadeh et al. (2013), Ganguly et al.

(2013a, b), Samper and Vargas (2013a, b), Morillo et al. (2013), Zonkoly (2013), Aghaei et al. (2014),

Ravadanegh and Roshanagh (2014), Muttaqi et al. (2014), Sadeghi and Kalantar (2014), Heidari et al.

(2015), Miloca et al. (2015), Bagheri et al. (2015), Gonçalves et al. (2015), Xing et al. (2015), Ahmadigorji

and Amjady (2015), Shivaie et al. (2015), Saboori et al. (2015), Tabares et al. (2016), Ahmadigorji and

Amjady (2016), Tarôco et al. (2016), Verma et al. (2016), Shen et al. (2018), Hasanvand et al. (2017),

Gholami et al. (2017), Humayd and Bhattacharya (2017), Saboori and Hemmati (2017), Pombo et al.

(2017), Mokryani et al. (2017), Bansal et al. (2017), Hemmati et al. (2017), Bai et al. (2018), Li et al.

(2018), Lin et al. (2019), Mehrjerdi(2019), Quevedo et al. (2019), Ugranli (2019), Verma et al. (2019), Xie

et al. (2020)

50 58.8

C DG & DESS Pudaruth and Li (2007), Haffner et al. (2008), Sayed and Arram (2009), Al-Muhaini et al. (2010), Falaghi et al.

(2011), Borges and Martins (2012a, b), Zou et al. (2012), Saberi et al. (2012), Junjie et al. (2012), Gitizadeh et al.

(2013), Morillo et al. (2013), Saldarriaga et al. (2013), Zonkoly (2013), Aghaei et al. (2014), Huang et al. (2014),

Labbi and Attous (2014), Sadeghi and Kalantar (2014), Delgado et al. (2015), Bagheri et al. (2015), Xing et al.

(2015), Hemmati et al. (2015), Ahmadigorji and Amjady (2015), Shivaie et al. (2015), Saboori et al. (2015),

Tabares et al. (2016), Xing et al. (2016), Ahmadigorji and Amjady (2016), Ahmadigorji et al. (2017), Asija et al.

(2017), Gacem and Benattous (2017), Bansal et al. (2017), Shen et al. (2018), Hasanvand et al. (2017), Humayd

and Bhattacharya (2017), Saboori and Hemmati (2017), Mokryani et al. (2017), Hemmati et al. (2017), Bai et al.

(2018), Raviprabakaran and Subramanian (2018), Li et al. (2018), Mehrjerdi(2019), Quevedo et al. (2019),

Ugranli (2019), Bhadoria et al. (2019), Xie et al. (2020)

46 54.1

D Time &

money

Carrano et al. (2008), Haffner et al. (2008), Cossi et al. (2009), Najafi et al. (2009), Al-Muhaini et al. (2010),

Cossi et al. (2012), Junjie et al. (2012), Zonkoly (2013), Sadeghi and Kalantar (2014), Delgado et al. (2015),

Shivaie et al. (2015), Gholami et al. (2017), Humayd and Bhattacharya (2017), Pombo et al. (2017),

Hemmati et al. (2017), Mehrjerdi(2019), Quevedo et al. (2019), Ugranli (2019), Xie et al. (2020)

19 22.4

E Miscellaneous Haffner et al. (2008), Borges and Martins (2012a), Cossi et al. (2012), Taroco et al. (2012), Camargo et al.

(2013), Saldarriaga et al. (2013), Zonkoly (2013), Ravadanegh and Roshanagh (2014), Franco et al. (2014),

Huang et al. (2014), Heidari et al. (2015), Gonçalves et al. (2015), Mansor and Levi (2015), Gholami et al.

(2017), Pombo et al. (2017)

15 17.7

*x Number of research work reviewed in which the concern constraint has been considered

*x% Percentage of research work reviewed
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Table 2 Summary of technical constraints of DNEP

S. Technical

Constraints

Reviewed articles x* x %**

A1 Voltage limits Mori and Yamada (2007), Nerves and Julian (2007), Carrano et al. (2007), Pudaruth and Li (2007),

Carrano et al. (2008), Haffner et al. (2008), Cossi et al. (2009), Mori and Yoshida (2009), Sayed and

Arram (2009), Najafi et al. (2009), Ouyang et al. (2010), Popovic and Popovic (2010), Wang et al.

(2011), Sahoo et al. (2011), Falaghi et al. (2011), Martins and Borges (2011), Borges and Martins

(2012a), Zou et al. (2012), Salehi and Haghifam (2012), Saberi et al. (2012), Mendoza et al. (2012),

Cossi et al. (2012), Taroco et al. (2012), Millar et al. (2012), Junjie et al. (2012), Gitizadeh et al.

(2013), Ganguly et al. (2013a, b), Ganguly et al. (2013a), Camargo et al. (2013), Morillo et al. (2013),

Saldarriaga et al. (2013), Zonkoly (2013), Aghaei et al. (2014), Ravadanegh and Roshanagh (2014),

Muttaqi et al. (2014), Franco et al. (2014), Huang et al. (2014), Sadeghi and Kalantar (2014), Labbi and

Attous (2014), Heidari et al. (2015), Murty and Kumar (2015), Delgado et al. (2015), Miloca et al.

(2015), Bagheri et al. (2015), Gonçalves et al. (2015), Xing et al. (2015), Hemmati et al. (2015),

Ahmadigorji and Amjady (2015), Shivaie et al. (2015), Mansor and Levi (2015), Saboori et al. (2015),

Mazhari et al. (2016), Tabares et al. (2016), Xing et al. (2016), Ahmadigorji and Amjady (2016),

Tarôco et al. (2016), Verma et al. (2016), Ahmadigorji et al. (2017), Asija et al. (2017), Gacem and

Benattous (2017), Bansal et al. (2017)Shen et al. (2018), Hasanvand et al. (2017), Gholami et al.

(2017), Humayd and Bhattacharya (2017), Saboori and Hemmati (2017), Mokryani et al. (2017), Lin

et al. (2019), Mehrjerdi (2019), Quevedo et al. (2019), Ugranli (2019), Verma et al. (2019), Bhadoria

et al. (2019), Nahman and Peri (2020), Xie et al. (2020)

75 88.2

A2 Power balance

equations

Mori and Yamada (2007), Pudaruth and Li (2007), Carrano et al. (2008), Cossi et al. (2009), Mori and

Yoshida (2009), Sayed and Arram (2009), Ouyang et al. (2010), Popovic and Popovic (2010), Martins

and Borges (2011), Borges and Martins (2012a), Taroco et al. (2012), Junjie et al. (2012), Gitizadeh

et al. (2013), Ganguly et al. (2013a), Samper and Vargas (2013a, b), Camargo et al. (2013), Zonkoly

(2013), Ravadanegh and Roshanagh (2014), Franco et al. (2014), Sadeghi and Kalantar (2014), Labbi

and Attous (2014), Heidari et al. (2015), Miloca et al. (2015), Bagheri et al. (2015), Gonçalves et al.

(2015), Xing et al. (2015), Ahmadigorji and Amjady (2015), Mansor and Levi (2015), Saboori et al.

(2015), Mazhari et al. (2016), Tabares et al. (2016), Xing et al. (2016), Ahmadigorji and Amjady

(2016), Verma et al. (2016), Ahmadigorji et al. (2017), Shen et al. (2018), Hasanvand et al. (2017),

Humayd and Bhattacharya (2017), Saboori and Hemmati (2017), Mokryani et al. (2017), Asija et al.

(2017), Gacem and Benattous (2017), Bansal et al. (2017), Bai et al. (2018), Raviprabakaran and

Subramanian (2018), Mehrjerdi (2019), Mehrjerdi(2019), Quevedo et al. (2019), Ugranli (2019),

Verma et al. (2019), Nahman and Peri (2020), Xie et al. (2020)

53 62.4

A3 Current limits Mori and Yamada (2007), Nerves and Julian (2007), Carrano et al. (2007, 2008), Haffner et al. (2008),

Cossi et al. (2009), Mori and Yoshida (2009), Najafi et al. (2009), Ouyang et al. (2010), Popovic and

Popovic (2010), Martins and Borges (2011), Zou et al. (2012), Salehi and Haghifam (2012), Taroco

et al. (2012), Junjie et al. (2012), Ganguly et al. (2013a, b), Morillo et al. (2013), Saldarriaga et al.

(2013), Ravadanegh and Roshanagh (2014), Huang et al. (2014), Delgado et al. (2015), Miloca et al.

(2015), Gonçalves et al. (2015), Xing et al. (2015), Ahmadigorji and Amjady (2015), Mansor and Levi

(2015), Saboori et al. (2015), Tabares et al. (2016), Xing et al. (2016), Tarôco et al. (2016), Verma

et al. (2016), Ahmadigorji et al. (2017), Shen et al. (2018), Hasanvand et al. (2017), Mokryani et al.

(2017), Bai et al. (2018), Lin et al. (2019), Quevedo et al. (2019), Ugranli (2019), Verma et al. (2019),

Nahman and Peri (2020), Xie et al. (2020)

42 49.4

A4 Radiality Mori and Yamada (2007), Nerves and Julian (2007), Carrano et al. (2007, 2008), Ouyang et al. (2010),

Popovic and Popovic (2010), Falaghi et al. (2011), Martins and Borges (2011), Borges and Martins

(2012b), Taroco et al. (2012), Gitizadeh et al. (2013), Ganguly et al. (2013a), Morillo et al. (2013),

Aghaei et al. (2014), Ravadanegh and Roshanagh (2014), Franco et al. (2014), Huang et al. (2014),

Heidari et al. (2015), Delgado et al. (2015), Miloca et al. (2015), Bagheri et al. (2015), Xing et al.

(2015), Hemmati et al. (2015), Ahmadigorji and Amjady (2015), Shivaie et al. (2015), Mansor and

Levi (2015), Mazhari et al. (2016), Tabares et al. (2016), Xing et al. (2016), Tarôco et al. (2016),

Verma et al. (2016), Ahmadigorji et al. (2017), Shen et al. (2018), Lin et al. (2019), Mehrjerdi(2019),

Quevedo et al. (2019), Ugranli (2019), Verma et al. (2019), Nahman and Peri (2020), Xie et al. (2020)

40 47.1

A5 Branch thermal

limits

Pudaruth and Li (2007), Ouyang et al. (2010), Popovic and Popovic (2010), Wang et al. (2011),

Mendoza et al. (2012), Millar et al. (2012), Huang et al. (2014), Murty and Kumar (2015), Bagheri

et al. (2015), Xing et al. (2015), Mansor and Levi (2015), Mazhari et al. (2016), Xing et al. (2016),

Verma et al. (2016), Hasanvand et al. (2017), Asija et al. (2017), Verma et al. (2019)

17 20.0

A6 Line capacity Borges and Martins (2012a), Cossi et al. (2012), Samper and Vargas (2013a, b), Zonkoly (2013),

Ravadanegh and Roshanagh (2014), Hemmati et al. (2015), Saboori et al. (2015), Mazhari et al. (2016),

Shen et al. (2018), Saboori and Hemmati (2017), Bai et al. (2018), Li et al. (2018)

13 15.3

A7 Power factor Zou et al. (2012), Sadeghi and Kalantar (2014), Delgado et al. (2015), Xing et al. (2015, 2016),

Ahmadigorji and Amjady (2016), Verma et al. (2016), Ahmadigorji et al. (2017), Bai et al. (2018)

09 10.6
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Zou et al. (2012), Cossi et al. (2012), Ganguly et al.

(2013a), Xing et al. (2015), Mansor and Levi (2015), Xing

et al. (2016), Verma et al. (2016), Li et al. (2018), short

circuit ratio by Ouyang et al. (2010), Millar et al. (2012),

Saboori et al. (2015), Hemmati et al. (2017), number of

nodes by Morillo et al. (2013), Mansor and Levi (2015),

Verma et al. (2019), phase angle taken by Mansor and Levi

(2015), Saboori et al. (2015), Mehrjerdi (2019), Verma

et al. (2019) etc. have also been considered during various

DNEP studies as well.

4 Non-technical constraints

Non-technical constraints are also termed as utilization or

environmental constraints in many reviewed articles.

Mainly these are related to an optimal number of substa-

tion, electrical instruments, and power equipment for

expansion planning such as number of transformers, feed-

ers, new switches, buses, substations, standard capacitors,

circuit breakers, and voltage regulator (Table 3). The non-

technical constraint also includes the capacity of instru-

ments such as that of the transformers, feeders, and sub-

stations. Other than quantity and capacity, non-technical

constraints are related to voltage regulators.

*x: Number of research work reviewed in which the

concern constraint has been considered; *x%: Per-

centage of research work reviewed (B1) Non-technical

constraints related to the quantity of electrical apparatus are

expressed by (14)–(19). And these were considered by

7.1% of articles reviewed. (14) express the number of

substations (Gonçalves et al. 2015), which are to be set up

for optimal DNEP.

NSS2 2 0; 1f g8i 2 wN1;wN2 ð14Þ

The standard capacitors units mounted in one node

(Zonkoly 2013) and total installed in the system is limited

by (15) and (16), respectively.

0�Nmax
CP2;i �Nmax

CP2;iCi8i 2 wN1 ð15Þ
X

i2wN1

Ci �Nmax
CP2Ci 8 i 2 wN1 ð16Þ

(17) restricts the use of only one circuit breaker at each

node (Tabares et al. 2016),
X

u2wN1

bcbi;s � 1 8 i 2 wN1 ð17Þ

while the maximum number of circuit breakers installed

during DNEP is limited by (18).
X

u2ws

X

g2wDGA

bDGi;g;s � 1 8 i 2 wN1 ð18Þ

Parameter NVR
max expresses the max. number of voltage

regulators (VR), that can be installed during DNEP, is

established as:
X

ij2wB1

vVR;c1 �Nmax
VR2 ð19Þ

(B2) Non-technical constraints related to electrical

apparatus capacity limits are expressed by (20)–(23),

comprises of 33% of total reviewed articles, where (20)

express capacity of transformers constraint (Gitizadeh et al.

2013), (21) and (22) provides feeder capacity constraints

(Sayed and Arram 2009) and (23) expresses substation

capacity constraints (Mori and Yamada 2007).

0� STranSS � STranSS;maxi ¼ 1; 2; 3; . . .;NSS1 ð20Þ

Sb;f ;ss � Smaxb;f ;ss 8 ij 2 feeder links ð21Þ

NL1 ¼ NB1 � 1

Nrecon �Nmax
recon

NSW2 �Nmax
SW2

NDG2 �Nmax
DG2

NL2 �Nmax
L2

NLP2 �Nmax
LP2

9
>>>>>>=

>>>>>>;

ð22Þ

Table 2 continued

S. Technical

Constraints

Reviewed articles x* x %**

A8 Uni-directional

flow

Franco et al. (2014), Delgado et al. (2015), Miloca et al. (2015), Pombo et al. (2017), Quevedo et al.

(2019)

5 05.9

A9 Reliability Huang et al. (2014), Humayd and Bhattacharya (2017), Nahman and Peri (2020) 3 03.5

*x Number of research work reviewed in which the concern constraint has been considered

*x% Percentage of research work reviewed
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0� gSl;t � gSmax;l;t þ
P

L2WS
l

Pt

s¼1

xSLl;s

� 

gSLmax;l

8l 2 WS
� �

9
>=

>;
ð23Þ

(B3) With the assumption that tapping of VRs is an

uninterrupted variable and at least one VR is assigned in

each circuit, (24), (25) model the operation of a VR

(Gonçalves et al. 2015) (comprises of 3.5% of total

reviewed articles).

1� R%½ �2 ~Vsqr
j;d �Vsqr

j;d � 1þ R%½ �2 ~Vsqr
j;d ;

8ij 2 Xl;
8d 2 Xd

9
=

; ð24Þ

Vsqr
j;d � ~Vsqr

j;d

���
���� V2

max � V2
min


 �
vij;

8ij 2 Xl;
8d 2 Xd

9
>=

>;
ð25Þ

In addition to the non-technical constraints discussed

above, number of feeders taken by Camargo et al. (2013),

number of transformers by Heidari et al. (2015), Hemmati

et al. (2015), Verma et al. (2016), number buses by Borges

and Martins (2012a), new paths by Verma et al.

(2016, 2019) normally open points & switches by Borges

and Martins (2012a), Cossi et al. (2012), Pombo et al.

(2017), Verma et al. (2019), etc. were considered by few

researchers as well.

5 DG & DESS constraints

Various DG related constraints considered in DNEP are its

capacity, penetration level, active power, and reactive

power generated (Table 4), which are expressed mathe-

matically and a few of which are considered as non-

mathematical constraints viz. wind speed, solar radiation

intensity, number and type of DG.*x: Number of research

work reviewed in which the concern constraint has been

considered; *x%: Percentage of research work reviewed

(C1) DG capacity constraints are expressed by (26)

(Haffner et al. 2008), which comprises 36.5% of the total

reviewed articles. (C2) & (C3) Constraints of active and

reactive power generation are expressed by (27) and (28)

respectively, which have been considered in 20% and

22.4% of total reviewed articles, respectively. (C4) DG

penetration level constraint (Borges and Martins 2012b)

(see Eq. (29)) is considered in 11.4% of the total reviewed

articles.

0� SDG;i � SmaxDG;i 8 n 2 wDG
N2 ð26Þ

PG;k � PL;k �
X

j2wk

Pij;f ;ss ¼ 0 ð27Þ

QG;k � QL;k �
X

j2wk

Qij;f ;ss ¼ 0 ð28Þ

SDG;i � SmaxDG;i ð29Þ

Table 3 Summary of non-technical constraints of DNEP

S. Non-technical constraints Reviewed articles x* x %**

B1 Number of Substation and

Power equipment

Camargo et al. (2013), Saldarriaga et al. (2013), Franco et al. (2014), Gonçalves et al. (2015),

Tabares et al. (2016), Humayd and Bhattacharya (2017)

6 7.1

Capacitor Franco et al. (2014), Gonçalves et al. (2015), Humayd and Bhattacharya (2017) 3 3.3

Circuit breakers Gonçalves et al. (2015), Tabares et al. (2016) 2 2.3

Substation Camargo et al. (2013), Saldarriaga et al. (2013) 2 2.3

Voltage regulator Tabares et al. (2016) 1 1.2

B2 Capacity of Substation and

Power equipment

Mori and Yamada (2007), Haffner et al. (2008), Cossi et al. (2009), Mori and Yoshida (2009),

Najafi et al. (2009), Sahoo et al. (2011), Falaghi et al. (2011), Saberi et al. (2012), Mendoza

et al. (2012), Cossi et al. (2012), Gitizadeh et al. (2013), Ganguly et al. (2013a), Samper and

Vargas (2013a, b), Camargo et al. (2013),Morillo et al. (2013), Saldarriaga et al. (2013),

Heidari et al. (2015), Delgado et al. (2015), Miloca et al. (2015), Shivaie et al. (2015),

Mansor and Levi (2015), Tabares et al. (2016), Xing et al. (2016), Humayd and

Bhattacharya (2017), Mokryani et al. (2017), Bansal et al. (2017), Bai et al. (2018)

28 33.0

Substation Mori and Yamada (2007), Haffner et al. (2008), Mori and Yoshida (2009), Najafi et al.

(2009), Sahoo et al. (2011), Falaghi et al. (2011), Cossi et al. (2012), Ganguly et al. (2013a),

Samper and Vargas (2013a, b), Morillo et al. (2013), Saldarriaga et al. (2013), Heidari et al.

(2015), Miloca et al. (2015), Shivaie et al. (2015), Mansor and Levi (2015), Humayd and

Bhattacharya (2017), Mokryani et al. (2017), Bai et al. (2018)

19 22.4

Transformers Cossi et al. (2009), Saberi et al. (2012), Mendoza et al. (2012), Gitizadeh et al. (2013),

Delgado et al. (2015), Tabares et al. (2016), Bansal et al. (2017), Verma et al. (2019)

8 9.4

Feeders Camargo et al. (2013) 1 1.2

B3 Voltage regulator Tabares et al. (2016), Xing et al. (2016), Bansal et al. (2017) 3 3.5
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(C5) Constraints applied on sitting of number of DG

have been taken by 5.9% articles reviewed and are incor-

porated non-mathematically in the planning.

8k; l 2 wDESS
N2 ; S 2 wCESS;s; h; sc; t ð30Þ

ES
k;hþ1;sc;t ¼ ES

k;h;sc;t þ gCk C
S
k;h;sc;t �

1

gDk
DS

k;h;sc;t

� 

ð31Þ

X

k2ESSN
yDESS;Sk;t ES

k;min �ES
k;h;sc;t �

X

k2ESSN
yDESS;Sk;t ES

k;max ð32Þ

ES
k;h;sc;t ¼ ES

k;0h ¼ 1; 24 ð33Þ

DS
k;h;sc;t �

X

k2ESSN
yDESS;Sk;t DS

k;max ð34Þ

CS
k;h;sc;t �

X

k2ESSN
yDESS;Sk;t CS

k;max ð35Þ

TOH;n;t ¼ TOH;n;max;t � r� ICDESS8k 2 wDESS
N2

TOH;n;max;t8k 62 wDESS
N2

�
ð36Þ

ICDESS ¼
X

sc

X

h

Ek;h;sc;t

dh;sc;t
ð37Þ

ICDESS � ICmax
DESS ð38Þ

The inclusion of distributed energy storing systems

(DESS) is the latest trend in DNEP. The constraints

imposed for optimal operation of DESS are power balance

Eq. (31) based, which comprises of (C6) stored energy

limits (Shen et al. 2015) represented by (32) (included in

10.6% of total DNEP studies reviewed); (C7) initial value

required for daily dispatch for DESS represented by (33)

(considered in 9.4% of total reviewed articles) and (C8)

charging and discharging power limits of DESS repre-

sented by (34) and (35) respectively (considered in 9.4% of

total reviewed articles). (C9) Outage time constraints are

Table 4 Summary of DG & DESS constraints of DNEP

S. DG & DESS related

constraints

Reviewed articles x* x %**

C1 DG capacity Haffner et al. (2008), Sayed and Arram (2009), Al-Muhaini et al. (2010), Falaghi et al. (2011),

Borges and Martins (2012b), Zou et al. (2012), Saberi et al. (2012), Junjie et al. (2012),

Gitizadeh et al. (2013), Morillo et al. (2013), Saldarriaga et al. (2013), Zonkoly (2013),

Aghaei et al. (2014), Huang et al. (2014), Sadeghi and Kalantar (2014), Delgado et al.

(2015), Bagheri et al. (2015), Xing et al. (2015), Ahmadigorji and Amjady (2015), Shivaie

et al. (2015), Tabares et al. (2016), Xing et al. (2016), Ahmadigorji and Amjady (2016),

Ahmadigorji et al. (2017), Humayd and Bhattacharya (2017), Saboori and Hemmati (2017),

Hemmati et al. (2017), Bai et al. (2018), Li et al. (2018), Mehrjerdi(2019), Ugranli (2019)

31 36.5

C2 Active power generated Pudaruth and Li (2007), Labbi and Attous (2014), Xing et al. (2015), Hemmati et al. (2015),

Tabares et al. (2016), Xing et al. (2016), Humayd and Bhattacharya (2017), Saboori and

Hemmati (2017), Asija et al. (2017), Gacem and Benattous (2017), Bansal et al. (2017),

Mokryani et al. (2017), Raviprabakaran and Subramanian (2018), Quevedo et al. (2019),

Ugranli (2019), Bhadoria et al. (2019), Xie et al. (2020)

17 20.0

C3 Reactive power generated Pudaruth and Li (2007), Labbi and Attous (2014), Xing et al. (2015), Hemmati et al. (2015),

Zou et al. (2012), Xing et al. (2015), Tabares et al. (2016), Xing et al. (2016), Humayd and

Bhattacharya (2017), Saboori and Hemmati (2017), Asija et al. (2017), Gacem and

Benattous (2017), Bansal et al. (2017), Mokryani et al. (2017), Raviprabakaran and

Subramanian (2018), Quevedo et al. (2019), Ugranli (2019), Bhadoria et al. (2019), Xie

et al. (2020),

19 22.4

C4 Penetration of DG Sadeghi and Kalantar (2014), Delgado et al. (2015), Bagheri et al. (2015), Xing et al. (2016),

Ahmadigorji and Amjady (2016), Ahmadigorji et al. (2017), Hasanvand et al. (2017),

Humayd and Bhattacharya (2017), Li et al. (2018), Ugranli (2019)

10 11.8

C5 Number of DG Saldarriaga et al. (2013), Huang et al. (2014), Xing et al. (2015), Tabares et al. (2016),

Mehrjerdi(2019)

05 05.9

C6 DESS Stored energy limits Shen et al. (2015), Saboori et al. (2015), Xing et al. (2016), Shen et al. (2018), Saboori and

Hemmati (2017), Bai et al. (2018), Li et al. (2018), Quevedo et al. (2019), Xie et al. (2020)

09 10.6

C7 Initial value prerequisite of

daily dispatch

Shen et al. (2015), Saboori et al. (2015), Xing et al. (2016), Shen et al. (2018), Saboori and

Hemmati (2017), Bai et al. (2018), Li et al. (2018), Quevedo et al. (2019)

08 09.4

C8 Charging & discharging

power limits

Shen et al. (2015), Saboori et al. (2015), Xing et al. (2016), Shen et al. (2018), Saboori and

Hemmati (2017), Bai et al. (2018), Li et al. (2018), Xie et al. (2020)

08 09.4

C9 Outage time constraints Shen et al. (2015), Xing et al. (2016), Shen et al. (2018), Saboori and Hemmati (2017) 4 04.7

C10 Capacity of DESS Pombo et al. (2017), Quevedo et al. (2019), Xie et al. (2020) 3 03.5
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given by (36) wherein (37), ICDESS signifies the capability

of DESS to backing a load of each node when the outage

happens (Shen et al. 2018). The impact of DESS capability

to provide backup during an outage is measured by coef-

ficient r. (C10) DESS capacity is restricted by (38) where

ICmax
DESS indicates installed DESS maximum capacity.

6 Time and financial constraints

When the most utilized objective function is found out to

be minimizing the cost of expansion planning, then it is

evident that cost minimization can be done by putting

constraints on financial and economic aspects as well.

Those are (Table 5): budget limitations, purchased power

constraints and fuel cost.

CInst;s þ COpp;s �CBud;s8s ¼ 1; 2; . . .;NSt ð39Þ

P1
Purch ¼ SLD;s;t þ Ploss;s;t �

PNLB1

i¼1

PDG;i;s;t

8s 2 NLS; 8t 2 NPY

9
=

; ð40Þ

COpp;s ¼ COpp;s�1 þ CInst;s8s ¼ 1; 2; . . .:;N

x 0½ � þ
PN

s¼1

CInst;s ¼ x 1½ �

9
=

; ð41Þ

(D1) Every stage expansion has budget allocation

(Carrano et al. 2008), which is governed by (39). (D2)

Purchased power constraints (Junjie et al. 2012) and (D3)

fuel cost (Carrano et al. 2008) have been described with

(40) and (41).

Keeping uncertainties in mind while doing the DNEP,

time constraints also play an essential role (Table 5). (D4)

(42) and (43) provide a limit for the minimum time period

for which any unit must be on or off before it can be shut

down or carried operational (Zonkoly 2013).

Ton;u � TMUT ;u ð42Þ

Toff ;u � TMDT ;u ð43Þ

Besides up and downtime constraints, computational

time, planning period (Gholami et al. 2017), meantime

failure (Al-Muhaini et al. 2010), mean time to repair (Al-

Muhaini et al. 2010) etc., are some other time related

constraints which have been included in various research

articles without any mathematical expressions.

Table 5 Summary of time & financial constraints of DNEP

S. Time & financial

constraints

Reviewed articles x* x %**

D1 Budget limitations Carrano et al. (2008), Haffner et al. (2008), Cossi et al. (2009), Mori and Yoshida (2009), Najafi et al.

(2009), Cossi et al. (2012), Delgado et al. (2015), Shivaie et al. (2015), Gholami et al. (2017),

Humayd and Bhattacharya (2017), Pombo et al. (2017), Hemmati et al. (2017), Mehrjerdi(2019),

Quevedo et al. (2019), Ugranli (2019), Xie et al. (2020)

16 18.8

D2 Purchased power Junjie et al. (2012) 1 01.2

D3 Operational cost Carrano et al. (2008) 1 01.2

D4 Minimum-up & -

down time

Zonkoly (2013) 1 01.2

Table 6 Miscellaneous constraints of DNEP

S. Miscellaneous

constraints

Reviewed articles x* x %**

E1 Conductor type Cossi et al. (2012), Saldarriaga et al. (2013), Franco et al. (2014), Heidari et al. (2015), Gonçalves

et al. (2015)

5 05.9

E2 Available area Heidari et al. (2015) 2 02.4

E3 Spinning reserve Zonkoly (2013) 1 01.2

E4 Ramp rate Zonkoly (2013) 1 01.2

E5 Salvage of a line Heidari et al. (2015) 1 01.2
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7 Miscellaneous constraints

In addition to technical and non-technical constraints, there

are various miscellaneous constraints found in several

articles which bring more confinement of the obtained

results. These are: types of cable/conductor, spinning

reserve, ramp rate, salvage of a line, and available area

constraints (Table 6).

(E1) While installation or replacement of any wire gage

in a circuit (44) will ensure that only a single type of

conductor is selected (Cossi et al. 2009). (E2) During

DNEP, constraints on the substation area (Heidari et al.

2015) is given by (45), which also ensures that at least one

transformer (term NTR2) can be added to an upcoming

substation.

(E3) Spinning reserve constraint (Zonkoly 2013) is

expressed by (46). (E4) (47) and (48), which provides

limits of up and down ramp rate (Zonkoly 2013) for a

dedicated dispatchable unit. (E5) Finally, the last mathe-

matically expressed DNEP constraint for salvage (Heidari

et al. 2015) of an existing line is expressed by (49)–(51).
X

k2C
yb;sc � 1; 8 ij 2 wB1 ð44Þ

XT

t¼1

XNSS1

ss¼1

xj;t;ss �NTR2 8 j 2 wSS1;wSS2 ð45Þ

XNG1

u¼1

SmaxG;u �PLD þ Ploss;s;t þ PSR ð46Þ

SG;u tð Þ � SG;u t � 1ð Þ�URu ð47Þ

SG;u t � 1ð Þ � SG;u tð Þ�DRu ð48Þ

�1�
Pt

s¼1

xb;s;a � 0

8j 2 wL1;
8a ¼ TypeL;

8t 2 1; 2; . . .; Tf g

9
>>>>=

>>>>;

ð49Þ

0�
Pt

s¼1

xL;s;a � 1

8L 2 wL1;
8a 2 1; 2. . .wL1f g

a 6¼ TypL;
8t 2 1; 2. . .;Tf g

9
>>>>>>=

>>>>>>;

ð50Þ

0�
Pt

s¼1

xL;s;a � 1

8L 2 wL2

8a 2 1; 2. . .wL1f g
8t 2 1; 2. . .; Tf g

9
>>>>=

>>>>;

ð51Þ

In addition to above mathematical expressions of mis-

cellaneous constraints, planning alternatives (Borges and

Martins 2012b), geographical limitations (Ravadanegh and

Roshanagh 2014), length of feeders (Wang et al. 2011;

Mendoza et al. 2012; Camargo et al. 2013; Mansor and

Levi 2015; Verma et al. 2016; Gholami et al. 2017),

effective age and failure rate of feeders (Gholami et al.

2017), restrictions of choice of network sections (Pombo

et al. 2017) etc. have also been included in few DNEP

studies as well.

8 Conclusions

With continuous change in demographics and consumption

patterns of energy, traditional distribution systems are

getting converted into microgrids having more and more

penetration of DG. A DNEP problem is no longer a single-

objective one. It has now become a multi-objective, com-

plex polynomial non-convex problem. The continuous

changes and advancements in DNEP are also leading

researchers towards providing greener solutions (by having

more and more participation of renewable-based DG and

DESS), which requires more dedicated checks and

boundaries on technical and non-technical objective out-

puts. In present work, authors have summarized the DNEP

constraints considered in nearly eighty selected articles

published over a decade and categorized them into five

heads viz. technical constraints, non-technical constraints,

DG and DESS constraints, time and money constraints and

miscellaneous constraints. Major conclusions which can be

drawn from the review of the colossal literature available

on DNEP constraints are:

• 89.4% of total reviewed articles considered technical

constraints as the most imperative one in for DNEP

problems, followed by non-technical constraints

(58.8%). With the changing scenarios of distribution

networks, few new constraints have been added to the

DNEP library.

• The foremost aim and decision involved in DNEP

carried out is to minimize the investment cost while

complying with various technical and physical

constraints.

• Constraints can’t be classified merely as equality and

non-equality type but have to be more diversified so

that all-round check can be implemented for higher

optimization degree.

• Very few appropriate conditions for the long-term

accomplishment of a commercial microgrid have been

talked about. New constraints have to be defined, as the

conventional distribution system is transferring from

passive to active network and are becoming renewable-

based DG integrated microgrid. Enhanced conditions

for a microgrid formation will be defined by addressing

additional real-market constraints and uncertainties.
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• E-vehicles are a new type of large loads with limited

research work and which can significantly influence the

stability and reliability of distribution systems. Com-

plete appraisal of the impacts of e-vehicles on DNEP,

considering them with appropriate constraints is

prescribed.

• The governing parameters of metaheuristic algorithms

should be regulated for optimization as they expres-

sively affect their computational working. Conversely,

in DNEP literature, practically no research work has put

constraints to control metaheuristics parameters.

• Most of the prevailing research articles have not

considered all types of constraints related to system

uncertainty, such as in the case of non-dispatchable DG

units and power charges. Considering these constraints

related to uncertainties into account make available

more accurate modeling of distribution systems leading

to more apposite elucidations for real-world DNEP.

• Due to environmental and economic issues, constraints

must also be designed with flexibility so that alternative

options can be incorporated in DNEP. For example, in

case the planer has to meet the fast load growth and

construction of new substations is not feasible, then DG

and capacitor bank units can also be taken as an

alternative for the situation.

• Many energy storage elucidations based on DESS, fuel

cells, renewable, etc. are offered, but they are diverse in

terms of provisions and features, making it hard to

handpick a sole technology for all the applications. It is

suggested that appropriate constraints must be put to

recognize the concrete level of infiltration of technolo-

gies as well as on the physical properties of elements

for a safe environment.

• Most researchers have separated the DNEP issue into

restricted parts alongside forced constraints and

attempted to recommend their specific solutions. Some

examination works have not considered all related

constraints for DNEP, which should be considered

simultaneously. Overlooking such limitations prompts

the aftereffects of no practical value and

noteworthiness.

• Each stage of DNEP viz—modeling, calculation, multi-

scenario simulation, all-inclusive scheduling, and rec-

tification—contains diverse blends of components,

elements, strategy, & optimization techniques that

influence the ultimate planning conclusion. So the

constraints for above mention stages must be precisely

defined separately.

Not many research articles are presently available on the

solution of DNEP in which all the constraints (to be

applicable) revealed in this article are fully and adequately

considered. The above discussions and conclusions show

the swing of modern DNEP towards more cohesive, multi-

objective, and DESS and fuel cells assimilated ones with

control functionalities, in contrast to the traditional DNEP

prototypes. This article presents a thorough review of

colossal literature on DNEP constraints. This work is ini-

tiated and purposed with a conclusion to expand informa-

tion base on DNEP and to pinpointing any breaks in the

reviewed literature that can be addressed in impending

research for further enhancement. It is foreseen that this

survey will be valuable to the engineers, planners, and

researchers required with DNEP for growing new

methodologies.
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Abstract
Salinity stress is considered to be a key constrain that reduces the crop productivity by impairing plant growth and develop-
ment. During salt stress condition, an underlying mechanism for reduction in crop yield is increase in ROS level that can 
potentially harm cellular macromolecules, leading to disruption of essential physiological and biochemical processes. Plants 
possess a complex antioxidative defense machinery for scavenging these ROS. Ascorbate peroxidase (APX, E.C. 1.11.1.11), 
is a crucial antioxidant enzyme involved in Ascorbate–Glutathione pathway that primarily detoxifies the negative impact 
of  H2O2 in cell. The efficient scavenging of  H2O2 is a prerequisite for enhanced tolerance to salinity stress. Here, we have 
inspected whether over-expression of APX could provide protection against salinity stress. Cytosolic ascorbate peroxidase 
(Apx1) gene, isolated from Arabidopsis thaliana, was chosen as the candidate gene for strengthening the antioxidative defense 
system of Brassica juncea. Physiological parameters were employed to analyze the growth status of transgenic plants. Leaf 
disc assay was done to evaluate the salinity stress tolerance potential of transgenic plants, using several physiological and 
biochemical parameters. Under salinity stress, the transgenic plants performed well as compared to their non-transgenic 
counterparts; as revealed through greater proline accumulation, increased chlorophyll stability index, lower chlorophyll a/b 
ratio, and higher antioxidative enzyme activities. Further, the lower  H2O2 levels were well correlated with lesser membrane 
damage as measured through MDA content. Collectively, our results clearly depicted that ectopic overexpression of AtApx1 
gene was able to confer salinity stress tolerance by strengthening the antioxidative defense system in B. juncea.

Keywords Salinity stress · Brassica juncea · Reactive oxygen species · Transgenic plants · Antioxidant system

Introduction

Plant’s encounter to salt stress adversely affects its growth 
and productivity worldwide (Wang et al. 2003). Among 
several abiotic stresses, salinity stress is not only an envi-
ronmental restrain that reduces the yield potential of a crop 
plant, but it also imposes a huge negative impact on growth 
and survival of crop plant. Salinity stress covers a wide 
range of alteration at physiological, biological and molecular 
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levels. It disturbs the cellular homeostasis by disrupting the 
ionic equilibrium and consequently induces the physiologi-
cal drought as well as other secondary stresses (Apel and 
Hirt 2004). In response to these secondary stresses, plants 
induce the accumulation of osmolytes, anti-stress proteins 
and trigger the scavenging of reactive oxygen species (ROS) 
to overcome the devastating milieu. Primarily, accelerat-
ing the ROS detoxification system is one of the preferred 
approaches to ameliorate such adverse effects of salinity, 
albeit other approaches are also significantly important. 
The ROS detoxification is sustained by enzymatic and 
non-enzymatic antioxidant systems (Gill and Tuteja 2010; 
Miller et al. 2010). Plants have developed several antioxi-
dant enzymes such as catalase (CAT), superoxide dismutase 
(SOD), ascorbate peroxidase (APX) and peroxidase (POD) 
that effectively restrict the ROS and hence protect the cell 
from oxidative injury imposed by ROS accumulation (Mit-
tler and Zilinskas 1992; Noctor and Foyer 1998).

APX enzyme catalyzes the reaction for converting the 
 H2O2 into  H2O and  O2, the APX enzymes are further catego-
rized as cAPX (cytosolic), mitAPX (mitochondrial), sAPX 
(chloroplastic stroma), and tAPX (chloroplast thylakoids) 
on the basis of their subcellular localization (Shigeoka 
et al. 2002). Among the different APX isoforms, the cyto-
solic form is studied extensively and reported to be the most 
responsive form to environmental constrain (Davletova et al. 
2005; Fourcroy et al. 2004; Mittler and Zilinskas 1994). 
cAPXs are mostly encoded by more than one gene and char-
acterized from several plants including Arabidopsis thali-
ana, Oryza sativa, Pisum sativum and Lycopersicum escu-
lentum to name a few (Gadea et al. 1999; Kim and Chung 
1998; Kubo et al. 1992; Mittler and Zilinskas 1992). APX 
activity is known to be enhanced during various environ-
mental stresses, including dehydration (Tanaka et al. 1990), 
high temperature (Sato et al. 2001), deficiency in microele-
ments and excessive light (Cakmak and Marschner 1992), 
UV stress (Saxena et al. 2011), and salinity (Hernandez 
et al. 2000). Cytosolic APX1 provides cross-compartment 
protection to chloroplastic APX under high light intensity 
(Davletova et al. 2005). Rice showed the increase in tran-
script of cApx gene by heat stress; interestingly seedlings 
were having prior exposure to heat stress displayed improved 
tolerance to cold stress (Sato et al. 2001). Arabidopsis pos-
sesses eight Apx isoforms including two cytosolic isoforms 
(AtApx1 and AtApx2) which are reported to be differentially 
induced under heat and high light stresses (Davletova et al. 
2005). AtApx1promoter possesses ABA response element 
(ABRE), heat-shock element (HSE) while AtApx2 promoter 
has two HSEs. The presence of different cis-regulatory ele-
ments AtApx1 and AtApx2 is attributed to their differential 
gene expression under stress (Mittler and Zilinskas 1992).

Engineering crop plants with improved antioxidative 
enzyme machinery pave the way for the better abiotic stress 

potential. Here we hypothesize that enhancing the activity 
of APX enzyme through genetic engineering will strengthen 
the antioxidative defense system and will enable it to limit 
the increased production of hydrogen peroxide under salin-
ity stress.

For the present investigations, we have chosen Bras-
sica juncea as the target crop, an important oilseed cash 
crop globally. Brassica is affected by various stresses which 
translate to the significant loss of quantity and quality pro-
duced. B. juncea and Arabidopsis belongs to the same fam-
ily with high similarity in functional genes present between 
them allows us to study these functionally valuable genes 
(Anjum et al. 2012). Here, we ectopically expressed AtApx1 
in B. juncea and the growth of transgenic plants was ana-
lyzed for several physiological parameters under controlled 
conditions. We have compared the physiological and bio-
chemical markers in transgenic and wild type (WT) plants 
under salt stress treatment. Transgenic plants were further 
examined for the ROS scavenging potential by determining 
the antioxidative enzyme activity of APX, POD, GPX and 
CAT. Taken together, our data indicated that the potential of 
AtApx1 gene, improves the salinity stress tolerance by limit-
ing the ROS-induced damage in B. juncea. These findings 
present a way forward to engineer the salt tolerance potential 
in agriculturally important crops to minimize the yield loss 
by salinity stresses.

Materials and methods

Plant materials and growth conditions

Seeds for B. juncea variety pusajaikisan were obtained 
from National Research Centre for Rapeseed and Mustard 
(NRCRM), Bharatpur (Rajasthan), India and were used in 
the present study. Brassica were grown in a growth chamber 
at 22 °C for 16 h light and 15 °C for 8 h dark cycle with 70% 
relative humidity under white fluorescent light.

Plant transformation

Agrobacterium tumefaciens strain C58C1rifR (pGV2260) 
harboring AtApx1 (TAIR: AT1G07890) was used for plant 
transformation. Construct was generated by cloning the 
Arabidopsis cytosolic ascorbate peroxidase cDNA (AtApx1) 
with EcoRV and XhoI sites (Primers are listed in Table S3) 
under the control of a constitutive promoter (CaMv35S) 
and was transferred to B. juncea by Agrobacterium-medi-
ated transformation. For plant transformation, hypocotyls 
from 6 day old seedlings were co cultivated with Agrobac-
terium culture for 24 h and further washed and selected from 
MS medium supplemented with kanamycin (30 mgL−1). 
Selected explants were regenerated on shoot regenerating 
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medium (MS medium supplemented with combination of 
growth hormones such as 2.5 mgL−1  N6-benzylaminopurine 
and 1.0 mgL−1 1-naphthaleneacetic acid). Well-developed 
shoots were shifted to root regeneration medium (MS 
medium supplemented with 0.5 mgL−1 indole butyric acid). 
Plantlets were grown at 22 °C under white fluorescent light 
and 16-h photoperiod. Completely developed plants were 
hardened and were grown to maturity. The progeny of the 
primary transformants were multiplied by selfing and T2 
generation seeds were used for further experiments.

Confirmation of transgenic plants

Genomic DNA (gDNA) was isolated from one-month old 
transgenic plants along with WT plants using modified 
CTAB method (Augustine et al. 2013). For PCR amplifica-
tion, genomic DNA was used as the template and amplified 
using gene specific primers and nptII primers (Primers are 
listed in Table S3). For southern blot, 10 µg of gDNA was 
digested with EcoRV and the samples were electrophoresed 
on agarose gel. After electrophoresis, the gel was treated 
with depurination, denaturation and neutralization solutions 
followed by hybridization. After hybridization and wash-
ing, the blot was exposed to X-ray film and the film was 
developed. We have used three independent transgenic lines 
for further experiments which are designated in figure and/
or graphs as follows: L1 represents AtApx1 transgenic line 
3; L2 represents AtApx1 transgenic line 4; L3 represents 
AtApx1 transgenic line 5.

Quantitative real‑time PCR

For isolation of total RNA from transgenic and WT leaf 
sample, TRI reagent (Sigma) was used. RNA (2 μg) was 
reverse transcribed, used for cDNA synthesis (using ABI 
cDNA synthesis kit). qPCR was performed with AtApx1 
primers (listed in Table S3) and endogenous control (ACT ) 
along with negative control (lacking cDNA sample) (Petla 
et al. 2016). Three biological replicates were used with trip-
licate reaction in each assay. Primers used here are listed in 
Table S3.

Measurement of physiological growth parameters

To know the physiological and growth status of transgenic 
plants, rate of photosynthesis was assessed using Infrared 
gas analyzer (IRGAs) following the manufacturer’s instruc-
tion. The flow rate of air through the sample chamber was 
(11 cm2) set at 0.4 LPM and leaf temperature was maintained 
at 24 ± 0.8 °C and measured at a time interval of 15/20 s that 
was kept constant for all samples. Fully expanded leaves in 
triplicates (transgenic and WT) were used for analysis and 
five recurrent readings were obtained each time.

Chlorophyll fluorescence measurement

To estimate photosynthetic activity in WT and transgenic 
plants, we measured chlorophyll fluorescence (Fv/Fm) with 
a handy chlorophyll fluorescence measuring device (Handy 
PEA, Hansatech, UK) following the manufacturer’s instruc-
tion. Measurements for Fv/Fm were recorded in the forenoon 
hours and for fluorescence level (F0) in modulated light. The 
maximum fluorescence level (Fm) was obtained by 1.5 s 
saturating pulse at 300 mol m−2 s−1 on dark adopted leaves 
(20 min).

Soil plant analysis development (SPAD) 
measurements

SPAD values were recorded in sunlight following the 
manufacturer’s instruction (SPAD meter, Opti Science, 
CMM-200, USA). The instrument calculates the transmis-
sion of red light and infrared light at 650 nm and 940 nm, 
respectively. Leaves were randomly sampled from matured 
transgenic and WT plants. Five readings obtained by port-
able SPAD meter from individual leaves were averaged and 
calculated.

Leaf disc assay

To examine the morphological difference under salt stress, 
leaf disc assay was performed on transgenic along with WT 
plants using varied saline concentrations (NaCl-100, 150 
and 200 mM) to the half MS medium (Singla-Pareek et al. 
2008). Leaf discs (1 cm) were cut from independent trans-
genic lines of B. juncea and WT plants and floated on 4 ml 
half MS medium supplemented with different concentrations 
of NaCl and kept for 48 h at 22 °C under a 16-h photo-
period. Finally, 200 mM concentration of NaCl was chosen 
for performing further assays on the basis of morphological 
assessment of leaf discs. The chlorophyll content of the leaf 
discs was determined for getting information regarding salt 
stress-induced chlorophyll loss in the transgenic and WT 
plants. Leaf discs floated on half MS medium without salt 
served as the experimental control. Leaf samples from con-
trol and salt-treated matured plant (both WT and transgenic) 
were used for further physiological analysis.

Seed germination study and salinity stress 
treatment

For seed germination study and stress experiments, seeds 
from both WT and transgenic B. juncea were germinated on 
filter paper (Whatman no. 2) water-logged with 4 mL of the 
½ MS medium supplemented with and without 200 mM of 
NaCl. Seed germination was evaluated after every 12 h. For 
stress experiments, seeds were germinated on germination 
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paper with 4 mL of ½ MS medium supplemented with and 
without 200 mM of NaCl and allowed to grow for 10 days. 
Ten day old seedlings were chosen for measuring stress 
markers and antioxidant enzyme activity.

Chlorophyll and carotenoid content

For determining chlorophyll content, the method given 
by Hiscox and Israelstam (1979) is followed. Fresh leaves 
(200 mg) were extracted in 5 ml dimethylsulfoxide (DMSO) 
and incubated at 65 °C for 40 min. After cooling, a 2 ml ali-
quot of the chlorophyll content was taken into a cuvette and 
measurement was done spectrophotometrically at 470, 645, 
663 nm using DMSO as blank. Respective absorption was 
used to measure the Chlorophyll a, b, and total chlorophyll 
(Chl a + b), based on the equations reported by (Joshi et al., 
2013). Carotenoid content was measured using the method 
of (Terzi and Kadioglu 2006). Chlorophyll stability index 
was determined using ratio of chlorophyll content of stressed 
leaf to control leaf sample (Terzi and Kadioglu 2006). All 
quantifications were performed in triplicate.

Proline content

Free proline content was measured using the method 
reported by Bates et  al. (1973). Proline concentration 
was calculated with the help of calibration curve made 
using l-proline. Further, the final values were expressed 
as µg gm−1 FW−1. All quantifications were performed in 
triplicate.

Malondialdehyde and hydrogen peroxide content

MDA content was estimated using thiobarbituric acid (TBA) 
method reported by Heath and Packer (1968). The MDA 
concentration was calculated using an extinction coefficient 
of 155 mM−1 cm−1. Values are presented from the measure-
ments of three replicates. Hydrogen peroxide  (H2O2) level 
was determined following potassium iodide (KI) method 
spectrophotometrically as described by Salvi et al.(2016). 
All quantifications were performed in triplicate.

Antioxidative assay ofAPX, GPX, POD and CAT 

For enzyme assay, protein was extracted in protein extrac-
tion buffer containing 100 mM sodium phosphate buffer 
(pH 7.0), 5 mM ascorbate, 10% glycerol and 1 mM EDTA 
(Ghosh et al. 2020). Bradford reagent was used to determine 
the protein concentration (Bradford 1976).

Specific APX activity was measured following the 
method reported by Nakano and Asada (1981). Briefly, 
ascorbate oxidation by  H2O2 was measured in 1.5 ml assay 
mix containing 50 mM phosphate buffer (pH 6.0), 0.1 μM 

EDTA, 0.5 mM ascorbate, and 1.0 mM  H2O2 with the addi-
tion of 50 µl of leaf extract at 290 nm. APX activity was cal-
culated using extinction coefficient of 2.8 mM−1 cm−1. GPX 
assay was performed by the method reported in Urbanek 
et al. (1991). The tetraguaiacol formed was calculated with 
molar extinction coefficient (26.6 mM−1 cm−1). The enzyme 
activity was expressed in terms of µmol min−1 mg−1 pro-
tein. For POD activity, the method described in Siegel and 
Galston (1967) was followed. For CAT activity, we used the 
method reported by Beers and Sizer (1952) with few modifi-
cations. In this method, the reaction mixture of 1.5 ml con-
tains 50 μl of the enzyme extract, 100 mM phosphate buffer 
(pH 7.0), 0.1 μM EDTA, and 20 mM  H2O2. The decline 
in  H2O2 content was observed at 240 nm, immediately and 
1 min after  H2O2 addition. The difference in absorbance 
(ΔA240) was divided by the  H2O2 molar extinction coeffi-
cient (36 M−1 cm−1) and the enzyme activity was expressed 
as μmol of  H2O2 min−1 mg−1 protein.

Statistical analysis

Data presented in this study are mean  ± standard deviation 
(SD). For statistical analysis (one-way analysis of variance) 
we used Duncan’s multiple range test (DMRT, α = 0.05) 
using SPSS program (SPSS, Chicago, IL, USA). Letters 
mentioned on the graph designate the similarities or differ-
ences between mean values.

Results

Molecular analysis of transgenic lines expressing 
AtApx1

The  C58C1RifR (pGV2260) strain harboring AtApx1 con-
struct (described in material and methods Sect. 2.2) (Fig. S1) 
was transformed into the B. juncea using Agrobacterium-
mediated genetic transformation (Fig. 1a). To optimize the 
regeneration frequency, different combinations of growth 
hormones were used, and the appropriate concentration 
was selected (Table S1). Among different tissues, the seg-
ment of hypocotyl has been used as a source of explants to 
achieve the successful transformation. After transformation 
several transgenic lines were obtained, later on five inde-
pendent transgenic lines (L1–L5) were analyzed. To validate 
the AtApx1 integration, we carried out PCR using AtApx1 
(898 bp) and nptII (Kan) (734 bp) gene specific primers 
in the T0 generation plants indicating the integration of the 
AtApx1 gene (Fig. S2A). For confirming the single transgene 
integration, southern hybridization was performed. Trans-
genic lines L3, L4 and L5 were shown to have single copy 
insertion while WT did not show hybridization signal (Fig. 
S2B). Further, T2 plants were raised from the seeds of T1 
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generation (via self-pollination). In control condition, trans-
genic plants (at T1 and T2) appeared similar to WT in general 
morphology. We measured AtApx1 transcript as well as APX 
activity under control conditions in the selected transgenic 
lines and WT plants. Each transgenic line displayed signifi-
cant elevation of AtApx1 transcript and activity (Fig. 1b, c).

AtApx1 overexpression does not alter normal 
physiological parameters and displays comparable 
growth with WT plants

Physiological status and growth were compared to rule out 
the occurrence of any alteration in the physiology of the 
transgenic plant because of genomic alteration (overexpres-
sion of AtApx1 gene). Gas exchange was measured at the 

vegetative stage with the young fully expanded leaves of 
WT as well as transgenic plants under normal growth condi-
tions. During gas exchange measurement, we did not observe 
significant variation in net photosynthetic rate and stomatal 
conductance of transgenic leaves than WT leaves (Fig. 2a, 
b) that revealed their normal photosynthetic efficiency. To 
assess the health integrity of photosynthetic apparatus, we 
further determine the cholorophyll fluroscence (Fv/Fm). 
Photosynthetic efficiency of transgenic plants was compa-
rable to the WT plants under control conditions (Fig. 2c) 
and the architecture of the photosynthetic apparatus of trans-
genic plants was found to be normal. In addition to the above 
parameters, SPAD value was also examined which gives an 
indication of the nitrogen status and relative greenness of 
leaves. The results suggested that the relative greenness 

Fig. 1  Generation of transgenic Brassica juncea and their analysis. a 
Different stages of Agrobacterium-mediated genetic transformation 
of Brassica juncea (I–VI). I Hypocotyl explants, II shoot buds, III 
shooting. IV kanamycin-resistant shoots, V rooting, VI, VII trans-
genic plant. b qRT-PCR of transgenic lines. The relative expres-
sion values of each gene were normalized to an endogenous control 

ACTIN2 and calculated using ΔΔCT method. Values are means of 
three biological replicates each with three technical replicates. c APX 
activity in transgenic lines. Protein extract (50  µl) was assayed in 
the reaction mix as described in materials and methods. Error bars 
indicate the standard deviation. Significant differences among means 
(α = 0.05) are denoted by the different letters
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was slightly better in WT than the transgenic under normal 
growth conditions (Fig. 2d).

AtApx1 overexpression leads to higher chlorophyll 
retention and enhanced salt tolerance

As shown in Fig. 1b, c the transgenic B. juncea plant over-
expressing AtApx1 gene had a higher transcript and APX 
activity than WT plants. The homozygous lines were used to 
test, if the increased APX activity would render the plants an 
advantage in tolerating the salinity stress. As the bleaching 

in the leaves is considered as a good indicator of salinity-
induced damage, the pot grown transgenic B. juncea plants 
were first evaluated for the leaf disc assay (Fig. 3a).

Under control condition, we did not observe evident 
difference between WT and transgenic plants. Whereas 
under leaf disc assay, WT leaf disc treated with salt stress 
(200 mM for 24 h) showed substantial damage as com-
pared to transgenic leaves. Further during chlorophyll and 
carotenoid content measurement, we found that chloro-
phyll a, chlorophyll b and total chlorophyll concentrations 
were significantly declined in all the plants exposed to 

Fig. 2  Physiological attributes 
of wild type (WT) and AtAPX1 
transgenic plants under control 
conditions. a Photosynthetic 
rate, b stomatal conductance, 
c chlorophyll fluorescence, d 
soil plant analysis development 
(SPAD) value. Measurements 
were taken in one-month old 
pot grown plant under normal 
growth conditions. (WT wild 
Type, L1 represents AtApx1 
transgenic line 3; L2 represents 
AtApx1 transgenic line 4; L3 
represents AtApx1 transgenic 
line 5). Error bars indicate the 
standard deviation. Signifi-
cant differences among means 
(α = 0.05) are denoted by the 
different letters
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salinity stress; however, such a decrease was more pro-
found in WT (Fig.  3b). The total chlorophyll content 
decreased by 48% in WT plants under 200 mM NaCl stress 
as compared to the transgenic leaf discs which recorded 
about 15% decrease under salinity stress, over that of their 
respective control. (Fig. 3b). Chlorophyll a/b ratio was 
enhanced in both WT and transgenic after salt stress treat-
ment, however, the increase in WT was 2-fold while it 
was 1.3-fold in transgenic over their respective control 
(Fig. 3c).

Total carotenoid content decreased in leaves of WT and 
transgenic plants after salinity stress; however, the decrease 
was lesser in transgenic plants as compared to WT (Fig. 3d). 
These results were also supported by the chlorophyll stabil-
ity index which is a measure of stress tolerance potential 
of plants (Fig. 3e). Chlorophyll stability index was 1.9-fold 

higher in the leaves of transgenic plant than the WT (Wan-
ichananan 2003).

AtApx1 overexpression lines accumulate higher 
proline, lower  H2O2 and MDA content under salinity 
stress

Plants exposed to salt stress preferentially accumulate higher 
concentrations of proline that acts as a rescue molecule 
against oxidative injury (Jain et al. 2001; Jebara et al. 2005; 
Koca et al. 2007). Therefore, WT and transgenic plants were 
evaluated for the accumulation of proline content after salin-
ity stress. As anticipated, after stress exposure proline con-
tent accumulated in both WT and transgenics; however, net 
proline accumulation was 1.8-fold higher in the transgenic 
as compared to WT (Fig. 4a).

Fig. 3  Salt stress tolerance assay of AtApx1 Brassica juncea trans-
genic plants. Retardation of salt stress promoted senescence in one-
month old transgenic Brassica plant overexpressing AtApx1, indicat-
ing the tolerance at cellular level towards toxic levels of 200 mM salt 
after 48 h of treatment. Leaf disc floating in MS medium without salt 
served as the experimental control. a Comparative phenotype analysis 
in WT and transgenic Brassica leaf disc under control (upper panel) 
and salt treated (lower panel) conditions, b chlorophyll content, c 

chlorophyll a/b ratio, d carotenoid content, e chlorophyll stability 
index (%). (WT wild Type, L1 represents AtApx1 transgenic line 3; 
L2 represents AtApx1 transgenic line 4; L3 represents AtApx1 trans-
genic line 5). Error bars indicate the standard deviation. Significant 
differences among means (α = 0.05) are denoted by the different let-
ters. Values are means of three biological replicates each with three 
technical replicates
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The cellular  H2O2 level in WT plant was about 2.8-fold 
higher in contrast to transgenic plant under salinity stress 
(Fig. 4b). To further extend this analysis, we evaluated 
malondialdehyde (MDA) content to evaluate  H2O2-mediated 
damage. MDA content was found to increase drastically by 
almost 2.5-fold in WT plants when challenged to salt stress, 
whereas its level in the transgenic plants increased only 
by 1.5-fold, indicating that WT plants experienced higher 
loss in membrane integrity (Fig. 4c). These results clearly 
depicted that under similar stress condition transgenic plants 
hold better capacity to detoxify ROS in comparison to WT.

AtApx1 overexpression resulted in improved 
germination rate after salinity stress

Under salinity stress treatment, transgenic lines showed bet-
ter % germination rate (Fig. 5a and b). After 48 h of stress 
treatment % germination was recorded to be just 50% in WT. 
However, the germination rate was similar in both WT and 
transgenic seeds under control condition (without NaCl). 
Seeds were counted as germinated just after the radicle pro-
duction from the seeds.

AtApx1 overexpression confers salinity stress 
tolerance and improves antioxidant enzyme 
activities in B. juncea

We analyzed the activity profile of different enzymes (APX, 
GPX, CAT and POD) associated with ROS scavenging path-
way (Fig. 6a–d). The activity profile of all plants was simi-
lar under control condition while an evident upregulation 
of APX, GPX and POD was observed in transgenic plants 
(Fig. 6a–c).

The APX specific activity was found to be 1.9-fold higher 
in transgenic than the WT after salt stress treatment (Fig. 6a). 
It is clear that APX activity is significantly induced under 
salinity stress, although a distinctly higher APX activity in 
the transgenics is attributed to the over-expression of AtApx1 
gene. Additionally, we also estimated the GPX and POD 
activity to explore the antioxidative machinery of transgenic 
plants under salinity stress. The results revealed that under 
salinity stress transgenic plant possess 1.5-fold higher GPX 

activity than that of WT (Fig. 6b). Similarly, total peroxidase 
activity also showed a marked increase in transgenic plant 
(twofold) than WT (Fig. 6c). To our surprise, catalase activ-
ity was found to decrease in WT as well as the transgenic 

Fig. 4  Brassica juncea AtApx1 transgenic lines exhibit improved salt 
stress tolerance by reduced ROS accumulation. Quantitative analysis 
of a proline content, b hydrogen peroxide  (H2O2) content, c malon-
dialdehyde (MDA) content. Quantifications were done in control and 
after salt stress treatment as described in the materials and methods 
section. (WT wild Type, L1 represents AtApx1 transgenic line 3; L2 
represents AtApx1 transgenic line 4; L3 represents AtApx1 transgenic 
line 5). Error bars indicate the standard deviation. Significant differ-
ences among means (α = 0.05) are denoted by the different letters. 
Values are the means of three biological replicates each with three 
technical replicates

▸
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after salt stress (Fig. 6d). These results lead us to speculate 
that the ectopic overexpression of AtApx1 activated several 
other enzymes associated with the ascorbate–glutathione 
cycle in the transgenic plants under salinity stress.

Discussion

The salinity stress is inevitably associated with enhanced 
ROS accumulation and oxidative stress which drastically 
reduces the crop yield. Among several adaptive strategies, 
activating the antioxidative system to limit the detrimental 
effects of ROS is a preferred choice for plants (Foyer and 
Noctor 2003; Mittler and Zilinskas 1994). A positive cor-
relation has been reported between the antioxidant enzyme 
activity of enzymes such as APX, POD and SOD and detoxi-
fication of ROS under salinity stress (Cakmak and Marsch-
ner 1992; Jebara et al. 2005). APX is a key antioxidative 
enzyme which detoxifies  H2O2 to  H2O and  O2 (Davletova 
et al. 2005; Kubo et al. 1992; Nakano and Asada 1981).

Since,  H2O2 is easily diffusible through biological mem-
branes, it accumulates excessively in the cytosol. Inciden-
tally, cytosolic isoform of APX is the one which responds 
maximally to externally imposed stress (Davletova et al. 
2005). Therefore, we attempted to genetically engineer B. 
juncea (var. pusajaikisan) by overexpressing a cytosolic 
APX so as to strengthen the antioxidative defense system 
of the plants.

In this study, we have demonstrated that ectopic expres-
sion of ascorbate peroxidase gene (AtApx1) in the economi-
cally important oilseed crop B. juncea could improve salin-
ity stress tolerance. These findings are well correlated with 
other reports which suggested that increased APX activity 
plays a promising role under salinity stress tolerance (Gos-
sett et al. 1994; Jebara et al. 2005).

To analyze the growth status of transgenic B. juncea 
several physiological parameters were examined viz pho-
tosynthetic rate, stomatal conductance, chlorophyll fluo-
rescence and SPAD values. Stomatal conductance is well 
correlated with the gas exchange and  CO2 assimilation 
(Lincoln and Zeiger 2006; Salisbury and Ross 1992) which 
ultimately affect photosynthetic rate and in turn is linked 
with the productivity of plant. Chlorophyll fluorescence 
is an important criterion to determine the photosynthetic 
efficiency. The Fv/Fm ratio is used to measure the quan-
tum efficiency of the electron transport in photosystem II 
(PSII) (Maxwell and Johnson 2000). Higher the variable 
fluorescence, higher is the photosynthetic capacity of the 
leaf. Thus, the parameters, maximal fluorescence (Fm), 
variable fluorescence (Fv) and the Fv/Fm ratio character-
ize the functional state of PSII (Moradi and Ismail 2007). 
Similarly, chlorophyll content in terms of relative green-
ness measured by SPAD meter indicates the growth status 
of plants. The lower SPAD values for transgenic plants 
might result through the channeling of carbon and meta-
bolic energy towards the continuous synthesis of APX and 

Fig. 5  Brassica juncea AtApx1 
transgenic lines show better 
germination rate under salt 
stress treatment. a Comparative 
seed germination study in WT 
and transgenic Brassica under 
control conditions (upper panel) 
and salt treated (lower panel). b 
Graph showing seed germina-
tion rate in WT and transgenic 
lines after 48 h under control 
conditions and salt treatment. 
c Stress treatment to WT and 
transgenic Brassica seedlings 
(10 days old) (WT wild Type; 
L1 represents AtApx1 transgenic 
line 3; L2 represents AtApx1 
transgenic line 4; L3 represents 
AtApx1 transgenic line 5). Error 
bars indicate the standard devia-
tion. Significant differences 
among means (α = 0.05) are 
denoted by the different letters. 
Values are means of three 
biological replicates each with 
three technical replicates
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possible changes in the flavonoid and carotene contents of 
plants. On comparative analysis, these parameters which 
inferred the constitutive expression of AtApx1 did not 
obtrude the photosynthetic rate, stomatal conductance and 
chlorophyll fluorescence of transgenic plants under normal 

growth conditions (Fig. 2).This avails us to ascertain about 
the uniformity of further experimental analysis.

Salinity stress is known to impair the biosynthesis of 
enzymes involved in the maintenance of photosynthetic 
apparatus and may also trigger chlorophyll degradation 

Fig. 6  Brassica juncea AtApx1 transgenic lines maintain higher anti-
oxidative potential after salt stresses. Quantitative measurement of 
antioxidative activity of a ascorbate peroxidase, b guaiacol peroxi-
dase, c total peroxidase, d catalase activity. Quantifications were done 
in control and after salt stress treatments in one-month old plant as 
described in the materials and methods section. (WT wild Type; L1 

represents AtApx1 transgenic line 3; L2 represents AtApx1 transgenic 
line 4; L3 represents AtApx1 transgenic line 5). Error bars indicate the 
standard deviation. Significant differences among means (α = 0.05) 
are denoted by the different letters. Values are means of three biologi-
cal replicates each with three technical replicates
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which precisely reduced the chlorophyll content in salt-
stressed plant (El-Tayeb 2005; Fang et al. 1998). Chlorophyll 
content can be precisely correlated with the cellular meta-
bolic status; thus, its reduction indicates oxidative damage in 
tissues due to accumulation of ions and other active oxygen 
species. Loss of chlorophyll pigment under salt stress was 
observed for some salt-sensitive plant species (Fang et al. 
1998; Saxena et al. 2013). In our investigation, leaf disc 
senescence assay displayed higher degree of bleaching in 
WT and turned yellow in the presence of 200 mM NaCl as 
compared to the transgenic. The reduced chlorosis in the 
leaf discs of transgenics were well correlated with the quan-
titative measurement of chlorophyll content in salt-treated 
matured plant (Fig. 3). Likewise, the lower chlorophyll con-
tent is possibly associated with its impaired biosynthesis due 
to salinity-induced ROS attack. The higher activity of APX 
in transgenics could protect chlorophyll biosynthesis or cur-
tail its degradation (Maruta et al. 2010; Stenbaek and Jensen 
2010). Reduced sensitivity to salinity stress in AtApx1 over-
expressing transgenic leaf is similar to the earlier observa-
tion (Badawi et al. 2004; Jebara et al. 2005; Moradi and 
Ismail 2007). In addition, the chlorophyll stability index and 
carotenoid content (Fig. 3d, e) were higher in the transgenic 
plants compared to WT plants, indicating a more efficiently 
functioning photosynthetic apparatus. The higher chloro-
phyll stability index (CSI) is considered as a potential indi-
cator of stress tolerance capacity of plants. Higher CSI is 
associated with the better availability of chlorophyll, thus 
generating a higher photosynthetic rate (Moradi and Ismail 
2007). Also, the chlorophyll b which showed higher reduc-
tion than chlorophyll a indicates that chlorophyll b is more 
sensitive than chlorophyll a under stress conditions (Netondo 
et al. 2004). Further, the higher chlorophyll a/b ratio has 
been associated with the alteration of pigment composi-
tion of photosynthetic system which possesses lower level 
of light harvesting chlorophyll proteins (LHCPs) following 
abiotic stress treatment (Loggini et al. 1999; Nakano and 
Asada 1987).

Due to excess ROS, the proper functioning of macromole-
cule present in cytosol as well as sub cellular organelles such 
as chloroplasts and mitochondria are severely hampered. 
Enhanced salt tolerance accompanies the accumulation of a 
high level of proline content during stress conditions. Being 
a cytosolic osmolytica, proline not only offers osmotic bal-
ance, rather it may also stabilize the structure and function 
of other cellular macromolecules such as regulatory proteins 
and nucleic acid (Jain et al. 2001; Kubo et al. 1992; Saxena 
et al. 2011; Strizhov et al. 1997). Higher proline content in 
transgenic leaves under control conditions could be attrib-
uted to the changes in the normal biosynthetic reactions in 
the cells, which are being forced to continuously express 
AtApx1 gene introduced under the control of a constitutive 
promoter. However, under salt stress treatment a significantly 

higher proline accumulation in transgenic seedlings could be 
attributed to the protective role of proline as an osmopro-
tectant as well as a ROS scavenger (Matysik et al. 2002). 
Higher accumulation of free proline in salinity stress toler-
ance has been well documented (Jebara et al. 2005). It has 
been reported that overexpression of proline biosynthesis 
enzymes endows reduced oxidative damage and improved 
photosynthesis (Strizhov et al. 1997).  H2O2 is a detrimental 
ROS, which imposes severe effects on cellular machinery 
(Salvi et al. 2017, 2020). Salinity treatments caused signifi-
cant increase in  H2O2 content and thus lipid peroxidation. 
MDA content reflects on the degree of lipid peroxidation and 
thus indicates ROS-triggered cellular damage (Salvi et al. 
2017). Relatively higher  H2O2 accumulation and lipid perox-
idation has been documented in salt stress sensitive varieties 
as compared to resistant variety (Gossett et al. 1994). The 
apparently lower level of MDA, a lipid peroxidation product 
and consequently reduced membrane damage in transgenic 
plants can be explained by lower  H2O2 level in respective 
plants. Thus, the enhanced tolerance observed is likely to be 
a result of lower  H2O2 level that is attributed to significant 
protection against lipid peroxidation and eventually protects 
the cellular integrity under oxidative injury.  H2O2 imposes 
toxic effects on cell metabolism which eventually impair 
the growth and development of plant, thus cells require a 
fast and efficient way of minimizing  H2O2 toxicity and the 
formation of the highly toxic hydroxyl radicals (Tanaka et al. 
1985).

It is well known fact that salt stress can cause excessive 
accumulation of ROS; including hydrogen peroxide  (H2O2) 
resulting in oxidative damage of cells (Miller et al. 2010). 
The  H2O2 formed as a product of superoxide dismutase 
activity is a potential damaging agent under different abi-
otic stresses (Cakmak and Marschner 1992).The lower accu-
mulation of  H2O2 content in transgenic plants with salinity 
treatment can be directly correlated with ectopic overex-
pression of AtApx1. Induction in enzyme activity of antioxi-
dative pathways is positively correlated with reduced ROS 
and enhanced stress tolerance capacity in plants. In Mesem-
bryanthemum crystallinum cytosolic Apx transcripts and its 
enzyme activities are found to be induced under salt stress 
treatment. Being an intricate system, different enzymes of 
antioxidative pathways are interrelated, thus co-regulated. 
So, the over-expression of one enzyme can also influence 
the activity of other enzymes (Gossett et al. 1994; Loggini 
et al. 1999). Similarly, the induction in the enzyme activ-
ity of peroxidase and guaiacol peroxidase was observed in 
this study which may be due to the overexpression of APX 
activity. Though guaiacol peroxidase and total peroxidase 
activity induced in both WT and transgenic, however net 
GPX activity was higher in the transgenic than the WT in 
salinity stress. Kim et al. (2005) documented the induction 
in GPX activity, along with APX and catalase activity under 
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salinity stress in barley shoots and roots. A consequently 
increased activity of total peroxidase and guaiacol peroxi-
dase in transgenics, under salt treatment, indicate the exist-
ence of an intricate cross-talk mechanism among different 
peroxidases in the cell. In contrary, catalase activity did not 
exhibit significant difference, under control and salt-stressed 
conditions. The decrease in catalase activity under stress 
conditions might be due to inhibition of biosynthesis or inac-
tivation of catalase activity due to stress (Shim et al. 2003). 
A similar decline in CAT activity has been reported in rice 
subjected to salt stress (Lee et al, 2001). Shi et al. (2001) 
also found a decline in CAT activity under heat stress and 
salt stress in Arabidopsis plants overexpressing peroxiso-
mal APX. Protective roles of APX and related antioxidant 
enzymes including CAT, GPX and POD in mitigating salt 
stress have been reported (Gossett et al. 1994; Mittler and 
Zilinskas 1992).Taken together our results indicated that 
AtApx1 overexpressing plants are more tolerant to salin-
ity than WT plants, with transgenic plants having higher 
chlorophyll retention, antioxidant enzyme activities, proline 
content and better net photosynthesis than WT plants.

Conclusion

Collectively, in the present studies a successful attempt has 
been made to strengthen the antioxidative defense potential 
of B. juncea (var. pusajaikisan), through overexpression of 
cytosolic ascorbate peroxidase gene. The over expressed 
enzyme could substantially improve the salinity stress tol-
erance profile of the host plant, as assessed through various 
physiological and biochemical parameters. Thus, AtApx1 in 
B. juncea plays a pivotal role in preventing the excess accu-
mulation of ROS and helps in enhancing the stress tolerance 
potential of host plant. APX along with the coordination of 
other antioxidative enzymes like GPX, catalase and POD 
maintains the ROS homeostasis and provides tolerance to 
the cell.
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ABSTRACT 

We address the problem of accurately predicting the trajectories 

of pedestrians in crowded scenes. Mapping and plotting of 

human trajectories are well-known and key problems in 

autonomous systems, the goal of which is to enable self-driving 

cars to explore a new environment autonomously. Extending the 

classical RNN (recurrent neural networks) and LSTM (long 

short-term memory) based models, we propose in this work a 

learning-based approach for error reduction and accuracy 

improvement by utilizing visualizations of the crowded scenes. 

Our method works effectively with state-of-the-art models on 

ETH and UNIV-UCY datasets. It encompasses several pooling 

methods to join social, navigation, and semantic tensors. Our 

proposed model is tested in unstructured environments and 

demonstrates how awareness of social interactions helps to 

correctly predict future positions. We validate our approach in 

simulated real-world environments and demonstrate error 

reductions over competitive baseline approaches. 

CCS Concepts 

• Computing methodologies ➝ Artificial intelligence ➝ 

Computer vision ➝ Computer vision tasks ➝ Vision for 

robotics 

Keywords 

Computer Vision; Trajectory Forecasting; Autonomous Systems; 

LSTM model; Deep Learning  

1. INTRODUCTION 
Human trajectory forecasting is an apposite topic in computer 

vision and has numerous real-life applications. Autonomous 

systems such as socially aware robots and self-driving cars need 

to anticipate human path in order to optimize their paths and to 

better comply with human motion. Delivery robots could arrive 

at their destinations by avoiding people and obstacles and 

consequently reduce energy consumption. Moreover, human 

anomaly detection is possible using fixed cameras not only in 

urban open spaces (e.g., parks, streets, etc.), but also in crowded 

scenes (e.g., subway stations, airports, shopping malls, etc.).  

This process of trajectory prediction by a mobile robot has been 

a key problem in computer vision for the past several decades.  

Even though recurrent neural networks for time-series prediction 

have produced significant results, many problems still remain. 

Most of the previous work has focused on data-driven 

approaches, which are usually unaware of surrounding elements 

which constitute one of the main reasons of direction changes in 

an urban scenario. As a result, these systems are less reliable in 

real-world environments. 

When moving through a crowded space, people are inclined to 

rely on previous experience to conform to observed patterns and 

visual stimuli to select shortest route or avoid threats. In addition, 

while walking in an urban environment, they take into account 

which kind of objects they encounter in the neighborhood. 

Velocity direction changes are also possible in several situations. 

For example, people tend to move around a roundabout rather 

than across it. In some cases, they use different pace according 

to weather conditions. For instance, a sudden snowfall can cause 

people to move indoors quickly to take cover. In this context, the 

LSTM networks, which have the ability to learn, remember and 

forget through gates, and are one of the most suitable solution 

for solving sequence-to-sequence problems have been 

extensively used over the past few years [1, 2]. Despite their 

success, they mainly focus on modelling human-human 

interactions and human-space interactions [3, 4, and 5]. The 

early works on human-space interactions have demonstrated the 

importance of scene context information in improving prediction 

of future positions by adding different physical constraints and 

more realistic paths [6, 7, and 8]. 

In this work, we propose an approach to utilize the visualizations 

of the crowded scenes in tackling the problem of increased error. 

Our goal is to maximize the accuracy of predicted trajectories by 

learning the entire pipeline from a visual environment and 

calculating values for numerical stability.  

In particular, we aim to exploit the local-awareness of 

surrounding space by combining social and semantic elements. 

Our work is built upon the Social-LSTM model proposed by 

Alahi et al. [3], and Social and Scene Aware-LSTM model 

proposed by Lisotto et al. [9], by implanting new factors which 

encode human-space interactions in order to attain more 

accurate predictions. More specifically, we use a data-driven 

approach to extract social conventions from observed 

trajectories and augment it with semantic information from 

neighborhood in an LSTM based architecture. 
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Figure 1. The ground-truth positions of pedestrians in 

Frame 1830 of ETH and Frame 360 of UNIV-UCY. 

2. RELATED WORK 
There is a large body of literature on human trajectory prediction. 

We present a review of human path prediction involving human-

human and human-space interactions. While the former only 

models mutual interaction between pedestrians; the latter, takes 

into account interactions with surrounding elements: obstacles 

(e.g. benches, buildings, trees), and walkable area (e.g. roads, 

sidewalks). 

2.1 Human – Human Interactions 
The Social Force model introduced by Helbing and Molnar [10] 

uses hand crafted functions to form coupled Langevin Equations 

which describe social interaction among pedestrians. Several 

other methods employed hand crafted features [11, 12, and 13], 

however the prediction becomes much more difficult due to the 

loss of information. Recent works based on LSTM models rely 

on social pooling mechanism proposed in [3], which allows 

pedestrians to share their hidden representations. It merges 

hidden states of pedestrians in immediate neighborhood of each 

other to make each trajectory aware of its neighborhood. Even 

so, pedestrians are still unaware of elements such as trees or 

benches, which might influence them to change directions in the 

absence of other humans. The inherent multi-modal nature of 

trajectory forecasting task is used in [5] to differentiate between 

multiple plausible paths using GAN (Generative Adversarial 

Network). The model fails to discriminate between structured 

and unstructured environments, as it only considers relative 

positions between two pedestrians. In [14], the author proposes a 

model to detect groups of people moving in the same direction. 

Vemula et al. [15] use spatio-temporal graph which models 

position evolution and mutual interaction to handle prediction. 

Hasan et al. [4] embodies vislet information within the social-

pooling mechanism also relying on mutual faces orientation to 

augment space perception. 

2.2 Human - Space Interactions 
Sadeghian et al. [16] use GAN to take into account both past 

crossed areas and semantic context to predict social and context-

aware positions. Ballan et al. [6] propose a Bayesian framework 

based on previously observed motions to infer unobserved paths. 

They use it for transferring learned motions to unobserved 

scenes. Likewise, circular distributions model dynamics and 

semantics for long-term trajectory predictions are introduced by 

Coscia et al. in [17]. The work presented by Sadeghian et al. [16] 

is based on based on a two-level attention mechanism. It uses 

bird’s eye view images together with past observations. The 

work mainly focuses on scene cues partially addressing agents’ 

interactions. Bartoli et al. [18] proposed attractions towards 

static objects (e.g., portraits, paintings and other artworks) which 

deflect straight paths in various contexts (e.g., art galleries, 

museums) but the approach is severely restricted in application. 

There are other approaches in addition to the ones discussed 

above. [19] uses Inverse Reinforcement Learning (IRL) to focus 

on transfer learning for pedestrian motion at intersections. [20] 

attains best performance on the challenging Stanford Drone 

Dataset (SDD). Lisotto et al. [9] propose three pooling 

mechanisms, namely Social, Navigation and Semantic. Social 

pooling mechanism takes into account the neighborhood in 

terms of other people, merging their hidden state. Navigation 

pooling   mechanism exploits past observations to discriminate 

between equally likely predicted positions using previous 

information about the scene. Finally, Semantic pooling uses 

semantic scene segmentation to recognize not crossable areas. 

3. PROPOSED MODEL 
Different factors are associated in guiding pedestrians towards 

their destinations in urban scenarios. These factors influence 

pedestrian dynamics. For example, sidewalks and marked zebra 

crossings are more likely to be used by pedestrians than grass or 

roads. Similarly, fast walkers tend to swiftly turn around 

benches. Moreover, people generally don’t enter a building 

through window. They use an authorized gate or door. Therefore, 

while forecasting paths, it is crucial to consider human dynamics 

with neighboring pedestrians, neighborhood semantics and past 

observations from experience. To this aim, we extend the Social-

LSTM model [3] and Social and Scene Aware-LSTM model [9], 

as schematized in Figure 2. More specifically, for every ith 

pedestrian, trajectory in a 2D sequence Ti =  

(x1
i, y1

i), (x2
i, y2

i) … (x8
i, y8

i) = observed time steps 

and 

(x9
i, y9

i), (x10
i, y10

i) … (x20
i, y20

i) = predicted time steps  

The social, navigation and semantic tensors are embedded into 

three vectors, ait , nit , sit. In addition, the spatial coordinates are 

represented by eit. In LSTM cell,  

ei
t = Φ(xi

t , yi
t ; We)  

ai
t = Φ(Hi

t ; Wa)  

ni
t = Φ(Ni

t ; Wn)  

si
t = Φ(Si

t ; Ws)  

gi
t = Φ(concat(ai

t , ni
t , si

t ); Wg)  

hi
t = LSTM(hi

t−1 , concat(ei
t , gi

t ); Wh)  

where Φ represents the ReLU activation function and Wh are the 

LSTM weights. 

Finally, by minimizing the parameters of the network, we obtain 

negative log-Likelihood loss Li for the ith pedestrian.  

4. EXPERIMENTS 

4.1 Implementation Details 
The model is based on TensorFlow library [21], and is trained 

using a single GPU. The number of hidden units for each LSTM 

cell are 128, while 64 embedding dimensions of spatial 

coordinates are used. The learning rate is set to 0.003 and RMS-

prop is used as optimizer with a decay of 0.95. The model is 

trained for 50 epochs, and No; Nn; and Ns are set to 8, 32 and 20, 

respectively. A leave-one-out-cross-validation approach has 

been used, i.e., the models are trained on N-1 scenes and tested 

on the remaining one. The results are averaged over the two 

datasets. 
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4.2 Datasets 
We train and test our model on two datasets: ETH [22] and 

UNIV-UCY [23]. They are captured using drone from a bird’s-

eye view and involve numerous challenging situations, such as 

interacting pedestrians, and highly nonlinear trajectories. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 2. Overview of the model. Trajectories, semantic image and navigation map are combined using social, semantic and 

navigation pooling mechanisms. 

 

Table 1. Quantitative results of the architecture. The errors are reported in meters. 

Metric Scene Vanilla 

[3] 
S-LSTM 

[3] 
SS-LSTM 

[9, 24] 
SN-LSTM 

[9] 
SNS-LSTM 

[9] 
SNS-LSTM 

[Proposed] 

Average 

Displacement 

Error 

ETH 0.51 0.52 0.48 0.47 0.58 0.38 

UNIV-UCY 0.55 0.52 0.43 0.39 0.37 0.32 

 Average 0.53                                    0.47           

Final 

Displacement 

Error 

ETH 2.82 2.84 2.57 1.8 2.43 2.40 

UNIV-UCY 3.04 2.92 2.54 2.1 2.08 2.05 

 Average                                       2.25           

 

4.3 Ablation Study 
We also studied the ablation versions of this method. The effect 

of navigation and semantic factors were tested individually, as 

well as in combination with social interactions, on two different 

models, namely SN-LSTM (Social-Navigation-LSTM) and SS-

LSTM (Social-Semantic-LSTM), respectively. Thereafter, they 

were combined in SNS-LSTM (Social-Navigation-Semantic) 

model. As proposed in [22] and [9], a pedestrian trajectory is 

observed for 3.2s in order to predict the next 4.8s. At frame level, 

the network is trained on first 8 frames and predicted for the 

next 12 frames. 

Finally, to reduce the error and increase accuracy of prediction, 

we consider the epsilon value as 1e-25 for numerical stability. 

4.4 Evaluations 
As error metrics, we report the Average Displacement Error 

(ADE) and the Final Displacement Error (FDE). ADE represents 

the average Euclidean distance between the predicted and 

ground-truth positions, while FDE consists in the average 

Euclidean distance between the final predicted and ground-truth 

position.  

5. RESULTS 

5.1 Quantitative Results 
The results for ETH and UNIV/UCY are shown in Table 1.   

Comparison with existing models: 

Trajectory Semantic Image Navigation Map 

Social Semantic Navigation 

ReLU layer 

LSTM 

Predicted Trajectory 
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 S-LSTM [3]: We extract every 10th frame consisting 

of one or multiple pedestrians per time step. 

 Vanilla LSTM [3]: Realistic paths are not predicted 

due to absence of any kind of interactions. 

 SS-LSTM [24, 9]: Uses neighborhood interactions and 

scene information. 

 SN-LSTM [9]: Uses past observations and 

neighborhood interactions. 

We report on these methods to predict human behaviors and 

movements. The worst model that takes no internal/external 

factor into account, is namely Vanilla-LSTM. It is observed that 

the presence of discriminative regions improves the performance 

of SN-LSTM model considerably, in comparison to S-LSTM 

model when two or more path are plausible. In addition, 

introduction of semantics with SS-LSTM improves the model 

performance for ETH scene. Compared to other datasets, 

navigation map enables better predicted trajectories on the ETH 

dataset. 

For the UNIV-UCY, the effect of social-navigation pooling 

mechanism reduces the error metrics by 45.6%. Therefore, to 

make more accurate predictions, the combination of proposed 

factor seems to reinforce the value of integrating navigation and 

semantic factors. Figure 3 shows the ADE as a function of 

ranging the amount of training data from 0% to 50%. We 

observe that the ADEs are significantly reduced as the amount 

of training data for both datasets increases. In comparison with 

[25], our model of SNS-LSTM performs significantly better.  

 

Figure 3. The impact of the amount of training data on 

Average Displacement Error (ADE) for ETH and UNIV-

UCY video sequences using all-grid model in SNS-LSTM. 

5.2 Qualitative Results 
In this section, we first present the static comparisons between 

different models and baselines, and then visualize multiple 

predicted trajectories of both datasets over time at consecutive 

time steps. 

5.2.1 Static Visualizations 
Figures 4 and 5 show examples of predicted trajectories from 

ETH and UNIV-UCY datasets respectively. The figures 

illustrates two different scenarios: single pedestrian, and 

multiple pedestrians. For visualization clarity, only ground-truth, 

S-LSTM and SNS-LSTM models are shown for multiple 

pedestrians. Of course, this method is not perfect, there are some 

bad cases in which the predicted trajectories deviate 

substantially from the ground truth, as shown in the figure. 

 

5.2.2 Dynamic Visualizations 
We use temporal evaluations on our dataset. The first 8 frames 

are visualized as the observed path, followed by the next 12 

frames based on prediction models. Figure 6 shows such 

trajectories for a single pedestrian drawn from S-LSTM, SN-

LSTM and SNS-LSTM (proposed) models. The effectiveness of 

pooling mechanism to avoid deviations and collisions is 

demonstrated for ETH dataset. The semantic pooling avoids the 

model’s collision with obstacles such as snow.  

The results for multiple pedestrians in same time steps are 

presented in Figure 7.  

The temporal visualizations illustrate the efficacy of the 

elements implemented to better capture complex human 

behaviors in crowded environments where static objects often 

contribute to the process of path generation. 

 

 

Figure 4. The solid blue lines represent ground-truths, while 

the predicted paths are shown by dashed-lines in ETH. The 

first column shows predictions for multiple pedestrians. The 

second column shows predicted paths for single pedestrian 

using all models: Vanilla (Violet), S-LSTM (Red), SN-LSTM 

(Green), SS-LSTM (Orange), and SNS-LSTM (Light blue). 
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Figure 5. The above figures show predicted paths for UNIV-

UCY dataset. The first column shows outputs for all models: 

Ground-truth (Dark blue), Vanilla (Violet), S-LSTM (Red), 

SN-LSTM (Green), SS-LSTM (Orange), and SNS-LSTM 

(Light blue), for a single pedestrian. The second column 

shows output cases for S-LSTM, SNS-LSTM, and ground-

truths for multiple pedestrians.  

6. CONCLUSION 
We evaluate human-human and human-space interactions for 

trajectory forecasting in challenging scenarios of ETH and 

UNIV-UCY datasets. The Navigation and Semantic pooling 

mechanisms use past observations about the scene and semantics 

of crossed areas to form SNS-LSTM. Such an approach favors 

more reliable predicted paths when multiple paths are 

simultaneously possible to reach desired destinations. Results 

from this study show better performance than previous state-of-

the-art methods.    

In addition, our proposed method for error calculation 

significantly reduces error for common metrics, thereby 

increasing the accuracy of these models. Our future work will 

explore various datasets where more nuanced dynamics are 

captured as well as different entities such as vehicles, 

skateboarders, or cyclists, normally share the same area. We 

plan to explore in-depth the effect of semantic segmentation of 

neighborhood areas in trajectory prediction. 

 

 

 

Figure 6. Temporal sequences visualizations drawn from 

ETH dataset for single pedestrian. The circles represent 

ground-truth (light blue), S-LSTM (red), SN-LSTM (green) 

and SNS-LSTM (dark blue). The images correspond to 

Frame IDs 8980, 8990, 9000, and 9010 in left-to-right 

manner. 

 

 

 

Figure 7. Temporal sequences visualizations drawn from 

ETH dataset for multiple pedestrians. The circles represent 

ground-truth (light blue), S-LSTM (red) and SNS-LSTM 
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(dark blue). The images correspond to Frame IDs 1530, 1540, 

1550, and 1560 in left-to-right manner. 
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Abstract: - This paper examines the factors that affect the Static Noise Margin (SNM) of a Static Random 
Access memories which focus on optimizing Read and Write operation of 8T SRAM cell which is better than 
6T SRAM cell Using Swing Restoration for Dual Node Voltage. The read and Write time and improve 
Stability. New 8T SRAM technique on the circuit or architecture level is required. In this paper Comparative 
Analysis of 6T and 8T SRAM Cells with Improved Read and Write Margin is done for 130 nm Technology 
with Cadence Virtuoso schematics Tool. 
 
Key-Words: - SRAM, Swing Restoration Logic, Dual Node Voltage, Low Power, Read and Write margin 
 

1 Introduction 
Low power Static Random Access Memories have 
become a critical component of many VLSI chips. 
This is especial consideration for microprocessors  
where the on chip cache sizes are growing with each 
generation to bridge the increasing divergence in the 
speeds of the processors and the main memory [P. 
Barnes 2010, S. Hesley, et.al, 2009]. one of the 
major issues in the design of an SRAM cell in 
stability. The cell stability determines the sensitivity 
of the memory to process tolerances and operating 
conditions.  

The stability of Static Random access memory cell 
in the presence of DC noise is measured by the 
static noise margin (SNM). Static Noise Margin is 
the amount of voltage noise required at the output 
nodes to flip the state of the cell. This can be 
obtained using  the voltage transfer characteristic 
(VTC) of the two cross coupled inverters of the 
SRAM cell [6]. 

 Figure 1 illustrates the schematic of a 6 transistor 
SRAM cell for simulating the static noise margin. 
The sources Vn are the noise sources at the state 
nodes of the cell [6].   

 

 Fig.1 Schematic of a 6T SRAM bit cell with noise 
voltage sources for measuring SNM [6]. 

The cross-coupled inverters maintain a bi-stable 
state and their output nodes retain the data stored in 
the cell. However, as the noise Vn increases, the 
stability of the cell degrades because of the 
fluctuations at the node voltages. The Static Noise 
Margin quantifies the allowed levels of these noise 
voltages and thus the ability of these inverters to 
retain their state in the presence of noise.    
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 The goal of this paper is to determine the effect of 
several circuit parameters on the SNM of the 6T 
SRAM cell designed in 180 nm CMOS process 
technology and compare it with the model derived 
in [6].       

The SNM of the SRAM Cell When in standby or 
retain mode, read operation, and write operation.                         
The SNM of the SRAM cell is obtained by plotting 
the VTCs of the Two cross-coupled inverters. The 
VTC of one of the inverters is flipped with respect 
to the line y = x in order to form a “butterfly curve”. 
The SNM is the side of the smaller square that can 
be fitted inside the “eye” of the graph as shown in 
Figure1 [6].   

 

Fig.2 Schematic of a 6T SRAM bit cell and sample 
SNM-the side of the largest square fitted inside the 
graph [6]. 

 This Paper is organized as follows: the 
characteristics of 6T SRAM cell are described are 
represented in section 2. In section 3, Proposed 8T 
SRAM cell is described. In section 4, Standard 8T 
SRAM cell is described. Section 5 includes the 
simulation results which give comparison of 
different parameters of 6T and 8T SRAM cells. 
section 6, DC analysis and section 7 conclusion the 
work.  

2 Six Transistor SRAM Cell 
In a conventional 6T SRAM cell, the data storage 
nodes are directly accessed through the bit-line 
access transistors during read operations, as shown 
in Fig.3. While reading, the storage node voltages 
are disturbed between cross-coupled inverter pair 
and bit lines. The BL and BLB are the bit lines and 
WL is the word line. The access transistors are 
controlled by WL (word line) to perform the 
operation of read and write operation. Bit lines act 
as input and output nodes. During a read operation, 

bit lines transfer the data from SRAM cells to a 
sense amplifier. Based on the technology the 
minimum length of the transistors is 180nm [1]. 

 

Fig.3 6T SRAM Cell [1]. 

3 Proposed 8T SRAM Cell 
This is proposed SRAM, Dual Voltage with Swing 
Restoration Logic Perform node voltage in Hold, 
read and write operation and other parameters like 
Delay, Stability, are used in Fig.4. Comparison 
between Low power 6T SRAM and proposed 8T 
SRAM Cell designs is done. The comparison results 
revels that read, write and hold mode operation for 
8T SRAM cell is better than 6T SRAM cell. This is 
because higher noise margin are obtained which 
ensure good write ability for the bit-cell [5]. 

 

Fig.4 Proposed 8T SRAM Cell [5]. 

4 Standard 8T SRAM Cell 
The standard 8T-SRAM Cell in shown in Fig.5. As 
it is Seen, read and write cycles use different 
wordlines and     bitlines. Note that the standard 8T 
SRAM cell uses a single-ended read scheme which 
reduces the swing of bitlines. The 8T-SRAM cell 
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provides significantly improved RSNM (similar to 
Hold Static Noise Margin (HSNM) of the standard 
6T-SRAM cell) with similar access time, write time, 
and write margin [7] [8]. 

 

Fig.5 STANDARD 8T-SRAM CELL [7][8]. 

5 Simulation and Results 
Analysis of proposed 8T SRAM cell in terms of 
write ability, read stability and hold static noise has 
been carried out in this section. These results are 
compared with standard 6T and 8T SRAM cell. The 
circuit is characterized by using the 130 nm 
Technology with the supply voltage of 1.2 volt.  

 
5.1 Hold Stability 
Static noise margin (SNM) is the most common 
approach to measure hold stability and read stability 
of the cell. Hold stability is calculated when the 
SRAM cell is in hold state. 

In hold state the word lines are off, so the cell is 
totally disconnected from the bit lines. SNM defines 
the largest noise that can be imposed to the storage 
nodes before flipping the content of the cell. Fig.6, 7 
and 8 shows the hold static noise margin of 6T, 
Proposed 8T and standard 8T SRAM cells 
respectively. 

5.2 Read Stability 
The Read stability is measured by read static noise 
margin (RSNM) in SRAM Cell. In the proposed 8T 
SRAM cell due to storing nodes isolation we get 
better RSNM comparable to conventional 6T 
SRAM and standard 8T SRAM Cells. Fig. 9, 10 and 
11 represents the read stability of 6T SRAM and 
proposed 8T and standard 8T SRAM cells 
respectively. 
 
5.3 Write Stability 
The Write stability is measured by write static noise 
margin (WSNM). In the proposed 8T SRAM cell 

due to storing nodes isolation we get better WSNM 
comparable to conventional 6T SRAM and standard 
8T SRAM Cells. Fig. 12, 13 and 14 represents the 
write stability of 6T SRAM and proposed 8T and 
standard 8T SRAM cells respectively. 

 

Fig.6 HSNM 6T SRAM CELL 

 

 

Fig.7 HSNM PROPOSED 8T SRAM CELL 

 

 

Fig.8 HSNM STANDARD 8T SRAM CELL 
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Fig.9  RSNM 6T SRAM CELL 

 

 

Fig.10  RSNM PROPOSED 8T SRAM CELL 

 

 

Fig.11 RSNM STANDARD 8T SRAM CELL 

 

5.3.1 Write Trip Point 
Write trip point is the measure of write ability of the 
cell. It shows how difficult it is to the storing nodes 
of the cell. 

 The bit-line voltage is swept from 0 to Vdd, and the 
flipping of the cell, when Q and Q bar flip their their 
content is captured. The value of bit-line voltage at 
the crossing point of internal storage nodes Q and 
QB bar represents write trip point. 

 

Fig.12  6T SRAM Write Trip Point 

 

Fig.13 PROPOSED 8T SRAM Write Trip Point 

 

Fig.14  STANDARD 8T SRAM Write Trip Point 
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6 D.C. Analysis 
 
6.1 Six Transistor SRAM Cell 
 
6.1.1 Six Transistor SRAM Cell Output 

Fig.15 6T SRAM Cell 

 
6.1.2 Six Transistor SRAM Cell DC Analysis 
 

 

Fig.16 6T SRAM Cell DC Analysis 

 
6.2 Proposed Eight Transistor SRAM Cell 
   
6.2.1 Proposed Eight Transistor SRAM Cell 
Output 
 

Fig.17 PROPOSED 8T SRAM Cell 
 

6.2.2 Proposed Eight Transistor SRAM Cell DC 
Analysis 
 

 

Fig. 18 PROPOSED 8T SRAM CELL DC Analysis 

 
6.3 Standard Eight Transistor SRAM Cell 
 
6.3.1 Standard Eight Transistor SRAM Cell 
Output 
 

 

Fig.19 STANDARD 8T SRAM CELL   

 
6.3.2 Standard Eight Transistor SRAM Cell DC 
Analysis 
 

 

Fig.20 STANDARD 8T SRAM CELL DC Analysis 
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7 Conclusion 
A low power and swing node restoration Static 
Random Access memory logic circuit technique is 
presented in the paper. In this paper comparative 
analysis of 6T and 8T SRAM cells in 130 nm 
Technology is also presented. 

This is the proposed SRAM cell and Dual node 
voltage with Swing Restoration logic perform D.C. 
analysis Hold mode operation. D.C. analysis HOLD 
operation good noise margin proposed 8T SRAM 
cell is better than 6T SRAM and STANDARD 8T 
SRAM Cells.  

This conclusion is good for power consumption is 
low. Then PROPOSED 8T SRAM Cell Write mode 
is power analysis is better Then 6T SRAM and 
STANDARD 8T SRAM Cells. Then speed is higher 
for proposed 8T SRAM Cell. 
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a b s t r a c t

In this paper, a new simplified space vector modulated direct torque control (SVM-DTC) method for
induction motor drive is used in solar water pumping system for agricultural and irrigational loads that
have smart sharing of power between grid and solar photovoltaic array is proposed. A boost converter
with variable step size MPPT that automatically tracks the next step size to maximize the power output
is used. Four distinct types of modes with grid operative system and SPV array are proposed such that the
unceasing performance of pump is guaranteed and surfeit power is fed back to the grid. The proposed
system is modeled in Matlab/Simulink, and the plausibility and novelty of the system in amalgamating
the SPV source into the grid can be verified by the results.

� 2020 THE AUTHORS. Published by Elsevier BV on behalf of Faculty of Engineering, Ain Shams Uni-
versity. This is an open access article under the CC BY-NC-ND license (http://creativecommons.org/licenses/

by-nc-nd/4.0/).

1. Introduction

As India is a developing country, the provision of water and its
accessibility for different locations are different due to many rural
areas and uncertain climate conditions. For such cases, solar water
pumping system for irrigation and other purposes is a most feasi-
ble approach [1–3], as it is more reliable with less maintenance and
ease to install.

As the electrical power generated by PV system depends upon
weather conditions such as temperature, irradiance, and changes
according to them, a maximum power point tracking (MPPT) con-
trol is essential for the maximum power extraction from the PV
arrays to handle such problems. Many different types of techniques
such as fixed duty cycle, perturb & observe (P&O) and incremental
conductance (INC) for MPPT have been proposed [4–10,22], and
these techniques vary from each other inaccessibility, simple in
implementation, cost, time-response, accuracy, easiness. Among
all MPPT techniques, incremental conductance (INC-MPPT)

method is considered to be the best for the water pumping system.
Therefore, in this paper, a modified INC-MPPT with the variable
step size is proposed. Fixed step size with a fixed iteration in
INC-MPPT is basically required regulation by precision with con-
tinuous speed tracking [10]. Thus, the trade-off in between the
dynamics and steady-state oscillations should be satisfactorily
inscribed by the relative design. To overcome these problems,
INC-MPPT with variable step size is proposed and based on the
intrinsic PV array characteristics the step size is automatically
tuned. If the operating point is away from the maximum power
point, it increases the step size which in turn empowers a rapid
tracking ability and if the operating point is near to the maximum
power point it minimizes the step size which thus, leads to the
reduction in oscillation and contributing to higher efficiency.

An efficient standalone solar water pumping system can be
achieved by the use of highly advanced power electronics convert-
ers and motor drives [11–18] and [30]. Different types of motors
are used for this system, and among all these motors induction
motor is low in cost and weight, better reliable with less mainte-
nance required are used widely for irrigation purposes as because
of brushes and commutator in DC motors frequent breakdown
occurs which leads to poor efficiency. Photovoltaic pumping sys-
tem with different configuration of induction motor is briefly
explained in [11] and [17] with open end winding for dual and
multilevel inverter.

Water pumping system requires speed control, there are vari-
ous schemes of speed control for induction motor drive such as
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scalar control (v/f), vector control and direct torque control. [20]
and [27] explains the photovoltaic water pumping system with
scalar and vector control for induction motor drive. Scalar control
is considered to be the simplest among all methods and is widely
used but as flux and torque are not directly controlled in this
method, the efficiency and precision is not as good as other.
Whereas, vector control method provides good efficiency and bet-
ter precision control it needs high computational power and is very
complex due to co-ordinate system and also costly. In 1984 Direct
torque control is introduced. In direct torque control (DTC) the tor-
que and speed of three-phase AC electric motors are directly con-
trolled. From the measured values of motor current and voltage
the magnetic flux and torque are estimated [25]. In past recent
years DTC is also taken in used for brushless DC motor drive and
permanent magnet synchronous motor drive for better perfor-
mance and efficiency [24] and [23]. Performance of DTC method
is also improved with advancement of many artificial optimization
techniques, space vector modulation and multilevel inverters. In
[21] and [18] DTC with fuzzy and sliding mode controllers gives
better results compared to conventional DTC, but again it reduces
the simplicity of the method.

For photovoltaic water pumping system with induction motor
control requires converter for maintaining DC bus voltage constant
at inverter side. Various types of converters are introduced and
used in recent years for this application such as push pull con-
verter, flyback converter and boost converter [12].

Over the period of time grid interfaced solar PV system is also
widely used for many household applications and industrial pur-
poses [14–21] with different control strategies, as the excess
power from SPV can be fed to the grid that can further be utilized
by other users.

In this paper an efficient hybrid grid integrated solar water
pumping system, operated from the grid integrated SPV array sys-
tem is proposed with modified SVM based DTC drive control,
where look up table, identifying angle and sector are not required
to reduce the burden on the processor. The ripples are reduced by a
substantial amount with the switching patterns to make the sys-
tem more efficient.

2. Design of the proposed system

Fig. 1 is the basic structure of the smart water pumping system
proposed which consists of three phase induction motor drive with
improved DTC control in which PWM ac voltage is provided by
voltage source inverter. A boost converter with MPPT control for
SPV system, a single phase rectifier at grid side and LC filters for
reducing the high switching ripples in AC mains are also the part
of the pumping system. Kw is a � ffiffiffiffiffiffiffi

Ppv
3
p

where, a is a constant value
for generating reference speed from PV array.

In this paper 2.7 kw rated solar PV array is designed to feed 2.2
kw (3 HP) induction motor drive. Tables 1 and 2 given below show
the design parameters and specifications of the Solar PV array and
also the estimation of the parameters required for the proposed
system.

3. Control mechanism for the proposed system

As the pump used in the system is centrifugal in nature, the
water discharge is directly proportional to the induction motor
drive’s speed, and the motor’s speed is controlled by the proposed
improved SVM-DTC technique. The block diagram of the system in
Fig. 1 shows that the DC link voltage is maintained by PI controller
that gives the reference current i�s . This current is then compared
with the system sensed supply current and the differences in cur-
rents fed into the hysteresis current controller [28] for generating

the switching pulses for the converter. The proposed MPPT tech-
nique for the SPV system and improved SVM-DTC technique for
the induction motor drive is discussed in detail in Sections 3.1
and 3.3.

3.1. MPPT control

The INC-MPPT with variable step size is introduced in this
paper, in this control according to the intrinsic PV array character-
istics the step size is automatically tuned. If the operating point is
far from the maximum power point, it increases the step size
which in turn enables a fast tracking ability and if the operating
point is away from the maximum power point it decreases the step
size to very small which thus, leads to the reduction in oscillation
and contributing to a higher efficiency giving better output power
results as compared to fixed step size INC-MPPT. Fig. 2 shows the
flowchart of the modified INC-MPPT with variable step size where
P is photovoltaic power, V(n) and I(n) are taken as the PV array out-
put current and voltage at time n and k is the scaling factor [10].

3.2. Different types of modes of smart power sharing

The proposed water pumping system is powered by SPV array
and from the grid when the power from the SPV is not sufficient
to run the motor. Also, power from SPV array is fed to grid when
it is more than the required power to drive the pump. Four differ-
ent modes of power transfer from both the sources as per need are
explained in detail below.

Mode 1: In this mode power generated by SPV array is consid-
ered to be sufficient enough to run the pump at rated speed and
gives the desired discharge. And if the available insolation is higher
and can generate the power higher than the maximum power
required for the rated speed of pump, the MPPT is not really made
to operate in such case, and also if the generated power is less than
the required rated power for the IMD, then in that case from the
maximum power the reference frequency is estimated.

Mode 2: During night time when solar power is not available,
and also for low radiation case, mode 2 is conducted. In this mode
the pump is operated at rated speed and discharge by the single
phase grid supply, and voltage source converter (VSC) is used to
improve the power quality at AC mains, as VSC helps in mitigating
the issues such as unbalanced loads, burden on reactive power,
flow of high current, and harmonics in waveforms [29].

Mode 3: As radiation from the sun depends on many factors
such as radiation intensity, panel position, and weather conditions
that are different for each day, so maximum power available from
SPV varies throughout the day in such case pump is operated by
both the sources that are from the solar to supply the required dis-
charge for the system and remaining power from the grid supply.

Mode 4: During the time when pump is not used in access or in
other case when the power generated from the SPV is much more
than the required power for the pump operation then the excess
power is fed to the grid.

3.3. Induction motor drive control

There are many techniques used for control of induction motor
drive [13–15,23–27]. V/F is the simplest among all but does not
give good accuracy in both torque and speed responses. Whereas
in Vector Oriented Control (VOC) accuracy is good with fast
responses as compared with other techniques but it deals with
the co-ordinate system as motor equations are transformed which
increases its complexity [27]. Another widely used method is
Direct Torque Control method (DTC), in which the torque and
speed of three-phase AC electric motors are directly controlled,
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and from the measured values of motor current and voltage, the
magnetic flux and torque are estimated.

Fig. 3 shows the block diagram of conventional DTC also known
as classical DTC which depends upon the hysteresis controllers for
flux and torque control and also needs a voltage vector selection
table [21,23]. The torque and flux control of classical DTC can be
explained through the following Eqs. (3.1)–(3.5).

Te ¼ 3
2

� �
P
2

� �
Lm
rLsLr

Wsj j Wrj j sin dð Þð Þ ð3:1Þ

where, r ¼ 1� Lm2

LsLr
is leakage factor, Lm; Lr ; Lsare mutual, rotor and

stator inductances, Ws;Wr are stator and rotor flux, d is the angle
between rotor and stator flux vectors. Eq. (3.1) shows that any vari-
ation in angle d leads to change in torque and also as they are
directly proportional to each other considering magnitudes of rotor
and stator flux vectors constant. And for the flux control the stator
flux linkage of the induction motor in the stationary reference
frame can be written as:

dWs

dt
¼ Vs � rs½ � is ð3:2Þ

Ws ¼
Z

Vs � rs½ � is ð3:3Þ

Ws ¼ Vs:Dt þWs=t¼0 ð3:4Þ
where, is and Vs are the estimated stator current and voltage, Ws/t=0,
is the inceptive stator flux linkage at the instant of switching and rs,
is the measured stator resistance. Ws, tends to in the direction of
applied voltage vectors if the stator term is removed from the stator
flux estimation.

DWs ¼ VsDt ð3:5Þ
Eq. (3.5) shows that the amplitude of stator flux linkage can be

easily controlled by applying a essential voltage vector. Classical
DTC is simple in implementing but high ripples in current, flux
and torque are its foremost drawback.

Fig. 1. Block diagram of proposed solar water pumping system.

Table 1
Parameter specification of SPV array.

Parameter of SPV array Values calculated for SPV
array

Open circuit voltage of module VOC 49 V
Short circuit current of module Ish 9.56 A
Maximum power point voltage of module 42 V
Maximum power point current of module 8.13 A
Maximum power of SPV array 2.7 kw
Maximum power point voltage of SPV array

VMPP

344 V

Maximum power point current of SPV array
IMPP

8.13 A

Number of modules connected in series 8
Number of modules connected in parallel 1
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The main objective of SVM technique is to control the inverter
space vectors in order to generate harmonically optimum PWM
voltages waves at output. Fig. 4 shows that the modulating com-
mand voltages of a 3-/ inverter form a rotating space vector V*
as it is always sinusoidal in nature. V* can be resolved as follows:

V� sinðp
3
� aÞ ¼ Va: sin

p
3

ð3:6Þ

V� sina ¼ Vb: sin
p
3

ð3:7Þ

Va ¼ 2ffiffiffi
3

p V� sinðp
3
� aÞ ð3:8Þ

Vb ¼ 2ffiffiffi
3

p V� sina ð3:9Þ

where Va and Vb are the components of V* oriented in the direction
ofV1 and V2. Considering the sampling period Tss is the considered
sampling period for which the command should match average out-
put, it can be depicted as

V� ¼ Va þ Vb ¼ V1:
T1

Tss
þ V2:

T2

Tss
þ ðV0orV7Þ T0

Tss
ð3:10Þ

V�Tss ¼ V1T1 þ V2T2 þ V0orV7ð Þ:T0 ð3:11Þ
where,

T1 ¼ Tss:a
sin p

2 � a
� �

sin60
� ð3:12Þ

T2 ¼ Tss:a
sina
sin 600 ð3:13Þ

Table 2
Specifications of the parameters used in the system.

Components used Expression Parameter description Data Input Calculated value Selected value

DC link voltage V�
DC 2

ffiffi
2

pffiffi
3

p VLL
VLL = line voltage of motor 2

ffiffi
2

pffiffi
3

p � 230 375 V 400 V

DC link voltage CDC 6bVIT
½V�2

DC�V2
DC0 �

V�
DC = reference DC bus voltage of voltage source inverter

b = overloading factor
VDC0 = minimum DC link voltage
t = time taken to reach allowable DC link voltage

6�1:2�133�8:3�0:005
4002�3752

2026 lf 2200 lf

Boost converter duty ratio Dpv VDC�Vmp

VDC
Vmp = Maximum power point voltage of PV array
VDC = DC link voltage

400�344
400

0.14 0.14

Boost converter inductor Lpv VmpD
DI�f s

Vmp = Maximum power point voltage of PV array
D = duty ratio
f s = switching frequency

344�0:14
0:2�8:13�10;000 2.96 mH 2.96 mH

Fig. 2. Flowchart of modified variable step size INC-MPPT.

4 P. Singh, P. Gaur / Ain Shams Engineering Journal xxx (xxxx) xxx

Please cite this article as: P. Singh and P. Gaur, Grid interfaced solar water pumping system with improved space vector modulated direct torque control,
Ain Shams Engineering Journal, https://doi.org/10.1016/j.asej.2020.01.015



Here,a ¼ V�
V1

¼ V�
V2
; Tss = sampling time,T1; T2 and T0 are the time

period for which V1;V2 and V0orV7 are applied, V0andV7 are null
vectors, a is d- axisangle of V� and V1 ¼ V2 ¼ 2

3 :VDC

From the above it can be concluded that the conventional
implementation of the SVPWM involves identification of sector,
transferal of the active vector switching time periods into the
inverter leg switching timings, calculation of the active vector
switching time period, generation of the gating signals for each
devices using the inverter leg switching timing. Therefore, all the
required parameters and algorithm for implementing the classical
SVM technique is complex and makes the overall process
laborious.

A simple scheme is proposed in this paper where look up table,
identifying angle and sector is not required by which the burden on
the processor is reduced. Also, the ripples are reduced by a sub-
stantial amount with the switching patterns and the results are
alike to SVM DTC. Simulated results for the same are compared
with the classical DTC as shown in Figs. 7–10 and from the results,
it is seen that this technique posse much superiority than the clas-
sical one.

Fig. 5 shows the SVM based DTC scheme for the induction
motor drive for the solar water pumping system. For the improved
SVM DTC, difference of V�

DC and DC bus voltage VDC processed in
controller gives the reference speed. Electromagnetic torque and

Fig. 3. Classical DTC scheme.

Fig. 4. Space vector of 3-/ inverter.
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Fig. 5. SVM-DTC scheme.

Fig. 6. Speed Loop Block Diagram.

Fig. 7. Flux locus of classical DTC.
Fig. 8. Flux locus of improved SVM-DTC.
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flux vectors in d-q axis components are derived from any two
phase currents and voltages of the motor and the phase angle
between the flux vectors is obtained by integrating the syn-
chronous speed which is sum of the slip speed and the motor speed
[25]. Following are the equations for the real switching times of the
inverter.

Stator voltage equation in stationary reference frame in d-q is as
given

Vs ¼ Rsis þ dw
dt

ð3:14Þ

After neglecting the stator resistance, the equation is simplified
as:

Dws ¼ Vs:Dt ð3:15Þ

Dwsd þ j:Dwsq ¼ ðVsd þ j:DVsqÞDt ð3:16Þ
Taking analogous of the imaginary & real components of Eq.

(3.16) results:

Fig. 9. Estimated torque and flux for classical DTC.

Fig. 10. Estimated torque and flux for SVM-DTC.

Fig. 11. Step change in speed in classical DTC.

Fig. 12. Step change in speed in SVM-DTC.
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Vsd ¼ Dwsd

Dt
¼ wsd

� � wsd

Dt
ð3:17Þ

Vsq ¼
Dwsq

Dt
¼ wsq

� � wsq

Dt
ð3:18Þ

where, Dt is sampling time Ts*.
Thus, the imaginary switching instants in d-q stationary refer-

ence frame are derived as following:

Tsd ¼ Vsd

VDC
:Ts� ¼ Dwsd

Dtð¼ Ts�Þ � VDC
¼ wsd

� � wsd

VDC
ð3:19Þ

Tsq ¼ Vsq

VDC
:Ts� ¼

Dwsq

Dtð¼ Ts�Þ � VDC
¼ wsq

� � wsq

VDC
ð3:20Þ

Also,

Ts ¼ Tsd þ j:Tsq ¼ Vsd

VDC
:Ts� þ j:

Vsq

VDC
:Ts� ð3:21Þ

Hence,

Ts ¼ Vs

VDC
:Ts� ¼ ws

� � ws

VDC
ð3:22Þ

From Eq. (3.22) the real switching times of the inverter are cal-
culated from the imaginary switching time vectors. The imaginary
switching times Tsa; Tsb and Tsc are obtained from two to three
phase conversion of imaginary time vector components [26].

By finding the relationship between the slip speed and the elec-
tromagnetic torque generated from Fig. 6, gains of PI controllers
can be designed for the proposed SVM-DTC technique.

Fig. 13. Torque, speed and current Response of classical-DTC.
Fig. 14. Torque, speed and current Response of SVM-DTC.

Fig. 15. Step change in speed & torque in classical DTC.

8 P. Singh, P. Gaur / Ain Shams Engineering Journal xxx (xxxx) xxx

Please cite this article as: P. Singh and P. Gaur, Grid interfaced solar water pumping system with improved space vector modulated direct torque control,
Ain Shams Engineering Journal, https://doi.org/10.1016/j.asej.2020.01.015



From the stator and rotor flux equations of induction motor [15]
the rotor flux can be expressed in terms of the stator flux

Wr
�!ðsÞ ¼

Lm
Ls

sr Lr
Rr
þ 1� jxmr Lr

Rr

� 	 Ws
�!ðsÞ ð3:23Þ

Assuming that Ws
�! ¼ Wsj jejhs ¼ Wsj jejxstand keeping amplitude

of the stator flux Ws
�!

constant and that Ws
�!

rotates at an angular
speed xs, then the Laplace transform is given by

Ws
�!

sð Þ ¼ Wsj j
s� jxs

ð3:24Þ

By substituting it in the above Eq. (3.23) and taking inverse
laplace transform we get the rotor flux as

Wr
�!

tð Þ ¼ L�1
Lm
Ls

sr Lr
Rr
þ 1� jxmr Lr

Rr

� 	 Wsj j
s� jxs

8<
:

9=
; ð3:25Þ

Thus

Wr
�!

tð Þ ¼ Lm
Ls

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1þ e�t

s
� �2 � 2e�t

s cos xs �xmð Þtð Þ
q

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1þ xs �xmð Þsð Þ2

q
� Wsj jej tan�1 y

xð Þ�tan�1 xs�xmð Þsð Þð Þ ð3:26Þ

where, s ¼ r Lr
R ,x ¼ cos xstð Þ � e�t

s cos xmtð Þ

x ¼ sin xstð Þ � e�
t
s sin xmtð Þ ð3:27Þ

The torque can be expressed as

Fig. 16. Step change in speed & torque inSVM-DTC.

Fig. 17. Mode I: starting performance.

Table 3
Comparison table.

Method Parameter Settling time(seconds) Ripple

Classical DTC Torque 0.5232 1.8Nm
Flux 0.5236 0.08wb
Speed 0.5244

SVM- DTC Torque 0.2250 0.8Nm
Flux 0.2247 0.01wb
Speed 0.2238

P. Singh, P. Gaur / Ain Shams Engineering Journal xxx (xxxx) xxx 9

Please cite this article as: P. Singh and P. Gaur, Grid interfaced solar water pumping system with improved space vector modulated direct torque control,
Ain Shams Engineering Journal, https://doi.org/10.1016/j.asej.2020.01.015



Te tð Þ ¼ 3
2
P

Lm
rLsLr

Wr
�!

tð Þ � Wsj jejxst ð3:28Þ

By substituting Eq. (3.13) in (3.15)

Te tð Þ ¼ 3
2
P

Lm
rLsLr

Lm
Ls

�
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1þ e�t

s
� �2 � 2e�t

s cos xs �xmð Þtð Þ
q

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1þ xs �xmð Þsð Þ2

q Wsj j2

� sin xst � tan�1 y
x

� 	
� tan�1 xs �xmð Þsð Þ

n o
ð3:29Þ

The non-linear relationship of Eq. (3.29) helps in determining
the dynamic response of torque by the amplitude and rotating
speed of the stator flux vector. If the amplitude of stator flux is kept
constant the torque can be easily regulated by controlling rotating

speed of the stator flux vectorWs
�!

. Therefore, the expression given
above for torque can be simplified to Eq. (3.30) in which the slip
speed is small.

Te tð Þ ¼ 3
2
P
2

L2m
RrL

2
s

W�
sj j2

( )
1� e�

t
s

� 	
xs �xmð Þ ð3:30Þ

Fig. 19. Mode I: Decrease in insolation performance 800 W/m2 – 500 W/m2:Fig. 18. Mode I: Steady state performance.
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Te tð Þ ¼ K 1� e�
t
s

� 	
xs �xmð Þ ð3:31Þ

From this relation we can see that the torque is proportional to
slip speed. And the above equation can be simplified as

Te

x�
sl

¼ Km

1þ sTm
ð3:32Þ

where Km ¼ 3
2

P
2

L2m
RrL2s

W�
sj j2andTm ¼ rLr

Rr

The mechanical load balance equation of the machine is given
by

Te � Tl ¼ J
dxm

dt
þ Bxm ð3:33Þ

So now the mechanical transfer function of the motor can be
obtained from Eq. (3.33) as

xr

Te�Tl
¼ 1

Jsþ B

From the above analysis, the gains of PI controller for the inner
torque loop can be calculated first and then the outer speed loop PI
gains can be calculated in order to get a desired response.

4. Simulation results and discussion

Figs. 7–10 show the flux locus, torque and flux waveforms of
both classical and improved SVM DTC, and by comparison it is
clearly observed that flux locus of improved SVM DTC is pure circle

Fig. 20. Mode I: Increase in insolationperformance 500 W/m2 – 800 W/m2.

Fig. 21. Mode II: Steady state performance.
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without any ripples, and torque response is also taking less settling
time with less ripples in SVM DTC, so the improved SVM DTC is
preferred here for the proposed system.

A step change in the reference speed from 1000 rpm to
1200 rpm at 1 sec and the settling time of speed for both the meth-
ods are shown in Figs. 11 and 12 below.

The torque response, current and speed response of the
SVM-DTC & classical DTC for motor is as shown below in Figs. 13
and 14. The response is plotted for a step change in the load torque
from 0 to 8 N-m at 1.5 s.

Overall behavior of torque, stator current and rotor speed of
motor for both the schemes are as given in Figs. 15 and 16 for a
step change in the load torque from 0 to 8 N-m at 2 secs and step
change in the reference speed from 1000 rpm to 1200 rpm at 1 sec.

Comparison between the two schemes is shown in the Table 3
below which clearly shows that the settling time and the ripples
in the SVM-DTC is much less as compared to the classical DTC.

Figs. 17–20 gives the results of the system for mode I of section
3.2, where pump is driven by only solar PV system. The starting
and steady state performance of the system for mode I is shown
in Figs. 17 and 18 for radiation 800 W/m2, here the DC link volt-
ageVDC , Vmpp and Impp are maintained at their respective values.
For the starting mode torque is observed to be little high for some
instant and then settled, and for steady state torque and speed are
constant at nearly 10Nm and 1500 rpm.

Effect of change in radiation is seen in current and power of PV
array and motor parameters i.e. when the radiation is decreased
from 800 W/m2 to 500 W/m2 the Ipv and Ppv are also decreased
which also lead to decrease in torque, speed and current of motor
drive and when the radiation is increased from 500 W/m2 to
800 W/m2, current Ipv and power Ppv of PV array is increased
and same is seen in torque, speed and current of motor drive

Fig. 22. Mode III: Decrease in insolation performance 800 W/m2 – 500 W/m2.

Fig. 23. Mode III: Increase in insolation performance 500 W/m2 – 800 W/m2.
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parameters Figs. 19 and 20, whereas change in Vpv and DC link
voltage VDC is almost negligible in both the cases.

In mode II of section 3.2, in whichmotoris driven by grid supply
only so the steady state performance is observed in Fig. 21, where
it is clearly seen that the Is is in phase with Vs and rated discharge
is obtained from the pump in this mode as the motor is run at its
rated speed and torque.

Figs. 22 and 23 give the results for the mode III in which the sys-
tem is operated by both the sources i.e. from SPV array and grid
supply. When the power from the SPV array is not sufficient the
requirement is fulfilled by the utility grid supply, from the results
it is clearly seen that when the radiation is decreased grid current
increases and similarly when radiation is increased grid current
decreases with almost negligible change in torque and speed of
the motor.

For mode IV 1000 W/m2 radiation is considered. The maximum
power at 1000 W/m2 is 2.7Kw which is more than the drive’s
required rated capacity, so the excess power is delivered to the grid
as seen in Fig. 24.

5. Conclusion

A smart water pumping system with simplified SVM-DTC with
new switching scheme that reduces the complexity of identifying
the sector and the angle of the voltage vector for switching the
inverter, also interfaced with grid and operates in different modes
is modeled and verified in this paper.

A smart power sharing between the SPV array and utility grid,
undisputable power transfer between the sources, reduced har-
monics distortion that helps in power saving and improves the effi-
ciency further with less complexity and less burden on processor,
the faster settling time and less torque ripples are the main fea-
tures of the proposed system. The system is beneficially and prac-
tically suited for irrigation and household purposes as it managed
to cut down the electricity bill to a immense amount as the
designed system draws the maximum power from the SPV array
which in result reduces the burden on the utility grid.
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Highlights: 

 A new design based on Dual-cavity interferometer coated with graphene, PMMA 

and graphene-PMMA is demonstrated for various volatile gases detection 

 The sensing mechanism is based on change in refractive index of graphene, effective 

swelling of PMMA and simultaneous change in their refractive index/swelling under 

the exposure of different vapors  

 The experimental data is well fitted with the models based on Langmuir adsorption 

isotherm and Hansen solubility parameters 

 A simple, flexible design makes it attractive for many industrial applications and 

environmental monitoring.  
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ABSTRACT 

Volatile organic compounds (VOCs) monitoring is become a vital need for many industrial 

and environmental air quality monitoring applications. We proposed and demonstrated a 

polarization maintaining fiber (PMF) dual-cavity Fabry-Perot interferometric (DFPI) sensor by 

immobilizing graphene, PMMA and graphene/PMMA composite for detection of various 

volatile gases. The optical properties of these materials changes when it is exposed to different 

VOCs, which proportionally leads to wavelength and power shift in an interference spectrum due 

to effective change in refractive index of graphene and swelling of PMMA respectively. The 

experimental results follow Langmuir dependence and are analyzed through DFPI theory and 

follows Hansen solubility parameters (HSP) model. This study focuses on insight into the 

physical/chemical interaction of volatile gases with versatile sensing materials along with new 

optical fiber configuration approach, which could be explored for remote detection and air 

quality monitoring.  

 

KEYWORDS: Chemical sensors; Refractive index; Swelling; Fiber-optic, Langmuir isotherm; 

Hansen solubility.    
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1. Introduction 

 

Clean air is an essential need for well human health and maintaining sustainable environment. 

Large number of volatile organic compounds (VOCs) are releasing day by day and it is creating 

serious impact on human well-being and environment [1]. Many VOCs are toxic in nature and 

considered to be carcinogenic [2]. VOCs are considered as a major class of pollutant especially 

in indoor places (almost >10 times than outdoors) where the human activity is too much involved 

[3]. Furthermore, most of the VOCs are not sensitive at room temperature and therefore it’s 

difficult to monitor their concentration. Therefore, it is a great importance to develop a sensor to 

monitor such trace level of VOCs. Since last decade, consistent effort has been made by the 

researchers in the development of a reliable, cost-effective and sensitive VOCs sensor based on 

electronic as well as on optical way. VOCs sensors based on mass spectrometry [4] and gas 

chromatography [5] have achieved greater limit of detection (LOD) and wide measuring range. 

However, high instrumental cost and bulky set up limits its use for personal and mobility. 

Alongside, colorimetric-based sensors are also being developed for detection of various vapors 

with simple, cost-effective and real-time monitoring approach [6]. The demerit of this technique 

is to obtain the actual concentration of VOCs and lack in selectivity in case of VOCs mixture. 

Metal oxides (MOXs) based chemiresistor sensors are proved to be very effective for gases 

detection. Many MOXs such as In2O3 [7], ZnO [8],[9], TiO2 [10],[11], SnO2 [12],[13] and others 

[14] have been widely explored for gas and vapor sensing. However, despite its higher sensitivity 

towards chemical species, the MOXs are not suitable choice for the development of gas or vapor 

detection. The high working temperature (>200 0C) and large power consumption limits its use at 

room temperature-based applications. However, certain room temperature MOXs based sensors 

have been fabricated but still the issues are not properly resolved. Also, at high temperature, 

detection of flammable and explosive vapors like ethanol and acetone is extremely dangerous by 
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considering the human safety and infrastructure damage. So, it requires special precautions to 

avoid accidental harm.    

Therefore, considering the above facts, the devices based on optical techniques especially a 

fiber-optics based sensors have been attracted a considerable attention due to their many amazing 

features include capability of real time monitoring, multiplexing, not producing any electrical 

spark and ability to work in complex environment [15]. Along with these very miniaturized and 

low-cost sensory platforms can be fabricated and deployed anywhere. Fiber-optics based sensors 

are proved to be very effective over conventional based sensors in terms of reliability, selectivity, 

and stability. With advancements of nanotechnology and many fabrication techniques, the 

nanomaterials combined with fiber-optics based sensors have bright future in the field of 

chemical sensing. Since last decade, different carbon-based nanomaterials have been emerged as 

an excellent kind of materials for various gases and vapors monitoring. Carbon nanotube (CNTs) 

[16] and graphene based derivatives including reduced graphene oxide [17] and graphene oxide 

[18],[19] are well explored in gas sensing field. These materials have been attracted due to their 

high surface area, ability of fast electron transfer and low signal noise and therefore could be 

considered as a promising candidate for portable sensors [20],[21]. Lot of efforts have been made 

to enhance the sensor performance by combining graphene and MOXs for gas sensing [22],[23] 

The heterojunction formed at graphene and MOXs boost the reaction kinetics multifold times 

and enhances the sensor performance. Utilization of a sensor at room temperature is very crucial 

task. Therefore, most of the graphene and polymer-based composites have been effectively 

deployed for gas sensing application at room temperature. Polymer is a class of material in which 

either their conductivity changes or it swells in presence of gas/vapors and also efficient at room 

temperature and therefore, extensively studied for detection of various gases and vapors 

[24],[25],[26],[27],[28]. Combining their properties by modulating the carrier concentration of 
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graphene and ability of swelling the polymer under the exposure of different vapors could 

become a potential competitor for monitoring various gases and vapors at room temperature. Due 

to several advantages of optical fiber, lot of fiber-optics sensors have been fabricated for the 

detection of various kind of vapors. Table 1 shows the advancement of nanomaterials including 

graphene, MOXs and polymer modified optical fiber sensors for VOCs monitoring. These 

approaches consisting certain geometries including coated on side polished fibers [29], coating 

on unclad part of fiber surface [30],[31],[32],[33],[34], coating on tapered fiber surface [35], 

material coated at the tip of the fiber [36], polarization maintaining fiber coated [18]  and Fiber 

gratings (FGs) coated [37],[38],[39] etc. From table, it observed that most of them possesses 

certain drawbacks such as some shows high response and recovery time, exposure of very high 

concentration, lack in sensitivity, fragility due to tapering fiber structure and not efficient to 

detect the mixture of VOCs.  

We observed that most of the common geometries such as Fabry-Perot, SPR and fiber grating 

based sensors have been implemented for VOCs detection. All these configurations have certain 

limitations as discussed above and therefore, a different kind of microfiber based dual-cavity 

Fabry-Perot interferometric (DFPI) structure has been aimed to fabricate due to its flexibility, 

simplicity and highly sensitive nature to chemical moieties. Compared with normal optical 

fibers, the microfibers have certain advantages such as low loss transmission, ability to 

confinement of light field, tunability of sensing region and ease to fabricate and therefore the 

multimodal interference spectrum can be obtained which could be modulated easily by 

controlling the parameters and properties of microfiber. By using microfibers [40],[41],[42] and 

specialty fibers [43],[44]  numerous versatile geometries have been fabricated and successfully 

employed for gas and another parameters detection.   
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In this work, we have proposed and demonstrated performance of DFPI-based sensors for 

monitoring individual vapor moieties as well as multi-vapors in the concentration range from 5 

μL/L to 200 μL/L. The DFPI-based structure is fabricated by using a PMF microfiber tip utilized 

with sensitive materials like graphene, PMMA and graphene/PMMA composite. The interaction 

of various volatile gases with sensing materials based on experimental analysis and theoretical 

base are well analyzed and elaborately presented. 

 

2. Experimental details  

 

2.1.  Synthesis and characterization of sensing materials  

 

The sensing materials such as synthesized graphene, PMMA (Alfa Aesar, India) and 

graphene/PMMA were used for sensing various VOCs. To obtain graphene sample, 100 mg 

exfoliated graphite (Nacional de Grafite Co., Brazil) taken into 100 ml of isopropanol and treated 

for 2 hours in an ultrasonic bath followed by drying in an incubator to obtain graphene powder 

[45]. To obtain graphene/PMMA nanocomposite; firstly, 75 mg of PMMA in 10 ml of toluene 

was taken in a mortar and grinded well by using a pestle for 10 minutes. Later, 25 mg of as-

prepared graphene powder was added into it and again grinded it for 10 minutes. Due to uniform 

grinding, the solution was homogeneously mixed and when it turned into viscous form, the PMF 

(Nufern, PM1550-HP, beat length 4 mm at 1550 nm) tip was coated by using dip coating 

technique. 

The sensing materials were characterized and analysed through numerous characterization 

techniques viz Field Emission Scanning Electron Microscopy (FESEM; Carl Zeiss’s Sigma), 

Raman ((LABRAM HR-800) at wavelength of 532 nm, Thermo-Gravimetric Analysis (TGA; 

Perkin-Elmer STA 6009) and Fourier Transform Infrared Spectroscopy (FTIR; Bruker, 

Germany-3000).   
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2.2. Fabrication of dual-cavity Fabry-Perot interferometric (DFPI) probe  

 

The sensing mechanism of this developed sensor is based on DFPI principle. To fabricate the 

DFPI, a PMF of length 5 mm was spliced at the distal end of single mode fiber (SMF) by using a 

fusion splicer (T35, Fujikura, Japan). The sensing material is coated at the distal end of PMF by 

using dip coating method. The three sensing probes namely graphene coated dual-cavity Fabry-

Perot interferometric (G-DFPI), PMMA coated dual-cavity Fabry-Perot interferometric (P-

DFPI), and graphene/PMMA coated dual-cavity Fabry-Perot interferometric (GP-DFPI) were 

prepared by dip coating technique. After that the coated probes were dried at room temperature 

for 24 hours. 

The schematic of nanomaterial/polymer-modified DFPI is shown in Figure 1(a). It consists of 

three reflecting surfaces in which the light reflects and get coupled into the coupler and generates 

an interference spectrum. The corresponding reflection coefficients from these three surfaces 

denoted as R1, R2 and R3 from the interfaces between SMF-PMF, PMF-sensing film surface, and 

sensing film-air respectively. The majority of light couple into the solid core of PMF (PMF 

structure is shown in Figure 1(b)) and remaining light coupled into the cladding part of PMF 

(splicing image of SMF-PMF is shown in Figure 1(c)). At R2, certain proportion of light reflects 

and majority of light travel into an FP cavity. Thus, this geometry consists of two cavities created 

from combination of PMF and sensing material. When light couple into the PMF through 

collapsing region and reflects from PMF-film interface forms a first cavity and second cavity 

formed due to the sensing material where light get multiply internally reflected. The combined 

geometry of both cavities contributes to generate a very fine interference spectrum. 
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2.3. Experimental 

The experimental set up consists of a 3-dB coupler whose one end is connected to the C-band 

laser source (wavelength range: 1525-1565 nm, Opto-link Corporation Ltd., Hong-Kong) and 

another end to the optical spectrum analyzer (OSA) (Wavelength range 600-1700 nm, 

wavelength resolution: 20 pm, AQ6370C, Yokogawa, Japan) (Figure S1). The three-different 

cavities have been prepared and studied their response under the exposure of different volatile 

compounds such as acetone, methanol, chloroform, toluene, ethanol and isopropanol in 

concentration ranging from 5 μL/L to 200 μL/L. The sensing probe was inserted into the glass 

gas chamber (volume: 100 ml, Borosil) and the known amount of VOC liquid (varied from 0.5 

μL - 20 μL) was injected into it by using a micropipette (range 0.5-100 μL, Fisher Scientific, 

USA). The concentration of liquid (ranging from 5 μL/L, 20 μL/L, 50 μL/L, 100 μL/L, 150 μL/L 

and 200 μL/L) was calculated from the liquid taken in micropipette per total volume of the gas 

chamber. When sensor exhibits saturation, the probe allowed to interact with outside air by 

opening the gas-outlet of the gas chamber. The recovery of the sensor was achieved in air at 

room temperature. The air is blown as a precaution to remove any contamination to the measured 

VOCs. This experimental procedure was followed for each measurement for all three sensing 

probes. In case of detection of VOCs mixture, same sensing probes were utilized. In this 

measurement, the mixture of VOCs of specific concentration (mixing ratio varied from 0.5 μL -

20 μL) was prepared by mixing an appropriate concentration of each VOC and then injected 

inside the gas chamber by using a micropipette. The concentration of mixture of VOCs is varied 

from 5 μL/L, 20 μL/L, 50 μL/L, 100 μL/L and 200 μL/L respectively. Furthermore, the sensors 

responses are also measured with binary mixtures of acetone and other VOCs in concentration 

ranging from 5 μL/L to 200 μL/L. The four type of binary mixtures such as acetone + ethanol, 

acetone + methanol, acetone + chloroform and acetone + toluene was prepared in equal 
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proportion (mixing ratio varied from 0.5 μL -20 μL). The gas concentration of binary mixture 

varied from 5 μL/L, 50 μL/L, 100 μL/L and 200 μL/L, which are obtained from the appropriate 

mixing of VOC liquid solution by using micropipette. For all measurement, the recovery of the 

sensor was measured and confirmed from the wavelength dip of an interference pattern. In the 

experimental process, the temperature and relative humidity was around 23 0C and 65 %RH 

respectively which measured by a digital thermo/hygrometer instrument (288-ATH, HTC).  

In this study, the response of the sensor is measured in terms of wavelength shift (∆𝜆) upon 

exposure of analyte vapor concentration (𝐶). The sensitivity of the sensor is defined as: 𝑆 =

∆𝜆 (𝑛𝑚)/𝐶(𝜇𝐿/𝐿) where, ∆𝜆 is the total wavelength shift per analyte concentration (𝐶). The 

sensor response is the period in which the sensor reaches 90% response value upon exposure of 

analyte vapor and recovery time is defined as period in which the sensor response value changes 

to its 10% of the response value after the analyte vapor is removed. The limit of detection (LOD) 

of sensor is defined as the minimum concentration of analyte vapor can be detected under given 

conditions. Along with sensor sensitivity, the selectivity is also an important parameter in gas 

sensing. The sensor selectivity is defined as whether a sensor can respond selectively to group of 

analytes or specifically to a single analyte. All these parameters are analyzed and discussed in 

following sections.    

 

3. Theoretical analysis: 

According to multi-beam theory, interference will take place when three reflection beams 

coupled back into the SMF and interfere with one another. The total reflected intensity is 

expressed as follows [42,46]. 

3 2 1 3 21
1 2 3 1 2 10 2 3 20 3 1 30

4 4 ( )4
2 cos( ) 2 cos( ) 2 cos( )PMFPMF

n L B L n LB L
I I I I I I I I I I

 
  

  


        

                   (1) 
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Where, I1, I2 and I3 are the light beam intensities reflected from three reflection surfaces; λ is the 

dip wavelength; n3 is the refractive index of sensing material; φ10, φ20 and φ30 are the initial 

phases; L1 and L2 are the length of the PMF and sensing cavity (material coated at the tip of 

PMF) and BPMF = n2 = nx-ny is the birefringence of PMF (nx and ny are the refractive indices 

along the slow and fast axis of the PMF).  

Here, PMF plays very important role in the fabrication of dual cavity. In SMF-PMF structure, 

along with core light, most of the cladding light is also propagates into the sensing film where it 

gets multiply internally reflected and strongly coupled, which further increase the fringe 

visibility and fineness of the FP cavity. Therefore, the fringe pattern is modulated by an 

interference of PMF, which gives a higher extinction ratio in fiber structure [47–49]. 

Therefore, the total optical phase difference (φ) and path difference (δ) can be given by 

[46,50]: 

3 2 2 14 ( )2
. (2 1)

n L n L
m


 

 


    

;  3 2 2 12( )n L n L  
                     (2) 

Where m is an integral order of interference fringe (m = 0, 1, 2, 3…). It is observed that the 

total phase difference is depending upon both refractive index and length of the PMF and FP 

cavity respectively.  

When any vapor adsorbs on the sensing film, the length and refractive index of the sensing 

film will become as L2+∆L2 and n3+∆n3 respectively. Here, PMF refractive index n2 and length 

L1 will remain constant as this region is not exposed to vapor. Therefore, the corresponding 

wavelength shift for mth-order interference is given as [46]: 

           

 3 2 3 3 24 ( )

2 1

n L n n L

m


   
 

                                                      (3) 

Generally, Langmuir isotherm is ideal to describe the saturation behavior of sensing material 

with external gas or vapor at low concentration. When sensing surface is exposed to any vapor, 
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initially it shows linear response with respect to vapor concentration and then reaches to an 

asymptotic value when adsorption sites approach saturation [51,52]. Therefore, from FP theory 

the resonance wavelength relation with Langmuir adsorption isotherm parameters is given by 

[52]: 

                                       

   3 2 3 3 24 ( ) 1 ( )

(2 1) ( )

v

res

v

n L n n L C

m C

 




    



          (4) 

Where 𝜙𝑣(𝑐) is the maximum adsorption sites, and γ =3 or 1 for isotropic volume and linear 

expansion, respectively. Therefore, the resonance dip position is depending upon the refractive 

index n3, length of the FP cavity (due to swelling) of sensing film, maximum adsorption capacity 

of the sensing film and gas concentration, respectively.  

The Figure 2(a, b, c) shows the electric filed distribution (designed in COMSOL Multiphysics 

5.2) in different DFPIs such as P-DFPI, G-DFPI and GP-DFPI respectively. The corresponding 

reflection coefficients from three surfaces are calculated by using Fresnel’s equations. In case of 

P-DFPI, R1 is 0.010%, R2 is 0.0029% and R3 is 3.87%. For G-DFPI, R1 is 0.010%, R2 is 7.63% 

and R3 is 19.75%. For GP-DFPI case, R1 is 0.010%, R2 is 0.014% and R3 is 4.12%. At R1, the 

reflection coefficient is not that much strong comparatively with R2 and R3 due to the minimum 

refractive index difference between optical fiber itself (core of SMF and PMF). Figure 2(d) 

shows the spatial frequency spectrum for each configuration obtained from their reflected 

interference spectrum. It shows that not only core light passes into the sensing film but also light 

from cladding part goes into the film and therefore, it increases the multiple internal reflection 

inside the sensing film and thus the fringe pattern is modulated by an interference of PMF. 
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4. Results and discussion 

 

4.1. Characterization results  

 

Figure 3 shows the Raman and TGA of Graphene, PMMA and graphene/PMMA composite. 

The structures of graphene, PMMA, and graphene/PMMA are well confirmed through Raman 

study as shown in Figure 3(a). Raman spectra gives the characteristic peaks for graphene. 

Generally, in graphene D band is order of defects states and G band originates from C-C 

stretching. In case of graphene, the position of disordered state D band and C-C stretching G 

band overlapped with D originates from the Stokes' scattering by a longitudinal optical phonon 

are present at 1325.12 cm-1, 1576.50 cm-1 and 1620.12 cm-1 respectively. The characteristic 

second-order two-phonon 2D band appeared at 2682 cm-1 which strongly depends upon the 

frequency of laser energy. The G and D modes are due to the localized vibrational modes of the 

impurities, which interacts with extended phonon modes of graphene. Generally, for bilayer 

graphene the typical values of ID/IG and I2D/IG ratios are in the range of 0.1-0.3 and 0.4-1 

respectively [53,54]. In case of graphene, the ID/IG and I2D/IG ratios are observed around 0.17 and 

0.4 confirm the bilayer nature of graphene (n~2). Similarly, in case of graphene/PMMA, the D 

band, G band and 2D band positions are at 1335.81 cm-1, 1583.10 cm-1, 2632.83 cm-1 

respectively. Generally, defects states intensity is measured by ID/IG ratio and it increases with 

increase in disorder in the sample. From Figure 3(a), in case of graphene/PMMA it is observed 

that the intensity of the D state is significantly increased compared with D state of graphene. The 

corresponding ID/IG ratio of around ID/IG = 0.17 for graphene and ID/IG = 1.4 for 

graphene/PMMA composite respectively. It has been reported that the significant increase in 

ID/IG ratio may be due to incorporation of graphene in PMMA matrix in which the defects 

present on the surface of graphene could promote reaction sites between graphene and polymer 

chains [55,56]. This indicates that the increase in disorder in graphene/PMMA is attributed due 
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to the high edge content [45]. The PMMA peak observed at 2950 cm-1 in the Raman spectrum of 

PMMA (inset shows zoomed peak) which is also exist in Raman spectra of graphene/PMMA 

[57]. In graphene/PMMA, the broadening in G and 2D band is observed may be due to the 

presence of PMMA which can generate some residual strain in graphene [57,58]. The increased 

in defect states are also confirmed from the FWHM values of 2D band of graphene (FWHM = 

71) and graphene/PMMA (FWHM = 112) [59,60]. The defects states play an important role in 

deciding the sensor performance.  

To find the amount of graphene in graphene/PMMA nanocomposite, the TGA study was 

conducted as shown in Figure 3(b). It is confirmed that ≈ 25% of graphene is present in PMMA 

matrix. The possibility of any interaction is estimated through FTIR study (Figure S2). The 

PMMA shows its signature peaks of C=O and C-H stretching bands which are appeared at 1722 

cm-1 and 2957 cm-1 respectively [61]. The graphene shows its characteristic peaks at 1585 cm-1 

corresponds to C=C stretching band. The other functional groups such as C=O band and C-O 

band are present at 1720 cm-1 and 1130 cm-1 respectively. In case of graphene/PMMA composite 

no peak shift is observed. The characteristic peaks which are originally present in PMMA are 

also present in graphene/PMMA composite.   

The morphology and fiber-tip coated section of sensing material is studied by taking FE-SEM 

images of PMMA, Graphene and graphene/PMMA composite fiber-coated samples as shown in 

Figure 4. The FE-SEM images of graphene, PMMA and graphene/PMMA directly obtained from 

fiber-tip coated samples are shown in Figure 4(a-i). From Figure 4(a, b), it is observed that the 

graphene possesses more than one layer. The Figure 4(d, e) depicts the polymeric nature of 

PMMA. The FE-SEM image of graphene/PMMA (shown in Figure 4(g, h) shows the 

homogeneous mixing of Graphene in PMMA matrix. The uniform layer of PMMA on graphene 

is observed. The FE-SEM images of fiber-optic coated probes for graphene, PMMA and 
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graphene/PMMA are shown in Figure 4(c, f, i). The inset of Fig. 4(c, f, i) shows an enlargement 

of coated optical fiber probes with measured film thicknesses of ~65 µm, ~75 µm, and ~85 µm 

for graphene, PMMA, and graphene/PMMA respectively. These characterization results support 

in describing the experimental results shown by these sensing probes under the exposure of 

various volatile gases.  

 

4.2. Response of G-DFPI sensor under the exposure of various vapors  

 

The response of the sensor is demonstrated in Figure 5 at different vapor concentration in 

terms of wavelength shift and power shift respectively. The G-DFPI shows better sensing 

response towards methanol vapor and therefore, here only the methanol spectrum is depicted 

(Figure S3, spectrum response for other vapors). Figure 5(a) shows the interference spectrum 

response of G-DFPI for methanol vapor in concentration from 5 μL/L to 200 μL/L. It shows that 

as the vapor concentration is increased from 5 μL/L to 200 μL/L, the corresponding resonance 

dip wavelength position is also shifted (as shown in zoomed graph of Figure 5(b)). The 

highlighted resonance dip position of the sensor is 1549.15 nm at 0 μL/L concentration and the 

equivalent spectral shift is measured from this spectral position under exposure of varied 

concentration of methanol. The dip wavelength changes from 1549.15 nm 1548.37 nm for 

methanol concentration varied from 5 μL/L to 200 μL/L. Similarly, for other dip wavelength 

region, the wavelength position is shifted from 1534.90 nm to 1534.12 nm and from 1563.80 nm 

to 1563.03 nm respectively. It has been confirmed that the total wavelength shift (≈ 0.78 nm) 

observed at specific dip wavelength is nearly same at all dip wavelength in the interference 

spectrum. Figure 5(c) shows the wavelength shift response of G-DFPI for different vapors 

concentration ranging from 5 μL/L to 200 μL/L. It is detected that the wavelength shift follows 

Langmuir dependence with respect to change in vapors concentration. At 200 μL/L, the 

Jo
ur

na
l P

re
-p

ro
of



 16 

maximum wavelength shift is observed for methanol followed by acetone, chloroform, ethanol, 

toluene and isopropanol. The sensitivity for these vapors is calculated from the linear fitting. It 

appears that the wavelength shift follows linear response up to 50 μL/L of vapor concentration 

and then trails saturation. Therefore, their corresponding wavelength sensitivity values with 

standard error calculated by linear fitting are of the order of 3.57 ± 0.001 pm/(μL/L), 2.81 ± 

0.0004 pm/(μL/L), 3.62 ± 0.0008 pm/(μL/L), 6.14 ± 0.0004 pm/(μL/L), 1.86 ± 0.0007 pm/(μL/L) 

and 1.76 ± 0.00008 pm/(μL/L) for methanol, acetone, chloroform, ethanol, toluene and 

isopropanol respectively. The corresponding LOD of G-DFPI for methanol is observed around 

5.6 μL/L. The response of G-DFPI is also measured in terms of power shift as well. The response 

of power shift Vs vapor concentration is shown in Figure S3(a). The G-DFPI sensor shows 

maximum power shift for chloroform followed by toluene, ethanol, isopropanol, acetone and 

methanol respectively. The G-DFPI sensor exhibits maximum power shift linear response (up to 

50 μL/L) towards chloroform with obtained sensitivity of 0.0013 ± 0.0002 dB/(μL/L).   

At 200 μL/L, G-DFPI shows high response towards methanol, this might be due to highly 

polar nature of methanol. The readily donated electron to the graphene surface changes the 

carrier electron density of graphene and modifies its electrical conductivity and thus the 

refractive index [18,23].  

 

4.2.1. Sensing mechanism of Graphene with VOCs 

 

Figure 6 shows sensing mechanism of G-DFPI with different vapors. It is well-known that the 

defect sites play an important role in gas sensing. Generally, as-prepared graphene contains 

many oxidation defect sites (C=O), (C-O), (O-C=O) and (O-H)) during synthesis or transfer 

process, which interacts with vapors through weak hydrogen bonding or van der walls interaction 

[45]. The interaction of VOCs molecules with graphene is strongly depending upon these 
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oxidation defects present on the surface of graphene. It is expected that the adsorbed oxygen 

atoms on graphene surface take negative charge by capturing an electron and acts as donors or 

acceptors depending upon the nature of the VOCs. Therefore, this will change the electron 

carrier density of graphene which results in change in its refractive index. Thus, it further alters 

the dip wavelength in an interference spectrum [23,59]. 

Experimentally, we observed that the graphene offers highest sensitivity in terms of 

wavelength shift towards methanol. Generally, the polar molecule possesses large dipole 

moment and hence, induces strong molecular dipole-induced charge density modulation on the 

surface of graphene, which strongly modifies the refractive index of graphene [59]. Therefore, 

the VOCs can be arranged as per polarity order viz: methanol > ethanol > acetone > isopropanol 

> chloroform > toluene. Methanol is highly polar in nature and therefore, can hold the charge 

moving along graphene layer, resulting in a large increase in electrical resistance and therefore, 

shows high sensing response compared with other vapors. The electronic properties of graphene 

get altered by charge transfer due to polar molecules adsorption. The polar molecule such as 

methanol can form hydrogen bond with the oxygen functionalities present on the graphene 

surface and hence shows maximum response [59,60,62]. Toluene is less polar and hence obtain 

very low response. Thus, in case of graphene the polarity plays crucial role in deciding the sensor 

response. However, there might be certain factors such as vapor pressure and boiling point of the 

VOCs are also very decisive in vapor sensing [23,63]. The graphene also showed good 

wavelength sensitivity toward acetone and chloroform. The reason might be the high vapor 

pressure and low boiling point of acetone and chloroform. The vapors having low boiling point 

and high vapor pressure tend to physically adsorb more on the graphene surface which further 

modulates the refractive index of the graphene. The reducing vapors like acetone readily reacts 

with oxygen vacancies of graphene and modifies the dielectric constant by changing electron 

Jo
ur

na
l P

re
-p

ro
of



 18 

carrier density on the surface and therefore, can induce the wavelength shift in the interference 

spectrum [23,64].  

 

4.3. Response of P-DFPI sensor under the exposure of various vapors  

 

Here, the P-DFPI spectral response towards acetone vapor in concentration ranging from 5 

μL/L to 200 μL/L as shown in Figure 7(a) (Figure S4, spectrum response for other vapors). The 

resonance dip shift with respect to volatile gas concentration is displayed in Figure 7(b). The 

response of sensor is measured at dip wavelength position at 1553.96 nm (in air) toward various 

acetone concentration and observed that position of dip wavelength changes as the concentration 

varies from 5 μL/L to 200 μL/L. In the P-DFPI interference pattern, the position of dip 

wavelength is varied from 1541.16 nm to 1540.17 nm for the first interference dip and from 

1553.96 nm to 1555.06 nm for second interference dip respectively. The total wavelength shift 

(around 1.0 nm) is nearly same for both dips in the fringe pattern. The sensor shows highest 

sensitivity in terms of wavelength shift for acetone followed by chloroform, ethanol, toluene, 

methanol and isopropanol. For P-DFPI, the sensor response is also well fitted with Langmuir 

model (as shown in Figure 7(c)). It observed that the P-DFPI shows linear response for acetone 

vapor up to 100 μL/L and then follows saturation. But for other vapors the linear response is up 

to 50 μL/L and then it follows saturation. Therefore, the wavelength shift sensitivity values with 

standard error (calculated up to linear fitting) is obtained as 5.96 ± 0.0008 pm/(μL/L) for acetone 

up to 100 μL/L, and 7.1 ± 0.0035 pm/(μL/L), 1.48 ± 0.0004 pm/(μL/L), 1.52 ± 0.0001 

pm/(μL/L), 1.29 ± 0.0002 pm/(μL/L), 0.85 ± 0.0001 pm/(μL/L) at 50 μL/L for chloroform, 

ethanol, toluene, methanol and isopropanol respectively. The corresponding LOD of P-DFPI for 

acetone is observed around 3.35 μL/L. The Langmuir R-square fitting value of wavelength shift 

for all vapors between 5 μL/L to 200 μL/L were observed as 0.98, 0.96, 0.93, 0.99, 0.98, and 
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0.97 respectively. Similarly, the response of P-DFPI sensor is measured in terms of power shift 

with different vapors concentration as shown in Figure S4(a). The maximum power shift is 

obtained for chloroform and least for isopropanol. The corresponding sensitivity of P-DFPI 

sensor towards chloroform (linear fit up to 50 μL/L) is obtained as 0.00711 ± 0.00183 dB/(μL/L) 

and minimum of 0.0011 ± 0.0001 dB/(μL/L) for isopropanol.   

From results, it is observed that the maximum response of P-DFPI is observed towards acetone 

and chloroform in terms of wavelength shift and power respectively. The PMMA is well-known 

for its swelling property which changes the FP cavity length significantly and modulates the dip 

wavelength in an interference pattern [65]. Therefore, theoretically as per the Hansen solubility 

parameters (HSP) model, the PMMA should exhibits high response towards acetone and 

chloroform. The results obtained from P-DFPI are in agreement with theoretical values predicted 

by Hansen model. The possible trend of swelling of PMMA under the exposure of various 

vapors is reported in Table 2.  

 

4.3.1. Sensing mechanism of PMMA with VOCs 

 

The PMMA is very attractive material for sensing due to its swelling ability when it interacts 

with certain vapors. The swelling of PMMA is strongly depending upon the nature of VOCs. As 

shown in Fig. 8, the PMMA possesses repetitive units of ester pendant group containing =O 

which actively participate in the interaction which results into the swelling; which further 

changes the cavity length and induces the wavelength shift in an interference spectrum 

[62,65,66]. However, this distortion is reversible when vapor encounters with air.  

The interaction of PMMA with various vapors could be clearly understood with the help of a 

model proposed by Hansen. This model gives the preliminary idea about the impact of swelling 

and its role in sensor responsivity. According to the HSP model, the swelling of any type of 
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polymer is dependent upon the Hansen solubility parameters. The swelling of polymer depends 

upon the relative energy difference (RED) between polymer and vapor. When the value of RED 

<1, which shows that the polymer is more miscible. So, more swelling occurs when the value of 

swelling ratio is below one and vice versa [59,60,67]. In this research work, we tabulated the 

values of different HSP parameters of polymer and VOCs. It shows that in case of acetone the 

RED value is around 0.46 which is below one and close to zero and hence, it will more interacts 

with PMMA. The other VOCs such as chloroform and toluene are showing RED value below 

one hence, it may cause significant swelling. However, the response is less than acetone due to 

high RED value. Other VOCs such as isopropanol, ethanol and methanol, the RED is greater 

than one and therefore, it is less miscible to PMMA. These vapors may cause some swelling 

which could be comparatively much lesser than acetone, chloroform and toluene. Therefore, it is 

confirmed that the solvents which are good solvents to PMMA are more miscible and therefore, 

give high response compared with less soluble solvents. The more swelling tends to increase in 

volume and hence, the cavity length and therefore, shows high wavelength shift in the 

interference spectrum [59,60,66,68].  

From Table 2, it is confirmed that the PMMA is more sensitive to acetone followed by 

chloroform, toluene, isopropanol, ethanol and methanol. However, experimentally, we observed 

that P-DFPI shows highest response in terms of wavelength shift towards acetone followed by 

chloroform, ethanol, toluene, methanol and isopropanol. Thus, observed trend is found nearly in 

agreement with trend predicted by HSP model. 

 

4.4. Response of GP-DFPI sensor under the exposure of various vapors 

 

Figure 9(a, b, c, d) shows the GP-DFPI sensor response in terms of interference spectrum for 

acetone, close view of resonance dip response towards acetone vapor, response in terms of 
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wavelength shift and power shift towards various vapors (Figure S5, spectrum response for other 

vapors). For GP-DFPI sensor, we observed overall increased in sensitivity towards all vapors in 

terms of wavelength shift and power shift respectively compared with individual responses of G-

DFPI and P-DFPI. As shown in Fig. 9(a), the GP-DFPI exhibits good response towards acetone 

in 5 μL/L and 200 μL/L. The close view of change in resonance dip shift towards acetone vapor 

in concentration range from 5 μL/L and 200 μL/L is shown in Fig. 9(b). Initially, the dip 

wavelength position is at 1552.83 nm in air and the corresponding change in spectrum dip 

position is recorded in presence of acetone vapor concentration varied from 5 μL/L to 200 μL/L. 

As shown in the interference pattern (shown in Fig. 9(a)), the dip wavelength position is changed 

from 1529.89 nm to 1531.78 nm for first dip, 1537.43 nm to 1539.37 nm for second dip, 1545.08 

nm to 1547.04 nm for third dip, 1552.83 nm to 1554.80 nm for fourth dip, and 1560.57 nm to 

1562.51 nm for fifth dip respectively. Therefore, the total wavelength shift is nearly identical of 

around 1.94 nm at all dips in the interference pattern. For other vapors, the total wavelength shift 

for a specific vapor is also nearly same for all dips in their respective interference pattern. The 

highest response of GP-DFPI in terms of wavelength shift is observed towards acetone (shown in 

Figure 9(c)) and followed by toluene, methanol, chloroform, ethanol and isopropanol 

respectively. In case of GP-DFPI, we detected that the sensor shown linear dependence to 

acetone vapor at low pressure region and follows saturation at higher concentration suggesting 

Langmuir type behavior. Interestingly, GP-DFPI shown much increased in linear response 

towards these vapors compared with linear response shown by G-DFPI and P-DFPI individually. 

The GP-DFPI shows linear response concentration up to 150 μL/L for acetone and up to 100 

μL/L for other vapors. For GP-DFPI, the wavelength sensitivity values with standard error 

calculated from the linear fitting of the response curves are of 11.62 ± 0.0008 pm/(μL/L) toward 

acetone (linear fitting up to 150 μL/L), and 3.71 ± 0.0005 pm/(μL/L), 3.20 ± 0.0006 pm/(μL/L), 
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4.14 ± 0.0002 pm/(μL/L), 2.47 ± 0.0009 pm/(μL/L), 1.88 ± 0.0002 pm/(μL/L) up to 100 μL/L for 

toluene, methanol, chloroform, ethanol and isopropanol respectively. The calculated LOD of GP-

DFPI for each VOCs is 1.72 μL/L, 5.39 μL/L, 6.25 μL/L, 4.83 μL/L, 8.09 μL/L and 10.63 μL/L 

respectively. The Langmuir curve R-square fitting for wavelength shift with concentration of all 

VOCs were observed around 0.99, 0.91, 0.97, 0.95, 0.99, 0.92 respectively. The error bar shown 

in sensitivity values and response curves are the standard deviation in the wavelength dip 

obtained while performing the experiments multiple times. This shows that these sensing probes 

are well repeatable.  

The GP-DFPI sensor also exhibits power shift under the exposure of different VOCs (shown in 

Figure S5(a)). The highest response is observed for acetone followed by methanol, toluene, 

ethanol, chloroform and isopropanol respectively. The sensor shows linear response up to 100 

μL/L with corresponding power sensitivity of the order of 0.0107 ± 0.0013 dB/(μL/L), 0.0051 ± 

0.0010 dB/(μL/L), 0.0027 ± 0.00009 dB/(μL/L), 0.0054 ± 0.0023 dB/(μL/L), 0.0045 ± 0.0015 

dB/(μL/L) and 0.0024 ± 0.0010 dB/(μL/L) respectively. The corresponding Langmuir curve R-

square fitting of power shift with concentration of all VOCs were observed around 0.94, 0.96, 

0.96, 0.99, 0.95, 0.98 respectively.  

The calibration curve shows that at higher gas concentration the curve becomes saturated. This 

is due to the limited number of active sites and finite surface area of sensing film which is 

exposed to volatile gas. At higher gas concentration, the decreasing number of active sites which 

leads to less change in the effective refractive index of sensing layer and hence shows less 

change in the wavelength shift. This is well agreement with theory discussed by equations (1-4). 

All the curves are well fitted by simple Langmuir adsorption equation. Similar Langmuir-type 

behavior have also been observed in various gas sensors studies based on ZnO-PDMS [69], SnO2 

[70], Pd-Si [71] and CNTs-PMMA-PS [72]. 

Jo
ur

na
l P

re
-p

ro
of



 23 

Thus, from experimental results it is confirmed that the GP-DFPI exhibits highest sensitivity 

comparatively than G-DFPI and P-DFPI towards various vapors concentration ranging from 5 

μL/L to 200 μL/L respectively. In case of GP-DFPI, the change in wavelength shift is attributed 

to the change in the refractive index and swelling of PMMA polymer resulting into the enhanced 

in the sensitivity [18,23,59,60,65,66]. The sensing mechanism behind this enhanced in sensitivity 

is elaborately explained in below section.  

 

4.4.1. Sensing mechanism of graphene/PMMA with VOCs 

 

The graphene/PMMA composite shows highest sensitivity in terms of wavelength shift and 

power shift under the exposure of different VOCs. Therefore, to understand the sensing 

mechanism of graphene/PMMA towards VOCs is very important in application point of view.  

It has been reported in the literature that graphene and PMMA composite is formed in such 

way that the functional groups present on graphene surface can physically interacts with PMMA 

through hydrogen bonding which provide the well adhesion in PMMA matrix [59,62,68,73]. In 

case of graphene/PMMA composite, the sensing mechanism can be explained based on polymer 

swelling and HSP model. When VOC adsorbed on the surface of graphene/PMMA, the PMMA 

polymer coating becomes swollen which resulting into increase in polymer volume. This 

phenomenon leads to bending of graphene sheets and hence, increase in contact resistance 

[59,60,62,68,74]. The amount of swelling is depending upon the solubility of polymer in the 

solvent. Thus, greater the swelling, more change in the volume and hence, greater the response 

of the sensor [59,60,62,68]. Therefore, the significant swelling of PMMA (cavity length 

changes), and vapors interaction with the graphene surface (refractive index change) which 

results in increase in distance between graphene sheets and hence, the contact resistance could 

significantly modulates the dip wavelength in an interference pattern, which is also observed in 
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some nanocomposite based gas sensors [60,62,65,74]. However, swelling of PMMA polymer is 

more predominant than change in dielectric constant of graphene under the exposure of VOCs. 

Also, according to HSP model, when the RED value is small it will more interactive with the 

polymer and hence, there will be more response. Therefore, as shown in table 2, the acetone has 

small RED and hence, interacts more compared with other vapors.    

Experimentally, we observed that the graphene/PMMA composite system shows highest 

sensitivity response in terms of wavelength shift towards acetone, methanol and chloroform. 

Therefore, the observed results are well co-related with proposed theory. Graphene shows 

significant shift towards methanol and acetone. The PMMA shows major shift towards acetone. 

The graphene/PMMA shows enhanced sensitivity towards acetone and methanol. In 

graphene/PMMA composite, the PMMA wt% is more and therefore, it is obvious that the 

PMMA will contribute more in the sensing. Thus, as per the mathematical theory (equation 1, 4) 

and Hansen model, it is expected that the graphene/PMMA could show significant shift towards 

acetone and methanol. Depending upon the type of vapor either polar/non-polar, or 

soluble/insoluble to PMMA; once it adsorbs on the surface on the graphene/PMMA, there might 

be the substantial swelling of PMMA (cavity length) of the sensing material, and hence, more 

change in the dielectric constant of graphene/PMMA composite which significantly modulates 

the sensor characteristics.  

As per the Hansen parameters shown in Table 2, the order of REDs for graphene/PMMA is 

observed as: acetone < chloroform < toluene < isopropanol < ethanol < methanol. Therefore, 

according to HSP model, the graphene/PMMA composite shows high response towards acetone. 

Here, those vapors are good solvents to PMMA have shown better response compared with those 

are insoluble or less soluble. The acetone, chloroform, and toluene are good solvents for PMMA 

and therefore, shown high response. The solvents like methanol, isopropanol, and ethanol in 
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which the PMMA is less soluble shown less response. Therefore, the response is occurred 

irrespective to the polar nature of the solvents and therefore, PMMA swelling is the predominant 

factor in enhancing the sensing response for graphene/PMMA composite [59,60,68]. Along with 

these, we need to consider certain other factors such as molecular size, dielectric constant and 

vapor pressure which might be contributing to enhanced in sensitivity for graphene/PMMA case 

[59,60,75]. The mechanism based on vapor pressure can also explain these experimental results. 

As per the vapor pressure values, the order of these vapors is arranged as: acetone > chloroform 

> methanol > ethanol > isopropanol > toluene. It is well-known that higher the vapor pressure, 

higher is the diffusion and hence more response is expected. Therefore, in case of 

graphene/PMMA, high vapor pressure and low molecular size of vapors may have greater effects 

than other factors and thus shows good response towards acetone [59,60,68]. The response trend 

is much like that as explanation provided above. However, one should note that the exact trend 

may not be achieved due to close values of vapor pressure, RED values, and dielectric constant 

of these vapors.   

 

4.5. Sensing response of G-DFPI, P-DFPI and GP-DFPI towards mixture of VOCs 

 

The study of detection of individual sensor towards the mixture of VOCs is also performed. In 

case of VOCs mixture, it’s difficult to calculate the actual concentration of mixture in ppm due 

to their varied vapor pressure, solubility parameters, ebullition temperature and therefore, the 

concentration of VOCs are considered in units of μL/L. The GP-DFPI sensor exhibits maximum 

response towards methanol and therefore, its spectral response is only shown in Figure 11(a) 

along with its zoomed resonance dip as shown in Figure 11(b) (Figure S6(a) for G-DFPI, Figure 

S7(a) for P-DFPI, Figure S8(a) for GP-DFPI spectrum response). Figure 11(c, d) shows the 

sensing response of all sensors in terms of wavelength shift and power shift under the exposure 
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of different VOCs mixture concentration ranging from 5 μL/L to 200 µL/L. The GP-DFPI shows 

significant wavelength shift response towards the mixture of VOCs in concentration ranging 

from 5 µL/L to 200 µL/L (Figure 11(c)). All the characteristic responses (wavelength shift, 

power shift) with vapor mixture concentration are fitted by Langmuir isotherm curve. 

The GP-DFPI shows wavelength sensitivity (calculated from the linear fitting up to 150 μL/L) 

of the order of 2.4 ± 0.00008 pm/(μL/L) followed by 1.59 ± 0.0002 pm/(μL/L) and 1.4 ± 0.0002 

pm/(μL/L) shown by P-DFPI and G-DFPI towards the mixture of VOCs varied from 5 µL/L to 

200 µL/L. Similarly, P-DFPI, G-DFPI and GP-DFPI shows power shift linear response up to 50 

µL/L in Fig. 11(d). Therefore, the corresponding power sensitivity for these sensing probes 

towards the mixture of VOCs is around 0.0015 ± 0.0001 dB/(µL/L), 0.00061 ± 0.0002 dB/(µL/L) 

and 0.00085 ± 0.0001 dB/(µL/L) respectively.  

 

4.6. Sensing response of G-DFPI, P-DFPI and GP-DFPI towards binary mixtures 

 

Additionally, the response (in terms of wavelength shift) of all sensors towards the binary 

mixture (shown in Figure 12) also measured. (Figure S6(b-e) for G-DFPI, Figure S7(b-e) for P-

DFPI, Figure S8(b-e) for GP-DFPI spectrum response). Generally, G-DFPI, P-DFPI and GP-

DFPI sensors shows significant response under the exposure of acetone and therefore, sensors 

response is measured with binary mixture of acetone and other VOCs in concentration ranging 

from 5 µL/L to 200 µL/L. The four types of binary mixtures such as acetone + ethanol, acetone + 

methanol, acetone + chloroform and acetone + toluene was prepared as described in 

experimental section. Figure 12 shows the response fitted by Langmuir isotherm of G-DFPI, P-

DFPI and GP-DFPI in terms of wavelength shift towards these mixtures. It is observed that the 

GP-DFPI (shown in Figure 12(a)) sensor probe shows better sensing response compared with G-

DFPI (shown in Figure 12(b)) and P-DFPI (shown in Figure 12(c)) under the binary mixture 
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concentration varied from 5 µL/L to 200 µL/L. At concentration of 200 µL/L, maximum 

wavelength shift shown by each sensing probe is around 1.07 nm for acetone + toluene by GP-

DFPI as that of 0.33 nm for acetone + methanol, and 0.4 nm for acetone + ethanol by P-DFPI 

respectively. 

However, detection of specific vapor from VOCs mixture is very challenging and has not yet 

resolved. It is very complex phenomenon and depends upon many factors such as rate of 

diffusion, vapor pressure, Hansen solubility parameters, boiling point, density of mixtures, 

thickness of the film, operating temperature and charge carrier concentration [75–77].  

 

4.7.  Selectivity response of individual G-DFPI, P-DFPI and GP-DFPI sensors towards 

VOCs  

 

In Figure 13, the selectivity study of individual sensing probe at 200 µL/L for all vapors is 

depicted. As three type of sensing probes are studied for different exposure of VOCs gas. 

Therefore, their responses are also different based on the interaction of material property and 

nature of gas. Thus, we need to consider selectivity of individual sensor towards the exposure of 

VOCs. The GP-DFPI shown high selectivity towards acetone and least towards isopropanol. The 

P-DFPI shows good response towards acetone and very small response to isopropanol gas. For 

G-DFPI, the sensor exhibits well selectivity to methanol and least towards isopropanol. This 

study shows that the GP-DFPI sensing probe gives good response (in terms of wavelength shift) 

towards different vapors compared with individual responses shown by P-DFPI and G-DFPI.  

 

4.8. Sensor’s time response characteristics 

 

All sensors responses were measured on OSA and their sensitivity is calculated in terms of 

wavelength shift respectively. Under different exposure of VOCs, all sensors show immediate 
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response. Here, we just plotted each sensor response towards acetone only. As shown in Figure 

14(a), the response of each sensor is plotted for acetone at concentration range from 5 µL/L to 

200 µL/L. It is observed that the estimated response time is few tens of seconds and recovery 

time is in few seconds. The response of all sensors is presented for acetone at concentration of 5 

µL/L to 200 µL/L as shown in Figure 14(b, c). The recovery of each sensor was done in open air 

at room temperature. The recovery time of sensor was measured in between its saturation value 

to its initial position. However, it is observed that for all sensors the response time of the order of 

48-52 seconds compared with recovery time of just 8-12 seconds. Here, we confirmed that for all 

sensors, their responses are repeatable over the concentration range of all vapors. The 

repeatability response is only shown for GP-DFPI due to its higher response towards acetone 

gas. From Figure 14(d), it is confirmed that for GP-DFPI sensor response in terms of wavelength 

shift is well repeatable over three cycles of acetone vapor at 200 µL/L. The measured average 

error in the repetition measurement was observed around 0.1 nm. Therefore, it also confirms the 

reusability for the detection of VOCs gas. In this study, the sensing probes were prepared by 

using very simple and cost-effective dip coating technique. Thus, it is very easy to reproduce the 

sensing probe in short duration of time by monitoring its spectral characteristics on OSA. The 

GP-DFPI sensor long-term stability is shown in Figure S9. We observed that even after several 

days, the graphene/PMMA coated sensor interference pattern remains same signifying its good 

stability (as shown in Figure S9(a)). The sensor response toward 200 µL/L acetone vapors for 10 

days is shown in Figure S9(b). It shows that the sensor possesses good long-term stability.  

The average time of all sensors to acetone gas is shown in Figure 14(e). To understand the 

response and recovery time of the sensors in more detail, we plotted their time response 

individually towards acetone at concentration varied from 5 µL/L to 200 µL/L for G-DFPI, P-

DFPI and GP-DFPI as shown in Figure 14(f). From Figure 14(f), it is noticed that the response 
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time is little longer than the recovery time. Generally, the response/recovery time of the sensor is 

determined by the thickness of the sensing film and diffusion coefficient of vapor into the 

sensing film. Therefore, for much larger thickness the recovery time will be much faster than the 

response time [76,77]. This may because of most of the vapors possess high vapor pressure at 

room temperature [3]. When it encounters air, the diffused vapor inside the sensing film quickly 

come outside and hence sensor shows fast recovery. 

 

5. Sensor Algorithm in terms of wavelength shift and power shift with temperature 

variation: 

 

The sensor response is expressed in terms of wavelength shift and power shift respectively. All 

sensing probes were reusable and their responses were reproducible. Therefore, it is necessary to 

express their correlation in more simplified form. As the vapors purged inside the gas chamber, it 

adsorbs on the sensing material and exchange the electrons with sensing material. The refractive 

index or the cavity length changes due to interaction and hence, it reflects in terms of wavelength 

shift in the interference spectrum. The temperature response of the sensor is also conducted and 

found that all the sensing probes possessed linear dependence with temperature (shown in Figure 

S10).  

Thus, the correlation of wavelength shift and power shift with respect to change in vapor 

concentration and temperature is expressed in terms of second order of matrix algorithm and is 

expressed as: 

      [
∆C
∆T

] = M-1[
∆P
∆λ 

]                                                                 (5) 

 

Where, M-1 =
1

[A22A11− A21A12]
[

A22 −A12

−A21 A11
]  and A11 ,  A12,  A21  and A22 are the matrix 

coefficients.  
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The response of G-DFPI, P-DFPI and GP-DFPI with temperature change from 30 0C to 70 0C 

is measured (Figure S10). We observed that the G-DFPI exhibits high temperature sensitivity of 

around 0.21 nm/ 0C. The P-DFPI and GP-DFPI shows temperature sensitivity of the order of 

0.068 nm/ 0C and 0.12 nm/ 0C respectively. PMMA owns high thermal expansion coefficient and 

therefore, shows response towards temperature and widely used for temperature based 

applications [78,79]. Graphene possess good thermal conducting property and hence, explored 

for temperature measurement as reported elsewhere [80,81]. Therefore, these sensing probes 

could be suitable for simultaneous measurement of VOCs concentration and temperature.  

As we observed maximum sensitivity for GP-DFPI towards acetone and therefore, the 

sensitivity response of GP-DFPI is expressed in following matrix algorithm. Thus, the sensitivity 

coefficients of GP-DFPI in terms of power shift and wavelength shift under exposure of acetone 

concentration and temperature change are given as A11= 0.010 dB/(μL/L), A12= 0.011 dB/0C for 

power shift and A21=11.62 pm/(μL/L) and A22= 120 pm/ 0C for wavelength shift respectively.                               

Therefore, equation (5) can be modified as follows:  

[
∆C
∆T

] = [
111.92 −0.0102

−10.837 0.0093
] [

∆P
∆λ 

]                                            (6) 

 

Equation 6 could be used as a performance equation of the developed sensor for the acetone 

gas under different variables such as temperature and concentration of vapor. 

In summary, we proposed a sensor based on DFPI configuration for monitoring different type 

of vapors. This sensor has significant features include a utilization of micro-fiber properties 

which modulate the interference spectrum, use of versatile nanocomposite and fast air-recovery 

obtained at room temperature. The obtained results concluded that the GP-DFPI shown much 

enhanced sensitivity as compared with G-DFPI and P-DFPI. However, an optimization of 

graphene in PMMA matrix is very important in device point of view. Therefore, further 

experiments on different concentration ratio of graphene/PMMA composite need to be 
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performed to find out optimized ratio to enhance the sensors performance and this will be our 

upcoming study. PMF is temperature sensitive due to its varied refractive index profile and 

therefore, this type of sensor could be used for simultaneous monitoring of gas concentration and 

temperature. Although, there is much scope to enhance this sensor performance further. 

Additional work could be done in the field of excitation of higher order modes by etching or 

coating the nanomaterial onto the PMF surface with varied PMF length. The response time of the 

sensor could be decreased by decreasing the film thickness of the coated material. The detection 

limit of the sensor can be increased by using high resolution OSA or spectrometer.  

 

6. Conclusions 

 

We have demonstrated a new and sensitive DFPI approach for VOCs monitoring in the 

concentration varied from 5 µL/L to 200 µL/L at room temperature. The sensor head comprises 

SMF-PMF, which is tip coated with graphene, PMMA, and graphene/PMMA composite for 

various VOCs monitoring. Owing to their superior properties such as variation in refractive 

index of graphene, swelling of PMMA polymer and simultaneous change in their refractive 

index and swelling of graphene/PMMA composite makes it more attractive for sensing various 

kinds of VOCs such as acetone, chloroform, toluene, methanol, ethanol and isopropanol 

respectively. All sensors response follows Langmuir-type dependence and be dependent upon the 

properties of sensing material and analyte. For all sensors, the average response and recovery 

time was around 48-52 sec and 8-12 sec which is much better than some reported sensors in 

Table 1. The details regarding sensing mechanism for each sensing material with different vapors 

along with mathematical formulation and HSP model is elaborately studied and presented. This 

nanomaterial-modified DFPI structure is very compact, reproducible and sensitive to VOCs. The 
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VOCs sensor by using this proposed configuration will be fabricated as a more accurate and 

efficient real-time gas monitoring. 

 

Supporting Information. Experimental set up (Figure S1), FTIR spectra of materials (Figure 

S2), Power shift and spectral response of G-DFPI for various vapors (Figure S3), Power shift 

and spectrum response of P-DFPI sensor towards various vapors (Figure S4), Power shift and 

spectral response of GP-DFPI for various vapors (Figure S5), Response of G-DFPI for binary 

mixture of VOCs (Figure S6), Response of P-DFPI towards binary mixture of VOCs (Figure 

S7), Response of GP-DFPI towards binary mixture of VOCs (Figure S8), Long-term stability 

study of GP-DFPI, (Figure S9), Temperature study of G-DFPI, P-DFPI and GP-DFPI (Figure 

S10). 
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Figure captions:  

Figure 1. (a) Schematic of DFPI sensor, (b) Microscopic image of PMF, and (c) image shows 

splicing of SMF with PMF.    

 

Figure 2. The electric field distribution inside the DFPI-based configurations for (a) PMMA, (b) 

graphene, (c) graphene/PMMA composite, and (d) Spatial frequency study for different DFPI 

structures. 

Figure 3. (a) Raman spectrum of graphene and graphene/PMMA composite, and (b) TGA 

spectrum of graphene, PMMA and graphene/PMMA composite. 

Figure 4. FE-SEM images of optical fiber tip coated samples and their corresponding sensing 

probe images. (a, b, c) for graphene, (d, e, f) for PMMA, and (g, h, i) for graphene/PMMA 

composite.  

Figure 5. Graphene coated DFPI sensor response in terms of its (a) Interference spectrum 

recorded with methanol, (b) Close view of its resonance dip, and (c) Wavelength shift for 

different vapors in the concentration ranging from 5 μL/L to 200 μL/L.  

Figure 6. Sensing mechanism of graphene with different VOCs gas.  

Figure 7. PMMA coated DFPI sensor response in terms of (a) Interference spectrum response 

for acetone, (b) Zoomed graph of its resonance dip, and (c) Wavelength shift for different VOCs 

in concentration ranging from 5 μL/L to 200 μL/L. 

Figure 8. Sensing mechanism of PMMA under the exposure of different VOCs. 
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Figure 9. The graphene/PMMA coated DFPI sensor response in terms of (a) Spectral response 

for acetone gas, (b) Zoomed graph of its resonance dip, (c) Wavelength shift for different VOCs 

in concentration varied from 5 μL/L to 200 μL/L. 

Figure 10. Sensing mechanism of graphene/PMMA interaction with different VOCs. 

Figure 11. (a) GP-DFPI spectral response towards mixture of VOCs, (b) Zoomed graph of its 

resonance dip; The Sensor response of G-DFPI, P-DFPI and GP-DFPI in terms of (c) 

Wavelength shift vs concentration and (d) Power shift under the exposure of mixture of VOCs in 

concentration from 5 μL/L to 200 μL/L. 

Figure 12. Response of G-DFPI, P-DFPI and GP-DFPI in terms of wavelength shift towards 

various binary mixtures of concentration varies from 5 μL/L to 200 μL/L. 

Figure 13. Selectivity response of individual G-DFPI, P-DFPI and GP-DFPI sensors under the 

exposure of different volatile gases at 200 μL/L. 

Figure 14. (a) Time response of all sensors to acetone gas in concentration ranging from 5 μL/L 

to 200 μL/L, (b) Time response of all sensors at 5 μL/L and (c) at 200 μL/L of acetone vapor, (d) 

Repeatability of GP-DFPI sensor towards acetone gas at 200 μL/L, (e) Average response and 

recovery time of all the sensors at 200 μL/L towards acetone (f) Response and recovery time of 

all sensors under the exposure of acetone in concentration from 5 μL/L to 200 μL/L. 
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Fig. 4.  
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Fig. 8.  
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Fig. 9.  
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Fig. 10.  
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Fig. 11.  
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Fig. 12.  
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Fig. 13.  
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Fig. 14.  
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Table 1. Reported nanomaterials (graphene, MOXs, polymer) coated optical fiber sensors for 

detection of various VOCs. 

 

Materials and 

type of fiber 

 

Sensing 

configuration  

 

VOCs type  

 

Film 

deposition 

technique 

 

Sensing 

range 

 

Sensitivity 

(S) 

 

Response 

time / 

Recovery 

time 

rGO coated on 

side polished 

SMF [[29]] 

Transmission 

mode 

Toluene Evaporation 

deposition  

40-196 

ppm 

0.003667 

dB/ppm 

4.26 min. /  

4.26 min. 

GO coated PM 

microfiber [[18]]  

Evanescent  

(Transmission 

mode) 

Ethanol Drop casting 0-80 ppm 0.138 nm/ppm 6.1 min./- 

GO coated on 

unclad PMMA 

fiber [[30]] 

Transmission 

mode 

Methanol Dip coating 0-500 

ppm 

-0.20 

counts/ppm 

NA 

GO coated onto 

FBG/ SMF 

[[37]] 

Transmission 

mode 

Ethanol Drop casting 0-100 % 0.45 nm/%C NA 

SWCNTs coated 

on unclad  

PMMA fiber 

[[31]] 

Transmission 

mode 

Methanol Dip coating 0-500 

ppm 

~40 counts 

@500 ppm 

110 min. / 

50 min. 

CNT coated on 

tapered MMF 

[[35]] 

FPI 

(Reflection 

mode) 

Ethanol Drop casting 5-20% 0.1441 

/vol% 

50 s /  

53 s  

ZnO coated on 

unclad MMF 

[[33]] 

Evanescent  

(Radiation mode) 

Ethanol Dip coating 0-500 

ppm 

56x10-3 /kPa ~11 min. /  

~8 min. 

ZnO nanowires 

coated on unclad 

MMF [[32]] 

Transmission 

mode 

Ethanol Magnetron 

sputtering 

50-500 

ppb 

~ Ra/Rg = 1.4 66.33 min. / 

4.53 min. 

V2O5 and WO3 

coated on unclad 

PMMA fiber 

[[34]]  

Transmission 

mode 

Methanol  

 

Dip coating 0-500 

ppm 

56x10-3 /kPa 

59x10-3 /kPa 

40 min. /  

39 min. 

LPGs modified 

with 

(PAH/SiO2)8 

[[38]] 

Transmission 

mode 

Acetone, 

Chloroform, 

Toluene 

Electrostatic 

self-assembly  

298,000 

ppmv, 

210,000 

ppmv, 

28,000 

ppmv 

Wavelength 

shift = 0.35 

nm, 0.58 nm, 

0.24 nm 
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TiO2/GO coated 

tip of the MMF 

[[36]]  

GMR-based 

(Transmission 

mode) 

Ethylene e-beam 

evaporation 

0-909 

ppm 

0.92 pm/ppm NA 

PDMS coated 

FBGs [[39]] 

Evanescent  

(Transmission 

mode) 

Acetone NA NA 1.63 x 10-3 

nm/% 

12 min. / 23 

min. 
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Table 2: The HSP parameters of PMMA and various VOCs. 

Polymer and VOCs δd δp δh Ra R0 RED = Ra/R0 

PMMA 17.9 10.1 5.4 - 11 - 

Acetone 15.5 10.4 7.0 5.06  0.46 

Chloroform 17.8 3.1 5.7 7.00 0.63 

Toluene 18.0 1.4 2.0 9.34 0.84 

Isopropanol 15.8 6.1 16.4 12.43 1.13 

Ethanol 15.8 8.8 19.4 15.23 1.38 

Methanol 15.1 12.3 22.3 17.93 1.63 
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Abstract—The rampant increase in the number of available cy-
ber attack vectors and the frequency of cyber attacks necessitates
the implementation of robust cybersecurity systems. Malicious
websites are a significant threat to cybersecurity. Miscreants
and hackers use malicious websites for illegal activities such as
disrupting the functioning of the systems by implanting malware,
gaining unauthorized access to systems, or illegally collecting
personal information. We propose and implement an approach
for classifying malicious and benign websites given their Uniform
Resource Locator (URL) as input. Using the URL provided by the
user, we collect Lexical, Host-Based, and Content-Based features
for the website. These features are fed into a supervised Machine
Learning algorithm as input that classifies the URL as malicious
or benign. The models are trained on a dataset consisting of
multiple malicious and benign URLs. We have evaluated the
accuracy of classification for Random forests, Gradient Boosted
Decision Trees and Deep Neural Network classifiers. One loophole
in the use of Machine learning for detection is the availability of
the same training data to the attackers. This data is exploited by
the miscreants to alter the features associated with the Malicious
URLs, which will be classified as benign by the supervised
learning algorithms. Further, owing to the dynamic nature of
the malicious websites, we also propose a paradigm for detecting
and countering these manually induced concept drifts.

Index Terms—URL Feature Extraction, Malicious Website
Detection, Concept Drifts, Feature Vectors, Gradient Boosted
Trees, Random Forest, Feedforward Neural Networks

I. INTRODUCTION

We have witnessed an exponential growth in the number of
users browsing the web. This is due to several reasons such as,
for example, majority of businesses shifting online, an increase
in usage of highly reliable cloud storage and computation
devices, and availability of high-speed connectivity to the in-
ternet across the globe including remote areas at low prices. As
systems get connected to the internet, they become vulnerable
to a wide range of cyber threats such as spam-advertising,
financial fraud, malware implanting, and information theft.
Malicious websites are the primary attack vector used by
hackers for propagating these attacks. Miscreants provide these
URLs as baits to naive users who are unable to distinguish
between malicious and benign websites, which necessitates the
development of robust solutions for validating an unfamiliar
URL or suspicious website.

A variety of methodologies have been proposed and de-
ployed for detecting websites as well as mitigating the cyber

attacks. One of the most widely used approaches is to maintain
a centralized blacklist of suspicious as well as malicious
sites, IP addresses, and domains [5]. The solution, though
elegant and straightforward, is not scalable as it is tedious or
impossible to validate and maintain a list of all these websites.

To overcome the scalability issues, we propose a system
for automatic feature extraction and real-time classification
using the input URL. Singh et al. [13] analyse the effectiveness
of various machine learning attributes for detecting malicious
websites. However, their work is limited to the use of Host-
Based and Content-Based features. In our approach, we extract
the Lexical features along with Host-Based, and Content-
Based features and store these attributes as feature vectors
for each URL. We feed these feature vectors as input to the
supervised learning algorithm, which classifies these URLs as
malicious or benign. The supervised learning algorithms used
in our study are Random Forests, Gradient Boosted Trees,
and Feed Forward Neural Networks. Our models are trained
on a list of malicious and benign URLs curated from a variety
of sources. While the proposed approach is agnostic to a
variety of attacks and is scalable, it does not conform to the
dynamic nature of websites. Miscreants who have access to
the same training data and are capable of identifying patterns
in detection algorithms attempt to alter certain features of
malicious sites with the motive of bypassing the security. The
scenario where the relation between the input data and the
target variable changes over time is referred to as Concept
Drift [8]. Tan et al. [7] propose machine learning techniques
such as Linear Support Vector Machines, Logistic Regression,
Random Forests, and Naive Bayes for detecting malicious
websites along with statistical method for detecting Concept
Drifts in websites. In this paper, we define a novel approach for
detecting concept drifts by computing the distance between old
and new feature space. The novelty of our proposed approach
lies in the use of Neural Networks for detecting Malicious
websites.

II. DATASET

In an effort to validate our approach, we collect a set of
malicious URLs and a set of benign URLs. For each URL in
both the datasets, we extract the features listed in Table I.
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We then pre-process these features to be suitable for our
supervised learning models.

• Phase 1: Data Collection: We used the following public
blacklists to collect malicious URLs: PhishTank [12], a
collaborative platform operated by OpenDNS to distribute
and verify phishing websites and Malware Domain List
(MDL) [1], which maintains an archive of malware-
infected websites. Benign URLs are retrieved from ma-
jestic.com [9], which lists the top one million URLs with
the most referring subnets. Our final dataset has a total
of eighty thousand unique URLs, out of which forty
thousand are malicious, and the remaining forty thousand
are benign.

• Phase 2: Feature Extraction: We categorize the URL
features into three groups: lexical, host-based, and
content-based. For host-based and content-based, we use
the features which are considered to be important by
Singh et al. [13]. We also include lexical based features,
which have been known to improve the performance of
the classifier [2] [3].

– Lexical Features: Lexical features are extracted
from the URL (Uniform Resource Locator) string.
The idea is to classify a malicious website from a
benign one by identifying the differences in various
aspects of their URL strings.
∗ URL Length: Length of the Uniform Resource

Locator.
∗ Host Length: Length of the hostname.
∗ Host token count: Number of tokens in the host-

name delimited by (”.”).
∗ Path Length: Length of the pathname.
∗ Number of symbols: Number of special characters

such as ’&’, ’%’, ’$’, ’#’, ’’̄, etc.
– Host-Based Features
∗ Location: The Geographical location of the web-

site is determined from the IP address through the
GeoIP database.

∗ Autonomous System Number: This is a unique
number that is available globally to identify an au-
tonomous system and which enables the system to
exchange exterior routing information with other
neighbouring autonomous systems.

– Content-Based Features: Content-Based features
are obtained by analysing the HTML and the
JavaScript code of the website.
∗ HTTPS Enabled: The presence of the Secure

Socket Layer (SSL) protocol ensures that the
website has a basic level of privacy and integrity
[4].

∗ Applet Count: The number of java applet tags.
Java applets are used to perform malicious ex-
ploits [15].

∗ Presence of Eval() function: Eval() function is
used to generate malicious code at runtime, which
prevents detection [6].

Feature Description
URL Length Length of the Uniform Resourse Locator
Host Length Length of the hostname.

Host Token Count Number of tokens in the hostname (delimited by ’.’)
Path Length Length of the pathname.

Number of symbols Number of special characters like ”, ’%’, ’$’, ”, ’=’, etc.
Location Geographical Location of the website

ASN Autonomous System Number of the website
HTTPS Enabled Presence of Secure Socket Layer

Applet Count Number of Java Applet tags
Eval() function Presence of eval() function

XHR Number of XHR tags
Popups Presence of windows.open() function

Redirection Check if the website redirects
unescape() function Presence of unescape() function

TABLE I: Summary of features extracted from the URL

∗ Count of XML HTTP Requests (XHR) tag: XHR,
although being at the core of AJAX, can be used
to inject malicious exploits. The number of XHR
tags is stored as a numerical value.

∗ Presence of popups: The windows.open() function
is generally used for advertisements, but can also
be used to inject malicious code.

∗ Redirection: Redirection in a website can be used
as a means to redirect from a benign URL to a ma-
licious one [10]. Redirection is checked through
the Requests library in python, and the result is
stored as a boolean variable.

∗ Presence of unescape() function: The unescape()
function is usually used for decoding encoded
malicious code [11].

Table I provides a summary of all the aforementioned
features.

III. PROPOSED FRAMEWORK

In this section, we define the design of our proposed
framework which classifies the website as malicious or benign.
Further, the system is equipped with the ability to retrain the
supervised machine learning model in the presence of concept
drifts. Our system consists of three modules, namely feature
extraction, supervised learning and concept drift detection. The
high-level architecture of the system is shown in Figure 1.

• Feature extraction: This module makes use of open-
source python libraries such as Requests, WHOIS, Beau-
tifulSoup and open-source GeoIP database to extract
features from a given URL. All the features given in
Table I are obtained using this module.

• Supervised Learning model: This module is responsible
for training the supervised learning model followed by
predicting the degree of maliciousness for unseen URLs.
We analysed three algorithms, namely Gradient Boosted
Trees, Random Forest and Feedforward Neural Networks
as candidates for our learning model.

– Gradient Boosted Trees: Gradient boosting is a
machine learning technique which uses an ensemble
of decision trees to form the prediction model. It
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Fig. 1: System Architecture

sequentially builds the model such that the succeed-
ing predictors can learn from the mistakes of the
preceding predictors

– Random Forest: Random Forest is a machine learn-
ing technique used for classification and regression,
which is an ensemble of decision trees. It uses
bagging and feature randomness for creating a forest
of uncorrelated trees having accuracy higher than the
individual trees.

– Feedforward Deep Neural Networks: This is an
artificial neural network where links between the
different layers do not form a cycle. Thus, in this
network, data only moves in the forward direction.

• Concept Drift Detection: One shortcoming of our model
is that hackers and miscreants are aware of the stan-
dard features that are obtained from the URL. Hence,
this provides them with the opportunity to modify the
properties of malicious URLs to escape detection. This
phenomenon, where the relationship between the input
data and the target variable changes over time, is referred
to as concept drift [8].
We propose an algorithm to detect concept drifts in real-
time efficiently. During concept drift detection, we again
collect the feature vectors for all the malicious and benign
URLs in our training dataset. The algorithm focuses on
finding the difference in data distribution between the old
training data and the newly collected feature vectors data.
For every malicious URL in the new training dataset,
we find the least distant malicious URL feature vector
in the old dataset. We repeat the same procedure for all
the benign URLs in the new dataset. If the average of
all the distances calculated for this time period is more
than a pre-set threshold value, then we claim that concept

drift has occurred. We use the Heterogeneous Euclidean-
Overlap Metric (HEOM) [14] for calculating the distance
between two feature vectors. HEOM has been known to
perform well with vectors consisting of both numerical
and categorical attributes, hence it fits perfectly with
the dataset discussed in the paper. Once concept drift is
detected, we retrain our supervised learning model on the
new data to improve the model’s ability to detect URLs
with manipulated features. Occurrence of a concept drift
can also be validated by a steep fall in the accuracy of
our classification model on our validation set.

Algorithm 1 Concept Drift Detection

1: Inputs:
2: Mal old ← Array of feature vectors for all malicious

URLs (in training data) created before concept drift
3: Ben old ← Array of feature vectors for all benign URLs

(in training data) created before concept drift
4: Mal new ← Array of feature vectors for all malicious

URLs (in training data) created after concept drift
5: Ben new← Array of feature vectors for all benign URLs

(in training data) created after concept drift
6: Ouput:
7: 1 : Concept Drift detected
8: 0 : No Concept Drift detected
9: Algorithm:

10: total distance ← 0
11: total count ← 0
12: for each item e in Mal new do
13: distance ← infinite
14: for each item f in Mal old do
15: distance ← min(distance, HEOM(e,f))
16: end for
17: if distance != 0 then
18: total distance ← total distance + distance
19: total count ← total count + 1
20: end if
21: end for
22: for each item e in Ben new do
23: distance ← infinite
24: for each item f in Ben old do
25: distance ← min(distance, HEOM(e,f))
26: end for
27: if distance != 0 then
28: total distance ← total distance + distance
29: total count ← total count + 1
30: end if
31: end for
32: mean distance ← total distance / total count
33: if mean distance > threshold then
34: return 1
35: end if
36: return 0
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IV. EVALUATION

We first evaluate the performance of our supervised clas-
sification algorithms in detecting malicious websites. Table II
provides an overview of the classification performance ob-
tained on our test set for three algorithms. To evaluate the
performance, we used the following metrics:

Accuracy =
TP + TN

TP + TN + FP + FN
,

Precision =
TP

TP + FP
,

Recall =
TP

TP + FN
.

Where TP, TN, FP and FN denotes the number of True
Positives, True Negatives, False Positives and False Negatives
respectively. We observe that Gradient Boosting Algorithm is
the most effective in classifying malicious and benign URLs
with an accuracy of 96.4% for a maximum depth (longest path
from root to leaf for any estimator tree in the ensemble) of 4.
Figure 2 depicts the trends in accuracy achieved by Gradient
Boosting for different hyperparameters. As illustrated in the
figure, we observe that for fewer estimators in the ensemble,
the accuracy is low due to underfitting. The accuracy increases
with an increase in the number of estimators reaching a
maximum value of 96.4% for 80 estimators. Thereafter, the
accuracy falls steeply due to overfitting on the training dataset.
We observe that the effectiveness of these algorithms in
detecting malicious website begins to decrease when a concept
drift occurs. In order to assess the performance of the concept
drift detection algorithm, we create an artificial concept drift
in our dataset. We start interchanging the target labels of
our data such that a fraction of the malicious URLs become
benign, and the respective benign URLs become malicious. We
interchange the labels of 10% of the URLs in the database and
then apply our algorithm to the artificial dataset. Our detection
algorithm returns a value of 0.32, which is higher than our
pre-set threshold value of 0.20. Thus, we can claim that our
algorithm is able to successfully recognize concept drifts.

Fig. 2: Accuracy curve for Gradient Boosted Decision Trees
at Maximum Depth 4

Model Accuracy(%) Precision(%) Recall(%)
Random Forest 93 92.4 91.8

Gradient Boosting 96.4 96.2 96.3
Neural Network 95.4 94.5 93.8

TABLE II: Classification performance for different supervised
learning models

V. CONCLUSION

In this paper, we have proposed a robust and novel
approach for assisting users in detecting malicious and
harmful websites and URLs. The dataset used for training
and testing has been curated from a variety of sources. Our
algorithm achieves a superior accuracy of 96.4% on the test
dataset. We have proposed a novel approach for detecting and
mitigating attempts by attackers for circumventing malicious
website detection algorithms. Results show that the proposed
algorithm is able to successfully detect concept drifts.
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Microstates-based resting frontal 
alpha asymmetry approach for 
understanding affect and approach/
withdrawal behavior
Ardaman Kaur1,2, Vijayakumar chinnadurai1* & Rishu chaujar2

The role of resting frontal alpha-asymmetry in explaining neural-mechanisms of affect and approach/
withdrawal behavior is still debatable. the present study explores the ability of the quasi-stable resting 
EEG asymmetry information and the associated neurovascular synchronization/desynchronization in 
bringing more insight into the understanding of neural-mechanisms of affect and approach/withdrawal 
behavior. For this purpose, a novel frontal alpha-asymmetry based on microstates, that assess 
quasi-stable EEG scalp topography information, is proposed and compared against standard frontal-
asymmetry. Both proposed and standard frontal alpha-asymmetries were estimated from thirty-nine 
healthy volunteers resting-EEG simultaneously acquired with resting-fMRI. Further, neurovascular 
mechanisms of these asymmetry measures were estimated through EEG-informed fMRI. Subsequently, 
the Hemodynamic Lateralization index (HLi) of the neural-underpinnings of both asymmetry measures 
was assessed. Finally, the robust correlation of both asymmetry-measures and their HLI’s with PANAS, 
BIS/BAS was carried out. The standard resting frontal-asymmetry and its HLI yielded no significant 
correlation with any psychological-measures. However, the microstate resting frontal-asymmetry 
correlated significantly with negative affect and its neural underpinning’s HLI significantly correlated 
with Positive/Negative affect and BIS/BAS measures. Finally, alpha-BOLD desynchronization was 
observed in neural-underpinning whose HLI correlated significantly with negative affect and BIS. 
Hence, the proposed resting microstate-frontal asymmetry better assesses the neural-mechanisms of 
affect, approach/withdrawal behavior.

Understanding the neural mechanisms associated with functional hemispheric asymmetry of affect, approach/
withdrawal measures is one of the core focuses in neuroscience. Numerous studies revealed an association of 
functional hemispheric asymmetry with positive/negative affect and approach/withdrawal dichotomy. This link-
age was initially observed in many studies where left hemispheric lesion affected the perception of positive emo-
tions whilst damage to the right hemisphere impaired the perception of negative emotions1–3. Subsequently, there 
was a surge in elucidating the role of frontal hemispheric asymmetry based on the alpha signature of electroen-
cephalography (EEG) in manifesting the individual differences in affect and approach/withdrawal measures4–6. 
Davidson et al.7–9, in their studies, suggested the lateralization of the prefrontal cortex (PFC) with respect to 
positive/motivational valence. Thus, the right PFC was observed to be linked with avoidance/negative emotion 
and left PFC with approach/positive emotion. Nevertheless, Carver and Harmon-Jones10 showed the association 
of left hemisphere with negative emotion anger and thus proposed to eliminate the differentiation of positive and 
negative valence from the affective model. Subsequently, a larger number of studies concentrated on EEG frontal 
asymmetry through the induction of emotional/motivational states or tasks to understand the neural mecha-
nisms associated with the evoked approach/withdrawal behavior11–18 and other specific tasks19. This has led to 
ample literature which examined alterations in frontal EEG asymmetry in clinical and healthy populations20–28.

Although the aforementioned studies have proved EEG based frontal asymmetry assessment as a reliable 
indicator of affect, approach/withdrawal behavior during emotional tasks, it’s validity in healthy individuals dur-
ing resting still remains ambiguous. In one large resting EEG study, Tomarken et al.29,30 revealed a significant 
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negative correlation of resting Frontal asymmetry (FA; channel pair: F4, F3) with negative affect and positive 
correlation of resting Anterior Temporal Asymmetry (ATA; channel pair: T4, T3) with positive affect for female 
subjects. Jacobs and Snyder31, in their study, revealed the negative correlation of resting Frontal Temporal 
Asymmetry (FTA; channel pair: F8, F7) with negative affect in men, further Hall and Petruzzello32 showed that 
resting FA positively predicted the positive affect of both sexes. Pertaining to approach and withdrawal measures, 
studies by Harmon-Jones and Allen33 and De Pascalis et al.34 reported a significant positive correlation of 
approach measure, Behavioral Activation System (BAS) with resting FA. The aforementioned studies are in sync 
with the hypothesis that positive affect correlates positively with alpha asymmetry α α−lpha lpha(ln( ) ln( ))Right Left  
and links to the left hemisphere, howbeit negative affect correlates negatively with the same and associates with 
the right hemisphere. Conversely, in another study35, absolutely no significant relationship was observed between 
resting FA and measures of positive and negative valence for both sexes. Similarly, Schneider et al.36 observed an 
absence of correlation between resting alpha FA and measures of approach/withdrawal behavior. In contradiction 
to the above hypothesis, Hagemann et al.37 showed that subjects exhibiting greater relative left-hemispheric rest-
ing cortical activation at the anterior temporal site reported more intense NA in response to negative stimuli. 
Further, in the same line of research38, it was found that subjects scoring high on NA, demonstrated greater rela-
tive left-sided resting cortical activation at the anterior temporal region than subjects scoring low on NA.

Most findings of the aforementioned literature are based on two fundamental assumptions. Firstly, the above 
studies assume the acquired EEG to possess only stable cognitive information. Hence, these studies correlate 
the single session EEG information directly with affect and approach/ withdrawal measures. However, many 
studies29,39 revealed that the stable EEG patterns across previous sessions showed the interrelation of affect and 
approach/ withdrawal measures with frontal alpha asymmetry. This brings the importance of assessing the stable 
EEG patterns and information from single session recordings as unstable EEG information may be influenced by 
interference from many cognitive factors. Recent EEG studies of wakeful rest have shown that global electrical 
brain activity on scalp remains semi-stable for transient periods40,41. In specifics, there exists a finite number of 
scalp potential topographies in spontaneous resting EEG activity that remains stable for a definite time before rap-
idly shifting to a different topography that once again attains a stable state. These distinct epochs of topographic 
stability have been referred to as ‘EEG microstates’. Lehman et al.42 substantiated that EEG microstates represent 
blocks of consciousness, and these microstates are modulated by the content of the thoughts. Additionally, Milz 
et al.43 postulated the role of intracranial sources in the alpha band in predominantly determining these EEG 
microstate topographies. Further, Shafi et al.44, in their study, highlighted the role of microstates in individual 
variability of human fluid intelligence and in response to cognitive training. Howbeit, there is no study to date 
that has explored the quasi-stable state as assessed by EEG microstates for understanding frontal hemispheric 
asymmetry. Also, their ability over standard EEG frontal asymmetry in explaining affect and approach/with-
drawal dichotomy is still unmapped.

Further, the second important assumption is that EEG alpha power is inversely45–47 related to neural activa-
tion. Hence, an increase in neural activation in the left hemisphere is associated with the increase observed in 
frontal asymmetry scores. This enables us in concluding that the positive correlation of affect and approach/
withdrawal measures with frontal asymmetry score α α−lpha lpha(ln( ) ln( ))Right Left  is the resultant of left hemi-
spherical neuronal activity and vice versa. However, recently, many neuro-vascular studies48–51 have observed 
alpha-BOLD synchronization wherein the alpha power correlates positively with neural activation during task 
engagement. Hence, there is a need to fully understand the neurovascular coupling and neural underpinning 
associated with frontal EEG asymmetry5 and how alpha-BOLD synchronization or desynchronization during 
resting-state associates with affect and approach/withdrawal behavior. Few researchers brought better under-
standing by studying the role of hemispheric asymmetry in affect, approach/avoidance behavior through func-
tional MR imaging. Rohr et al.52 concluded that the affective elements in the underlying organization of emotion 
are predominantly associated with the network of right-hemispheric regions. Lindquist et al.53 proposed that the 
implementation of valence depends on a set of valence-general limbic and paralimbic brain regions. Though the 
above studies gave significant insights, the congruence between resting-EEG frontal alpha asymmetry and 
resting-fMRI is still uncharted. This is vital for a better understanding of neuro-vascular aspects of resting frontal 
asymmetry and their association with affect and approach/withdrawal behavior.

Hence, the present study proposes an EEG microstate based approach for assessment of quasi-stable frontal 
hemispherical asymmetry measures of resting-state affect and approach/withdrawal behavior. It further aims 
to compare the performance of microstate based frontal hemispheric asymmetry against the standard resting 
EEG frontal asymmetry measures. For this purpose, resting EEG was acquired from a sample of 39 healthy male 
subjects. This multichannel resting-EEG signal from all subjects was parsed into a limited number of distinct 
quasi-stable microstates. These microstates were back-fitted to each subject’s EEG data to obtain microstate 
time-series data specific to each subject. The microstate time-series was further filtered at alpha frequency band 
and EEG microstate based frontal asymmetry measures were derived from channel pairs F4/F3 (FA) and F8/F7 
(FTA). Further, the robust correlation of both standard and EEG microstate based frontal hemispheric asymme-
try with positive/negative affect (PANAS) and approach (BAS)/withdrawal (BIS) behavior was carried out.

Moreover, the study focuses on bringing a better understanding of neural mechanisms associated with func-
tional hemispheric asymmetry of affect and approach/ withdrawal behavior during resting-state. For this pur-
pose, standard and microstates based resting EEG frontal asymmetries were subjected to the EEG informed 
fMRI approach and the associated neural underpinning of both EEG frontal asymmetries were independently 
estimated. Thereafter, the hemodynamic lateralization index (HLI) based on the amplitude of hemodynamic 
response function (HRF) of regions part of the neural underpinning of both EEG frontal asymmetries were 
assessed. Further, the estimated HLI was subjected to a robust correlation with resting-state affect and approach/ 
withdrawal psychological scores. Finally, the results were analyzed to understand the ability of proposed EEG 
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microstate estimates in revealing neural-vascular insights of association of functional hemispherical asymmetry 
with resting-state affect and approach/ withdrawal behavior.

Results
Our study focused on exploring the ability of quasi-stable EEG microstate based frontal alpha hemispherical 
asymmetry measures against standard EEG frontal alpha asymmetry measures in explaining the resting state 
affect and approach/ withdrawal behavior for healthy young male volunteers during 1-time measurement. The 
standard alpha topographic maps (CSD referenced) and microstate alpha topographic maps are shown in Fig. 1. 
Evidently, the maps of standard alpha topography (CSD referenced) in Fig. 1b reveal the typical parietal-occipital 
alpha activity for eyes-closed resting-state condition54,55. However, the parietal-alpha activity is typical of standard 
alpha topographic maps and has not been observed and reported by any researchers in microstate alpha topo-
graphic maps so far. For assessing the association of EEG microstate based frontal hemispheric asymmetry with 
affect and approach/withdrawal behavior, robust correlation of PANAS and BAS, BIS measures with standard and 
EEG microstate FA and FTA was estimated. Subsequently, to better understand the neural mechanisms underly-
ing the proposed microstate and standard hemispherical asymmetry measures, they were subjected to the EEG 
informed fMRI, and their neural underpinnings were estimated. Further, to gain insights into the hemodynamic 
lateralization associated with the neural underpinnings and its linkage with affect and approach/withdrawal 
measures, HLI of both asymmetry measures neural underpinnings’ was calculated and subsequently subjected to 
the robust correlation with PANAS and BAS, BIS measures.

Robust correlation of frontal hemispherical asymmetry measures with psychological meas-
ures. The robust correlation (Pearson, bend, spearman, and skipped) of proposed microstate and standard 
frontal hemispheric asymmetry measures with PANAS, BIS/BAS psychological scores are tabulated in Table 1.

Standard FA and FTA revealed no statistically significant correlation with PANAS as well as BIS/BAS meas-
ures. Similarly, proposed microstate based FA and FTA yielded insignificant low correlation with positive affect 
score.

Howbeit, negative affect scores revealed a strong and significant correlation with proposed microstate based 
FA and FTA. Specifically, microstates based FA yielded high pearson, bend and spearman correlations (Fig. 2a: 
pearson r = 0.35, 95% CI = [0.07; 0.58], pcorr = 0.04; Fig. 2b: bend r = 0.33, 95% CI = [−0.02; 0.61], pcorr = 0.05; 
Fig. 2c: spearman r = 0.36, 95% CI = [0.04; 0.62], pcorr = 0.03). Similarly, skipped pearson and spearman robust 
correlations of microstates based FA with negative affect scores has also yielded stronger correlations (Fig. 2d: 
pearson skipped = 0.35, 95% CI = [0.04; 0.57]; spearman skipped = 0.36, 95% CI = [0.005; 0.62]). In addition, a 
strong robust pearson, bend and spearman correlation of microstates based FTA with negative affect scores was 
observed (Fig. 3a: pearson r = 0.42, 95% CI = [0.13; 0.67], pcorr = 0.01; Fig. 3b: Bend r = 0.42, 95% CI = [0.05; 

Figure 1. Topographic EEG maps of spectral power density for the alpha band for. (a) Proposed microstate 
based analysis and. (b) Standard analysis (CSD referenced). The color bar represents the log-transformed 
spectral power density (10*log10 (µv2/Hz)) where red represents the maximum and blue represents the 
minimum values.
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0.70], pcorr = 0.01; Fig. 3c: spearman r = 0.38, 95% CI = [0.02; 0.68], pcorr = 0.02). Skipped (pearson and spear-
man) correlations among microstates-derived FTA and negative affect scores has also yielded stronger correla-
tions (Fig. 3d: Pearson skipped = 0.42, 95% CI = [0.14; 0.67]; Spearman skipped = 0.38, 95% CI = [0.04; 0.68]).

EEG alpha frontal 
asymmetry Channel pair

Behavioral 
measure

Pearson Correlation Bend correlation Spearman correlation

Skipped correlation

Pearson Spearman

r p r p r p r t r t

Standard

F4/F3 (FA)

Positive affect 0.22 0.21 0.2 0.23 0.09 0.54 0.22 1.27 0.09 0.54

Negative affect −0.1 0.54 −0.04 0.8 −0.05 0.75 −0.1 −0.6 −0.05 −0.31

BAS −0.25 0.37 −0.16 0.56 −0.17 0.56 −0.25 −0.92 −0.17 −0.59

BIS −0.03 0.9 0.09 0.75 0.09 0.73 −0.03 −0.12 0.09 0.34

F8/F7 (FTA)

Positive affect 0.03 0.83 −0.11 0.52 −0.12 0.47 0.03 0.21 −0.12 −0.73

Negative affect −0.05 0.75 0.01 0.92 −0.004 0.97 −0.05 −0.31 −0.004 −0.02

BAS 0.18 0.52 0.17 0.55 0.13 0.65 0.18 0.65 0.13 0.46

BIS −0.14 0.62 −0.14 0.61 −0.3 0.28 −0.14 −0.5 −0.3 −1.12

Microstates

F4/F3 (FA)

Positive affect 0.03 0.84 0.08 0.61 0.12 0.46 0.03 0.2 0.12 0.73

Negative affect 0.35 0.04 0.33 0.05 0.36 0.03 0.35 2.13 0.36 2.2

BAS −0.09 0.74 −0.04 0.86 0 1 −0.09 −0.32 0 0

BIS −0.3 0.29 −0.41 0.14 −0.28 0.32 −0.3 −1.09 −0.28 −1.01

F8/F7 (FTA)

Positive affect 0.0003 0.99 −0.01 0.91 −0.01 0.92 0.0003 0.0018 −0.01 −0.09

Negative affect 0.42 0.01 0.42 0.01 0.38 0.02 0.42 2.64 0.38 2.34

BAS −0.17 0.54 −0.18 0.52 −0.18 0.53 −0.17 −0.62 −0.18 −0.64

BIS −0.32 0.25 −0.45 −1.7 −0.33 −1.22 −0.32 −1.19 −0.33 −1.22

Table 1. Robust correlation (Pearson, bend, spearman and skipped) of standard and proposed microstate based 
frontal hemispheric asymmetry measures with psychological scores.

Figure 2. Correlation plots between negative affect scores and microstate based FA (F4/F3) and associated 
histograms of correlations for bootstrapped data. (a) Pearson correlation. (b) 20% Bend correlation. (c) 
Spearman correlation. (d) Skipped (Pearson and Spearman) correlations.
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However, BAS measures yielded a statistically insignificant low correlation with proposed microstate asym-
metry. The analysis with BIS measures for both FA and FTA revealed high correlation, but the p-values remained 
insignificant.

eeG informed fMRi analysis. The proposed microstate and standard hemispherical asymmetry meas-
ures were subjected to the EEG informed fMRI analysis to assess their neural underpinnings, respectively. The 
observed neural underpinnings were inferred with FDR corrected p-values less than 0.05, and a cluster size of 
more than 20 voxels were considered for analysis.

neural underpinnings of standard hemispheric asymmetry. Neural underpinnings of standard FA 
encompassed right as well as left-hemispheric regions (Fig. 4a). Table 2 comprises of these areas, their peak coor-
dinates, and cluster size. Specifically, in the right hemisphere, EEG frontal asymmetry negatively correlated with 
BOLD activity in occipital cortex with major clusters in lateral occipital cortex and occipital pole. Additionally, 
BOLD activity in temporal cortex also correlated negatively with standard FA. However, BOLD of parietal cortex 
regions, particularly postcentral gyrus, correlated positively with standard FA. Withal, in the left hemisphere, 
standard FA correlated positively with BOLD activity in the postcentral gyrus. However, activity in the occipital 
fusiform gyrus and temporal lobe regions correlated negatively with this alpha asymmetry measure. Majority of 
frontal lobe regions correlated negatively. However, superior frontal gyrus correlated positively (high t-value as 
compared to the right hemisphere) with standard FA.

Figure 4b shows the neural underpinnings of standard FTA. Both right and left hemispheres revealed positive 
as well as negative correlations between BOLD activity and standard FTA (Table 3). In the right hemisphere, 
BOLD activity in occipital lobe regions (cuneal cortex, lingual gyrus, and superior division of lateral occipital 
cortex) correlated negatively with standard FTA. Major clusters in the frontal lobe, specifically frontal pole, and 
activity in precuneus cortex also found a negative correlation with this frontal asymmetry index. In the left hem-
isphere, standard FTA correlated negatively with BOLD activity in Inferior frontal gyrus. Few clusters in parietal, 
occipital and temporal pole also correlated negatively with standard FTA. The neural underpinnings of standard 
FA showed left-hemispheric dominance whilst FTA revealed right-hemispheric dominance.

neural underpinnings of microstate based eeG asymmetry. Right and left-lateralized neural under-
pinnings of microstate based FA are shown in Fig. 5a. A complete list of activation clusters is provided in Table 4. 
In the right hemisphere, microstate based FA correlated negatively with BOLD activity in the frontal medial 
cortex and frontal pole regions of the frontal lobe. Similarly, BOLD activity in the posterior division of cingu-
late gyrus has also correlated negatively. However, few clusters in the frontal lobe, occipital lobe, and temporal 

Figure 3. Correlation plots between negative affect scores and microstate based FTA (F8/F7) and associated 
histograms of correlations for bootstrapped data. (a) Pearson correlation. (b) 20% Bend correlation. (c) 
Spearman correlation. (d) Skipped (Pearson and Spearman) correlations.
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pole revealed a positive correlation with microstate FA. In the left hemisphere, resting-state microstate based FA 
correlated positively with major clusters in all lobes with frontal lobe having the maximum cluster extent. This is 
evident as microstates are known to represent the global brain activity.

Figure 5b shows the neural underpinnings in both right and left hemispheres for resting-state microstate 
based FTA. Table 5 comprises of these areas, their peak coordinates, and cluster size. In the right hemisphere, 
activity in the frontal lobe and limbic lobe regions correlated negatively with this EEG alpha asymmetry. BOLD of 
specific regions of the parietal lobe (Angular gyrus) and temporal lobe (Planum temporale) correlated negatively 
with microstate based FTA. Pertaining to the left hemisphere, activations in the frontal lobe and limbic lobe (a 
posterior division of cingulate gyrus) correlated negatively with microstate based FTA. Negative correlation also 
emanated from BOLD activity in specific regions of the parietal lobe (Angular gyrus, Superior parietal lobule) 
and lateral occipital cortex of occipital lobe. The neural underpinnings for microstate based FA and FTA showed 
left-hemispheric dominance.

Robust correlation of HLI with PANAS, BIS/BAS measures. The correlation and p-values for all the signif-
icant results obtained for this analysis are tabulated in Table 6. The robust correlation between negative affect measure 
and HLI of neural underpinnings of microstate frontal alpha asymmetry yielded a significantly strong negative cor-
relation in the anterior division of the middle temporal gyrus. Further, superior frontal gyrus emerged as the positive 
correlate for correlation among positive affect scores and HLI pertaining to neural underpinnings of microstate alpha 
asymmetry. Moreover, the correlation of BIS measure with HLI pertaining to neural underpinnings of microstate fron-
tal alpha asymmetry yielded a significantly strong positive correlation in inferior frontal gyrus (pars triangularis) and 
frontal medial cortex. Further, the HLI of occipital fusiform gyrus correlated negatively with BAS measure.

Figure 4. Surface rendered view of neural underpinnings of standard. (a) FA (channel pair F4/F3). (b) FTA 
(channel pair F8/F7). The color bar indicates the t-values with blue being the least and red being the highest. 
The activations are represented at FDR corrected p < 0.05.
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However, the robust correlation between negative affect measure and HLI of neural underpinnings of stand-
ard frontal alpha asymmetry yielded low and insignificant correlation with all cortical regions. Whilst correlation 
of positive affect scores with HLI pertaining to standard alpha asymmetry revealed a significant positive cor-
relation with the insular cortex. Further, the correlation of BAS and BIS measures with HLI revealed a low and 
insignificant correlation with all cortical regions pertaining to standard alpha asymmetry.

Robust correlation among frontal hemispherical asymmetry measures. Figure 6 shows the 
Pearson robust correlation of proposed microstate frontal hemispheric asymmetry with standard frontal hemi-
spheric asymmetry measures. Proposed microstate based FA and FTA yielded insignificant low correlation with 

Cluster Center Region Cluster No. Voxels MNI Coordinates T-Stats

Right Hemispheric Activations

Frontal Lobe

Superior frontal gyrus 1 43 22 4 48 4.271

Parietal Lobe

Postcentral gyrus

1 246 50 −20 38 6.414

2 97 16 −28 44 8.087

3 33 14 −44 60 3.886

4 23 48 −26 64 −3.349

Superior parietal lobule 1 48 18 −46 64 4.345

Occipital Lobe

Lateral occipital cortex, superior 
division 1 96 38 −86 14 −4.214

Lateral occipital cortex, inferior 
division

1 31 36 −72 −30 −2.84

2 20 46 −80 2 −3.317

Occipital pole 1 96 22 −90 26 −4.04

Intracalcarine cortex 1 27 10 −80 10 −2.747

Temporal Lobe

Temporal pole 1 20 42 14 −32 −2.74

Limbic Lobe

Paracingulate gyrus 1 34 12 50 10 3.121

Insular cortex 1 38 34 −6 −2 9.396

Left Hemispheric Activations

Frontal Lobe

Superior frontal gyrus
1 118 −24 −4 62 7.828

2 26 −6 56 30 −3.36

Frontal medial cortex 1 117 −12 42 −10 −5.587

Frontal orbital cortex 1 60 −22 26 −18 −6.658

Precentral gyrus 1 60 −16 −26 40 6.636

Inferior frontal gyrus 1 27 −46 30 −2 −3.36

Parietal Lobe

Postcentral gyrus

1 147 −46 −26 38 5.015

2 36 −36 −28 70 3.992

3 21 −62 −8 22 2.715

Superior parietal lobule 1 132 −30 −46 64 7.511

Occipital Lobe

Occipital fusiform gyrus 1 159 −22 −84 −10 −3.179

Occipital pole
1 29 −16 −90 30 −3.58

2 20 −2 −98 0 −2.736

Temporal Lobe

Temporal Occipital Fusiform 
Cortex 1 159 −28 −66 −22 −2.946

Temporal Fusiform cortex, 
posterior division 1 39 −36 −14 −26 −3.441

Limbic Lobe

Cingulate gyrus, posterior division 1 34 −8 −54 28 4.73

Table 2. Neural underpinnings of standard FA (channel pair F4/F3). The activations after correction for 
multiple comparisons are represented at p < 0.05 (FDR corrected). The coordinates reported are in Montreal 
Neurological Institute (MNI) space.
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Cluster Center Region Cluster No. Voxels MNI Coordinates T-Stats

Right Hemispheric Activations

Frontal Lobe

Frontal pole

1 67 26 54 22 3.822

2 385 46 38 10 −5.757

3 385 30 48 −12 −5.113

4 385 50 44 −10 −2.962

Subcallosal cortex
1 25 6 30 −4 6.522

2 20 6 14 −4 −3.574

Middle frontal gyrus 1 94 50 14 36 −8.063

Precentral gyrus 1 27 50 6 40 −3.411

Parietal Lobe

Precuneous cortex
1 392 28 −52 10 −4.401

2 392 22 −66 26 −2.890

Supramarginal gyrus, posterior 
gyrus 1 36 64 −46 32 3.054

Occipital Lobe

Cuneal cortex 1 392 8 −78 38 −5.546

Lateral occipital cortex, superior 
division 1 174 34 −62 46 −6.328

Occipital fusiform cortex 1 149 26 −68 −26 −4.764

Lingual gyrus
1 210 14 −58 −4 −2.931

2 48 2 −76 0 −2.582

Occipital pole 1 20 8 −96 2 −2.553

Temporal Lobe

Inferior temporal gyrus, 
temporooccipital part 39 56 −54 −14 −3.061

Central operculum cortex 28 36 −12 22 −2.751

Limbic Lobe

Insular cortex 56 30 20 8 3.558

Left Hemispheric Activations

Frontal Lobe

Inferior frontal gyrus
1 305 −50 32 16 −3.912

2 20 −46 16 26 −2.703

Middle frontal gyrus
1 42 −52 22 30 −3.196

2 21 −50 14 36 −3.502

Frontal operculum cortex 1 46 −34 18 12 3.808

Precentral gyrus
1 36 −6 −26 52 −2.984

2 22 −32 −20 72 −3.16

Parietal Lobe

Supramarginal gyrus, posterior 
division 1 32 −36 −44 36 −2.772

Postcentral gyrus 1 24 −62 −14 36 −2.86

Occipital Lobe

Occipital pole 1 60 −4 −94 22 −2.882

Lateral occipital cortex, superior 
division 1 26 −8 −86 38 −2.893

Lingual gyrus 1 42 −24 −54 2 −2.896

Temporal Lobe

Temporal pole 1 40 −50 10 −28 −3.633

Limbic Lobe

Parahippocampal gyrus, posterior 
division 1 175 −10 −38 −22 −5.375

Parahippocampal gyrus, anterior 
division 1 23 −30 −10 −30 −3.412

Cingulate gyrus, posterior division 1 22 −10 −40 2 −2.716

Table 3. Neural underpinnings of standard FTA (channel pair F8/F7). The activations after correction for 
multiple comparisons are represented at p < 0.05 (FDR corrected). The coordinates reported are in Montreal 
Neurological Institute (MNI) space.
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standard FA and FTA. Pearson correlation among standard and microstate based FA and FTA revealed correla-
tion coefficients and p-values as Pearson r = −0.14, 0.013; pcorr = 0.37, 0.93 respectively.

Discussion
Valence56–59 and motivation hypothesis60 propose that higher values of positive affect/approach behavior and negative 
affect/withdrawal behavior are associated with the greater relative left and right cortical activation, respectively. These 
hypotheses are established in task-based EEG alpha asymmetry studies where the implications are based on alpha 
inhibition (desynchronization w.r.t BOLD) in event-specific regions45,47. Thus, following this abstraction, the 
above-mentioned hypothesis holds when standard frontal hemispheric asymmetry (ln( ) ln( ))Right Leftα α−  correlates 
positively with positive affect/ approach behavior and negatively with negative affect/withdrawal behavior. Howbeit, the 
validity of these hypotheses in resting-state recordings which involves sole perception and not induction of valence/
behavior still remains vacillating. The inconsistent results of the relationship between the standard resting frontal asym-
metry and affect and approach/withdrawal behavior are tabulated in Table 7. The line of studies by Tomarken et al.29,30 
and Jacob and Snyder31 supported the above hypothesis. Similarly, for approach/withdrawal dichotomy, Harmon-Jones 
and Allen33, Shackman et al.61, and De Pascalis et al.34 supported the above-mentioned hypotheses. Nonetheless, Sutton 
and Davidson35 and Schneider et al.36 observed no association of affect, approach/withdrawal dichotomy with frontal 
asymmetry, respectively. Conversely, the study by Hagemann et al.38 proposed that subjects with high negative affect 
exhibited high left cortical activation. Further, Hewig et al.62 propounded a higher approach measure to be associated 
with the bilateral frontal cortical activity. Hence, in order to bring more clarity, the present study aims to assess the 
capability of quasi-stable microstates based frontal hemispheric asymmetry in explaining the affect and approach/
withdrawal dichotomy as against standard frontal hemispheric asymmetry.

Figure 5. Surface rendered view of neural underpinnings of proposed microstate based. (a) FA (channel pair 
F4/F3). (b) FTA (channel pair F8/F7). The color bar indicates the t-values with blue being the least and red 
being the highest. The activations are represented at FDR corrected p < 0.05.
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prelude to the present research study. This study primarily focuses on exploring the ability of EEG 
microstates based frontal hemispherical asymmetry measure against standard Davidson’s approach in explain-
ing mechanisms of the resting state affect and approach/ withdrawal behavior. The rationale for examining 
EEG microstates-derived frontal asymmetry was based on the specific observation that affect and approach/

Cluster Center Region Cluster No. Voxels MNI Coordinates T-Stats

Right Hemispheric Activations

Frontal Lobe

Middle frontal gyrus
1 32 42 34 40 5.93

2 26 44 4 58 3.035

Superior frontal gyrus 1 24 4 14 60 3.421

Frontal operculum cortex 1 20 40 22 4 3.036

Frontal medial cortex 1 59 4 44 −14 −6.743

Frontal pole 1 20 22 48 18 −3.366

Parietal Lobe

Precuneous cortex 1 23 6 −50 66 4.279

Occipital Lobe

Lateral occipital cortex, superior division 1 64 22 −58 48 4.138

Temporal Lobe

Temporal occipital fusiform cortex 1 60 32 −40 −28 3.691

Middle temporal gyrus, temporoccipital part 1 42 62 −50 −8 4.211

Inferior temporal gyrus,temporoccipital part 1 22 54 −38 −18 3.538

Central operculum cortex 1 22 50 −8 10 −4.769

Middle temporal gyrus, anterior division 1 23 52 0 −36 −5.849

Limbic Lobe

Insular cortex
1 48 40 14 −4 6.748

2 29 36 2 4 −3.17

Parahippocampal gyrus, posterior division 1 27 36 −28 −10 5.738

Cingulate gyrus, posterior division 1 106 8 −52 28 −3.381

Left Hemispheric Activations

Frontal Lobe

Inferior frontal gyrus 1 82 −54 10 14 5.142

Frontal operculum cortex 1 37 −40 24 6 3.055

Middle frontal gyrus
1 29 −42 30 42 2.89

2 42 −24 24 36 −7.953

Frontal pole 1 42 −22 40 32 −4.002

Precentral gyrus 1 41 −36 −10 66 −3.66

Parietal Lobe

Supramarginal gyrus, anterior division 1 57 −60 −30 46 3.13

Supramarginal gyrus, anterior division 2 23 −44 −36 44 3.112

Postcentral gyrus 1 23 −14 −38 76 3.168

Supramarginal gyrus, posterior division
1 22 −54 −42 54 3.485

2 35 −38 −48 36 −3.261

Precuneous cortex 1 144 −4 −58 42 −4.005

Occipital Lobe

Lateral occipital cortex, superior division

1 74 −42 −74 28 4.041

2 50 −28 −62 30 2.992

3 41 −30 −78 36 3.427

Lateral occipital cortex, inferior division 1 24 −30 −82 −28 −3.625

Occipital fusiform gyrus 1 21 −34 −86 −20 −3.382

Temporal Lobe

Temporal fusiform cortex, posterior division 1 66 −38 −48 −32 3.132

Inferior temporal gyrus, temporoocipital part 1 23 −58 −54 −14 2.967

Limbic Lobe

Parahippocampal Gyrus, posterior division 1 66 −22 −36 −20 3.035

Table 4. Neural underpinnings of proposed microstate based FA (channel pair F4/F3). The activations after 
correction for multiple comparisons are represented at p < 0.05 (FDR corrected). The coordinates reported are 
in Montreal Neurological Institute (MNI) space.
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withdrawal measures associated significantly with stable EEG signatures. Microstate analysis estimates the 
global pattern of coherence across entire EEG channels from temporal EEG data and thus assesses patterns of 
quasi-stable activities. The interaction within a large scale brain network involves a rapid change in the dynamics 
of these quasi-stable activity patterns. Further, the neural mechanism associated with any cognitive process gen-
erally involves the coordinated activity of many neural assemblies located at different cortexes. Correspondingly, 
the neural mechanisms of resting-state affect and approach/ withdrawal behavior are also the result of one such 
coordinated activity of the large scale brain networks.

Thus, in this study, a novel approach is explored, which assesses the frontal hemispherical asymmetry of 
quasi-stable activity patterns (microstates) from large scale brain interactions of the resting state affect and 
approach/ withdrawal behavior. These EEG microstates based frontal hemispherical asymmetry measures are 
further subjected to the EEG informed fMRI analysis to estimate their neural underpinnings. Subsequently, the 
lateralization index, which measures the hemispherical asymmetry of these large scale brain networks based on 
their hemodynamic information, is measured and correlated with affect and approach/ withdrawal psychological 

Cluster Center Region Cluster No. Voxels MNI Coordinates T-Stats

Right Hemispheric Activations

Frontal Lobe

Frontal medial cortex 1 192 2 42 −12 −11.711

Frontal pole
1 81 8 50 42 −3.819

2 25 8 58 14 −2.958

Subcallosal cortex 1 68 6 28 −4 −4.043

Superior frontal gyrus 1 23 16 32 56 −3.107

Parietal Lobe

Angular gyrus 1 104 50 −56 28 −3.685

Occipital Lobe

Lingual gyrus 1 20 26 −56 2 −3.676

Temporal Lobe

Planum Temporale 1 124 62 −12 6 −3.416

Limbic Lobe

Cingulate gyrus, posterior division 1 203 4 −44 38 −5.841

Insular cortex 1 124 36 −12 14 −5.241

Left Hemispheric Activations

Frontal Lobe

Middle frontal gyrus

1 25 −42 34 24 3.014

2 51 −26 20 38 −3.049

3 25 −42 18 48 −3.022

Superior Frontal Gyrus

1 138 −4 52 36 −3.021

2 30 −6 40 50 −4.585

3 21 −2 14 66 −3.298

Frontal pole

1 138 −8 58 14 −6.323

2 75 −20 52 30 −3.548

3 21 −20 44 38 −2.748

Precentral gyrus 1 21 −36 −12 68 −2.877

Parietal Lobe

Supramarginal gyrus, anterior 
division

1 87 −62 −28 40 7.244

2 41 −44 −36 46 2.927

Angular gyrus
1 181 −46 −56 54 −3.641

2 181 −58 −54 36 −3.615

Superior Parietal Lobule 1 181 −34 −52 38 −2.478

Occipital Lobe

Lateral occipital cortex, inferior 
division 1 91 −30 −88 −18 −3.47

Temporal Lobe

Temporal pole 1 47 −44 10 −36 −4.092

Limbic Lobe

Cingulate gyrus, posterior division
1 386 −6 −48 36 −5.096

2 386 −4 −44 14 −2.506

Table 5. Neural underpinnings of proposed microstate based FTA (channel pair F8/F7). The activations after 
correction for multiple comparisons are represented at p < 0.05 (FDR corrected). The coordinates reported are 
in Montreal Neurological Institute (MNI) space.
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measures. Lastly, the insights brought by the proposed EEG microstates based approach is compared with the 
standard EEG asymmetry measures to understand the effectiveness of microstate derived asymmetry measures 
in explaining resting-state affect and approach/ withdrawal behavior. The insights of the present study are sum-
marized in the following subsections.

Standard alpha asymmetry and its HLI reveal no correlation with PANAS and BIS/BAS meas-
ures. The current study is in line with the observation of Davidson and colleagues35 and other earlier 
studies4,36,63, where no correlation was observed for affect and BIS/BAS measures with standard hemispheric 
asymmetry. However, these previous studies never explored the neurovascular underpinnings and associated 
hemodynamic asymmetry of these underpinnings. In the present study, the absence of linkage of standard hem-
ispheric asymmetry with affect and BIS/BAS measures is further strengthened by the lack of correlation of HLI 
of neural underpinnings of standard alpha asymmetry with PANAS, BIS, and BAS measures. This supports the 
understanding that neural mechanisms that are measured as standard EEG frontal alpha asymmetry may not 
be the marker to explain the affect and/or approach-withdrawal measures during resting state. It might possibly 
are influenced by the neural activity associated with other ongoing resting-state neural mechanisms, which limit 
its sensitivity towards the neural mechanisms associated with affect and approach-withdrawal measures during 
resting state. Thus, our finding strengthens the understanding that the standard EEG alpha asymmetry model, 
especially in the male population, is effectual in explaining affect or approach-withdrawal measures only when 
arousing situations such as those relying on mood induction procedures are present.

Microstates based asymmetry correlates with and delineates the neural mechanisms of 
Negative affect. In contradistinction to the standard hemispheric asymmetry, the proposed microstates 
based measure brings better insights into the global coordinated activity of large scale brain networks pertain-
ing to negative affect. In this study, the robust correlational analysis revealed a positive correlation of negative 
affect with microstates based frontal hemispheric asymmetry. This implies that negative affect increases with an 
increase in right hemispheric alpha activity or a decrease in left-hemispheric alpha activity. Further, the most 
common neurovascular hypotheses state that when engaged in the task, the brain region exhibits suppression 
in alpha power with an increase in BOLD signal47. This causes a negative correlation between alpha power and 
BOLD signal and is termed as alpha-BOLD desynchronization. Figure 7 depicts these underlying dynamics for 
the association between alpha asymmetry measures and the BOLD signal during alpha-BOLD synchronization/
desynchronization. Following this, the positive correlation of negative affect with microstates based frontal hem-
ispheric asymmetry implies left-hemispheric interaction with negative affect. These observations do not support 
the valence hypothesis explained in the earlier section but goes in line with the observations by Hagemann et 
al.38, wherein negative affect has been linked to the left-hemisphere. Our results were also in line with a mood 
induction study by Gale et al.64, where negative mood increased with an increase in left frontal activation. Further, 
recently Farahi et al.65 showed the associativity of fear positively with the left hemisphere.

Additionally, neural underpinnings of microstate derived asymmetry revealed the involvement of temporal 
lobe regions. In this study, HLI ( −HRF Amp HRF Amp_ _n

R
n
L), which was estimated by utilizing the amplitude of 

the HRF of each neural underpinning of microstate based frontal asymmetry linked negatively the HLI of the 
anterior division of middle temporal gyrus neural underpinning to negative affect. This implies that relatively 

Hemodynamic 
Lateralization 
Index (HLI)

Behavioral 
measure

Cortical 
regions

Pearson 
Correlation

Bend 
correlation

Spearman 
correlation

Skipped correlation

Pearson Spearman

r p r p r p r t r t

Standard neural 
underpinnings

Negative affect No region 
survived — — — — — — — — — —

BIS No region 
survived — — — — — — — — — —

Positive affect Insular cortex 0.44 0.004 0.44 0.005 0.4 0.01 0.53 3.82 0.41 2.75

BAS No region 
survived — — — — — — — — — —

Microstates 
Neural 
underpinnings

Negative affect

Middle 
temporal 
gyrus, 
anterior 
division

−0.4 0.01 −0.38 0.01 −0.43 0.006 −0.4 −2.67 −0.43 −2.91

BIS

Inferior 
frontal gyrus 0.69 0.005 0.63 0.01 0.69 0.005 0.69 3.36 0.69 3.39

Frontal 
medial cortex 0.71 0.004 0.76 0.001 0.75 0.001 0.71 3.53 0.75 4.04

Positive affect Superior 
frontal gyrus 0.36 0.02 0.3 0.05 0.31 0.05 0.36 2.37 0.31 2.01

BAS
Occipital 
fusiform 
gyrus

−0.58 0.02 −0.57 0.03 −0.55 0.03 −0.58 −2.51 −0.55 −2.32

Table 6. Robust correlation (Pearson, bend, spearman and skipped) of HLI based on standard and proposed 
microstate based frontal hemispheric asymmetry measures with psychological scores.
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left-lateralized HRF amplitude of temporal underpinning pertaining to microstate based frontal asymmetry is 
associated with negative affect. Studies in the past have connected left anterior temporal cortical activation as well 
as temporal lobe per se to the negative affect;66–69 this proves the efficacy of microstate based frontal asymmetry 
in explaining the neurovascular mechanism of negative affect which remains absent in the previous literature. 
Batut et al.70 signaled the involvement of mesial temporal regions in emotional processes; further, Yun et al.71 
showed that the angst for social communication in social anxiety disorder could be resultant of the imbalanced 
functional connectivity of left middle temporal gyrus. The association of anterior division of middle temporal 
gyrus with negative affect is plausible as studies72–74 have indicated the interaction between middle temporal 
gyrus and amygdala for better prediction of memory for emotional events. Hence, the middle temporal gyrus may 
be more tightly functionally coupled with affect specific regions for the memory of negative events. The signifi-
cant correlation of negative affect with temporal region’s HLI, which is independently measured from resting 
fMRI data for neural underpinnings of microstate frontal asymmetry and its relative left lateralization, also 
strengthens the finding of positive correlation of negative affect with microstate based frontal asymmetry meas-
ures (FA and FTA).

Microstate based asymmetry reveals no correlation with BIS, Positive affect, and 
BAS. Microstate based asymmetry showed a high but insignificant correlation with BIS measure. It also 
showed no correlation with positive affect and BAS measure. One possible explanation for these findings is the 
fact that the positive affect scale is a diverse measure with components of joy, interest, and activation. Each one of 
these components might involve distinct and sometimes even opposite whole-brain activations75. Similarly, BAS 
is also composed of varied components (reward, drive, and fun)76. These varied brain activation patterns might 
not be producing definite patterns at cortical levels to be picked by the alpha power.

HLI of microstates neural underpinnings reveals significant association with BIS, positive 
affect, and BAS measures. The hemodynamic lateralization measure of neural underpinnings of the 
proposed technique revealed a high and positive correlation of BIS in frontal cortical regions. Frontal cortical 
regions play a very important role in inhibition systems, and it has been one of the cornerstones of neuroscience 
research13,77,78. Further, Fuentes et al.79 also emphasized the association of individual differences in the behavioral 
inhibition system with the orbitofrontal cortex. Hence, our results suggest that the HLI, which constitutes the 
voxel-level hemispheric differences in HRF amplitude of neural underpinnings of microstates based asymmetry 
better manifests BIS measure. Further, though microstate based alpha asymmetry found no significant correla-
tion with positive affect and BAS measure, the HLI of occipital fusiform gyrus was found to strongly correlate 
with BAS measure. This is consonant with the hypothesis where the BAS system is proposed to be modulated 
by occipital cortices80. The nature of correlation was strong but negative and thus was inverse of the BIS system. 
Moreover, positive affect was correlated positively with hemodynamic lateralization measures in superior frontal 
gyrus. The link of the prefrontal cortex with positive affect is consistent with recent studies. Wager et al.81 showed 
the association of the prefrontal cortex with positive affect as compared to negative affect. Similarly, Roy et al.82 
observed more frequent activity was found in the prefrontal cortex during positive as compared with negative 
feelings. Hence, hemodynamic lateralization measures of microstates neural underpinnings bring better insight 
into the positive affect and BAS as compared to the standard EEG based hemispherical asymmetry measures.

Interestingly, the neural underpinnings (middle temporal gyrus (anterior division), inferior frontal 
gyrus, frontal medial cortex) whose HLI revealed significant correlation (r-value) with negative affect and 
BIS scores have been observed to be undergoing only alpha-BOLD desynchronization process. They were 
found to be either correlating positively in the left hemisphere or negatively in the right hemisphere. On 
the other hand, the neural underpinnings whose HLI correlated with positive affect and BAS scores have 

Figure 6. Pearson correlation plots and associated histograms for bootstrapped data for correlation between. 
(a) Standard and microstate based FA (F4/F3). (b) Standard and microstate based FTA (F8/F7).
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revealed both alpha-BOLD synchronization and desynchronization. Particularly, superior frontal gyrus, 
which correlated with positive affect, underwent both alpha-BOLD synchronization and desynchronization. 
However, the occipital fusiform gyrus correlated negatively in the left hemisphere, which thus undergoes 
alpha-BOLD synchronization. Thus, the neural mechanisms involved in negative affect/withdrawal in the 
resting state exhibited only alpha-BOLD desynchronization. On the contrary, the positive affect and an 
approach relevant region involved both alpha-BOLD synchronization and desynchronization. However, the 
underlying innate cause of these mechanisms remains elusive and needs to be explored in the future. Thus, 
our finding implicates that microstates based frontal alpha asymmetry may provide newer insights into the 
association of alpha asymmetry with mood and personality measures in both healthy and clinical popula-
tions. The plausible explanation is that different cognitive states, including affect and approach/withdrawal 
behavior, generally involve coordinated activity of many neural assemblies located at the different cortex, 
and the microstate prototypes could represent these cognitive states.

Absence of correlation among proposed microstate and standard frontal hemispheric asym-
metry measures. The proposed microstate based FA and FTA yielded an insignificant low correlation with 
standard FA and FTA. The proposed microstate based FA and FTA measure the quasi-stable coordinated brain 
activity and, in the present study, brings better insights into the large scale brain networks of negative affect. 
Previous works of literature29,39 have also emphasized the prominence of stability in the standard EEG patterns in 
bringing forth the linkage among standard frontal alpha asymmetry and affect and approach/withdrawal meas-
ures. Hence, the lack of correlation among proposed microstate and standard frontal hemispheric asymmetry  
measures might be caused by the unstable nature of standard EEG and its frontal alpha asymmetry indices, which 

Study
Alpha EEG 
Asymmetry (R-L) Mood Measures Subjects Main Results

Tomarken et al.136 FA (F4/F3);

Acquisition of resting EEG 
followed by the presentation 
of affective clips to obtain 
subjective ratings for 
emotional reactions

32 females,
Cohort A: 17 to 41 years
Cohort B: 20 to 54 years

Resting FA significantly 
predicted self-reported
global NA

Tomarken et al.29 FA (F4/F3);
ATA (T4/T3)

Resting EEG on two occasions; 
3 weeks apart; PANAS

90 females,
17–21 years

FA:↓NA
ATA:↑PA

Tomarken et al.30
Same as in 
Tokarman et al., 
1992a

Same as in Tomarken et al., 
1992a

85 females,
17–21 years

Same as in Tomarken et al., 
1992a

Jacobs and 
Snyder,199631

FA (F4/F3);
FTA (F8/F7)

Resting EEG on
1-time measurement; PANAS

40 males,
18–53 years FTA:↓NA

Sutton and 
Davidson,199735 FA (F4/F3)

Resting EEG on two occasions 
6 weeks apart
PANAS first session; BIS/BAS 
scales the second session

46 (23 females)
18–22 years

No correlation between FA 
and PA, NA, BAS, BIS

Hagemann et al.37 FA (F4/F3);
ATA (T4/T3)

Acquisition of resting EEG 
followed by the presentation 
of affective slides to obtain 
subjective ratings for 
emotional reactions

37 (22 females: 15 males: 
Mean age 24.5)

Subjects with greater relative 
left-sided anterior temporal
cortical activation reported 
more intense NA in response
to negative stimuli

Hagemann et al.38 FA (F4/F3);
ATA (T4/T3) Resting EEG; PANAS 36 (24 females)

Mean age 24.7

Subjects with high NA 
exhibited high left cortical 
activation at the anterior 
temporal site

Hall and 
Petruzzello, 199932 FA (F4/F3) Resting EEG and measures of 

physical activity; PANAS
41 (26 females)
Mean age 68.7 FA positively predicted PA

Harmon-Jones and 
Allen, 199733 FA (F4/F3);

Resting EEG from females who 
scored in the upper or lower 
third of the distribution of 
social anxiety scores; BAS,BIS

37 females FA:↑BAS

Hewig et al.62
FA (F4/F3);
FTA (F8/F7);
ATA (T4/T3)

Resting EEG on four occasions; 
four weeks apart; BAS, BIS

59 (30 females: Mean age 23; 
29 males: Mean age 25)

Higher BAS associated with 
bilateral frontal cortical 
activity

Shackman et al.61 FA (F4/F3);
FTA (F8/F7)

Resting EEG on two occasions; 
several weeks apart; BAS, BIS

51 females
Mean age 19.5

A significant relationship 
between BIS and FA. Higher 
BIS associated with right 
posterior DLPFC

De Pascalis et al.34 FA (F4/F3);
FTA (F8/F7) Resting EEG; BAS,BIS 51 females

Mean age 24.1
FA:↑BAS,
Higher BAS associated with 
left-sided activation in MFG

Schneider et al.36 FA (F4/F3); Two assessments of resting 
EEG; BAS, BIS

99 (50 females; 49 males aged 
10–12 years)

No correlation of BAS, BIS 
measures with FA

Table 7. List of studies for positive/negative affect and approach/withdrawal dichotomy. EEG, 
Electroencephelography;↑Positive correlation;↓Negative correlation; FA, Frontal Asymmetry (F4/F3); FTA, 
Frontal Temporal Asymmetry (F8/F7); ATA, Anterior Temporal Asymmetry (T4/T3); BAS, Behavioral 
Activation System; BIS, Behavioral Inhibition System; PA, Positive Affect; NA, Negative Affect; DLPFC, 
Dorsolateral Prefrontal Cortex; MFG, Middle Frontal Gyrus.
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is caused by a substantial interference from many other cognitive factors. As this interference is different at dif-
ferent time points across volunteers, the standard EEG and its frontal alpha asymmetry are likely to correlate less 
with the quasi-stable patterns assessed by the proposed microstate frontal alpha asymmetry indices.

Limitation of the study. The present study utilizes 39 volunteers’ data to validate the role of microstate 
based resting frontal alpha asymmetry in understanding the neural mechanisms of affect and approach/with-
drawal behavior. However, affect and approach/withdrawal behavior is known to be elicited by mood induction 
tasks. Hence, it is necessary to carry out future studies to validate the proposed microstate based frontal alpha 
asymmetry during such task engagements. Further, the current research involves healthy volunteers from the 
Indian urban population. Many studies83–85 in the past have revealed the association of affect and approach/
withdrawal behavior with the cultural, ethnic, and social background of the individuals. Thus, it is required to 
examine the proposed microstate based frontal alpha asymmetry approach in a larger population dataset, which 
includes individuals from various cultural, ethnic, and social backgrounds.

Also, the topographies of average-referenced, preprocessed standard EEG are known to represent the poste-
rior alpha than frontal alpha, and these topographies have also been studied in comparison with other referencing 
schemes54,86. However, the microstate analysis employed in the current study uses an average referencing scheme 
for frontal alpha asymmetry estimation. The present study follows average referencing for microstate analysis 
as various studies40,87 adequately understand the cognitive phenomena through average-referenced microstate 
estimations. Further, the effect of different EEG referencing schemes on microstate estimations is still not clearly 
understood. Extensive, systematic work needs to be undertaken to properly understand the role of varying EEG 
reference montages based microstate analysis in explaining frontal, posterior, and temporal EEG frequency sig-
natures and topographies.

conclusion
The above study validates the effectiveness of resting quasi-stable microstate based asymmetry in explaining 
the neural mechanisms of affect and approach/withdrawal behavior for healthy young male volunteers during 
1-time measurement. The novelty of our work emanates from the fact that we estimated the frontal asymmetry 
of the alpha power from the average GFP amplitude of the quasi-stable microstates topographies, which might 
reflect the degree of coordination of the neurons underlying alpha-neural underpinnings. Microstate frontal 
alpha asymmetry correlated positively with negative affect scores, which are defended by the negative correlation 
of HLI based on microstates’ temporal neural underpinning with negative affect. Further, a significant association 
of HLI based on microstate neural underpinnings with positive affect, BAS and BIS measures concludes that the 
neural mechanisms of affect and approach/withdrawal dichotomy are better explained by the synchronized global 
firing of neurons and on-going activity of entire brain networks as assessed by quasi-stable microstates frontal 
alpha asymmetry. This study also stands unique in exploring the underlying neurovascular synchronization/
desynchronization mechanisms of microstate based frontal asymmetry measures. The analysis revealed that neu-
ral underpinnings involved both positively and negatively correlating brain regions, thus satisfying alpha-BOLD 
desynchronization and synchronization criteria. However, specifically the microstates neural underpinnings 

Figure 7. Underlying dynamics associated with alpha asymmetry index and BOLD signal.
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whose HLI correlated with negative affect and inhibition involved alpha-BOLD desynchronization, however the 
positive affect and approach relevant regions involved alpha-BOLD synchronization as well as desynchronization.

Methods
Figure 8 depicts the schema of the methodology adopted in this study.

Sample and procedure. Thirty-nine healthy participants (all males; age range 18–24 M = 19.57; SD = 1.28) 
took part in this study after providing a written and informed consent to the protocol. The experiment has been 
carried out in accordance with The Code of Ethics of the World Medical Association (Declaration of Helsinki), 
and all measurements were also approved by the Institute of Nuclear Medicine and Allied Sciences (INMAS) 
institutional ethical committee (Number: ECR/824/Inst/DL/2016). All subjects were volunteers recruited among 
university students and were right-handed. Subjects completed a personality questionnaire for positive affect and 
negative affect and Behavioral inhibition system (BIS)/Behavioral approach system (BAS). The questionnaires 
were in the English language, and all the volunteers were fluent in the English language. The resting-state fMRI 
and EEG data analyzed in this paper were collected after the subject completed the psychological questionnaires. 
The simultaneous EEG-fMRI resting-state recording lasted for 6 minutes with eyes closed condition.

Behavioral measures. To assess the dispositional affect and approach/withdrawal parameters in resting 
state, PANAS scores, and BIS/BAS measures were evaluated for each individual. We also estimated the Profile of 
mood states using POMS scores for prior exclusion criteria. Table 8 presents descriptive characteristics for the 
study participants with the mean and standard deviation values.

Positive and negative affect. Positive and negative affect scores were evaluated for each volunteer. Positive 
and Negative Affect Schedule (PANAS) consists of mood scales designed to assess affect at the present moment88. 
These scales are highly uncorrelated, stable over time, and consistent, and both scales demonstrate good conver-
gent and discriminant validity89,90. Positive and negative affect scores showed good internal consistency in our 
study (Cronbach’s alphas = 0.89; 0.91).

Behavioral approach system (BAS)/behavioral inhibition system (BIS). BIS and BAS scores were 
calculated for each subject91 and evaluation included 24 items (20 score-items and four fillers, each measured on 
four-point Likert scale), and two total scores for BIS (range = 7–28; 7 items) and BAS (range = 13–52; 13 items). 
In our study, BIS and BAS scales showed good internal consistency (Cronbach’s alphas = 0.93; 0.92).

POMS (Profile of mood states). Volunteers were also asked to fill in forms for the POMS92. It measures six 
different dimensions of mood swings, namely Tension or Anxiety, Anger or Hostility, Vigor or Activity, Fatigue 
or Inertia, Depression or Dejection, Confusion, or Bewilderment. These scores formed the basis for exclusion 
criteria. All selected volunteer returned self-report scores for all the modes within a relatively normal range.

Simultaneous eeG-fMRi data acquisition and preprocessing. MRI data was acquired in a Siemens 
3 T scanner. After acquiring a high-resolution T1-weighted anatomic rapid gradient-echo image (T1 MPRAGE 
sequence TR 1900ms, TE 2.49 ms, FA 9°, 160 slices with slice thickness 0.9 mm and distance factor of 50%, 
FoV 240 mm with voxel size 0.9 × 0.9 × 0.9 mm), we acquired 205 T2*-weighted EPI images for resting-state 
eyes-closed condition (T2* EPI sequence: TR 2000ms, TE 30 ms, FA 90°, 30 slices with thickness 5 mm and dis-
tance factor 0%, FoV 240 mm with voxel size 3.8 × 3.8 × 5.0 mm). Continuous EEG data were acquired simulta-
neously during resting state T2* acquisition using a 32-channel MR-compatible brain vision cap. The electrodes 
were placed according to the international 10–20 system with a separate electrode called the Reference electrode, 
placed between Fz and Cz electrodes, that provided the reference for recording the data. Electrocardiogram 
(ECG) was also recorded. The impedance level for each electrode was kept less than 5 KΩ. The recorded EEG 
signal was digitized and transmitted with a sampling frequency of 5000 Hz. The acquisition of EEG signals was 
accomplished using Brain vision analyzer software.

The fMRI data preprocessing for 205 resting-state volumes was done using the default preprocessing pipe-
line for volume-based analysis in CONN software. The pre-processing procedure included the realignment and 
unwarping of T2*-weighted image with the mean functional image for motion correction followed by the trans-
lation of center to (0, 0, 0) coordinates and slice time correction of functional data. Functional outlier detection 
(ART- based identification of outlier scans for scrubbing) was performed, followed by segmentation and direct 
normalization to MNI space. Next, functional smoothening with a Gaussian Kernel with FWHM of 6 mm was 
carried out. Further, translation of structural center to (0, 0, 0) and simultaneous structural segmentation and 
normalization were performed.

EEG data were corrected for gradient artifact using the Brain vision analyzer’s93,94 average artifact subtrac-
tion algorithm (AAS)95,96. A template from MR scanner artifacts was created by averaging the MR scanner 
artifacts over fixed intervals which were accurately specified by utilizing the fMRI volume markers (labeled as 
‘TR’). Subsequently, this average was subtracted from the EEG data. Further, the gradient artifact removed data 
accommodated six seconds of data prior to the start of the first fMRI block acquisition (identified by the first TR 
marker). These six seconds is the time the fMRI pulse sequence prepares itself before acquiring the first fMRI 
block. This prior time interval accommodated gradient-contaminated ECG; hence we truncated these 6 seconds 
prior data and subjected only the data pertaining to the fMRI volumes to the subsequent cardio ballistic (CB) 
artifact removal. The CB artifact removal was performed in the FMRIB plugin. The method detects the QRS peaks 
in the ECG data using combined adaptive thresholding97 and Teager energy operator98, followed by a correction 
algorithm. Further, the removal of the CB artifact is performed based on the Optimal Basis Set (OBS) method99.
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In addition, we also employed the HAPPE toolbox100 for further ensuring the quality of conventional EEG 
artifact removal from the scanner and CB artifact corrected datasets. The following steps utilizing the HAPPE 
toolbox were adopted. First, the scanner and CB artifact removed data were subjected to the filtering process with 
0.1 Hz high pass and 70 Hz low pass filtering, and all the EEG channels were selected for further analysis. This was 
followed by removal of the electrical (line) noise using the Cleanline plugin101 of EEGLAB. The functionality of 
HAPPE was utilized next to identify and remove the contaminated channels. HAPPE identifies the contaminated 
channels by evaluating the normed joint probability of average log power across all the channels and rejecting 
the channels whose joint probability is more than three standard deviations. Wavelet enhanced ICA (W-ICA) 
approach was implemented subsequently to correct for EEG artifact while retaining the entire length of the data 
file. The W-ICA approach removes ocular and muscle-related artifacts and also improves the decomposition of 
later performed ICA, which eventually rejects artifact components. Next, independent components (ICs) with 

Figure 8. Schema of the methodology adopted in this study.

Variable Mean (M) Std. Dev (SD)

Age 19.57 1.28

Positive Affect scores 39.66 5.66

Negative Affect scores 14.64 4.29

BAS scores 23.42 3.5

BIS scores 15.28 2.7

Table 8. Demographic and behavioral characteristics of study participants (N = 39).
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the extended infomax independent component analysis (ICA) were computed, and the MARA plugin102,103 of 
EEGLAB was employed for automatic component rejection. MARA evaluates each component on six features 
and eventually assigns a probability of artifact contamination to that component. Further, HAPPE’s pipeline auto-
matically rejected any components with artifact probabilities higher than 0.5. Subsequently, segmentation of data 
based on the markers, rejection of segments, and interpolation of removed channels were carried out. Finally, the 
processing report about the quality of data was generated. The EEG preprocessing procedures in this study have 
been explained in detail in Supplementary methods and discussion section. Further the processing report about 
the quality of data for all volunteers has been tabulated in Supplementary Table 1.

To ensure the quality of preprocessing, we also subjected both raw and final artifact removed EEG data (CSD 
referenced) to the estimation of the power spectrum between 0.2 Hz to 50 Hz frequency range. The median power 
spectrum plots of both raw and final artifact removed EEG data (CSD referenced) for channels F3, F4, F7, F8, 
Pz, Oz, and POz are shown in Supplementary Figs. 1 and 2 respectively. The median spectral power of artifact 
removed EEG data clearly reveals parietal and occipital alpha and beta bands. Data was down-sampled to 250 Hz 
for further analysis.

Assessment of frontal hemispherical asymmetry measures. The main objective of the study was to 
understand the neural mechanisms associated with the affect, approach/withdrawal behavior, as explained by the 
hemispherical asymmetry measures. For this purpose, the present study proposes an EEG microstate based fron-
tal hemispheric assessment approach and aims to compare its advantage over the standard EEG frontal asymme-
try approach. The following subsections explain the methods for estimating the proposed EEG microstate based 
frontal hemispheric asymmetry as well as the standard frontal EEG asymmetry.

eeG microstates based estimation of hemispheric asymmetry. Many recent studies40,104,105 have 
clearly indicated that individual brain functions involve massive parallel processing in distributed brain net-
works. These distributed brain networks are observed as the scalp field potential in EEG, and the state of global 
neural activity is measured as a topographical map at that moment of time. The changes in this topography reflect 
changes in the global coordination of neural activity over time. EEG microstates were proposed to represent 
changes in behavior, thoughts, and emotions and can be classified into few topographies, which have explained 
90% of the variance of continuous EEG. Microstate analysis considers millisecond time range signal from all 
electrodes to create a global picture of a functional state during that interval.

The schema of the methodology adopted for microstate estimation is explained in Fig. 9. The aim of a 
microstate analysis is first to segment EEG maps into microstate prototypes and second to re-express the 
spatial-temporal characteristics of the time series of EEG through these microstate prototypes.

In this study, let X be the time series EEG information that was acquired from the volunteers. At first, the EEG 
data X has been pre-processed for removing the artifacts and was referenced to the average referencing. Then, it 
was subjected to the estimation of Global field power (GFP). GFP is the measure of global brain response to an 
event and is represented as:
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

−

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2

where Xi is the measured potential at the ith electrode at a given time-point t, Xmean is the mean value of all Xi’s 
and C represents the total number of channels. GFP, therefore, represents the standard deviation of the electrode 
values and indicates, on average, how strong potential is being recorded across the electrode montage106. For each 
volunteer, a selection of data points for the further processing has been carried out by filtering estimated GFPs 
based on minimum peak distance of 20 milliseconds, and the threshold amplitude of one standard deviation of 
estimated GFP. Then, the filtered EEG data points of every individual are concatenated to form the GFP datasets 
for further clustering process as follows:

χ = … … ….x x x{ , , } (2)GFP GFP GFP
S1 2

where χ is of the concatenated GFP dataset and xGFP
i are selected data points based on the GFP criteria of the ith 

volunteer, and S is the total number of volunteers. In this study, thirty-nine volunteers dataset has been subjected 
to analysis.

Further, concatenated GFP dataset χ was subjected to the clustering process through the modified K-means 
clustering algorithm107. Modified K-means clustering algorithm requires the initialization of both number (K) of 
microstate prototype vectors and their components values108. Thus, the clustering algorithm was randomly initial-
ized with a set of microstate prototype vectors as the center of initial clusters as follows:

= | =Z z i to K{ 1 } (3)i

where K is the total number of microstate prototype vectors (cluster center). In this study, the K is initialized with 
8. The clustering algorithm was allowed to iterate and minimize the orthogonal euclidean distance between the 
data points in χ as given below.

τ = arg Dmin{ } (4)n
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where τn represents the microstate label for nth sample, χn represents the nth time sample of the concatenated 
dataset, zk represents the prototypical map for the kth microstate cluster and Dkn represents the distance between 

nχ  and microstate k for the nth time sample. Thus, this clustering algorithm allocates each EEG sample to the 
cluster whose prototype it is most similar to and then re-estimates microstate prototypes by averaging newly 
assigned samples107. The maximum number of iterations was set to 1000, and the threshold for convergence was 
set at 1e−6 for analysis in this study.

Subsequently, a review of goodness of fit and selection of active microstates is carried out based on global 
explained variance (GEV) and cross-validation (CV) criterion. It basically evaluates how well microstate seg-
mentation explains the EEG data, which has been used to estimate the prototypes. Therefore, GEV measures how 
similar the EEG sample and the microstate prototype are; and is calculated as follows.
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where nχ represents the nth time sample of the concatenated dataset, z
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 ( k)nτ = is the prototypical map for the 

kth microstate cluster and xGFPn
 represents the nth time sample of the GFP data, and N represents the total number 

of time samples in concatenated dataset χ. GEV is thus the correlation between the EEG dataset and associated 
microstate prototype weighted by the EEG dataset’s fraction of the total squared GFP107. Thereafter to calculate 
the GEV for a given cluster, the GEV of its members is summed. Subsequently, CV which is a measure related to 
the residual noise ∈ is estimated as,
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where σ2 is the variance of the residual noise, C is the number of EEG channels, N represents the total number of 
time samples in concatenated dataset χ, and K is the number of clusters. The aim is to obtain a low value of CV. 
The active microstate prototypes obtained in this study are consistent with the normative EEG microstate classes 
identified by many studies40,41,87,109–111.

Following the selection of an active number of microstate prototypes, the EEG of each volunteer is re-expressed 
as a sequence of microstate classes by back-fitting these active microstate prototypes on each volunteer’s EEG 

Figure 9. Schema of the methodology adopted for proposed microstate estimation and assessment of standard 
and microstates based frontal alpha hemispheric asymmetry measures.
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data. Back fitting implies assigning microstate labels to the EEG dataset based on the dataset’s topographic simi-
larity with the microstate prototype. The estimated re-expressed back fitted dataset is represented as follows

X where Z{ } (9)re expressed n n kµ µ= | ∈− ′

µ = arg GMDwhere min( )n n

The global map dissimilarity (GMD) index measures the topographical similarity between each microstate 
prototype vector with the EEG sample vector. The GMD is calculated as,

=
− ′

′GMD
C (10)n

X
X

z
z

n

GFPn

k

GFPk

where Xn represents the nth time sample of the preprocessed dataset, zk′ represents the prototypical map for the 
kth microstate cluster. In an ideal condition, if the microstate prototype vector and the EEG sample vector of inter-
est are having the same topographic distribution, then the GMD index will be zero. In case, if both the vectors are 
topographically opposite, then GMD index would be positively higher. Hence, in this study, instead of the thresh-
olding the GMD index, the microstate prototype vector, which yields a very less GMD index, is chosen as the label 
for that particular EEG sample vector. Finally, microstates statistics using labels obtained from back-fitted proto-
types were calculated.

Subsequently, the amplitude of the microstate prototype vector associated with each label in microstate 
re-expressed EEG data of every individual is subjected to the alpha band power (8–12 Hz) estimation. The esti-
mated alpha power map of the microstate re-expressed EEG data was used to estimate EEG microstate based 
frontal hemispheric asymmetry as follows:

Asymmetry X Xln( ( ) ln( ( ) (11)MS re expressed
Right

re expressed
Leftα α= −− −

X( )re expressed
Rightα −  and α −X( )re expressed

Left  are the alpha powers measured at the right and left hemispheric channel 
of microstate re-expressed EEG data, respectively.

Standard eeG estimation of hemispheric asymmetry. In order to estimate standard frontal asymme-
try, the preprocessed EEG data is first re-referenced to CSD reference using the CSD toolbox112,113. Recent work 
suggests that the CSD transformation reduces the influence of non-frontal sources to frontal asymmetry and may 
provide a better index of individual differences in frontal asymmetry114. Subsequently, the power spectral density 
(PSD) of alpha frequency (8–12 Hz) was extracted. The estimated alpha power map EEG data was used to calcu-
late standard EEG frontal hemispheric asymmetry as follows:

Asymmetry X Xln( ( ) ) ln( ( ) ) (12)Standard
Right Leftα α= −

X( )Rightα  and X( )Leftα  are the standard alpha powers measured at the right and left hemispheric channels of indi-
vidual EEG data, respectively.

Table 9 presents the median and median absolute deviation values for EEG asymmetries for mid-frontal and 
lateral-frontal sites.

Robust correlation of frontal hemispherical asymmetry measures with psychological meas-
ures. Further, estimated EEG microstate and standard frontal hemispherical asymmetries are correlated with 
PANAS and BAS, BIS measures. These robust correlations were carried out for hemispherical measures that are 
estimated for both channel pairs F4/F3 i.e. Frontal Asymmetry (FA) and F8/F7 i.e. Frontal Temporal Asymmetry 
(FTA) independently. The rationale for choosing these channels was based on the linkage of hemispheric asym-
metry to mid-frontal (F3, F4) and lateral frontal (F7, F8) sites39,60,115. Robust correlations were implemented in 
Robust correlation Matlab toolbox116. This method detects and protects against any bivariate or univariate out-
liers. Pearson, Bend, and Spearman correlation coefficients, as well as bootstrapped confidence intervals, were 
computed to evaluate each correlation. Both p-values and confidence intervals were Bonferroni corrected for 
multiple comparisons.

Assessment of neural mechanisms associated with functional hemispheric asymmetry meas-
ures. One of the focuses of the present study is to understand the neural mechanisms associated with proposed 
and standard functional hemispheric asymmetry measures in explaining the affect and approach/ withdrawal 
behavior during resting state. For this purpose, both proposed and standard hemispheric asymmetry measures 
were subjected to the EEG informed fMRI, and their neural underpinnings were estimated. Subsequently, the 
lateralization index based on differences in the amplitude of hemodynamic response of neural underpinnings of 
both hemispheric asymmetry measures was assessed. Finally, the estimated lateralization index was correlated 
with PANAS and BAS, BIS psychological measures to understand the ability of both hemispheric asymmetry 
measures in explaining affect and approach/ withdrawal behavior during resting state. The following sub-sections 
explain these operations in detail.

eeG informed fMRi analysis. Estimation of neural underpinnings of proposed microstate based EEG 
asymmetry and standard asymmetry was carried out as follows. At first, the estimated alpha powers for frontal 
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channels F3, F4 F7, and F8 were down sampled to match the acquisition blocks of fMRI (TR: 2 seconds). This 
was carried out by taking the median of the alpha powers for these specific channels corresponding to each fMRI 
scan time, which is 2 seconds. The onset time of EEG and fMRI acquisition were also matched. This yielded one 
EEG alpha power corresponding to each fMRI scan, respectively. Thereafter, microstate based and standard FA 
and FTA were estimated. The first-level analysis in the present study was performed in SPM12. Different design 
matrices were obtained each for microstate based and standard asymmetry respectively for each subject wherein 
microstate based and standard FA and FTA parametrically modulated the fMRI regressors in EEG informed 
fMRI analysis117–121.

The first-level analysis in our study was performed in SPM12, and the time series of fMRI regressors and par-
ametric modulators were convolved with canonical HRF and with its time and dispersion derivatives. Further, at 
first-level, an F-contrast was defined for parametric modulators subsuming both non-derivative (canonical HRF) 
and derivative terms (time and dispersion derivatives) for microstate based FA, standard FA, microstate based 
FTA and standard FTA models.

Subsequently, for the second level of analysis, the first-level contrast images, along with the dispersion and 
temporal derivatives, were subjected to extraction of amplitude measures from the basis sets122–126. The robust 
regression toolbox127 was used to conduct group-level random-effects analysis. The robust regression toolbox 
uses iteratively re-weighted least squares (IRLS), which detects influential extreme outliers. Thus, the IRLS anal-
ysis reduces the likelihood of false-positive and negative findings with no reduction in power and minimizes the 
effect of extreme outliers128. The IRLS has proved beneficial with small samples (n = 10), and the benefits tend to 
increase with larger sample sizes (n = 40). Further, IRLS controls false-positive rates at an appropriate level when 
no true effects are present. The contrast image for amplitude summary measure was then subjected for the whole 
brain analysis corrected with voxel-wise False Discovery Rate (FDR) thresholded at q < 0.05. This yielded the 
underpinning of both microstate based FA and FTA and standard FA and FTA.

estimation of Hemodynamic lateralization index and its robust correlation with psychological 
measures. The lateralization index measures the hemispherical dominance within the large scale brain net-
work that integrates the neural underpinnings associated with resting affect and approach/withdrawal behavior. 
The neural activity associated with the neural underpinnings of each hemisphere causes differential electrical 
potential on the cortical surface of the respective hemisphere. This is measured as the EEG asymmetry index, as 
explained in the earlier sections. In the mean-time, these differential neural activities of each hemisphere gener-
ate a feed-forward signal, which results in differential hemodynamic response at the location of neural activity. 
Measurement of these hemodynamic hemispherical differences facilitates a better understanding of hemispher-
ical dominance within the large scale brain interactions. Diverse methods have been proposed to calculate the 
hemodynamic lateralization index on the basis of fMRI BOLD information. As most of these studies involved 
task engagement, the hemispherical difference of cluster size and BOLD signal strength129–133 were normally used 
to estimate the HLI.

The main motivation behind this estimation is to understand whether hemodynamic asymmetry reveals more 
insight into understanding the neurovascular mechanisms of the affect and approach /withdrawal behavior. For 
this purpose, initially, we estimated the hemodynamic response function metric that is hemodynamic response 
function amplitude (HRF_Amp) at every voxel by independently subjecting the preprocessed resting fMRI data 
to blind deconvolution method as proposed by Wu et al.134,135. The estimation of HRF was carried out inde-
pendently by assuming acquired fMRI BOLD signal y t( ) as the convolution of neural states n t( ) with HRF t( ).
This is represented as,

= + ∈y t conv n t HRF t t( ) ( ( ), ( )) ( ) (13)

where t( )∈  is the noise in the measurement. Further, n t( ) is substituted by a hypothetical neural activation model:

n t t( ) ( )
(14)0

ˆ ∑δ τ= −
τ=

∞

where t( )δ τ−  is the delta function. This allows fitting HRF t( ) according to n t( )ˆ  using a canonical HRF and two 
derivatives (temporal and dispersion derivatives). This model is subjected to blind deconvolution approach for 
retrieving the hemodynamic response function HRF t( ( )) of every voxel. Once HRF t( ) is obtained, an approxima-
tion of n t( )  can be calculated using the inverse Fourier transform (deconvolution). Then, HRF t( ) was utilized to 
estimate the HLI for the neural underpinnings of both microstate based FA and FTA and standard FA and FTA, 

Variable

Channel pair F4/F3 (FA) Channel pair F8/F7 (FTA)

Median
Median Absolute 
Deviation Median

Median Absolute 
Deviation

Standard hemispheric 
asymmetrya 0.0347 0.3509 −0.052 0.3655

Microstates based 
hemispheric asymmetrya −0.2324 0.1427 0.0256 0.0896

Table 9. Median and median absolute deviation of the standard and proposed microstates based frontal 
hemispheric asymmetry measures. aThe difference between log-transformed alpha values from one right-
hemispheric electrode to the corresponding electrodes on the left.
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all considered together. Hence, the cluster results of EEG informed fMRI were used only for the selection of 
regions for estimating HLI as follows,

= −HLI n HRF Amp HRF Amp( ) _ _ (15)n
R

n
L

where HRF Amp_ n
R and HRF Amp_ n

L are the median amplitude of hemodynamic response function of the nth neu-
ral underpinnings in the right and left hemispheres, respectively. The median of estimated HLI of neural under-
pinnings of proposed microstate based EEG asymmetry and the standard EEG asymmetry measures were finally 
subjected to the robust correlations with PANAS and BIS/BAS measures.
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Abstract
Problem solving is one of the most important 21st century
skills. However, effectively coaching young students in prob-
lem solving is challenging because teachers must continu-
ously monitor their cognitive and affective states and make
real-time pedagogical interventions to maximize students’
learning outcomes. It is an even more challenging task in
social environments with limited human coaching resources.
To lessen the cognitive load on a teacher and enable affect-
sensitive intelligent tutoring, many researchers have investi-
gated automated cognitive and affective detection methods.
However, most of the studies use culturally-sensitive indices
of affect that are prone to social editing such as facial ex-
pressions, and only few studies have explored involuntary
dynamic behavioral signals such as gross body movements.
In addition, most current methods rely on expensive labelled
data from trained annotators for supervised learning. In this
paper, we explore a semi-supervised learning framework that
can learn low-dimensional representations of involuntary dy-
namic behavioral signals (mainly gross-body movements)
from a modest number of short time series segments. Exper-
iments on a real-world dataset reveal a significant utility of
these representations in discriminating cognitive disequilib-
rium and flow and demonstrate their potential in transferring
learned models to previously unseen subjects.

1 Introduction
For young children, solving challenging non-routine math
problems emulates real life challenges they will encounter
later in their lives, and may often invite them to ride an
“emotional roller-coaster” as the child advances through var-
ious stages of problem solving (Chen et al. 2016). Thus, ef-
fectively coaching young students for problem solving re-
quires teachers to continuously monitor their cognitive and
affective states and make real time pedagogical decisions
such as when and how to best intervene. Moreover, teachers
have to effectively handle the high cognitive load of moni-
toring diverse cohorts of students. Intelligent Tutoring Sys-
tems that attempt to teach problem-solving also face similar
∗Mobile Number: +91 8800592994
†The authors wish that it be known that, in their opinion, the

first two authors should be regarded as joint First Authors.
Copyright c© 2020, Association for the Advancement of Artificial
Intelligence (www.aaai.org). All rights reserved.

challenges. To lessen the cognitive load of teachers and im-
prove the effectiveness of intelligent tutoring, we envision
a decision support system which can monitor the cognitive
and affective states of multiple students simultaneously in
real time. The focus of this paper is on the state detection
capability of such a system, specifically needed to discrimi-
nate between cognitive disequilibrium (CD) and flow states,
which are the critical inputs to inform appropriate subse-
quent interventions. In this work, we investigate a method
designed to discriminate between CD and flow using invol-
untary behavioral signals that are less prone to social edit-
ing, including head and eye movement, which can be non-
invasively collected using inexpensive sensors such as cam-
eras. To overcome limited supply of labeled data, while tak-
ing advantage of the large supply of unlabeled data, we ex-
plore a semi-supervised approach where deep embedding
features are derived from unlabeled time series segments,
which are then fed into a supervised learning algorithm.

2 Methodology
Our study is based on a dataset collected in one-to-one
coaching scenarios for math problem solving. We extracted
a number of features from the dataset along the visual (Fa-
cial Action Units (FAUs), head & eye gaze orientations) and
writing channels (writing speed). We computed the first and
second order derivatives of all visual features with the ex-
ception of FAUs.

The field of affective and cognitive computing relies on
supervised learning algorithms, and is therefore heavily de-
pendent on training data from expert annotators or self-
reports by participants of a study. Since most advanced and
powerful supervised learning algorithms require substantial
amounts of training data to learn reliable decision func-
tions, application of affective computing is severely limited
by short supply of trained expert annotators or potentially
biased self-reports. To this end, we investigated the utility
of an unsupervised representation learning model proposed
by (Franceschi, Dieuleveut, and Jaggi 2019), which can be
trained on a large amount of unlabeled data to learn poten-
tially useful feature representations. By automatically learn-
ing useful features for classifying raw data, representation
learning algorithms replace manual feature engineering and



allow systems to identify potential discriminators and use
them to support a specific predictive task. Their model com-
prises of a deep neural network with dilated causal convo-
lutions to handle time series and minimizes an unsupervised
triplet loss function which assigns similar time series prox-
imate embeddings based on the assumption that they occur
in temporal proximity while a randomly chosen subseries is
likely to be dissimilar.

The unsupervised representation learning model was
trained on 248 time series segments each having 27 fea-
tures over 300 time steps and returned 64-dimensional em-
beddings. Using these output embeddings as feature vectors
and manually annotated labels, we trained a random forest
classifier to predict the cognitive state (Flow or Cognitive
Disequilibrium) of a time series segment. We chose random
forests because they are able to learn non-linear and com-
plex decision boundaries, work well with high-dimensional
data and can be robust to outliers.

The unsupervised representation learning model coupled
with a random forest classifier can function as a semi-
supervised model, where the former learns embeddings (fea-
tures) from a large number of time series segments in a com-
pletely unsupervised fashion, and the latter uses these fea-
tures and a limited number of annotations to learn a deci-
sion function. Such a semi-supervised paradigm can be ex-
tremely useful in practice of affective computing, where ob-
taining vast amounts of unlabeled data is extremely easy, but
its annotation can be expensive.

3 Results and Discussion
Predictive Utility of Deep Features
We evaluated the predictive utility of deep embedding fea-
tures by feeding them into a random forest classifier. We
conducted two types of experiments: (1) “Random” experi-
ments which make a random split between train and test sets.
These experiments could yield inflated algorithm perfor-
mance as the information from the same session and subject
may appear in both the training and testing sets, allowing the
model to succeed by hooking-onto personal characteristics
of some distinct subjects. (2) Leave-one-person(subject)-out
experiments which represent a “cold start” scenario where
the model is trying to predict for a completely unseen sub-
ject. Due to varying degrees of information sharing between
training and test set, we expect the performance will de-
grade from the upper bound case of random split to the con-
servative (but of high practical utility) LOPO experiments.
We also compared the performance of our semi-supervised
model with ResNet. (Fawaz et al. 2019) in a recent and
comprehensive survey found that ResNet can significantly

Semi-supervised Supervised (ResNet)
Experiments Random LOPO Random LOPO

Precision 0.83 (0.037) 0.81 (0.063) 0.81 (0.016) 0.77 (0.074)
Recall 0.82 (0.04) 0.7 (0.111) 0.81 (0.023) 0.78 (0.071)

F1 0.82 (0.04) 0.71 (0.092) 0.81 (0.024) 0.77 (0.069)
Accuracy 0.82 (0.04) 0.7 (0.111) 0.81 (0.022) 0.78 (0.072)

AUC 0.83 (0.052) 0.79 (0.058) 0.8 (0.016) 0.73 (0.081)

Table 1: Performance of semi-supervised model vs. ResNet.

outperform other deep learning approaches in classifying
time series on the UCR/UEA and MTS archives. In addi-
tion, they found encouraging results (comparable predictive
performance and significantly less training & testing time)
while comparing ResNet to other state-of-the-art time series
classification algorithms such as HIVE-COTE.

Table 1 compares ResNet and the deep semi-supervised
model introduced above on several performance metrics.
The results reveal that while ResNet achieved higher accu-
racy (0.78%) in the LOPO experiments, there was no signif-
icant difference (within 95% confidence interval) between
the models in terms of AUC in both evaluation scenarios.

How Much Supervision is Necessary?
We conducted sensitivity analysis to demonstrate the utility
of unsupervised embeddings in the prediction task. In these
set of experiments, we fixed the held-out test set, varied the
size of the training set and reported the performance of our
semi-supervised approach accordingly. Our experiments (re-
fer Supplementary Material for details) revealed that with
deep embeddings features, the model is able to learn effec-
tive discrimination with even a small number of labeled data
points, and the resulting performance is comparable with a
potent fully supervised deep learning alternative which often
requires large extents of supervision.

Discussion
In this paper, we explored a semi-supervised framework
to model the dynamics of involuntary behavioral signals
in order to discriminate between cognitive disequilibrium
and flow. Experimental results with a modestly sized multi-
modal multi-sensor dataset, collected from young children
practicing problem solving in a naturalistic environment, re-
veal several insights. We found that our semi supervised ap-
proach was able to effectively generalize from training sub-
jects to previously unseen subjects, as demonstrated by its
robust performance with leave-one-person-out experiments.
When further validated with a more diverse set of subjects,
the proposed approach has the promise to scale up practical-
ity of the task of cognitive and affective state detection that
is often bottle-necked by high costs of label acquisition even
with abundant unlabeled data. Practically relevant capabil-
ity of generalization to unseen subjects is also encouraging
as the proposed approach would often be expected to work
well with out-of-sample subjects in the real world use cases.
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Abstract 

Industrial sector is comprised of various set of financial and non-financial target. Corporate Social Responsibility (CSR) is a 

concept that underlies a multi-pillar strategy where many quantitative and qualitative objectives of multiple stakeholders lever a 

company’s success. CSR refers to the totality of a corporation’s financial, social, and environmental performance in conducting 

its business. Making sure CSR initiatives tie back to company’s mission and align with their brand identity. It can be tempting 

to support a wide variety of non-profits, but it is more powerful to pick a few core focus areas in which to make a significant 

impact. Within the field of operations research, MCDA has evolved over the last three decades as one major discipline, it 

provides financial decision makers (DMs) and analysts a wide range of methodologies, which are well suited to the complexity 

of selecting optimum area for CSR in automobile Industry. The aim of this study is to provide an in-depth presentation of the 

contributions of MCDA in the field of finance, focusing on the methods used and their real-world applications to form a 

framework for selecting most suitable and profitable CSR initiatives through a survey of companies in automobile Industry. 

 

Keywords: corporate social responsibility, multi-criteria decision aid, finance, multi-objective optimization 

1. Introduction 

Many believe that the sole responsibility of a business is to 

make a profit. The maximization of financial efficiency is 

considered to be the primary goal of an enterprise within the 

theory of corporate finance In this case, financial goals 

constitute a common denominator for the evaluation of a 

firm’s outcomes; by this, the integrity and purposefulness of 

a firm’s management are safeguarded. Financial-goal 

orientation determines the related decision-making. 

However, as to how the financial goal is expressed and 

organized is of no importance from the perspective of a firm’s 

financial and non-financial outcomes. Consequently, the 

financial and non-financial goals of enterprises are 

deliberated with respect to how goal-setting affects 

management practices.  

Corporate Social Responsibility (CSR) is a concept that 

suggests that it is the responsibility of the corporations 

operating within society to contribute towards economic, 

social and environmental development that creates positive 

impact on society at large. Although there is no fixed 

definition, however the concept revolves around that fact the 

corporations needs to focus beyond earning just profits. The 

term became popular in the 1960s and now is formidable part 

of business operations [1]. A CSR strategy begins with a long-

term vision and commitment from the top of the executive 

food chain. Optimizing proper Selection medium for CSR in 

Automobile Industry can be considered a multi criteria 

decision making problem as there are many factors (criterion) 

which are to be considered for selecting the best area of CSR. 

Analytical Hierarchy Process is a multi-criteria decision 

making tool which can be used to find an optimum solution 

for selecting most beneficial area in terms of financial as well 

non-financial growth of industry AHP is a structured 

technique for organising and analysing complex decisions 

rather than focusing on the correct decision, the AHP helps 

decision makes find most optimum solution for achieving 

their target. It provides a comprehensive and rational 

framework for structuring and decision problem, for 

representing and quantifying its elements for relating those 

elements with overall goals and for evaluating alternative 

solutions. 

 

2. Statement Problem  

In any company the main objective is allocating its resources 

both financial and non-financial in cost effect, time efficient 

and productive manner. Although allocating companies 

funds in Corporate Social Responsibility (CSR) activities is 

beneficial to company but when it comes to deciding which 

areas of CSR to invest in, it becomes a problematic situation. 

If they make most appropriate choice of selection CSR area 

company can exhibit following benefits improved financial 

performance, Lower operating costs, Enhanced brand image 

and reputation, Increased sales and customer loyalty, bigger 

productivity and quality, additional ability to draw in and 

retain workers, Reduced regulative oversight, Access to 

capital, manpower diversity, Product safety and small 

liability. The idea of company social responsibility is 

currently firmly stock-still on the world business agenda. 

However so as to maneuver from theory to concrete action, 

several obstacles got to be overcome [2]. This method must 

consider the various characteristics benefits and risks before 

implementing solutions for selecting optimum area for CSR 

in automobile Industry. The aim of this study is to provide an 

in-depth presentation of the contributions of MCDA in the 

field of finance, focusing on the methods used and their real-

world applications to form a framework for selecting most 

suitable and profitable CSR initiatives through a survey of 

companies in automobile Industry. The branch of MCDA that 

is considered for providing solution is Analytic Hierarchy 

Process (AHP). It is very powerful and powerful tool because 

the scores, and therefore the final ranking, are obtained on the 

basis of the pairwise relative evaluations of both the criteria 
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and the options provided by the user. 

 

3. Literature Review 

For the process of selecting the best alternatives for 

determining the key areas for CSR activities is very crucial 

step. Realizing the fact many researchers have done a lot of 

work in this area. Constantin Zopounidis [3] explained how the 

complexity of financial decisions has rapidly increased over 

the decade, thus highlighting the importance of developing 

and implementing sophisticated and efficient quantitative 

analysis techniques for supporting and aiding financial 

decision making. Multi-criteria decision aid (MCDA), an 

advanced field of operations research, provides financial 

decision makers (DMs) and analysts a wide range of 

methodologies, which are well suited to the complexity of 

financial decision problems. 

Further a descriptive study done by Anna Doś [4] explained 

about how despite the fact that some studies focused on both 

CSR and finance, little is still known about how MCDMs can 

be used to integrate financial management and CSR. The 

research also concluded how maximization of financial 

efficiency constitutes a common denominator for the 

evaluation of a firm’s outcomes, the integrity and 

purposefulness of the firm’s management are safeguarded. 

The key benefits company exhibits while involving itself 

with CSR activities are summed up as follows: 

1. Improves Brand Image: Companies that demonstrate 

their commitment to various causes are perceived as more 

philanthropic than companies whose corporate social 

responsibility endeavours are non-existent. 

2. Brand Awareness by Media Coverage: Media visibility 

is important as it sheds a positive light on your 

organization and shows that company is transparent. 

3. Boosts Employee Engagement: Employees like working 

for a company that has a good public image and is 

constantly in the media for positive reasons. 

4. Networking and Maintaining Relationships: 

Interaction with client outside the scope of the project to 

overcome the problem of relationship discontinuity, 

regular communication with the clients. 

5. Generating Sales leads: connecting with various 

employees of target companies as potential clients. 

6. To increase Web Traffic: with availability of company’s 

profile on various social platforms it becomes easy to 

redirect to company’s website thereby increasing web 

traffic. 

CSR activities are focused on six broad themes with the goal 

of improving the overall socio- economic status in its areas 

of operation 

1. Promoting healthcare, sanitation and making safe 

drinking water available 

2. Employment enhancement through training and 

vocational skill development 

3. Income enhancement through farm based and other 

livelihood opportunities 

4. Promoting education & sports 

5. Environmental sustainability 

6. Infrastructure development 

From literature review one can conclude that there exist lots 

of beneficial factors that can be linked with CSR activities 

and finance but one must eliminate most obvious choices and 

should pay proper attention while selecting the characteristic 

benefits through CSR and areas where they can be 

implemented. The next portion describes the methodology of 

AHP approach. 

 

4. Research Methodology 

4.1 Multi-Criteria Decision Aid (MCDA) 

Multi-criteria decision aid (MCDA) or multiple-criteria 

decision analysis (MCDA), an advanced field of operations 

research that explicitly evaluates multiple conflicting criteria 

in decision making. Research into operations provides many 

interesting insights into multiple-criteria decision-making 

(MCDM) and multi-attribute decision tools, which then 

enhance decision rationality under circumstances where a 

number of heterogenic objectives must be achieved. The 

most-popular multi-criteria decision tools include AHP, 

PROMETHEE, ELECTRE, TOPSIS, and their families [5]. 

The Analytic Hierarchy Process (AHP), introduced by 

Thomas Saaty (1980), is an effective tool for dealing with 

complex decision making, and may aid the decision maker to 

set priorities and make the best decision. By reducing 

complex decisions to a series of pairwise comparisons, and 

then synthesizing the results, the AHP helps to capture both 

subjective and objective aspects of a decision. In addition, the 

AHP incorporates a useful technique for checking the 

consistency of the decision maker’s evaluations, thus 

reducing the bias in the decision making process [6]. 

Steps involved in AHP are as follows: 

1. Identify the problem. 

2. Identify the criteria that influences the behavior of the 

problem-brainstorming and judgement of expert are used 

to identify the criteria. 

3. Structure the hierarchy of criteria and alternatives 

4. Remove ambiguity by carefully defining every element in 

the hierarchy 

5. Prioritize the primary criteria with respect to their impact 

on the overall objective. This is done by first comparing 

every element to each other, two at a time. This is called 

pairwise comparison. After the scores are given multiply 

the scores and raise it to power of ‘n’ where ‘n’ is the 

number of criteria (and alternatives). Add these scores 

and divide each score with the sum obtained. This way we 

obtain the normal priority vector. 

6. Similarly, prioritize the sub-criteria with respect to 

respective alternatives. 

7. To obtain the overall rankings, multiply the matrix 

obtained by prioritizing the alternatives and transpose of 

the priority vector of characteristics. 

8. For checking the consistency of the results, first calculate 

the Principal Eigenvalue (λmax) of the priority vector. 

For consistency index use the formula: 
 

𝐶. 𝐼 =
λ max − 𝑛 

𝑛 − 1
  

 

For consistency ratio, use the formula: 
 

𝐶. 𝑅 =
𝐶. 𝐼

𝑅. 𝐼
 

 

A consistency ratio of 0.1 or less is considered acceptable. 

For our case with n = 6 in both the characteristics matrix and 

sub-criteria matrix. Therefore R.I for n = 6 is 1.24. 

 

5. Numerical illustration 

During this study, through different research papers and by 

expert opinion we have identified some of the key benefits 

achieved by company by involving themselves with CSR 
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activities. Some of those factors are: 

N1- Improves Brand Image, N2- Brand Awareness by Media 

Coverage, N3- Boosts Employee Engagement, N4- 

Networking and Maintaining Relationships, N5- Generating 

Sales leads, N6- To increase Web Traffic. Some key areas 

where CSR activities are focused in automobile industry. 

These areas are represented as: 𝑀1- Promoting healthcare, 

sanitation and making safe drinking water available, 𝑀2- 

Income enhancement through farm based and other 

livelihood opportunities, 𝑀3- Promoting education & sports, 

𝑀4- Employment enhancement through training and 

vocational skill development, 𝑀5- Environmental 

sustainability and 𝑀6- Infrastructure development. First step 

is collection of data from all experts and analyse it and 

summarize it. Then AHP methodology is followed for 

generating optimum solution.  
 

Table 1: Pairwise comparison of required characteristic benefits of 

CSR 
 

 N1 N2 N3 N4 N5 N6 

N1 1 0.25 0.5 0.5 0.25 0.25 

N2 4 1 2 2 1 1 

N3 2 0.5 1 1 0.5 0.5 

N4 2 0.5 1 1 0.5 0.5 

N5 4 1 2 2 1 1 

N6 4 1 2 2 1 1 

λmax = 6, C.I = 0, C.R = 0 
 

Table 2: Pairwise comparison of various areas of CSR based on 

N1 
 

 M1 M2 M3 M4 M5 M6 

M1 1 2 0.25 6 6 6 

M2 0.25 1 0.17 4 4 4 

M3 4 6 1 8 8 8 

M4 0.17 0.25 0.125 1 1 1 

M5 0.17 0.25 0.125 1 1 1 

M6 0.17 0.25 0.125 1 1 1 

λmax = 6.1474, C.I = 0.02948, C.R = 0.023774 
 

Table 3: Pairwise comparison of various areas of CSR based on 

N2 
 

 M1 M2 M3 M4 M5 M6 

M1 1 3 1 0.25 4 4 

M2 0.33 1 0.25 0.17 2 2 

M3 1 4 1 0.25 5 5 

M4 5 3 4 1 6 6 

M5 0.25 0.5 0.5 0.17 1 2 

M6 0.25 0.5 0.20 0.17 0.5 1 

λmax = 6.2724, C.I = 0.05448, C.R = 0.043935 
 

Table 4: Pairwise comparison of various areas of CSR based on 

N3 
 

 M1 M2 M3 M4 M5 M6 

M1 1 2 0.25 4 4 3 

M2 0.5 1 0.17 1 0.5 0.5 

M3 4 6 1 6 4 4 

M4 0.25 1 0.17 1 0.5 0.5 

M5 0.33 2 0.25 2 1 1 

M6 0.33 2 0.25 2 1 1 

λmax = 6.2005, C.I = 0.0401, C.R = 0.032339 

Table 5: Pairwise comparison of various areas of CSR based on 

N4 
 

 M1 M2 M3 M4 M5 M6 

M1 1 1 1 2 2 0.20 

M2 1 1 1 2 2 0.20 

M3 1 1 1 2 2 0.33 

M4 0.5 0.5 0.5 1 1 0.25 

M5 0.5 0.5 0.5 1 1 0.25 

M6 5 5 3 4 4 1 

λmax = 6.1193, C.I = 0.02386, C.R = 0.019242 
 

Table 6: Pairwise comparison of various areas of CSR based on 

N5 
 

 M1 M2 M3 M4 M5 M6 

M1 1 1 1 0.5 2 4 

M2 1 1 1 0.5 2 4 

M3 1 1 1 0.5 2 4 

M4 2 2 2 1 6 8 

M5 0.5 0.5 0.5 0.17 1 2 

M6 0.25 0.25 0.25 0.125 0.5 1 

λmax = 6.0184, C.I = 0.00368, C.R = 0.002968 
 

Table 7: Pairwise comparison of various areas of CSR based on 

N6 
 

 M1 M2 M3 M4 M5 M6 

M1 1 1 1 1 2 4 

M2 1 1 1 1 2 4 

M3 1 1 1 1 2 4 

M4 1 1 1 1 2 4 

M5 0.5 0.5 0.5 0.5 1 2 

M6 0.25 0.25 0.25 0.25 0.5 1 

λmax = 6, C.I = 0, C.R = 0 
 

Table 7: Pairwise comparison of various areas of CSR based on 

N6 
 

 M1 M2 M3 M4 M5 M6 

M1 1 1 1 1 2 4 

M2 1 1 1 1 2 4 

M3 1 1 1 1 2 4 

M4 1 1 1 1 2 4 

M5 0.5 0.5 0.5 0.5 1 2 

M6 0.25 0.25 0.25 0.25 0.5 1 

λmax = 6, C.I = 0, C.R = 0 
 

6. Results and Analysis 

From Table 8. It is evident that Employment enhancement 

through training and vocational skill development should get 

most priority considering the various characteristic benefits 

for which company receives while involving with CSR 

activities. Following Employment enhancement through 

training and vocational skill development is Promoting 

education & sports, Promoting healthcare, sanitation and 

making safe drinking water available and Income 

enhancement through farm based and other livelihood 

opportunities. These areas are based on automobile industry 

expert’s point of view. 
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Table 8: Priority vector of characteristic benefits of CSR and priority matrix of key areas of CSR 
 

 
N1 

0.0588 

N2 

0.2352 

N3 

0.1176 

N4 

0.1176 

N5 

0.2352 

N6 

0.2353 

Priority 

Weight 

M1 0.231842908 0.18354273 0.204651845 0.130937654 0.170731382 0.210526316 0.18601 

M2 0.125107874 0.07493101 0.06312699 0.130937654 0.170731382 0.210526316 0.13790 

M3 0.510352278 0.20742622 0.459427859 0.142573676 0.170731382 0.210526316 0.23935 

M4 0.044232313 0.43612998 0.059077899 0.076270728 0.36533516 0.210526316 0.25664 

M5 0.044232313 0.05461896 0.105264849 0.076270728 0.079787493 0.105263158 0.08035 

M6 0.044232313 0.0433511 0.105264849 0.44300956 0.042682845 0.052631579 0.00973 

 

However, this strategic and expert opinion analysis cannot be 

generalised for all the industries and is limited to content and 

expert advice of automobile industry only. Also the criteria 

chosen also was dependent upon the very few experts when 

compared to whole automobile sector thus the results can be 

improved with the help of more number of experts and by 

giving more time to the problem faced by automobile 

company’s during CSR activities. 

 

7. Conclusion 

The study of this paper focuses on providing financial 

decision makers (DMs) and analysts a wide range of 

methodologies, which are well suited to the complexity of 

selecting optimum area for CSR in automobile Industry. To 

find the proper solution of the cited problem Analytical 

hierarchy approach was used which is tool of MCDA. Out of 

the chosen areas where a company can invent in CSR 

activities importance rating order comes as: Employment 

enhancement through training and vocational skill 

development (M4) > Promoting education & sports (M3) > 

Promoting healthcare, sanitation and making safe drinking 

water available (M1) > Income enhancement through farm 

based and other livelihood opportunities (M2) > 

Environmental sustainability (M5) > Infrastructure 

development (M6). Hence the automobile company will be 

most benefited if they invest in Employment enhancement 

through training and vocational skill development.  

These studies however have certain limitation. First of all the 

study was made in context of automobile industry sector and 

criteria for deciding the optimum area for CSR activity is 

based on few expert opinion which can vary from business to 

business. They may also differ within different automobile 

company. 
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Narrow-Band UVB-Emitting Gd-Doped SrY2O4 Phosphors
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Gadolinium (Gd3+) ion-activated SrY2O4 phosphors with varying concentra-
tions of Gd3+ ions were prepared using sol–gel synthesis. The photolumines-
cence spectra were recorded to study the luminescence behavior of the as-
synthesized phosphors. Upon excitation at 275 nm, the material displayed two
bands, one at 309 nm (6P5/2 fi 8S7/2) and the other at 315 nm (6P7/2 fi 8S7/

2), in the narrowband ultraviolet (UV) spectral regions. The strong emission at
315 nm indicated that the phosphors could be used as a narrowband UV light
source. Electron paramagnetic resonance spectra showed a foremost Gd3+

center with weak signals. Several resonance signals revealed that Gd3+ ions
underwent different Zeeman interactions and exhibited varying crystal field
strength. The results suggest the potential utility of Gd3+ doped-SrY2O4

phosphors for phototherapy lamp applications which require UV emission.

Key words: Sol–gel, XRD, EPR, Gd3+ ions, SrY2O4, photoluminescence

INTRODUCTION

Over the past few decades, binary rare-earth (RE)
oxides, AR2O4 (A = Ca, Sr, Ba and R = rare earths),
have garnered enormous interest from researchers
seeking to explore their utility in lighting, sensors
and display applications.1–3 Various hosts, includ-
ing BaGd2O4, SrEr2O4, SrGd2O4, SrLu2O4, BaY2O4,
and SrYb2O4, have been reported for their lumines-
cence characteristics and thermal and chemical
stability.4–7 The thermal properties of SrY2O4 have
been studied for its application in thermal barrier
coating (TBC).8 In the process of identifying a new
host material with excellent luminescence and
thermal stability for application in a variety of
fields, SrY2O4 phosphors doped with different RE
ions have been prepared and investigated.9,10

The f–f and f–d transitions of RE ions are
responsible for their radiative properties, which
enable their use in diverse fields. Gd3+ ions in

diamagnetic phosphors offer both scientific and
technological opportunities, for example, in laser
materials. Gd3+ contains seven unpaired electrons
in its outermost shell with total spin S = 7/2 and 8S7/

2 as ground state. The Gd3+ ions exhibit lumines-
cence in the ultraviolet (UV) regime of the electro-
magnetic spectrum. Gd3+-doped materials have
attracted research interest owing to their preemi-
nent magnetic, electrical and optical properties.
Gd3+-doped phosphor that emits luminescence in
the UV region has shown potential for use in
phototherapy lamps, water purification, photochem-
istry, x-ray imaging and low-pressure lamps.11–13

Electron paramagnetic resonance (EPR) techniques
are used to study the nature of paramagnetic ions
(having one or more unpaired electrons) as dopants
in host materials. EPR study reveals the structural
and dynamical information of the doped ions in the
host crystals and information regarding the defect
centers formed in the lattice responsible for charge
compensation and the process of luminescence.14–16

The EPR spectrum is therefore distinguished by a
large number of individual transitions. A number of
studies have been carried out on Gd3+ ions
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incorporated in highly symmetric crystals. In host
crystals with low symmetry, a large number of
signals can be expected, and spectroscopic analysis
will thus be complex and challenging. The Gd3+ ion
is different from other rare-earth (RE) ions, since its
orbital magnetic momentum is zero. Its energy
levels may be affected through high-order interac-
tions with the crystalline electric field.17

In this report, Gd3+-activated SrY2O4 phosphors
with different concentrations of Gd3+ ions in the
host were prepared by a sol–gel method, and their
structural and morphological properties were stud-
ied. The luminescence characteristics and EPR
spectra were analyzed to determine their potential
utility as a UV-emitting phosphor.

MATERIAL PREPARATION AND ANALYSIS

A series of SrY2O4:Gd3+ (SY1-SY6) phosphor
samples were prepared by a sol–gel method. High-
purity starting materials [Sr(NO3)2, Y(NO3)3Æ6H2O,
citric acid and Gd(NO3)3Æ6H2O] were used for the
synthesis. The compositional details of the starting
materials are shown in Table I. Initially, stoichio-
metric amounts of metal nitrates were placed in a
150-mL glass beaker and then dissolved in 10 mL of
distilled water under continuous stirring. After a
few minutes, citric acid was added to the solution at
a ratio of citric acid/metal ions = 2:1, and stirring
was continued for 1 h to obtain a clear solution. The
solution was kept at 110�C in an oven overnight to
obtain a dry gel. The resulting dry gel was then
heated in a furnace at 400�C for 2 h, and a brown
residual powder was obtained which was then
ground using a mortar and pestle. This residual
powder was annealed at 1000�C for 3 h, and the
resulting white powder was used for analyzing
several characteristics.

To identify the phases of the samples, x-ray
diffraction (XRD) patterns were recorded using a
Rigaku Miniflex II diffractometer with Cu-Ka radi-
ation (k = 1.5406 Å) as an x-ray source. Samples
were scanned by a scanning electron microscope
(SEM; S-3400, Hitachi, Japan) to obtain the details
of the surface morphology. A spectrofluorophotome-
ter (Shimadzu RF-5301PC) equipped with a xenon

flash lamp was used to carry out photoluminescence
(PL) measurements. A JEOL FE1X electron spin
resonance (ESR) spectrometer was used to record
the EPR spectra of the sample.

RESULTS AND DISCUSSION

XRD Analysis

Figure 1 shows the powder XRD patterns of
SrY2O4 and SrY2O4:Gd3+ (SY1-SY6) compounds
prepared through a citrate sol–gel synthesis. The
XRD pattern indicates the formation of an orthog-
onal phase of SrY2O4, and the peaks were matched
to the standard values of SrY2O4 given in JCPDS
(no. 74-0264). The diffraction peak also shows one
impurity peak present around 2h = 29.18�, which is
indicated by an asterisk (*). This impurity peak
presents in SrY2O4:Gd3+ (SY1–SY6) samples. The
intensity of this peak increases with increased Gd3+

concentration. According to Zhou et al.,18 this is a
characteristic peak of Y2O3. They have prepared
SrY2O4 by the sol–gel method at 1250�C for 12 h,
but observed the characteristic peak of Y2O3. Pav-
itra et al.19 prepared SrY2O4 by the sol–gel method
at 1400�C, and they also observed the characteristic
peak of Y2O3. The most intense XRD peak of Gd2O3

is at 2h = 28.6� (JCPDS no. 11-0604), whereas we
observed an impurity peak at around 2h = 29.18�,
which shows that the impurity peak belongs to only
Y2O3. This also confirmed that dopant (i.e. Gd3+)
ions have no impact on the crystal structure of
SrY2O4. As shown in the XRD pattern, upon
increasing the Gd3+ concentration, the intensity of
the diffraction peak at 2h = 30.52� (320) decreases.
However, the intensity of the diffraction peak at
2h = 31.54� (121) increases, probably because of the
difference in ionic radius of Gd3+ and Y3+ ions. The
full width at half maximum (FWHM) of the
strongest diffraction peak was used to calculate
the crystalline size, applying Scherrer’s equation
D = 0.9k/bcosh, where k is the wavelength of inci-
dent x-rays, h is the corresponding Bragg diffraction
angle and b is the FWHM of the (320) peak. The
crystallite sizes were computed to be in the range of

Table I. Detailed information on sample composition, sample code and starting materials

Sample composition Sample code Starting materials

SrY2O4:0.01Gd SY1 Sr = 0.4232 g Y = 1.5320 g CA = 2.3052 g Gd = 0.0090 g
SrY2O4:0.03Gd SY2 Sr = 0.4232 g Y = 1.5320 g CA = 2.3052 g Gd = 0.0270 g
SrY2O4:0.05Gd SY3 Sr = 0.4232 g Y = 1.5320 g CA = 2.3052 g Gd = 0.0451 g
SrY2O4:0.07Gd SY4 Sr = 0.4232 g Y = 1.5320 g CA = 2.3052 g Gd = 0.0631 g
SrY2O4:0.09Gd SY5 Sr = 0.4232 g Y = 1.5320 g CA = 2.3052 g Gd = 0.0812 g
SrY2O4:0.11Gd SY6 Sr = 0.4232 g Y = 1.5320 g CA = 2.3052 g Gd = 0.0992 g

Sr = Sr(NO3)2, Y = Y(NO3)3Æ6H2O, CA = citric acid, Gd = Gd(NO3)3Æ6H2O.
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42.32–47.13 nm and are listed in Table II along
with the FWHM for all the samples.

Figure 2 shows the crystal structure of SrY2O4.
The SrY2O4 phase belongs to the orthogonal family
of the CaFe2O4 structure with a Pnam space group.
The orthorhombic crystal structure of SrY2O4 com-
prises a double-octahedral Y2O4

2� framework,
where the first is the undistorted octahedral site
and the second is a substantially distorted site.20

The Sr2+ site resides within the framework. Due to
the similar valence of cations and proximity of ionic
radii, Gd3+ ion prefers to occupy Y3+ sites.

Scanning Electron Microscopy (SEM) Analysis

The morphology of the SrY2O4:0.07Gd (SY4)
compound was analyzed using SEM micrographs,
as shown in Fig. 3. These SEM images show that
particles are aggregates of varying shape and size,
which consist of several small crystallites (see
Fig. 3a and b). The particles are highly intercon-
nected, having particle sizes ranging from 1–2 lm
(see Fig. 3c). Since SEM and XRD refer to polycrys-
tals and a single crystal, respectively, a difference
occurs in their estimated crystallite sizes. The SEM
image shown in Fig. 3d represents the sample that
also contains some smaller particles that might
have formed during the evolution of a huge amount

of gas molecules during the sintering process that
generally yields nanosized particles.

Photoluminescence Analysis

Figure 4 shows the PL spectra of Gd3+ in SrY2O4

phosphors. Figure 4a shows the excitation spectra
of SrY2O4:Gd3+ phosphor recorded at kem = 315 nm.
The spectra exhibited bands positioned at 245 nm,
253 nm and 275 nm wavelengths corresponding to
8S7/2 fi 6DJ and 8S7/2 fi 6IJ transitions of Gd3+

ions, respectively.21–23 Among these transitions, the
8S7/2 fi 6IJ transition (275 nm) is very intense.
Therefore, the emission spectra of SrY2O4:Gd3+

phosphors were recorded in the spectral region from
300 nm to 330 nm, upon excitation at 275 nm
(Fig. 4b). The emission spectra exhibit a weak band
in the UV region at 309 nm, followed by a sharp
intense band at 315 nm, corresponding to 6P5/

2 fi 8S7/2 and 6P7/2 fi 8S7/2 transitions of the
Gd3+, respectively.21–23 It has been reported that
narrow-band UV emission in the range 304–315 nm
is useful for phototherapy applications.24,25 The PL
spectra of the prepared phosphors confirm their
potential utilization in medical treatment of skin
disorders. The various concentrations of Gd3+ ions
in the prepared phosphors were also studied in
order to obtain the optimized Gd3+ ion

Table II. FWHM and crystallite size of SrY2O4:Gd3+ (SY1–SY6) phosphor

Sample composition Sample code FWHM (�) Crystalline size (nm)

SrY2O4:0.01Gd SY1 0.1904 45.20
SrY2O4:0.03Gd SY2 0.2032 42.36
SrY2O4:0.05Gd SY3 0.2034 42.32
SrY2O4:0.07Gd SY4 0.1826 47.13
SrY2O4:0.09Gd SY5 0.1829 47.06
SrY2O4:0.11Gd SY6 0.1982 43.43

Fig. 2. Schematic illustration of the orthogonal SrY2O4 structure.

Fig. 1. XRD patterns of SrY2O4:Gd3+ (SY1–SY6) phosphors.
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concentration. Figure 5 shows the emission inten-
sity variation for the intense peak with Gd3+ ion
concentrations from 0.01 mol to 0.11 mol. From
Fig. 5 it is evident that the optimal Gd3+ concentra-
tion in the prepared phosphors is 0.07 mol (SY4
phosphor), and beyond this concentration, quench-
ing occurs due to non-radiative energy transfer
between Gd3+ ions. This energy transfer process
strongly depends on the critical distance between

neighboring Gd3+ ions at a critical Gd3+ ion concen-
tration. Generally, the energy transfer mechanism
may proceed through exchange interaction or mul-
tipole–multipole interaction.26 The critical distance
(Rc) can be estimated using the following equation:

Rc � 2
3V

4pvcN

� �1=3

ð1Þ

Fig. 3. SEM images of SrY2O4:0.07Gd (SY4) phosphors at different resolutions: (a) 10 lm scale bar, (b) 5 lm scale bar, (c, d) 1 lm scale bar at
different sites.

(a) (b)

Fig. 4. Photoluminescence spectra of SrY2O4:Gd3+ (SY1–SY6)
phosphors: (a) excitation spectra (kem = 315 nm) and (b) emission
spectra (kexc = 275 nm).
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Fig. 5. Variation in the emission intensity of strong emission
(315 nm) as a function of Gd3+ concentration.
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where V is the unit cell volume of the SrY2O4

(409.37 Å3),27 vc is the critical ion concentration of
Gd3+ ions at which the concentration quenching
occurs (0.07), and N is the number of cations in the
unit cell.18 The Rc value obtained was 11.17 Å,
which is higher than 5 Å. Therefore, the concentra-
tion quenching phenomenon that occurred in
SrY2O4:Gd3+ (SY1–SY6) compound was mainly due
to multipolar interactions. Therefore, 0.07 mol of
Gd3+ ion in SrY2O4 phosphor is optimal for use in
dermatology applications utilizing phototherapy
lamps needed to treat several skin disorders. Fig-
ure 6 shows the partial energy level diagram of
Gd3+ ion. After irradiation by UV radiation, the
electrons of Gd3+ are first excited from the 8S7/2

ground state to the 6DJ and 6IJ excited levels. The
electrons then return to the lowest excited 6PJ levels
through a non-radiative relaxation process. Narrow-
band UVB emission can be obtained when electrons
in the 6PJ level relax down to the 8S7/2 ground state,
as shown in Fig. 6.

EPR Analysis

In general, the ground state 8S7/2 of Gd3+ ions
splits into eight (2S + 1) states, thereby leading to
seven allowed transitions according to the selection
rule, DMS = ± 1.28 The non-zero interactions of
Gd3+ ions are much less susceptible to the crystal
field due to Zeeman splitting as compared to other
ions. Gd3+ exhibits a long spin relaxation time, and
is therefore observable at room temperature (RT)
and higher temperatures.29 Figure 7a shows the
EPR spectra of SrY2O4:Gd3+ phosphors with differ-
ent Gd3+ concentrations at RT. The EPR spectra

exhibit signals with effective g-factors at g � 9.765,
6.070, 4.770, 3.403, 2.773, 2.339, 2.067, 1.697, 1.589,
1.445, 1.386, 1.298, 1.252, 1.211, 1.169 and 1.104.
Gd3+ ions experience a relatively weak crystalline
field in these sites, and they are characterized by a
coordination number higher than 6.30 Effective g
values for the low and high concentrations of Gd3+

ions are shown in Fig. 7b. EPR spectra and the g
values obtained are independent of Gd3+ ion con-
centration as well as the phosphor composition.
Because of the proximity in ionic radii of Gd3+ and
Y3+ (0.938 and 0.900 Å, respectively), Gd3+ ions are
most likely to substitute Y3+ sites where the valency
of cations is similar.31 The g values obtained are in
agreement with the other reported values. The
value g = 6.07, the characteristic element of the U
spectrum, is ascribed to a cubic field.32 The strong
resonance at g = 2.773 is attributed the accumula-
tion of Gd3+ ions, while the g = 4.77 line is a feature
of strong crystal fields where the Gd3+ ion possesses
a lower coordination number in orthorhombic sym-
metry sites.32 Since Gd3+ ions are sited in a cubic
system, we obtained a resonance line at g = 2.067.
Even though several interpretations of the U spec-
trum are available, the EPR spectrum of Gd3+ ion is
considered the most suitable for the depiction of the
positions of RE ions in disordered surroundings.

Fig. 6. The partial energy level diagram of Gd3+ ions.
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Fig. 7. (a) EPR spectra of SrY2O4:Gd3+ (SY1–SY6) phosphors and
(b) effective g values marked for the low and high concentrations of
dopant Gd3+ ions.

Narrow-Band UVB-Emitting Gd-Doped SrY2O4 Phosphors



Such analyses indicate the negligible presence of
resonance at g = 1.697 which arises due to the
Zeeman splitting of S-state ions.28 These g values
manifest the presence of Gd3+ ions in octahedral
symmetric sites with some distortion. EPR and PL
data presented here revealed the presence of Gd3+

in the SrY2O4 matrix.

CONCLUSIONS

This work reports the successful synthesis of
Gd3+-doped SrY2O4 phosphors via sol–gel method.
The XRD reveal that the orthorhombic phase of
SrY2O4 could be obtained by this method. The
average crystallite size is observed to be in the
range of 42.32–47.13 nm. The SEM micrographs
demonstrate agglomeration of the particles due to
sintering of samples at high temperature. Moreover,
the particles possess inhomogeneous morphology
with denser distribution of particles. The PL spectra
reveal an intense excitation peak positioned at
275 nm indicating high absorption in the UV region.
The emission spectra exhibit intense emission at
315 nm with the optimized Gd3+ ion concentration
of 0.07 mol in the SrY2O4 host. The EPR spectra
studied for SrY2O4:Gd3+ phosphor exhibit resonance
signals as reported earlier for Gd3+ ion-doped
phosphors. An effective g value of g � 6.07 is
observed, implying a coordination number greater
than 6 and a cubic crystal symmetry. The other
resonance signal for g � 4.77 noted indicates the
occupancy of Gd3+ ions with an orthorhombic sym-
metry and lower coordination, and the signal at
g � 1 indicates Zeeman splitting. The EPR reso-
nance signals obtained for the prepared phosphors
reveal different crystal field strengths and different
sites occupied in the host lattice. PL spectra allow
us to consider the prepared phosphor (SY4) as a
potential candidate for application in phototherapy
lamps.
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 
Abstract: Engineering and Technology Education is a means to 

sustain and accelerate the overall development in a country and it 

has a direct effect on individuals’ productivity and earnings as 

well.  But the problem is there is gender disparity in distribution 

especially in developing countries among educational branches. 

In Ethiopia, despite significant improvements in the last couple of 

years, women are still under-represented in engineering and 

technology. Since the share of Ethiopian women in science and 

technology programs in higher education has been low, the 

governments apply a policy to stream 70% of all university 

entrants to be in the science and technology track indirectly to 

increase their entry into these fields. Even if this types of policy is 

applying, their participation in engineering and technology 

education and employment is very low proportion.  The main 

purpose of this study is an attempt to assess trends and share of 

women in the field of engineering and technology regarding to 

their share of enrollment, employment and professional positions 

from the period 2000 -12 based on available secondary data 

collected from different sources. The collected quantitative data 

were analyzed by using descriptive data analysis techniques. 

Result from the data shows that there is low share of women in 

engineering and technology enrollment, employment and 

professional position status as compared to male in the country. 

Even if the share of enrollment of women in higher education is 

on improved status, their share of enrollment in engineering and 

technology filed is quite low that on average below 30 percent per 

year. In addition, this grate disparity and low participation of 

women in engineering and technology invites further 

investigation regarding to what is the reason behind. 
 

Key words: Women, engineering and technology, enrollment 

and employment, Ethiopia  

I. INTRODUCTION 

Ethiopia is found in eastern part of Africa. The total 

population accounts 102.4 million with life expectancy of 65 

years and  GNI per capita is $1750 in 2016 [11], [29] and 

women accounts half of the population.Since education is a 

means to sustain and accelerate the overall development in a 

country and it has a direct effect on individuals’ productivity 

and earnings as well [30], the Ethiopian government has 

adopted a new Education and Training Policy in 1994. The 

policy focuses on increasing access to educational 

opportunities with enhanced equity, quality and relevance 

stared in 1997/98 with the long-term goal of achieving 

universal primary education [31] and is governed by Ministry 
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of education. Ethiopia school enrolment in 2015/ 2016 at the 

age 7-18 is male at primary level 64.3% and at secondary 

level 5.5%   as well as female at primary level is 64.2% and 

secondary level 5.8%. Tertiary education enrolment rate in 

2014 of male is 10.94% and 5.28% female [32]. Total literacy 

rate in the same year was 64.1 %[12]. 

Women were totally excluded from education life for long 

time history of Ethiopia. There were strong social and 

cultural pressures for girls to marry before 14 years old. 

Virginity before marriage was highly valued and unmarried 

girl over 14 year was stigmatized. Girls are socialized to be 

shy and obedient and not to speak in front of adults, 

particularly in front of men. The focus is on her future role as 

respectful wife and good mother, hence they didn’t went to 

school, even they went   because of various  problem such as 

harassment , violence [1] and their own natural phenomena of 

adolescence age , they dropout from school. This situation 

again leads to low employment participation in countries 

development. Hence to encourage women in education and 

employment participation, Ethiopian government policy has 

supported affirmative action for women since its beginning in 

1994. Since the time women started to come out of domestic 

chores in Ethiopia, they have made significant contribution in 

all spheres of activities vital to the country development 

[27]-[28]. 

However, still, women are underrepresented in 

engineering and technology education and employment [3], 

[9], [5], [17], [18]. There are various factors for this under 

representation. Such as studies by [2], [8], [21], [14] [13], 

[25] found high school educational background, family 

education and lack of role models have an impact on decision 

to study engineering and technology. Studies [16], [19], [17], 

[24]; [6], [22], [23], [26]found that employment participation 

of women engineering and technology is low and is male 
dominated sector. However, there are few study about 

participation status of women in engineering and technology 

in Ethiopia. This indicates that there is research gap in the 

study area which need more research investigation.  Thus, the 

objective of this study is to examine the trends and share of 

women in engineering and technology education and 

employment participation with the help of secondary data. 

II. METHODOLOGY OF THE STUDY 

In this study secondary data from Ethiopia Ministry of 

Education statistics annual abstract report and National 

Assessment [10], [28] were taken to analyze the trends and 

share of women participation in engineering and technology 
education and employment. Result analysis of this study has 

done through the following 

procedure. 
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III. RESULTS AND ANALYSIS 

Ethiopian Education system is structured by different stages 

which is kindergarten, alternative basic education, 1st cycle 

primary education (grade 1-4), 2nd cycle primary level from 

grade 5-8, 1st cycle secondary level grade 9 and 10, 2nd cycle 

secondary education level (preparatory school grade 11 

and12), Technical and vocational education and training 

(TVET) , Undergraduate degree , Master degree and Ph.D 

education level. Hence, in this study researchers going to 

investigate about participation of women in engineering and 

technology education and employment from preparatory 

school (grade 11 and 12) share of enrollment since this 

education level is the base for joining to higher education 

institutions. 

Table-I: Trends of Women Enrollment in Preparatory 

School Program 

Year      Enrollment 

Boys  Girls  Total  % girls  

1995E.C 

(2002/03) 

56367 22274 78641 28.32% 

1996E.C 

(2003/04) 

68,330 25,065 93,395 26.83% 

1997 E.C 

(2004/05) 

67,413 25,070 92,483 27.1% 

1998 E.C 

(2005/06) 

91,889 31,794 123,683 25.7% 

1999 E.C 

(2006/07) 

117,000 58,219 175,219 33.23% 

2000E.C 

(2007/08) 

130,533 62,911 193,444 32.52% 

2001E.C 

(2008/09) 

146,547 58,713 205,260 28.6% 

2002E.C 
(2009/10) 

156194 86886 204,308 42.5% 

2003E.C 

(2010/11 

169,571 118,645 288,216 41.165

% 

2004E.C 

(2011/12) 

172,268 156,724 328,992 47.64% 

Average  33.36% 

Source ፡  [28] 

The trends of share of female in preparatory school (grade 11 

and 12) given in table-I, shows experience of improvement 

with fluctuation through time. The percentage of female 

students during 2011/12 has sharply increased and has 

reached 47% but when we observe the average percentage 

share of female 33.36% which show the there is some 

existence of gap.    

 

Fig. 1. Women students’ enrollment in preparatory 

school program 

Figure 1 clearly show, the share of female students in in 

preparatory school (grade 11 and 12) improved in the last ten 

years. This is due to some affirmative action taken for girls 

able to join in preparatory school.  

From table-II, the trends of share of women in higher 

education is very low in the last 10 years which is an average 

of 24.98%. This is due to various factors social, cultural, 

economic and personal factors which is beyond the scope of 

this study which needs further investigation. However, there 

was a better improvement of share of women during the year 

2001, 2008, and 2011 which is around 28%. 

Table-II: Trends of women and Man Enrollment in 

Ethiopian Universities   

Year                      Enrolment  

 Man Women Total  %Women 

1993 E.C 

(2000/01) 

35932 9594 45526 21.07% 

1994E.C 

(2001/02) 

32279 13517 46796 28.88% 

1995E.C 

(2002/03) 

57321 18676 75997 24.57% 

1996E.C 

(2003/04) 

59352 18375 77727 23.64% 

1997E.C 

(2004/05) 

70388 21267 91655 23.2% 

1998E.C 

(2005/06) 

70388 21267 91655 23.2% 

1999E.C 

(2006/07) 

79465 25108 104573 24% 

2000E.C 

(2007/08) 

206336 64020 270356 23.67% 
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2001E.C 

(2008/09) 

229489 91338 320827 28.46% 

2002E.C 

(2009/10) 

319327 115332 434659 26.5% 

2003E.C 

(2010/11) 

344137 123706 467843 26.44% 

2004E.C 

(2011/12 

353163 138708 491871 28.2% 

2005E.C 

(2012/13) 

553848 166141 719989 23% 

 

 

Fig. 2. Share of women’ enrollment in Ethiopian 

Universities 

 

Figure 2 which is constructed [28] from table-II shows, the 

enrollment status of trends of women in in Ethiopian higher 

education which indicates there is high gender disparity in 

enrollment in this level of education. 

 

 

Fig. 3. Percentage of women enrollment in higher 

education from the total. Source: [28] 

 

Table-III: Trends of Women in Higher Education Enrolment, and Graduation in Undergraduate and Post Graduate 

Program  

Enrollment in 

Higher Education 

Year 

1
9

9
7

 E
.C

 

(2
0

0
4

/0
5

) 

1
9

9
8

 E
.C

 

(2
0

0
5

/0
6

) 

1
9

9
9

 E
.C

 

(2
0

0
6

/0
7

) 

2
0

0
0

 E
.C

 

(2
0

0
7

/0
8

) 

2
0

0
1

 E
.C

 

(2
0

0
8

/0
9

) 

2
0

0
2

 E
.C

 

(2
0

0
9

/1
0

) 

2
0

0
3
 

2
0

1
0

/1
1
 

2
0

0
4
 

2
0

1
1

/1
2
 

1.Under Graduate  

Degree 

    1.1 Enrollment  

percentage of female 

 students  

   1.2 Graduates  

       Percentage of  
female graduates  

 

 

138159 

24.0% 

 

11,535 

16.4% 
 

 

 

173,901  

24.8% 

 

25,335 

16.2% 

 

 

203,399  

26.0% 

 

29,845 

17.4% 

 

 

263,001  

24.1% 

 

47,979 

20.7% 

 

 

309,092 

29.0% 

 

55,770 

29.7% 

 

 

420,387 

27.0% 

 

66,999 

23.4% 

 

 

447,693 

27.0% 

 

75,348 

27.3% 

 

 

494,110 

28.2% 

 

78,144 

25.3% 
 

2.Post Graduate  

    2.1 Enrolment  

Percentage of  
female students  

    2.2 Graduates  

        Percentage of  

female graduates  

 

3,604 

9.2% 
 

1,126 

9.0% 

 

6,385 

10.0% 
 

1,388 

9.8% 

 

7,057 

10.0% 
 

2,671 

9.4% 

 

7,355 

10.5% 
 

2,664 

10.7% 

 

10,125 

11.3% 
 

3,257 

12.3% 

 

14,272 

11.9% 
 

4,873 

13.9% 

 

20,150 

13.8% 
 

6,250 

14.4% 

 

25,660 

20.2% 
 

6,162 

14.0% 

Source: [28] 

 

 

 

 

 

0

100,000

200,000

300,000

400,000

500,000

600,000

700,000

800,000

20
00

/0
1

20
01

/0
2

20
02

/0
3

20
03

/0
4

20
04

/0
5

20
05

/0
6

20
06

/0
7

20
07

/0
8

20
08

/0
9

20
09

/1
0

20
10

/1
1

20
11

/1
2

20
12

/1
3

male female total

0.00%

5.00%

10.00%

15.00%

20.00%

25.00%

30.00%

35.00%

1995 2000 2005 2010 2015



Participation of Women in Engineering & Technology Education and Employment 

 

29 

Published By: 

Blue Eyes Intelligence Engineering 

& Sciences Publication  

Retrieval Number: G0657034720/2020©BEIESP 

DOI: 10.35940/ijmh.G0657.034720 

 

 

In figure 3, the percentage share of women enrolment from 

the total enrollment of higher education had shown 

increasing trend and falling in 2002, which constantly 

growing till 2008.  

Again in table-III, trends of share of women in higher 

education enrolment, and graduation in undergraduate and 

post graduate program. From this the share of enrollment in 

undergraduate program is not that much improved but the 

share of graduation in under graduate program shows some 

improvement trend. Their share of enrollment in post 

graduate level is increased from 9.2 % to 20.2% in the last 8 

consecutive years. 

Table-IV: Trends of Share of Women Enrollment and 

Graduation in Undergraduate Program  

Year  Under graduate 

Enrollment  

Undergraduate 

Graduates  

Female Total  Female  Total  

2004 33158 138,159 1892 11,535 

2005 43127 173,901  4104 25,335 

2006 52884 203,399  5193 29,845 

2007 63383 263,001  9932 47,979 

2008 89637 309,092 16563 55,770 

2009 113505 420,387 15678 66,999 

2010 120877 447,693 20570 75,348 

2011 139339 494,110 19770 78,144 

Mean  81989  11712  

Source: [28] 

 

Table-IV shows, the trends of share of women student’s 

enrollment and graduation in undergraduate program in terms 

of number from the total students which show increment but 

still low as compared to male students. Figure 4 also shows, 

share of women in post graduate program that indicates very 

low participation position.  

 

 

Fig. 4.The share of women students in post graduate 

program. 
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3164 

1097 

4261 

2753 

955 

3708 

2969 

910 

3879 

7836 

2799 

10635 

A
d

ig
ra

t 

 

Male 

Female 

Total 

Na 

 
Na Na Na 

173 

207 

380 

A
k

su
m

 

 

Male 

Female 

Total 

38 

8 

46 

73 

13 

86 

226 

55 

281 

857 

362 

1219 

1794 

1027 

2821 
A

m
b

o
 

 

Male 

Female 

Total 

Na Na 

281 

54 

335 

785 

148 

933 

785 

148 

933 

A
rb

a 

M
in

ch
 

 

Male 

Female 

Total 

1789 

346 

2135 

752 

276 

1028 

2931 

711 

3642 

5496 

1092 

6588 

6199 

1362 

7561 

A
ss

o
sa

 

 

Male 

Female 

Total 

Na Na Na Na 

169 

205 

374 

B
ah

ir
 D

ar
 

 

Male 

Female 

Total 

2164 

452 

2616 

Na 

2768 

749 

3517 

3548 

1087

4635 

4469 

1358 

5827 

B
u

ll
e 

H
o
ra

 

Male 

Female 

Total 

Na Na Na Na 

58 

26 

84 

 

D
eb

re
 

B
ir

h
an

 

 

Male 

Female 

Total 

Na 

122 

45 

167 

44 

6 

50 

917 

411 

1328 

1503 

785 

2288 

D
eb

re
 

M
ar

k
o

s 

 

Male 

Female 

Total 

Na Na 

368 

54 

420 

Na 

2077 

6112 

688 
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D
eb

re
 

T
ab

o
r 

 
Male 

Female 

Total 

Na 

 
Na Na Na 

99 

64 

163 

D
il

la
 Male 

Female 

Total 

Na Na Na Na 

574 

329 

903 

M
ed

a 

W
al

ab
u
 

 

Male 

Female 

Total 

Na Na 

38 

15 

53 

535 

170 

7 05 

1048 

3711 

419 

M
ek

el
e 

 

Male 

Female 

Total 

 

1276 

268 

1544 

Na 

1753 

293 

2046 

3497 

825 

4322 

36757

904 

465 

M
et

tu
 

 

Male 

Female 

Total 

Na Na Na Na 

85 

41 

126 

M
iz

an
 

T
ep

i 

 

Male 

Female 

Total 

 

Na Na 

482 

72 

554 

860 

287 

1147 

1486 

6992 

185 

S
u

m
er

a 

 

Male 

Female 

Total 

Na Na 

29 

8 

37 

Na 

109 

184 

293 

W
ac

h
em

o
 

Male 

Female 

Total 

 

Na Na Na Na 

114 

64 

178 

W
o

ll
eg

a Male 

Female 

Total 

 

125 

20 

145 

Na 

332 

80 

472 

1093 

233 

1326 

2257 

7292 

986 

W
o

ll
o
 Male 

Female 

Total 

Na 

139 

25 

164 

1127 

158 

1285 

1572 

353 

1925 

1477 

2981 

775 

D
ef

en
se

 

Male 

Female 

Total 

Na Na 

531 

10 

541 

531 

10 

541 

531 

10 

541 

D
ir

e 
D

aw
a 

Male 

Female 

Total 

Na 

158 

37 

195 

806 

558 

1364 

1413 

686 

2099 

2313 

10323 

345 

E
th

io
p

ia
n
 

ci
v
il

 

se
rv

ic
e Male 

Female 

Total 

328 

39 

367 

Na 

562 

57 

619 

484 

44 

528 

474 

62 

536 

G
o

n
d

er
 

 

Male 

Female 

Total 

Na Na Na 

1054 

459 

1513 

2014 

972 

2986 

H
ar

am
ay

a 

 

Male 

Female 

Total 

531 

132 

663 

1254 

148 

1402 

1438 

205 

1643 

3506 

651 

4157 

4692 

861 

5553 

H
aw

as
sa

 

Male 

Female 

Total 

838 

175 

1013 

1899 

368 

2267 

2214 

448 

2662 

3833 

673 

4506 

5070 

1161 

6231 

Ji
ji

g
a 

 

Male 

Female 

Total 

Na Na Na 

851 

186 

1,03

7 

1406 

532 

1938 

Ji
m

m
a 

 

Male 

Female 

Total 

935 

167 

1102 

Na 

1878 

294 

2171 

3727 

477 

4204 

6097 

860 

6957 

W
o

la
it

a 

S
o

d
o
 

 

Male 

Female 

Total 

Na Na Na 

694 

192 

886 

1665 

625 

2290 

W
o

ld
ia

 

 

Male 

Female 

Total 

Na Na Na Na 

79 

84 

163 

W
o

lk
te

 

 

Male 

Female 

Total 

Na Na Na Na 

209 

258 

467 

Source: [28],Na = data not available 

 

Table-v show, the share of female student’s enrolment in 

regular undergraduate program in engineering and 

technology education in 31 public universities from the year 

2007-2011 which shows there is grate disparity and under 

representation of female engineering education participation 

even if there is some improvement. The pattern of 

engineering enrolment is various in each universities. Since 

some of the universities are new established recently there is 

no data give for them. Especially third generation universities 

started education 2003/2004 data is not available for them. 

Hence, Addis Ababa University, Adama University, Aksum 

university, Mekele University, Haramaya, Hawassa, Jimma, 

Arba Minch, Bahir Dar, Wollega and Defiance Universes are 

the old universities and the most Engineering and technology 

education provider. The summation of Engineering student in 

this universities are summarized in the following table 6 and 

figure 4 including enrolment in non- government university 

and collages. 
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Fig. 5 a and b. trends and share of women regular 

undergraduate enrolment in engineering and technology 

education at government and non-government 

universities respectively. 

In figure 5 a and b, on the bases of data [28],  the share of 

women enrolment in engineering and technology education 

participation is increased from 18%  during 2007 to 22.23% 

during 2011 in government universities and from 15% to 

28% in non-government universities and colleges. However, 

there is gender disparity and women are underrepresented in 

engineering and technology education.  

 
Fig. 6. Share of women from the total employments of 

engineering and technology fields  

Figure 6 is constructed on the bases of data from national 

assessment [10] shows, the share of women in engineering 

and technology employment such as, technician position, 

engineering science, technicians and associate technician,  

computer manufacturing and others areas according to 

available data at national assessment 2013. The data shows 

that the share of women employees in this profession is very 

low but they are better in manufacturing employment. 

IV. CONCLUSION  

The finding of this study indicate that, women are 

underrepresented and there is grate disparities between male 

and female participation regarding to engineering and 

technology enrollment, graduation, employment and 

profession position in the field which is in line with the 

literature reviewed. This implies that problem needs attention 

so that give notice for the problem as well as creating 

awareness about the importance of engineering education 

starting from lower class through encouraging girls in science 

subjects and also take experience from other countries. In 

addition creating suitable environment for engineers at 

university level is necessary and   there should be future 

research investigation in the field to identify the reason 

behind underrepresentation of women in engineering 

education and employment which can suggest sustainable 

solution for this problem. 
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Abstract— This paper presents an algorithm for object 
avoidance while sustaining the trajectory of the end effector 
of the robotic manipulators. Multiple filters are developed 
that are based on classified constraints and applied on 
configuration space to obtain a collision-free path. The 
recursive and iterative nature of the algorithm makes it 
possible to acquire results under the permissible zone of error. 
The identification of desired configurations from millions of 
choices is achieved to obtain smooth and least deviated 
movements. MATLAB software is used to design, implement, 
visualize and test the proposed model.

Keywords— Robotic manipulator, Configuration space, 
Object avoidance, Trajectory, Constrained -filters.

I. INTRODUCTION 

During the last decade, manipulators of diverse classes 
have appeared as an imperative part of the automated 
industries. The flexible and configurable nature of most of 
the manipulators makes it feasible to stretch their work 
domain. The very prevalent objective of them is to move the 
tool located on the manipulator to some goal in 3D (Three 
Dimensional) space. The task becomes susceptible to failure 
when it is implemented in a dynamic environment. In such 
environments, object avoidance and real-time path planning 
become the fundamental task of the manipulator.

In some applications, it becomes crucial to trace the 
desired path [1] to reach the goal such as autonomous grout 
filling of cracks on the dam. The imperialist Competitive 
Algorithm was used in [2] to solve the path-planning 
problem. The generation of C-Space (Configuration Space) 
is very computationally expensive because of the 
exponential growth in the possible arrangements of serial 
chain manipulators. Arjang Hourtash and Mahmoud Tarokh 
who presented their work on path planning decomposition 
in [3] have solved this issue. The division of the serial chain 
into sub-chains had been done to lessen the planning time. 
A* algorithm [4] is used to find the shortest path between 
the pick and place locations of objects. Most of the 
approaches were converged to reach the goal through any 
path between the initial and final state of the manipulator. 
To solve the trajectory problem, different algorithms were 
discussed and tested on a robotic tracking control testbed 
[5]. A nonlinear control design has been proposed in [6] to 
incorporate the dynamics of the manipulator while 
performing the tasks which require a trajectory control. 

Non-linear behavior of PD (Proportional Derivative)
controllers have been proposed in [7]. A robust and novel 
approach based on multiple constraint filters is proposed in 
this paper to reduce the complexity and incorporate the 
general behavior of robotic manipulators. Multiple 
constraints can be added according to the environment, 
manipulator’s task and the manufacturing constraints.

The organization of the paper is as follows. Section 2 
discusses the criteria of the description of rigid bodies over 
3-dimensional space. The proposed methodology is 
presented in detail in Section 3. Illustration of approach is 
further divided into 4 subsections according to their 
functionalities. Implementation of the algorithm is 
discussed in Section 4 and the results of the simulations are 
explained in Section 5. All simulations have been performed 
on MATLAB and supported by comparing the desired and 
actual trajectories. Finally, a conclusion is made in Section 
5, which also addresses future work.

II. REPRESENTATION OF RIGID BODIES

A 6-Revolute open-chain anthropomorphic manipulator 
with six DoF (degrees of freedom) has been scrutinized in 
this work. Three DoF corresponds to the position of the 
manipulator in 3D space and others 3 DoF control its 
orientation. Its mechanism is analogous to the PUMA 560
[8] (refer Fig. 1) in such a way that the first three links (L1, 
L2, and L3) control the position of the wrist-point, i.e., the 
intersection of the last three joint axes. The rotary motion of 
manipulator’s links can be achieved using different 
actuators. These actuators can be purely revolute joint such

Fig.. 1. PUMA 560 dimensions [8]
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as servo and stepper motors or they can be a part of a 
complex system. Such a complex mechanism can be found 
in Yasukawa Motoman L-3, which makes use of two linear 
actuators coupled to links 2 and 3 with four-bar linkages [9].
For the simplicity of the manipulator, the links are assumed 
to be actuated through servo motors with a resolution of 1°.
The main challenge in the interfacing of servos to industrial 
manipulators is their high cost, as compared to non-servo 
motors, for the required load capacity and joint limits.

Considering the complexity of designs of manipulators 
and objects, components of the environment, modeling of 
rigid bodies can be achieved either by using superquadrics 
[10] or considering them as a spherical shell [11]. These 
spherical shells are the point clouds with a constant distance 
from their respective geometric primitives. These primitives 
could be points, line segments or rectangles. A point cloud 
is generated by forming a sphere of optimum radius around 
primitive geometry and superimposed. Objects will be 
described using these point clouds, which fits into it 
perfectly and with minimum unoccupied space i.e. concave 
shape. The corresponding geometric shapes of point clouds 
for points, line segments, and rectangles are the sphere, 
cylisphere, and box with rounded edges respectively. These 
simple shapes reduce the computation cost while 
determining the characteristics of a collision. A simple 
geometry shape is selected based on the shape of the object 
to be avoided. Similarly, the individual links of the 
manipulator are considered as cylinders and superimposed 
to construct the simplified structure of the manipulator. 

MATLAB software has been used to simulate the
movement of manipulator because of its versatility in 
representing objects as a surface or a mesh. Also, the 
compatibility of the ROS (Robot Operating System)
framework in MATLAB can be further utilized to simulate 
the manipulator in more dedicated simulators like RViz and 
Gazebo. The primary state, goal state, and the path traced 
are plotted in 3D space in MATLAB to verify the algorithm.
Object-Oriented Programming is employed to store and 
handle data more efficiently. It reduces the complexity of
the model and makes it adaptive to all small constraints.

III. METHODOLOGY

In this paper, a novel approach has been suggested to 
avoid the objects and disturbances of surroundings while 
sustaining the desired trajectory. Trajectory represents the 
path that is required to follow by the end effector. This 
approach is divided into 4 main steps. Step 1 deals with the 
generation of the C-Space and Workspace by applying the 
initial parameters and mechanical constraints. Collision 
checking and avoidance filters are introduced in step 2. 
Objects are tested for their interference with the 
manipulator. Step 3 and step 4 further put more constraints 
on the collision-free states to obtain a smooth and least 
deviated path.

A. Workspace and C-Space
A trajectory can be represented through a set of points 

or an equivalent polynomial equation in its task space. Task 
space [12] can be defined as a space in which a robot’s task 
is expressed naturally. It should be a subset of the 
workspace otherwise it will not be possible to trace the 
trajectory.

Table 1. Denavit-Hartenberg Parameters for 6 DoF manipulator

i αi-1
(degrees) ai-1 di

θi
(degrees)

1 0° 0 0 30°
2 -90° 0 5 30°
3 0° 5 -2 30°
4 -90° 5 5 30°
5 90° 0 0 30°
6 -90° 0 0 30°

To find out the possible configurations of a manipulator 
for a specific point in its workspace, the most popular 
approach is inverse kinematics. It uses algebraic and 
numerical methods to solve the configuration problem but 
on the other side, predetermined C-space solves this 
problem in a much more efficient way. 

Knowledge of only D-H (Denavit-Hartenberg)
parameters is not sufficient to solve the non-linear complex 
equations of Inverse Kinematics. This C-space can also be 
generated with the help of the forward kinematics by 
considering the possible states of joints. With a span of 180 
degrees for each servo motor, the total number of possible 
configurations are spanDOF i.e 1806 which requires a lot of 
computational memory to store but only 1803 configurations 
are responsible for the position of the wrist. A vector in (2)
representing the position of the wrist is developed by using 
the D-H notation [13]. This notation uses 4 parameters to 
describe a robot kinematically by assigning the values for 
each link. The values of parameters for the 6 R robot used 
in this work are provided in Table 1. All the parameters 
except the link twist are given integer values to simplify the 
matrix calculations. The link length and link offset are left 
as dimensionless numbers. A 4x4 square link-
transformation matrix as in (1) defines the frame {i} in 
relative to frame {i-1} and acts as a pillar for the kinematics 
equations.

(1)

In the above equation, is the transformation matrix 
for two successive links, is the angle of ith joint,  αi-1 is the 
twist of ith link with respect to (i-1)th link, ai-1 is the length 
of ith link, and di is the offset between links i and i-1.

(2)

The position vector P in (2) is solved for the combination 
of configurations to obtain the Cartesian space occupied by 
the wrist-point of the robot. The C-space obtained from 
above perimeters and constraints is passed through several 
filters to optimize the path traced.

B. Collision Filter
Object detection [14] and localization [15-17] are the 

primary tasks prior to the collision check. Localization of 
objects and mapping them to the simulated environment is 
not required to discuss at this point. All the generated 
configurations are iterated to measure the minimum 
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distance from the object’s primitive. The minimum distance 
is the perpendicular distance between any two geometric 
primitives. The configurations, which failed to satisfy the 
condition (3) will be excluded from the original C-space.

(3)

Where, is the perpendicular distance between the 
ith link and the object is the radius of the ith link, and 

is the radius of object and is the minimum required 
separation between the object and the manipulator.

This geometric image is simplistic and less 
computationally expensive in comparison to 
superquadratics representation but ends in the exclusion of 
additional states of the manipulator that are not in a
collision. To circumvent this, another image of the object 
can also be generated by creating a mesh of irregular shape 
in 3D space and the constraint is modified to (4).

(4)

In the above equation, is the point cloud of 
object and is the distance of ith link from the 
point cloud. After passing from the collision filter, the 
remaining configurations are collision-free and can be 
processed further.

C. Nearest State Filter
The desired trajectory is presented as a set of points. The 

separation between consecutive points plays an important 
role in deciding the planning time of the algorithm and the 
error between the theoretical and calculated trajectories. The 
former is negatively correlated and the latter is positively 
correlated with the separation distance. The greater the 
separation, the lesser will be the total number of points, 
planning time and more will be the error in tracing the 
trajectory. An optimum value of separation can be decided 
on the basis of the computational speed and the toleration 
zone for error. Fig. 2 shows the relation of the planning time 
and the number of coordinates i.e. points in 3D space used 
to represent the trajectory line. It can be inferred from the 
figure that both of the parameters are directly related to each 
other. Once the set of points is generated, each point is tested 
against the collision-free states to obtain the configurations 
that take the wrist to the path.

Fig.. 2. Variation of planning time with the number of points on the 
trajectory line.

The configurations responsible for crossing the 
toleration zone of error will be excluded. These are further 
sorted to determine the least error state. The extracted set of 
configurations is finally passed through a smoothing filter.

D. Smoothing Filter
The continuous motion of actuators is very important 

during the action of the manipulator. This continuity 
enhances the life cycle of an actuator and diminishes the 
impulses, which generally occurs during jerks in motion. 
continuous motion can be obtained by collecting the 
consecutive configurations of a manipulator, which 
converges towards the task space. Initially, each state is 
given a common identity. This identity is obtained from eq.
(5) by calculating the maximum movement of each actuator 
to reach the goal state from the initial state.

(5)

In the equation, θf is the joint vector of goal state and θi
is the joint vector of the initial state. This number is 
characterized by an integer value which lies between the 
joint limits. It can either be positive or negative depending 
upon the reference state i.e. initial state. IN (Identity 
Number) of the initial state is unique with a value of zero.

A subset of configuration space is determined with IN
ranging from IN of initial state and goal state.  Joint states 
with consecutive IN are extracted, which satisfies the 
constraint (6) in which is the joint vector with IN value. 
The joint vector is a column vector of dimension DoFx1 
consisting of the joint states.

(6)

Fig.. 3. Flow chart of the algorithm
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E. Implementation oF Approach
The generation of configuration space is achieved 

during preplanning. Memory required to store the dataset 
exponentially increases with the joint limits. 4096000 
configurations have been obtained for a joint limit [-90°, 
+90°].

The algorithm is performed iteratively and recursively 
on this dataset as shown in the flow chart presented in Fig. 
3. Fig. 4a shows the desired trajectory as a set of points on 
a line. A spherical object of unit radius is placed between 
the desired path (refer Fig. 4b). Initially, Goal state is 
decided in such a way that it is collision-free, nearest to the 
first point on the trajectory and takes less time to reach i.e., 
the difference of IN of goal state with IN of the initial state 
is minimized. The error between the goal state and the 
trajectory point is minimized by using the nearest state filter. 
If the error crosses the tolerance zone, the new goal state is 
searched with the second least IN value. The process 
continues until a desirable goal state is found. Initial and 
primary goal state along with the collision-free C-space is 
received by the smoothing filter. Joint states which provide 
continuous motion between initial and goal state are 
obtained by enforcing the continuity constraint on those 
states with IN values ranging from [INi, INf]. If any type of
discontinuity is detected then it returns back to the nearest 
filter to pass another goal state. 

Once the desired joint movements are achieved, the 
initial state and goal state are updated. The previous goal 

state is updated to the initial state of the next iteration and 
goal state is updated to the next point of the trajectory. 
Iterations are performed until all points of trajectory are 
covered.

F. Results
The ideal solution is plotted to achieve the desired path 

(refer Fig. 4b) irrespective of environmental interference. 
The links of the manipulator are considered to be cylinders 
with an assumption that end effector doesn't play any role in 
determining its trajectory. 16% of the path is obstructed 
because of the object, it required to be avoided without 
disrupting the trajectory of the end effector.

Multiple filters based iterative algorithm is 
implemented to find a least deviated, collision-free, and 
smooth path. Fig. 4c-4f visualize the motion of manipulator 
for four progressive quarters of the time period. The period 
is defined by the time required by the end effector to meet 
the entire trajectory. It is controlled by the characteristics of 
the actuators such as the joint velocity, acceleration, and 
resolution. The object is placed near to the reachable
workspace of the manipulator and so no collision-free joint 
configurations are left for the manipulator to overlap the 
desired position in the obstructed region and hence, the 
manipulator started to deviate from its mean path and 
looked for other nearest collision-free configurations at the 
end of the first quarter (refer Fig. 4c). The other reason for 
such deviation is the lower resolution of actuators which is 
negatively correlated with it. High resolution and a wide

(a) (b) (c)

(d) (e) (f)
Fig.. 4. (a) The desired trajectory of the end effector of the manipulator. (b) Manipulator under collision with a spherical object. (c) The path traced

during 1/4th of the period. (d) The path traced during 1/2nd of the period. (e) The path traced during 3/4th of the period. (f) The collision-free
path traced at the end period.
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Fig.. 5. Desired and achieved trajectory

the range for joint movements will give the best results at a 
cost of high computational power. In the second quarter,
when the manipulator is crossing the object, a maximum 
deviation can be observed (refer Fig. 4d) and results into a 
bump in achieved trajectory as shown in Fig. 5. The 
manipulator started to converge to the required trajectory at
the end of the quarter and the object is completely avoided 
while maintaining the smoothing action. Fig. 4e-4f shows 
its continuous motion in the unrestricted environment until 
the trajectory is completely traced. The required and 
reached trajectories are compared in Fig. 5 to depict the 
deviation of the manipulator from the desired path.

G. Conclusion
A novel approach of path tracing and object avoidance 

algorithm has been presented in this paper. A 6R open-chain 
manipulator is simulated on MATLAB to trace the 
trajectory when an object is placed mid-between its path. 
Forward kinematics is used to generate the configuration 
space. The manipulator is characterized by parameters of D-
H Notation and represented as a superimposition of multiple 
cylinders to cover the rigid links. Similarly, nearby objects 
are also treated as a spherical shell. Multiple filters are used 
to pass only those joint states, which show a smooth, 
collision-free and minimum deviated path. These filters are 
robust to adapt to any environment. This algorithm is highly 
configurable for either the planning time or the deviation. A 
large number of simulations have been performed and 
results have shown the good reliability of the proposed 
approach. 

Future objectives of this work are to reduce the planning 
time such that the algorithm can be implemented in the 
dynamic environment.
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Abstract. Analyzing explicit and clear sentiment is challenging owing to the growing use of emblematic and 
multilingual language constructs. This research proposes sarcasm detection using deep learning in code-switch tweets, 
specifically the mash-up of English with Indian native language, Hindi. The proposed model is a hybrid of 
bidirectional long short-term memory with a softmax attention layer and convolution neural network for real-time 
sarcasm detection.  To evaluate the performance of the proposed model, real-time mash-up tweets are extracted on the 
trending political (#government) and entertainment (#cricket, #bollywood) posts on Twitter. The randomly sampled 
dataset contains 3000 sarcastic and 3000 non-sarcastic bilingual Hinglish (Hindi +English) tweets. Feature engineering 
is done using pre-trained GloVe word embeddings to extract English semantic context vector, hand-crafted features 
using subjective lexicon Hindi-SentiWordNet to generate the SentiHindi feature vector and an auxiliary pragmatic 
feature vector depicting the count of pragmatic markers in tweet. Performance analysis is done to compare and validate 
the proposed softAttBiLSTM- feature-richCNN model. The model outperforms the baseline deep learning models with a 
superior classification accuracy of 92.71% and F-measure of 89.05%. 
 
 
Keywords: Sarcasm; code-switch; mash-up; social media; deep learning 
 
 
1. Introduction 
The number of social network users worldwide continue to grow and is expected to pass 3 billion in 
20201. The social, interactive computer-mediated technologies, such as, Twitter, Tumblr, Google+, 
Facebook, Instagram, Snapchat, YouTube etc. which enable users to create, post and share all types of 
multimedia text are gaining users globally. Social media serves as a communication channel and a social 
listening, awareness, activism & feedback tool for stakeholder engagement and cooperation. Keeping tabs 
on social media sentiment, that is, ‘the online mood’ is a key part of social media listening. Sentiment 
analysis[1, 2]  is a key component of the social listening tool for measuring and reporting on the tone 
or sentiment of your social mention. It is the use of natural language processing (NLP) to analyze social 
conversations online and determine deeper context as they apply to a mention (topic, brand or theme). 
Determining the literal exactitude and opinion polarity in text is imperative for real-time sentiment analysis. 
Sentiment analysis task attains fitting results with literal language where articulation is same as anticipated 
interpretation. The non-standard vocabulary with informal textual content and noise currently define the 
content strategy of social media[3,4,5]. The common use of emblematic language markers such as 
punctuations (great!!!!!!), emojis (😍, 👎, ❤),micro-text [6] which includes wordplay (supppperrrrrr for 
super), neologisms (gr8 for great), Internet slangs (FYI for for your information), code-switching [7] and 
code-mixing [8] makes automated text analytics computational intensive.  

As one of the most popular literary genre on social media, comedy defines the use of comic literary 
devices, which include wit, fun, humour, sarcasm, satire, pun, irony and non-sense. We characterize this as 
the ‘Comedy Cube’ (Fig.1). 

 
 

 
1 https://www.emarketer.com/content/global-social-network-users 
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Fig.1. Literary genre of comedy: ‘The Comedy Cube’ 

 
 Satire is a literary genre that relies heavily on irony, wit, and sometimes sarcasm. Irony describes the 
difference between what is expected and what actually happens and Wit is about understanding and 
intelligence. Sarcasm a sharply ironical taunt; sneering or cutting remark. It is the use of wit or ridicule to 
taunt, mock or contemptuously strike at a target. Irony is a common tool for sarcasm, but it is by no means 
the only one. Often, a mere laugh can be sarcastic, without any use of words. With reference to sentiment 
analysis,  “Sarcasm is defined as a specific type of sentiment where people express their negative feelings 
using positive or intensified positive words in the text” [9]. It is a manifestation of considerable conflict 
between the tangible situation and the statement of expression. In a sample post, “Yummmmmyy!!! Only if 
you like uncooked and stale food…go and waste your money! 😉”, this conflict between the actual situation 
of “being served uncooked and stale food and is waste of money” and the expression “Yummy” is evident. 
These inconsistencies within the opinion polarities characterize sarcasm as a special case of sentiment 
analysis making the performance of sentiment analysis task consequential to detection of sarcasm. Fig. 2 
represents an example of a sarcastic tweet misread by the internet bot and consequently unfittingly 
answered. 

 
 

Fig.2. Misinterpreted sarcastic tweet 

 

Sarcasm detection is a complex task, as it is highly subjective and contextual [10]. Contextualization of 
words associates experience with expression to add sense. Basically, context creates meaning by providing 
precise and useful information. The generic content interpretation depends on three non-trivial elements, 
namely: the text, context and meaning (Fig.3) .  
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Fig.3. Factors governing Interpretation of content 
 

 It is imperative to comprehend supplementary cues from users’ linguistic input that are aware of 
‘context’ which aid right interpretation. But, elucidating context is one of the most challenging facets in 
content moderation. Though, contextual assistance has been studied across pertinent literature, its 
effectiveness in sentiment analysis to detect sarcasm needs further validation.  
 Multilinguality is a well-recognized challenge of natural language processing. The cultural diversities, 
country-specific trending topics and hash-tags on social media and easy availability of native language 
keyboards for social media applications add to the variety and volume of user-generated content in diverse 
languages and dialects [11]. The mixture of languages can be observed in text as follows: 
 Transliterated Code-mix:   I looooovvveed the movie!!! Dil aa gaya…ek dum super ❤ 
 Literal Code-switch: I looooovvveed the movie!!! िदल आ  गया …एक दम super ❤ 

 The first case is an example of transliterated bilingual code-mixing where one language/script word 
(Hindi) is transcribed into a source language (English) such that the source phonetics is preserved. This is 
also known as phonetic typing. The second example describes a literal bilingual code-switch, where the 
actual words of one language (Hindi) are mashed up with the other language (English) demonstrating 
language alternation. Much of the recent research has been conducted on transliterated code-mix using 
publicly available API2 or by building subjective lexicons [12]. Sentiment analysis research too has either 
been conducted on individual languages [13] or transliterated code-mix [14]. Also, specialized sentiments 
like emotion and sarcasm detection in tweets has been primarily done on monolingual English tweets where 
the non-ASCII words are removed during the data pre-processing step.  
 Recent statistics3 show that Hindi is the fourth most widely spoken language around the world with 
about 310 million native speakers, coming in only after Chinese, Spanish and English. An upsurge in the 
use of hybrid of Hindi and English languages has been observed [15].  The availability of keyboards with 
‘Devanagari’ scripts on mobile phones has made it a popular language choice. A research study from 2016 
by Parshad et al. [16] shows that people are more fluent in Hinglish than in English alone. The research 
presented in this paper, focuses on sarcasm detection in the mash-up language (literal code-switch) tweets, 
specifically the Hinglish, which refers to the juxtaposition of words from Hindi and English language. For 
example, “Well played AUSSIES!!! एक और हार LOL 👏👎”. The shift in polarities or intensification is 
analyzed for detecting sarcastic tone in Hinglish mash-up tweets.  
 As a typical natural language text classification task, automatic detection of sarcastic tone depends on 
feature engineering and learning model. The hierarchical learning capabilities and generalization offered 

 
2 Google Transliterate  

3https://en.wikipedia.org/wiki/List_of_languages_by_number_of_native_speakers 
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by deep learning architectures have made them a popular choice within natural language text processing 
[17, 18]. The proposed softAttBiLSTM-feature-richCNN comprises of three primary modules: 
 English language processing module: BiLSTM with an attention mechanism is used to generate 

semantic context vectors using pre-trained GloVe embeddings.  
 Hindi language processing module: n-gram model is built and a subjective lexicon Hindi-

SentiWordNet (H-SWN) is used [19] to generate the HindiSenti feature vector which is equivalent to 
a vector that counts the number of occurrences of each word in the vocabulary in the TF-IDF (term 
frequency inverse document frequency) vector encoding. 

 Classifier module: CNN is trained using English feature vector, HindiSenti feature vector and 
auxiliary pragmatic features. Thus, the CNN comprises of feature-rich convolution layer, down-
sampling layer and representation layer. The final dense layer contains an individual node for each 
category (sarcastic and non-sarcastic), with softmax activation function which generates the output 
predictions between 0-1 for each node.  

 GloVe, a pre-trained embedding is used to seed the model for English language feature vector 
generation. This count-based model constructs a co-occurrence matrix (words X context) based on the count 
that how frequently a word appears in context to represent words by feature vectors. This feature vector is 
given as input to the bidirectional LSTM (BiLSTM). Using Bi-LSTM, we run the input through two 
LSTMs, one reading the input left to right and another right to left, and then concatenating the outputs to 
generate an output vector.This BiLSTM output vector is converted into a weighted sum of the output vectors 
with attention probabilities to calculate the context vector. The intent of using attention is to amplify the 
contribution of important words and aggregate useful information.  Intuitively, this context vector 
summarizes the importance of the different words.  The English context feature vector along with auxiliary 
pragmatic features and HindiSenti Feature vector is provided as input to the CNN. Using multiple filter 
sizes over the data, the first layer performs convolutions to calculate a higher-level representation 
generating an activation map. Further, nonlinearity is maintained using ReLU activation function which 
generates a rectified feature map. Next, we down sample the result of the convolution layer into a pooled 
feature vector using max-pool, add dropout regularization, and classify the result using a fully-connected 
layer which flattens the high-level features learned by convolution layers and pass it to the output softmax 
layer to predict the input class label. Thus, the key contribution of this research are as follows: 
 Building an automated model for detecting sarcasm in bi-lingual Hinglish mash-up tweets, 

softAttBiLSTM-feature-richCNN, a hybrid of bidirectional long short-term memory with soft attention 
mechanism (softAttBiLSTM) and feature rich convolution neural network (feature-richCNN) 

 Feature engineering using pre-trained word embeddings for English and n-grams with TF-IDF 
encoding for Hindi hand-crafted features and frequency encoding for punctuations.  

 Evaluation using different kinds of  discrete baseline deep learning architectures for detecting 
sarcasm. 

The next section describes the related work in automatic sarcasm detection using deep learning 
architectures. The relevant studies focusing on code-mix and code-switch sarcasm detection are specifically 
included. Section 3 describes data acquisition and preprocessing of mash-up Hinglish data. Section 4 
demonstrates the architecture and working of the proposed softAttBiLSTM-feature-richCNN model for sarcasm 
detection in Hinglish mash-up followed by section 5 which presents the results. Finally, section 6, presents 
the conclusion and possible future aspects. 
 
2. Related Work 
The mounting global interest of users in social media portals has reinforced analytics and sensing-based 
research areas to discover knowledge from the publicly available content. Tapping the opinion of users 
within this big pool of user-generated data has found many practical applications within the market and 
government intelligence domains. Twitter has been the top choice to mine content due to its global presence 
and accessibility. ‘Sentiment Analysis’ [20] on all modalities (text, image, video, audio) of social data has 
been reported in literature. Primary studies with lexicon, machine learning and hybrid approaches are 
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abundantly available. Literature is well-equipped with reviews and surveys on sentiment analysis [1, 2, 11]. 
Pertinent studies specify contrast in opinion polarity to characterize sarcasm.  

Deep learning models have been popularly used in natural language processing owing to their 
hierarchical learning and generalization capabilities [21]. Young et al. [22] discuss recent trends in deep 
learning based natural language processing. For detection of emotions, hybrid of attention based BiLSTM 
and CNN was explored by Felbo et al. [23]. Amir et al. [24] proposed a CNN trained using user and 
utterance based embeddings. Joshi et al. [25] used word embedding similarities as training features to detect 
sarcasm. Ghosh et al. [26] also worked on a hybrid of CNN, RNN and DNN.  To explore syntactic and 
semantic information over tweets Zhang et al. [27]  used biLSTM in their work. Poria et al. explored 
different set of features viz. emotions; sentiment and personality based in their study [28]. Sarcastic 
sentiment detection  has also been studied extensively. Mukherjee et al. [29] applied linguistic styles of 
authors for sarcasm detection on Naïve Bayes and fuzzy clustering algorithms. Suhaimin et al. [30] 
proposed a feature extraction process to detect sarcasm in bilingual texts. They used different categories of 
like feature lexical, pragmatic, prosodic and syntactic. The usage of context with neural network models 
for sarcasm detection was explored by Ren et al. [31]. They concluded that context-augmented neural model 
effectively decodes sarcastic clues from contextual information. Hazarika et al. [32] proposed a contextual 
sarcasm detector that adopts a hybrid approach of both content and context-driven modeling for sarcasm 
detection. They also explored usage of stylometric and personality features of the users in their work. 
Majumder et al. [33], presented a multitask learning-based framework using a deep neural network for 
sarcasm detection. Cai et al. [34], proposed a hierarchical fusion model to deal with the problem of 
multimodal sarcasm detection. They treated text features, image features and image attributes as three 
modalities to address this task. 

Recently, sentiment analysis in code-mixed languages has attracted much attention owing to the 
linguistic democratization and deep digital language divide. Sharma et al. [35] included abbreviations, word 
play, misspelled words and slang words and transliterated them to Romanized English words and analyzed 
the sentiment of the sentence using lexicon approach. The authors used text normalization before sentiment 
analysis on FIRE 2013 and FIRE 2014 data which consists of English and Hindi languages to calculate 
final sentiment score by lexicon lookup in respective dictionaries. Joshi et al. [19] developed Hindi-
SentiWordNet, a lexical resource to comprehend sentiments in Devanagari script. A fuzzy logic based 
approach for polarity detection in Hindi text was given by Rana [36]. Mittal et al. [37] also used Hindi 
SentiWordNet to classify sentiments using negation and discourse relation. Sharma et al. [38] presented 
various methods for sentiment analysis of Hinglish language using the dataset of FIRE 2013 and FIRE 
2014. Vyas et al. [39] explored POS tagging by using pure Hindi or English tagger  and universal tagger in 
a code-mix script of Hindi and English in their research. Joshi et al. [40] introduced learning sub-word level 
representations in LSTM architecture for sentiment analysis of Hindi-English code-mixed text. Bhargava 
et al. [41] proposed sentiment analysis from code mixed sentences for English with combination of four 
different Indian languages. Vilares et al. [42] presented sentiment analysis for English and Spanish in 
different environments. Malgaonkar et al. [43] worked on classifying the emotions into various categories 
like sad, sarcasm, happy, fear, bliss etc using sentences written in a combination of various languages. 
Konate et al. in [44] used six deep learning models for the sentiment analysis task of code mixed Bambra-
French language using the Facebook comments. Patra et al. [15] presented a paper for the task of sentiment 
identification from Hindi-English and Bengali-English code mixed datasets using the word and character 
level n- grams as features and SVM for the classification purpose. Abbasi et al. [45] also worked on a code 
mixed language of English and Arabic language and analyzed sentiment using entropy weighted genetic 
algorithms. Pakray et al.[46] addressed the difficulties in POS tagging of code-mixed data and introduced 
a Hidden Markov Model (HMM) based supervised algorithm as the solution of the same. Sane et al.[47] 
used deep learning techniques for humor detection in Hindi-English code-mixed tweets. Two most recent 
studies have focused on code-mix English-Hindi datasets for Sarcasm Detection [48], Irony detection [49] 
and Hate Speech Detection [50]. This research puts forward a sarcasm detection model for bilingual code-
switch Hinglish tweets. To the best of our knowledge, this work is the first study on code-mix sarcastic 
sentiment detection. 
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3.  Data Acquisition and Preprocessing  
 
3.1 Data Acquisition 
Real-time mash-up tweets are scrapped from Twitter using the Twitter Python API. We have mined the 
tweets using #sarcasm, keywords ‘sarcasm’ and ‘sarcastic’ and various the trending political (#government) 
and entertainment (#cricket, #bollywood) hashtags.  Sarcasm Detector tool4 is used to build a randomly 
sampled dataset of 30000 tweets (12,000 sarcastic and 18000 non-sarcastic tweets). Out of these, the 
Hinglish mash-up tweets are extracted manually to create a balanced dataset of 3000 sarcastic and 3000 
non-sarcastic tweets that are considered as the dataset for this research. 
 
3.2 Data Pre-Processing 
Post data acquisition, data cleaning is done. The primary intent of pre-processing is to transform the data 
for extraction of features [51]. The process includes: 
 Removing numeric and empty texts, URLs, mentions, hashtags, stop-words and punctuations. 
 Tokenization of tweets is done using the TreebankWordTokenizer of Python Natural Language 

Toolkit (NLTK)5 to filter the words, symbols and other elements called tokens [52]. The tokens are 
converted to lower case. For example, in a mash-up tweet “Well done Aussies!! एक और हार  LOL 
👏👎”, the tokens are generated as follows: 
 
 

 The slangs and emojis are replaced by their descriptive text using the SMS Dictionary6and emojipedia7 
respectively. 

 
 
 

 After tokenization, word-level language identification is performed using an online language 
identifier8. This is primarily done to annotate each word with a source language tag <HINDI> or 
<ENGLISH> so that the words can be sent to the respective language processing module. Table 1 
depicts this annotation for the example tweet. 

 
Table 1. Word language annotation 
Token Word Language tag 
well  <ENGLISH> 
done  <ENGLISH> 
aussies  <ENGLISH> 

एक <HINDI> 

और <HINDI> 

हार <HINDI> 

laugh <ENGLISH> 
out <ENGLISH> 

 
4www.thesarcasmdetector.com 
5https://www.nltk.org/ 
6SMS Dictionary. Vodacom Messaging. Retrieved 16 March 2012. 
7 https://emojipedia.org/ 
8http://aztekium.pl/languages.py#start 
 

 

well done aussies एक और हार 👏 lol ! ! 👎 

well done aussies एक और हार ! ! laugh out loud 

clapping hands thumbs down 
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loud <ENGLISH> 
clapping <ENGLISH> 
hands <ENGLISH> 
thumbs  <ENGLISH> 
down <ENGLISH> 

 
 Punctuations are discarded during data pre-processing phase but in casual or informal writing such as 

text message or online posts, these are used as a technique to add emphasis to written text. Therefore, 
the count of each punctuation mark (!, ?, ., capitalization, ‘x’, “x”) is extracted as a pragmatic feature 
set to train the model. 

 
4. Deep Learning Model for Sarcasm Detection in Hinglish  
The proposed deep learning model for sarcasm detection in Hinglish includes (i) feature extraction, and (ii) 
training softAttBiLSTM- feature-richCNN model. The following sub-sections present the details. 
 
4.1. Feature Extraction 
The extraction of feature for training the model is done separately based on the source language as follows: 
 
4.1.1. English language Feature Extraction 
Word embedding is the collective name for a set of language modeling and feature learning techniques in 
natural language processing (NLP) where words or phrases from the vocabulary are mapped to vectors of 
real numbers. Embeddings capture the representation of the word in higher dimensional plane. Through 
embeddings, we create a vector representation of the word which is learned by understanding the context 
of words. There are many techniques to create word embeddings for the deep neural models, such as, one-
hot encoding; TF-IDF encoding, Word2Vec and GloVe. In this research, GloVe, which is a count-based 
model to capture the semantic relatedness of English words, is used. It learns by constructing a co-
occurrence matrix (words X context) that basically count how frequently a word appears in a context.   
 
4.1.2. Hindi language Feature Extraction 
The extraction of feature using the Hindi language tokens is a multi-step procedure where the tokens are 
firstly tagged based on the part-of-speech and then mapped to the Hindi-SentiWordNet [19] to generate 
polarity and polarity scores and create a HindiSenti feature vector. The details of this feature extraction 
procedure are as follows: 
 All Hindi words are passed to a Hindi POS tagger9  which assigns tags as adjective, noun, verb, 

adverb, interjection, common noun, question words etc. to each word. Thus, for the example given, 
the tags are generated as एक : Noun और: Adverb  हार:  Noun, Verb 

 For each POS-tagged negative score > positive score). If the word is not present in the file then the 
synonyms of the word are found and assigned the +1 or -1 value. Along with this an attribute that will 
store the polarity score (𝑃𝑜𝑙𝑆𝑐𝑟) of that word is maintained. The polarity score within the range -1 to 
<0 shows negative sentiment and within the range >0 to 1 shows positive sentiment. A polarity score 
of 0 implies a neutral Hindi word, the polarity and polarity score is then determined using the Hindi-
SentiWordNet (H-SWN). The H-SWN has various fields like (pos tag, Id, positive score, negative 
score, and synonyms). It is a subjective lexicon developed by IIT Bombay [19]. It contains words 
with part of speech and 3 scores positive, negative and objective. Sum of positive, negative and 
objective score sums to 1. The lexicon assigns single score to a word irrespective of the sense in which 
it is used. 

If the word is present in the file then we will compare the associated positive and negative scores  to assign 
a value of +1  if the positive score is greater than the negative one or the value -1 assigned to that word 

 
9http://taghindi.herokuapp.com 
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representative of a negative sentiment(where polarity.  Thus, the polarity score (𝑃𝑜𝑙𝑆𝑐𝑟) is calculated as 
follows: 

 
 
 
 
 
 
Following this approach the polarity score of every token of a tweet is calculated. A HindiSenti Feature 

Vector is then constructed by converting words into features using a language-independent n-grams 
technique with the Tfidf Vectorizer. The HindiSenti feature vector also keeps record of the corresponding 
polarity score for every feature. 

 
4.1.3. Auxiliary Pragmatic Features 
Whereas GloVe captures the conceptual relationship within words, pragmatic features necessarily portray 
the use of language. Punctuations such as exclamation mark, quotation marks, capatalization are used to 
add emphasis in written informal text and are significant signs which assist to comprehend the context 
inconsistency or intensity within the text as given below:  
 Exclamation mark (!): Act as emotion intensifier without polarity shift. For example: “She looks 

beautiful!!!!”  is more intense than “She looks beautiful.” 
 Wordplay: It involves word lengthening by repetition of alphabets. For example, the long sequence 

of word, “sorryyyyy” intensifies the expression. 
 Uppercase word: Explicit use of uppercase alphabets intensifies the semantics. For example, “I am so 

SORRY!”is more persuasive than “I am so sorry!” 
Moreover, the frequencies of occurrence of punctuations in a tweet strongly suggest sarcasm. Thus, 

frequency encoding is done for these pragmatic punctuation-based features to create a pragmatic feature 
vector p with six tuples, <R, E, I, P, U, Q>, where, R is  the frequency of recurring alphabetic character, 
(that is, if recurrence > 2 set R =1, else 0) and E, I, P, U and Q defines the count of exclamation marks, 
question marks (interrogatory), periods, uppercase letters, single quotes(‘’)  or double quotes (“”) 
respectively. The conceptual flow of feature extraction in the proposed model is shown in fig. 4: 
 
 
 
 
 
 
 
 

 
 
 
 
 
 
 
 

Fig. 4. Feature extraction in the proposed model 
 
 
 
 

Count of Punctuation-based 
auxiliary features 

Identify tokens 

Hindi-SentiWordNet 

<ENGLISH> 

Language 
Annotation 

<HINDI> 

GloVe Word Embedding 

    For a word with positive sentiment or (value=+1)  
PolScr =+1 * positive score  

   whereas, for a word with negative sentiment or (value=-1)  
PolScr ൌ -1 * negative score 
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4.2. The proposed softAttBiLSTM- feature-richCNN Model 
An automated model for detecting sarcasm in bi-lingual Hinglish mash-up tweets is a hybrid of bidirectional 
long short-term memory with soft attention mechanism (softAttBiLSTM) and feature rich convolution neural 
network (feature-richCNN)trained using a combination of English, Hindi and auxiliary pragmatic feature 
vectors.  Fig. 5 depicts the architecture of the proposed deep learning model. 
 
 
 
 
 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 
 
 
                                     Fig.5. Architecture of the softAttBiLSTM- feature-richCNN 
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The model consists of three modules, namely the English language processing module which generates 
context vectors using attention based BiLSTM;  Hindi language processing module which generates TF-
IDF encoded HindiSenti feature vector using Hindi-SentiWordNet (H-SWN); and the classifier module 
where CNN is trained using three feature vectors to generate the output predictions. The following sub-
sections expound the details. 

 
4.2.1. English context feature vector generation using BiLSTM with attention mechanism 
This component consists of three layers of the deep learning architecture: 

 Embedding Layer: Embedding layer maps discrete words into lower dimensional vector space for 
computational efficiency. In this layer the English language input is mapped to real-valued vectors 
using pre-trained word embedding. The benefits of extracting features based on learned 
representations for sarcasm detection are available in literature [52].GloVe has been used to generate 
‘word vector table’ with an embedding dimension of 300 and a batch size of 50. 

 BiLSTM Layer: The long short-term memory (LSTM) in its core, preserves information from inputs 
that has already passed through it using the hidden state. Unidirectional LSTM only preserves 
information of the past because the only inputs it has seen are from the past. During training, errors 
back-propagate to adjust weights while maintaining the training properties. The calculation for the 
forget, the input and the output gate along with the input cell state is done using (1) to (6): 
 

𝑖௧ ൌ 𝜎 ሺ𝑊௜ ∙ ሾℎ௧ିଵ , 𝑥௧ሿ ൅ 𝑏௜ሻ                           (1) 
 

𝑓௧ ൌ 𝜎 ሺ𝑊௙ ∙ ሾℎ௧ିଵ , 𝑥௧ሿ ൅ 𝑏௙ሻ                          (2) 
 

𝑜௧ ൌ 𝜎 ሺ𝑊௢ ∙ ሾℎ௧ିଵ , 𝑥௧ሿ ൅ 𝑏௢ሻ                         (3) 
 

𝑠௧ ൌ 𝑡𝑎𝑛ℎ  ሺ𝑊௦ ∙ ሾℎ௧ିଵ , 𝑥௧ሿ ൅ 𝑏௦ሻ                   (4) 
 

𝑐௧ ൌ 𝑓௧ ∗ 𝑐௧ିଵ ൅ 𝑖௧ ∗ 𝑠௧                                    (5) 
 

ℎ௧ ൌ 𝑡𝑎𝑛ℎ ሺ𝑐௧ሻ ∗  𝑜௧                                         (6) 
 

     where,   
 xt is the t-th word vector that is it denotes the word representation of wt 
 ∗ represents the product (element wise) 
  𝑊௜𝑊௙𝑊௢𝑊௦ are model parameters 
 𝑏௜𝑏௙𝑏௢𝑏௦ represents the bias vectors 
 The 𝜎 is the sigmoid function used as the gate activation function  
 tan h is the hyperbolic tangent function 

 
We use bidirectional LSTM to obtain word features H = (h1, h2, ..., hn) concatenated from both directions. 

Bi-LSTM has two networks, one which reads information in forward direction and another which reads it 
in the reverse direction. This way the output is generated from both the past and future context. A forward 
LSTM processes the sentence (tweet) from x1 to xn, while a backward LSTM processes from xn to x1. For 
word xt, a forward LSTM obtains a word feature as ℎ௧ 

ሬሬሬሬ⃗ and a backward LSTM obtains the feature as ℎ௧ሬ⃖ሬሬ . 
Then, h is calculated using (7) [53]: 

ℎ௜ ൌ ൫ℎపሬሬሬ⃗ ⊙  ℎపሬ⃖ሬሬ൯                                                   (7) 
 
Where, hi is the output of the i-th word 

Jo
ur

na
l P

re
-p

ro
of

Journal Pre-proof



 ⊙  function is a concatenation function used to  combine the two outputs. Generally, different merge modes 
can be used to combine the outcomes of the Bi-LSTM layers. These are concatenation (default), 
multiplication, average, and sum. 
 
 ℎሬ⃗ , represents the output sequence of the forward layer which is calculated iteratively using inputs in a  
positive sequence from time t-n to time t-1,  
ℎ⃖ሬ represents the output sequence of the backward layer which is calculated using the reversed inputs from 
time t-n to t-1. 

 
 Attention Layer: The concept of attention is based on the hypothesis that words in a sentence 

(tweet/posts) have different importance quotient while defining the meaning in ‘context’. In this work, 
the differentiable and deterministic soft-attention mechanism is used to generate the output as a 
weighted combination of all the input states rather than just last state (Fig.6). 

 
 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Fig.6. Bi-directional LSTM with Attention 
 
Using this word-level attention mechanism [54], the attention score 𝑒௜  is given to each word i in 
the sentence t as given by “(9)”. 
 

              𝑒௜ ൌ 𝑡𝑎𝑛ℎሺ𝑊௛ℎ௜ ൅ 𝑏௛ሻ                         (9) 
 
Where 𝑊௛ and 𝑏௛ are the weight and bias from the attention layer. 
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And then using attention mechanism, the weight 𝑤௜  is assigned to each word feature ℎ௜ using 
“(10)”. 

𝑤௜ ൌ  
expሺ𝑒௜ሻ

∑ expሺ𝑒௧ሻே
௧ୀଵ

   ,    ෍𝑤௜

ே

௜ୀଵ

ൌ 1                                  ሺ10ሻ 

             
The hidden states are finally calculated to produce a hidden sentence feature vector r by a weighted 
sum function using “(11)”. 

 
                               𝑟 ൌ  ∑ 𝑤௜

ே
௜ୀଵ ℎ௜                                      (11) 

 
 

4.2.2. Feature-rich CNN  
The CNN is enriched with features from both languages which define the mash-up along with pragmatic 
marker features.  That is, the input to the CNN is a combination of the output features of the sAttBiLSTM, 
auxiliary punctuation-based features and the HindiSenti feature vector. It comprises the next three layers of 
the deep learning architecture, that is, the convolution layer, the down-sampling layer and the representation 
layer (Fig. 7): 
 

 

 
 
 
 
 
 
 
 
 
 
 
 

                                         
 
 
                                           
                                                 Fig. 7. Convolution and pooling 

 
 Convolution layer: Filters perform convolutions and generate (variable-length) feature maps. The 

model uses three layer convolution architecture with a total of 100 convolution filters each for window 
size (3, 3). The dropout regularization is set to 0.5 to ensure that that model does not overfit. ReLU 
activation function is applied to introduce nonlinearities into the model and generate a rectified feature 
map. 

 Down-sampling layer: Also known as pooling layer, this layer down samples the feature map and 
retains the non-trivial features. In this study, max pooling is used, in order capture the maximum value 
within the rectified feature map.  

 Representation layer: This is the output layer which consists of a dense layer where every node in the 
layer is connected to every node in the preceding layer thus forming a fully-connected layer. This layer 
classifies the output using a softmax function to generate a value between 0 (non-sarcastic) and 1 
(sarcastic).  

   𝐗𝟏    𝐗𝟐    𝐗𝟑    𝐗𝐦ି𝟏    𝐗𝐦    𝐗𝐦ି𝟐 

Conv (𝐜𝟏) Conv (𝐜𝟐) Conv (𝐜𝐥ି𝟑) Conv (𝐜𝐥ି𝟐) 

Pooling 

Matrix (s) 
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5. Results  
The discussion of results is done in two parts:  (i) performance of the proposed deep learning model (ii) 
performance comparison with baselines. 
 
5.1. Performance Results   
The predictive modeling using 6000 random Hinglish tweets is done. The performance has been evaluated 
using accuracy, recall, precision, and F-measure. The following Table 2 depicts the results the proposed 
softAttBiLSTM- feature-richCNN deep learning model.  
 

Table 2.  Performance of the softAttBiLSTM- feature-richCNNModel 
Performance Quantifier Value (%) 

Accuracy 92.71 
Recall 90.67 

Precision 89.49 
F-measure 89.05 

 

5.2 Comparison with Baselines 
The model is evaluated individually for different language modules and hand-crafted features. The results 
of using CNN for Hindi words and CNN for Hindi words with punctuations are shown in tables 3 and 4 
respectively.  

Table 3.  Performance of CNN-Hindi language 
Performance Quantifier Value (%) 
Accuracy 43.44 
Recall 42.78 
Precision 42.89 
F-measure 45.63 

 
Table 4. Performance of CNN-Hindi language with punctuations 

Performance Quantifier Value (%) 
Accuracy 54.94 
Recall 50.22 
Precision 53.9 
F-measure 54.64 

 
The performance for English language with and without punctuations is evaluated for both CNN and BiLSTM models 
individually. The following tables 5, 6, 7 and 8 depict the results. 
  

Table 5. Performance of CNN-English Language 
Performance Quantifier Value (%) 
Accuracy 70.35 
Recall 69.92 
Precision 70.59 
F-measure 71.12 

 
Table 6. Performance of CNN-English Language with punctuations 

Performance Quantifier Value (%) 
Accuracy 81.28 
Recall 80.61 
Precision 83.01 
F-measure 82.72 
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Table 7. Performance of BiLSTM-English language 
Performance Quantifier Value (%) 
Accuracy 69.75 
Recall 68.28 
Precision 64.91 
F-measure 66.22 

 
Table 8. Performance of BiLSTM-English language with punctuations 

Performance Quantifier Value (%) 
Accuracy 71.03 
Recall 70.27 
Precision 68.77 
F-measure 69.45 

 
 
The graph in fig. 8 depicts the comparison of accuracies of deep models for individual languages with and 
without punctuation 
 

 

Fig. 8. Comparison of individual deep learning model on language modules 
 
 
The proposed model is also compared with two deep learning hybrid architectures, namely, LSTM with 
feature-richCNN and BiLSTM without attention hybrid with feature-richCNN. Table 9 and 10 presents the results. 
The graph in fig.9 gives the comparison of these two hybrid deep learning models to the proposed model. 
 

 LSTM-feature-richCNN  
 

Table 9. Performance of the LSTM-feature-richCNN Model 
Performance Quantifier Value (%) 

Accuracy 81.75 
Recall 78.28 

Precision 74.91 
F-measure 76.45 
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 BiLSTM-feature-richCNN (BiLSTM without Attention) 
 

Table 10. Performance of the BiLSTM-feature-richCNN Model 
 

Performance Quantifier Value (%) 
Accuracy 85.03 

Recall 81.27 
Precision 78.77 

F-measure 79.51 

 

Fig.9. Comparison of hybrid deep learning model performance 

The results demonstrate that the proposed softAttBiLSTM- feature-richCNNmodel achieves the highest accuracy 
of 92.71% as compared to the other variants. The order of models from highest to lowest accuracy is, 
softAttBiLSTM- feature-richCNN>BiLSTM- feature-richCNN>LSTM- feature-richCNN. Fig.10 which depicts the 
comparison of F-measure obtained for each model.The proposed softAttBiLSTM- feature-richCNN also achieves 
the highest recall, precision and F-measure. 

 

Fig. 10. F-measure of the proposed model with baselines  
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6. Conclusion 
Detecting sarcasm, irony and emotions in real-time, code-switched user-generated text is imperative for 
fine-grained sentiment analysis. This work presented a foremost learning model for real-time sarcasm 
detection in Hinglish code-switch dataset. The softmax attention based bi-directional LSTM learned 
semantic context vector for English features from the GloVe word embeddings and forwarded it to the 
CNN. The HindiSenti feature vector and auxiliary punctuation-based features were also combined with the 
English feature vector to train the CNN. Performance benchmarking was done to evaluate the effectiveness 
of the proposed model and high classification accuracy and F-measure were observed. Mining sentiments 
in Hindi is a challenge as it is a morphologically rich and a free order language as compared to English. 
This amplifies the intricacies of managing user-generated content. The sarcastic tone classification is thus 
limited by the capabilities of Hindi-SentiWordNet for extraction of hand-crafted Hindi language features. 
Moreover, identifying context, performing word sense disambiguation and wordplay are open research 
problems associated with both English and Hindi languages.  Also, the proposed model relies on the 
efficiency of online language identifier and part-of-speech tagger which have not yet reached the state-of-
the-art accuracy. 
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Abstract. Sun is the primary source of renewable energy. It is abundant, inexhaustible and clean. 

It plays a very important role in the present energy crisis. Solar energy can be harnessed by 

hybrid photovoltaic thermal system to generate power and heat. These devices generate thermal 

and electrical energy simultaneously. Hybrid photovoltaic thermal systems have high efficiency. 

There is ample scope in this area as much work remains to be done. The hybrid system has huge 

potential in India where the availability of solar energy is spread throughout the country. The 

paper focusses on the study of hybrid photovoltaic thermal systems.  

Keywords: Photovoltaic thermal; Hybrid solar; PVT performance. 

1. Introduction 

Climate change, global warming and environmental pollution have forced the world to look for clean 

energy technology. These problems can be solved by using renewable energy from sun and wind. All 

renewable power sources have their primary source in Sun. The motivating fact is that solar insolation 

rate received by earth is greater than the demand of fossil fuels. The earth intercepts about 1.8 × 1011 

MW power from sun. This is greater than the present rate of all energy consumption. [1][2] Solar power 

is abundant, and its conversion is also less costly. Different methods for collecting solar energy in the 

usable form are being developed. Some methods focus on the use of solar PV, whereas others on thermal 

conversion. Solar PV works on energy of electrons excited by solar photons. Solar thermal depends on 

energy of water heated by sunlight. This hot water can be used for heating or electricity generation. 

[3][4][5] Solar cell converts only a fraction of solar energy (14-20%) to electricity through photovoltaic 

effect. Remaining energy is dissipated as heat energy. The efficiency of silicon solar cell decreases  0.45 

% per  ºC . Panel temperature can reach 70 ºC in hot summer days. This means panels will produce up 

to 20 % less power compared to their rated power capacity at 25 ºC. To overcome this, hybrid solar 

technology was developed. A hybrid solar concentrator system captures this waste energy and thus 

removes the waste heat from solar module. This also increases the efficiency of the combination 

remarkably. [6][7] The individual silicon cell has an efficiency of 25% whereas efficiency of solar PVT 

system can reach up to 70%. [8] 
 

2. History of Solar PVT system 
The history of solar PV began in 1839 after the breakthrough discovery of photovoltaic effect by 

Alexandre-Edmond Becquerel, a French physicist. Solar cells are made up of silicon which captures the 

photons emitted by sun and generate voltage.[9] The photoconductivity of selenium was then discovered 

in in 1873 by English electrical engineer Willoughby Smith. The first solar cell was designed in New 

York by Charles Fritts. It was done by  coating selenium with a thin cover of gold. The efficiency of 

solar cell at the time of invention was mere 1% compared to the efficiency of modern solar cells at 20%. 

Silicon was found to be more efficient than selenium in 1953 by Bell Laboratories. And in this way 

production of solar cells took off commercially. The demand for solar power increased as the oil prices 

rose in 1970.This led to more research in the area and further reduction of cost. [10] The history of solar 
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thermal dates to 1839. There are records of solar heating in United States. Captain John Ericsson 

invented solar power engine in 1864. Solar Stirling Engine was driven by a parabolic concentrator. [11] 

In 1913,the first parabolic trough system was made for generating steam in Maadi, Egypt. The studies 

in PVT technology started in 1970. PVT technology has become an attractive energy solution for 

buildings as they require less space and provide more efficiency. [12] Hybrid PVT systems combine 

both the above idea.

 
Figure 1. Solar thermal collector system 

 

3. Hybrid solar PVT system 
Hybrid photovoltaic solar concentrator is a combination of solar cell and solar thermal collector. The model of 

hybrid solar thermal collector system is shown in Fig. 1 above. The cold water is supplied from household to the 

hybrid collector where it gets heated from the waste heat from the hybrid system. Combining thermal and 

photovoltaic system helps reducing space, on site electricity generation and thermal generation. The detailed view 

of PV collector is shown in Fig. 2. The cover glass is used for protection and minimizing heat loss. Eva encapsulant 

is used to protect PV layer from shock and vibration. Thermal insulation is also provided beneath the PV layer to 

reduce the heat loss from the surface. Fuentes et al. [13] founded that the combined efficiency of hybrid PV/T 

system can reach 80% during the day. Bhattarai et al. [14] analysed a hybrid solar PVT collector and found that 

energy savings of hybrid PVT is more compared to conventional PV.  Dupeyrat et al. [15] showed 79 % thermal 

efficiency and 8.7% electrical efficiency for hybrid solar PVT. The electrical efficiency of solar cells was found 

to be 15% for 90% of solar insolation absorbed. Remaining was rejected as heat. [16] The study on liquid type 

PVT systems were first done between 1978-1981. [17] Lovvik and Bergene [18] studied the effect of cooling on 

solar cell. Temperature in the range of 60 – 80 ˚C were found common for solar cell and cooling resulted in 

increased electrical efficiency of about 10-30 %.  

 
Figure 2. Detailed view of PV collector  

4. Application of Hybrid PVT 
Solar hybrid PVT liquid collectors have been used for domestic hot water application. Hybrid PVTs have been 

also integrated with buildings. Chow et al. [19] concluded that building integration for PVT is more popular than 
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that of water application. A 20 kWp PVT  with air as thermal fluid is located at Mantaro Library in Spain. 

Concordia University, Montreal also developed a PVT system with 24.5 kW and 75 kW electrical and thermal 

power respectively. Beijing Olympic village also installed a PVT system with 10 kW and 20 kW of electrical and 

thermal power generation respectively. Fang et al. [20] concluded that the integration of hybrid PVTs with building 

is going to be most focussed area in the world. Global solar thermal capacity grew from 89 × 106 m2 (2000) to 675 

× 106 m2 (2017) in China. 3.78 × 1010 kg of oil and 1.2 × 1011 kg of CO2 was saved due to this. Denmark, Sweden, 

Austria, Greece and Spain have large scale solar thermal plants since 1980. China has also recently installed a 

large no. of such systems.  

 

4.1 Applications of Hybrid Photovoltaic Thermal Systems: 
The major application of Hybrid PVT system is found in building integration. These systems can be used for pool 

water heating (25 – 35 ºC), space heating (up to 60 ºC) and domestic hot water. [21] Space heating and DHW 

constitute for nearly 50 % of heat demand. The hybrid systems also allow for the most efficient utilization of roof 

space. The total installation cost is also lesser when compared to individual installation of solar thermal unit and 

solar PV unit separately.  The hybrid system can be also used in the following areas: 

 i. Building integrated photovoltaic thermal  – BIPVT capacity has increased due to increase in grid connected 

photovoltaics. BIPVT is generally mounted on rooftop of building. The orientation of BIPVT should be such that 

solar insolation can be accessed. Irradiance and PV module temperature are important parameters for such system.  

ii. Power generation – Hybrid PVT system can be used for power generation. Also, it was found that PVT plant is 

capable to produce more power than conventional plant. But the cost would be more. [22] 

iii. Agriculture – PV pumps are most suitable application when plenty of sunshine is available. Hybrid PVT 

collector system with air can be also used  for agriculture purpose or crop drying. Fterich et al. [23] experimentally 

studied a solar drier equipped with solar PV/T air collector. The hybrid PVT drier shortened the drying time and 

increased the efficiency. Barnawal and Tiwari [24] performed grape drying using hybrid photovoltaic greenhouse 

drier at solar energy park, New Delhi.  

iv. Street lights – Hybrid system can be used for lighting streets, yards, compounds and industrial roads.  

v. Concentrating PVT – These systems have been used in hospitals and schools. Swedish manufacturer Absolicon 

installed concentrating PVTs in a private hospital in Harnosand for power. The Cogenra building installation at 

the university of Arizona Tech Park supplies 191 kW and 36 kW thermal and electric power respectively. [25]  

vi. Solar distillation – The overall thermal efficiency of hybrid solar PVT still designed Kumar and Tiwari [26] 

was found to be  20 % more than the conventional solar still. The electrical efficiency of the former was also found 

to be higher. Pounraj et al. [27] found 38% efficiency rise for Peltier based hybrid PVT active solar still as 

compared to conventional PV still.   

 

5. Performance of Hybrid Solar PVT 
Based on working fluid, there are two main types of hybrid collector. These are water-based and air-based hybrid 

collectors. Air has some advantage over water since it does not freeze and there is no damage if leakage occurs. 

But the heat capacity and conductivity of air is lower. PVT air collectors are generally used in buildings. The 

overall performance of the hybrid system is the sum of thermal efficiency and electrical efficiency. [28] 

ηPVT = ηth + ηPV                  (1) 

5.1 Thermal Performance 

5.1.1 Solar module temperature  

tmo = tamb + (NOCT -20) × 
𝐺

800
                (2) 

where NOCT the temperature of module in an environment with solar irradiation of 800 W/m2, 20°C ambient 

temperature and wind speed of 1 m/s. The heat can be removed from the cell by different modes of heat transfer. 

The heat removed can be utilized for different purposes. The thermal efficiency of hybrid system and other 

parameters can be obtained as: 

𝜂𝑡ℎ = 
ṁ ×𝑐𝑝 ×(𝑡𝑜𝑢𝑡−𝑡𝑖𝑛)

𝑎𝑝𝑣𝑡×𝐺
              (3)      

The loss of heat from the reservoir to the surrounding is:  

Qloss = ∫ 𝑈𝑡(𝑡𝑖𝑛 − 𝑡𝑎𝑚𝑏) ⅆ𝑡              (4) 
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Figure 3. Solar thermal systems on houses in Salzburb, Austria [29] 

 

5.2 Electrical efficiency  

The electrical efficiency is given as: 

ηel = (f’) 
𝑖𝑠𝑐.𝑈𝑜𝑐

𝐺.𝑠
                   (5) 

f’ = 
𝑃𝑚𝑎𝑥

𝐼𝑠𝑐.𝑈𝑜𝑐
                  (6) 

The energy conversion efficiency of the PVT system is: 

ηPVT = 
𝑤+𝑞

ℎ
 = ηel + ηth                      (7) 

5.3 Energy saving efficiency  

The energy-saving efficiency of the pvt system is given by 

Esa = 
𝜂𝑒𝑙

𝜂𝑝𝑜𝑤𝑒𝑟
 + 𝜂𝑡ℎ               (8) 

6. Losses in solar thermal system  
Losses in solar thermal system are mainly optical and thermal. The solar thermal system efficiency keeps changing 

due to changing solar and weather condition. [30] 

i. Cosine loss – These losses occur due solar radiation not being perpendicular to reflector. 

ii. Shading and blocking – Losses within the system due to blockage by individual elements 

iii. Reflectance – The reflector does not allow all the incident light to pass through it 

iv. Cleanliness – Dirt and dust from atmosphere accumulate on the surface of reflector and decrease 

efficiency. 

v. Incident angle modifier (IAM) – Optical parameters generally degrade with increase in incident 

angle. 

vi. End losses – Some part of receiver does not receive radiation from solar collector. 

vii. Intercept – These losses occur due to geometrical inaccuracies. 

viii. Shielding by bellows – These losses occur due to bellows shielding.  

ix. Transmittance of glass – These losses are depending on the nature of glass material. 

x. Absorbance of receiver – The receiver surface coating absorbs some radiation. 

xi. Thermal losses – This is caused by convection and radiation.  

xii. Thermal losses due to piping – These losses occur due to conduction and convection.

7. Conclusion    
There has been huge research in the field of hybrid system since 1970. Hybrid PVT system transforms solar 

insolation into usable heat and power. The hybrid system is a combination of solar PV and thermal collector. Solar 

PV converts solar energy into electric power whereas thermal collector removes waster heat from the solar PV. 

This results in the increase in the efficiency of the hybrid system. The electrical efficiency of solar PV is about 

10% without cooling. The conversion efficiency of hybrid PVT systems can reach up to 80 %. The hybrid system 

can be very useful for developing country like India which has huge potential of solar energy spread throughout 

the country.  
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Nomenclature 

 

ηel  electrical efficiency 

ηpower  efficiency of electrical power    

 generation  

tout  outlet temperature of collector (ºC) 

tin            inlet temperature of collector (ºC) 

cp  specific heat (J/kg/K) 

ṁ mass flow rate (m3/hr)  

G Irradiance on collector surface 

 (W/m2)   

PVT photovoltaic thermal 

PV photovoltaic

𝜂𝑡ℎ         thermal efficiency  

IAM  incident angle modifier 

S  heat absorber plate area (m2) 

tamb ambient temperature (°C) 

NOCT     nominal operating temperature (ºC) 

SRE  standard reference environment 

tm temperature of module (°C) 

h energy input (J)

Ut overall heat transfer coefficient of 

 reservoir  (W/m2K) 

q heat (J) 

Esa energy saving efficiency 

s  surface area of the unit (m2) 

G solar irradiance (W/m2) 

Uoc open circuit voltage (V) 

w mechanical work (J) 

isc short circuit current (A) 

f’ fill factor 

Pmax Maximum power (W) 

a area (m2) 

ηpower    electric power generation efficiency 

Qloss heat loss (J) 

ηPV photovoltaic efficiency 

eva Ethylene-vinyl acetate   

 

Subscripts 

el electrical 

out outlet 

in  inlet 

th thermal 

mo           module 

    

amb      ambient 

max     maximum 

avg      average 
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Abstract. This paper poses the discussion regarding animatronics that has been aided with 

modern trends in technological innovations. The ease of availability and procurement of 

present day items incorporate economical factors into research. To accomplish the 

aforementioned, a simple two fingered hand model has been developed that can be remotely 

controlled using a glove. The glove can be manipulated via a hand. It has been electronically 

modulated using Arduino Uno and servo motors. The discussion has been furthered to the 

amalgamation of future developments that can pave the way for commercialization of such 

devices.  Hardships and challenges faced during building of the model and experimentation of 

the finalized model are detailed. 

 

1. Introduction 
The word “Animatronics” entomologically merges “Animate” and “Electronics”.  Thus, as suggested 

it is the technology behind animating objects to imitate humanoid gestures and actions. It can be 
commonly observed in motion pictures beginning with Disney’s Mary Popins. The concept dates back 

to 3rd Century BC where it finds mention in the script of Liezi (Chinese Scripture). Its first modern 

day usage was for novelty clocks that were adorned with automated birds in 12th century and with the 

rapid advances in robotics, anatomy and mechantronics has expanded its scope to a multitude of areas 
such as prosthetics, industrial robotics and anthropomorphism. Robotics is advancing from remote 

location usage to being integrated in technology that we interact with on a daily basis. A way to 

humanize these robot-human interactions is to make robots imitate human gestures. Animatronics has 
been a step in this direction. There are many prevailing industry situations where human contact can 

prove to be dangerous or even lethal such as handling of hazardous chemicals, contacting Super-hot or 

Super-cold fluids or even entering narrow enclosures. A robotic industrial hand can help to improvise 
this situation to perform human-like actions of inspection or handling of injurious materials. Mishra et. 

al. [1] discuss the exploitation of Bluetooth feature in smartphones to transmit gesture information for 

remote control of industrial robots. They cancel the processing time lag enhancing the advantages of 

distant controllers. For specially-abled persons, animatronics is the basic step towards the development 
of prosthetic limbs. A hand that is capable of delivering humanoid movement to an artificial limb 

using electrical sensor can be a boon to many. This is achieved by anthropomorphizing the advanced 

animatronic limbs and extending the expanse of sensors. Kumar and Kumari [2] present a review of 



International Conference on Mechanical and Energy Technologies (ICMET 2019)

IOP Conf. Series: Materials Science and Engineering 748 (2020) 012004

IOP Publishing

doi:10.1088/1757-899X/748/1/012004

2

 

 
 

 

 

 

the control features of animatronically powered prosthetic hands. They elaborate upon the current 

complications in prosthesis and develop on the various technologies in utilization at present. The 

utilization of animatronics is expansive, as explained by Oo et. al [3] in their innovative approach to 

reinforce the aid provided to the deaf and dumb by incorporating a gesture governed robotic arm. A 
major consideration during such a development is also keeping the financial aspect in check as 

technology has to be affordable to even small scale industrial houses and economically weaker section 

of physically challenged people.  
 

There has been present day sophisticated research on such a concept. Pradeep and Paul [4] illustrate 

the gesture based control of a robotic arm. They achieve this by using accelerometer to sense the 

gestures that are then processed and transmitted to the robotic arm using an RF transceiver module. 
They generate the user friendly and accurate model to aid human intervention in industrial processes. 

Crisman et. al [5] present their innovative technique regarding the design of a robot hand. For this they 

incorporate the functioning of the tendon structure of a human hand into their mechanical model. They 
optimize the work freedom available to fingers by developing their model with pulleys and algorithm 

for control using switches. Ramaswamy and Deborah [6] lay out a comprehensive research on the 

contemporary robotic hands that are commercially accessible. They include in the descriptive survey 
and the advancements along with the multitude of problems encountered. Jog et. al [7] worked on a 

wireless animatronic had that coalesces the modern technology of wireless communication using a 

XBEE module and the programming ease of Arduino Uno as a microcontroller. The result was a 

robotic hand with possible distant interaction but with scope of future effort to make movements more 
precise. Similarly, Gupta et. al [8] talk of the scope of extending the wireless robotic hand technology 

to a prototype arm. They dwell on the use of XBEE as an interface for wireless communication and 

involve the sophisticated signal processing of Arduino Uno. Utture et. Al [9] dwell on the concept of 
animatronics and its timeline. They discuss the amalgamation of robotics and animatronics as well as 

the prescribed methods for using these rapidly developing innovations. Bilgin et. at [10] has written 

about the purposeful usage of flexible sensors on finger tips of controller gloves  to increase the 

precision of the animatronic movement. They discuss the use of RF 435 MHz module for wireless 
functions and embedding of the system with a digital interface for the proper implementation of the 

same. Chowdhury [11] has worked up the basic model for an animatronically controlled hand. She 

employs Arduino Uno and servo motors for developing communication between the controller and 
receiver. She goes on to discuss the economic limitations due to usage of flex sensors, the unnecessary 

employment of excessive sensors and the loud servo motor sounds. 

In this paper, a basic model of an animatronic hand is developed. The basic outline of the logic 
employed is depicted in figure 1. The controlling glove has been provided with flex sensors to transmit 

signals corresponding to motion in the fingers of the person who dorns the glove. Syed et. al. [12] 

have explored in detail the mapping of a hand motion to subsequent robot model. The wireless 

communication basis has been concluded that enhances the employment of the mentioned robots. The 
signal communicated via the sensors is converted by an Arduino Uno and sent to the servo motors 

which control the sample tendon structure mounted on the robotic hand. This paper serves to discuss 

the socio-economic impact factor with the improvement in present day technology. The challenges 
faced with the use of flex sensors have been addressed and the ease of making the basic animatronic 

research available worldwide has been developed. 
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Figure 1. Flow chart of the methodology employed 

 

2. Methodology, Design and Experimental Setup 

 

2.1. Design Specifications 

The gesture imitating hand was divided into two sections, one being the controller part or the part 
consisting of the glove to be worn by the controller and the Arduino Uno microcontroller to convert 

the flex sensor signals to signals compatible with servo motor movement, the other part being the 

mimicking part or the model hand that mimics the movements as gestured by the controller and the 
servo motors that cause the motion in the model fingers. The design of entire system began from the 

controller part. An everyday usage glove was procured. The glove should be a tight enough fit on the 

hand of the controller so that the flex sensors can precisely detect any movement of the fingers. For 

the basic model, two fingers ie. the thumb and the ringer finger were taken into consideration. The flex 
sensors were attached to the abovementioned fingers. These flex sensors were electrically connected to 

a bread board and then an Arduino Uno. The microcontroller was fed information from a laptop and 

was connected to two servo motors through another bread board. The servos were fed two strings 
which were attached to the model hand. In this case, the two-fingered hand was modeled using 

cardboard. The fingers were capable of bending in three stages like an anthropoid and the strings were 

fastened across the finger length. 
 

2.1.1. Flex Sensors. Flex sensors are devices that convert the angle at which they are bent to a change 

in resistance, with the increase in the bending angle, the resistance of the device increases. It is usually 

connected across a voltage divider circuit that converts this increase in resistance to a proportionally 
linear increase in voltage. This voltage signal can be easily manipulated for further usage. For this 

project, two 2.2 inch flex sensors were procured.  The two terminals apart from being present in a 

voltage divider circuit were connected to the ground terminal and the terminal of a power source 
present on the Arduino board.  

 

2.1.2. Resistors. Two resistors were employed to successfully convert the resistance signal from the 
flex sensor to a voltage signal for downstream ease of manipulation. For this, two resistors were 

acquired with the Red Red Brown Gold colour code that translates to 220 Ohm.   

 

2.1.3. Arduino Uno. This is a microcontroller board that employs 6 input analog pins and 14 digital 
I/O pins and is easily programmable using the Arduino IDE which is an application that is cross 

platform and can be worked upon with the basic knowledge of C or C++ languages with just a few 

changes in the structuring. The board is USB base. It was used to convert the analog voltage signal 
input to digital signal output compatible with the servo motors.  

 

2.1.4. Bread Boards. They are convenient and cost effective devices to produce circuits using jumper 

wires without having to solder. This effectively reduces the connection time and also professes safety. 
The financial aspect is another advantage as they are inexpensive and widely available. They come in 

Flex Senors 

Arduino Uno 

Servo Motor 

Model hand 
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a variety of sizes. For this model, a full (6.5cm X 17cm) and half size (5.5cm X 8.5cm) breadboard 

were utilized. 

 

2.1.5. Servo Motors. Since the model employs two fingers to configure a basic circuit. Two SG90 
servo motors were used. A servo motor has 3 terminal wires which are brown, red and yellow in 

colour. The brown wire is connected to ground terminal and yellow to the respective output terminals 

of the digital section of the Arduino Board. The red wire in connected to an external battery source, 
which in this case was taken as a 9V battery. Two strings that acted as tendons were mounted on the 

Servos. The servos convert the signal to the desired angle of the blade. This exerts a pull on the strings 

which subsequently move the fingers of the model hand. 

 
2.2. Methodology 

There are two major sectors that required focus, one being the electrical circuit and the other being the 

program fed into the Arduino.  
 

2.2.1. Electric Circuit. While developing the circuit, the main aim was to manipulate the signals 

received from the flex sensors into angles of movement of the Servo motors that would invariable pull 
on the tendonic strings to imitate the movement in the model hand. Starting from the controller 

section, the basis of the electrical circuit was to join a terminal of both the flex sensors to the ground 

terminal of the Arduino via the negative terminal of the breadboard. This has been depicted by the 

black coloured circuit lines emerging from the Flex Sensors in figure 2. The other terminal of the flex 
sensors were supposed to be connected to a fixed voltage source via the positive strip of the 

breadboard as shown as the red coloured lines originating from the flex sensors in figure 2. On the 

same connection, resistance drop had to be added to develop a voltage divider circuit which was then 
connected to the 2 analog input terminals of the Arduino board. This can be evidently followed along 

the brown coloured circuit lines concluding in the T1 and T2 input terminals of Arduino Board in 

figure 2. Moving to the controlled part of the prototype, the digital I/O terminals of the Arduino board 

were then connected to one terminal of the Servo. These brown connection lines (figure 2) serve the 
purpose of transmitting the manipulated signals to the Servo motors to move the hand extension.  The 

other two terminals were connected to negative terminal of the battery as well as the ground terminal 

of the Arduino board and positive terminal of the battery. These can be respectively traced as the black 
and red coloured circuit lines traversing towards the battery respectively in figure 2. The servos were 

connected using a tendon functionality thread. A constant power source was required to locomote the 

modeled two finger hand. This was provided through the Arduino Uno being connected to a power 
source, abetting the red power lines in figure 2.  

 
Figure 2. Electronic circuit used for development of design 
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2.2.2.  Arduino Program. Figure 3 shows the code which was fed into the Arduino IDE and uploaded 

into the microcontroller. The code helped change the voltage analog signal received into a change in 

angle of the attachment rod mounted onto the servo. As the angle of the rod changed it exerted a pull 

onto the thread which further caused bending or flexing of the fingers of the model arm. Badamadsi 
[13] elaborates the functionality principles of Arduino Uno as a microcontroller by expanding on not 

only the hardware but the software as well. The method of compiling codes for further project 

development have been thoroughly examined as well.  
 

 
Figure 3. The Arduino code fed to Arduino IDE 

 
3. Experiments and Results 

The controller having access to the glove flexed his thumb and ring finger, first one at a time and then 

together. The model hand was seen performing the same activities. On checking the angle of the finger 

flex in case of the controller and the model hand, the difference between the angles was more than 
15%. The error in precision of movement could be attributed to the fingers made out of proportion. If 

the length of the fingers of the animatronic hand are made proportional to real life fingers and the 

length of each section of the finger too made more anthropomorphic, this could reduce the error down 
to the scientifically acceptable level. These levels are set by each industry or phase of utility that 

demand the employment of such technology. A possible solution to such an issue can be the 

amalgamation of cost effectiveness and anthropomorphism. Bae et. al. [14] embellish such a concept 
to ensue upon a four fingered hand equipped with actuation. They dwell on the viability of controlling 

objects and the versatility of the applied science. At present, the resistors had to be replaced with ones 

having ohmic capacity of 22k Ohm. The reason for replacement being that the low level resistance 

caused early drainage of the 9V battery. If a long lasting source is available at the same level then 220 
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ohm resistors can be used. But, for optimized results replacement is advised. Chowdhary [11] 

expatiated over the probable use of Neoprene bend sensors for cost effective applications. With rapid 

globalization accompanied with torrid advances in technology, flex sensors are now easily obtainable 

at much lower costs. They can also be developed at home for more cost saving. Their easily 
availability denoted ease of procurement and hence time saving. Flex sensors are more sensitive than 

bend sensors as the later work on sensing pressure. As we are aiming towards a more precise model 

for industrial applications and enhancing gesture sensitivity, flex sensors should be the way to go. 
They no longer pose a cost barrier. Using a single flex sensor for more than one finger may not be the 

proper path because each finger has its own characteristic bend and flex. This bend has to be mimed 

accurately for furthering the project applications. The Servos were mounted on acoustic foam. This 

foam is capable of absorbing noise created by the Servos. This effectively solves the issue of lowering 
noise levels on the industrial floor when the animatronic hand advances to such employment. The 

project was developed at a low cost and hence suggested that with newer technology, the impact of 

such a device can be re-evaluated for the better. 
 

4. Discussion 

Technology is the science that can be made practically available to its beneficiaries. The gesture 
imitating basic animatronic hand was developed to check its socio economic standing with the 

advancements in present day technology. Be it the ease of component availability or the cost of their 

procurement, the hand was developed cost-effectively. This feature can be exploited in later stages 

where the hand can be anthropomorphized and made more precise. The time to develop such a project 
is also optimized with the worldwide obtain-ability of instruments. Any noise in the system is also 

efficiently reduced by deploying acoustic sponges which are again not a very substantial investment. 

The breadboards are definitely a superior substitution to soldering in terms of safety and material cost. 
These implications of the technical project talk bounds about its future evolution into more 

sophisticated models. The problem of precision in movement persist which remain to be addressed. In 

conclusion, the desired model and its predicted financial importance were achieved. The subsequent 

research can deal with the rectification of precision errors bearing in mind the reduction of possible 
inflation in costs that comes when using futuristic technology. The animatronic hand holds the 

potential for betterment of human-robot interaction.  

 

5. Conclusion 

The paper has developed a basic model for the gesture enabling remote control in an animatronic two-

fingered hand. The problems faced during the concentrated effort on socio-economic steer as furnished 
by modern technology were elaborated upon. Certain possible ameliorations were suggested bearing in 

mind the basic aim of the research. Furtherance of the model may include the introduction of 

mechanisms for flat object picking and dynamics of humanoid object transfer.  
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