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PREFACE 

 

This is the Sixty One Issue of Current Awareness Bulletin started by Delhi 

Technological University, Central Library. The aim of the bulletin is to compile, preserve and 

disseminate information published by the faculty, students and alumni for mutual benefits. 

The bulletin also aims to propagate the intellectual contribution of Delhi Technological 

University (DTU) as a whole to the academia.  

 

The bulletin contains information resources available in the internet in the form of 

articles, reports, presentations published in international journals, websites, etc. by the faculty 

and students of DTU. The publications of faculty and student which are not covered in this 

bulletin may be because of the reason that the full text either was not accessible or could not 

be searched by the search engine used by the library for this purpose.  

 

The learned faculty and students are requested to provide their uncovered publications 

to the library either through email or in CD, etc. to make the bulletin more comprehensive. 

 

This issue contains the information published during January, 2018. The arrangement 

of the contents is alphabetical. The full text of the article which is either subscribed by the 

university or available in the web is provided in this bulletin. 
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Abstract
Cancer is one of the life-threatening diseases which creates
major problem in both the developing and developed
countries. Demand for new methods to prevent this disease
is growing increasingly. Plants have always been a basis for
the traditional medicine systems and they have provided
continuous remedies to the mankind for thousands of years.
Medicinal plants are considered as a repository of various
bioactive compounds and used for long time due to its
therapeutic properties. Plant derived product has benefits
over synthetic medicine which increased the utilization of
medicinal plants in the healthcare sector as several plants’
derived compounds show potential role against cancer
treatment. Plant based anticancer agents includes
vincristine, taxol, vinblastin, stigmasterol, camptothecin,
resveratrol, etc., are in clinical use all over the world. In the
present review, an effort has been made to provide the
information about the role of various medicinal plants
against cancer.

Keywords: Cancer; Anticancer agent; Medicinal plants;
Bioactive compounds; Cytotoxicity

Introduction
Cancer is one of the deadly diseases which are characterized

by the irregular cell proliferation. The most common reason
behind the cancer is lifestyle changes and therefore an urgent
need to find a better treatment for the disease is required.
According to World Health Organization [1], more than 14
million people diagnosed with cancer and 8 million died in 2012
(www.who.int). High mortality and incidence make it an
important public health and economic issue which requires an
effective prevention. Medicinal plants have various advantages
over chemical products, because plant derived compounds are
more tolerant and non-toxic to the normal human cells. Already
available conventisonal therapies for the treatment of cancer
are radiotherapy and chemotherapy which have various side
effects like neurological, cardiac, renal and pulmonary toxicity,
seriously affecting the health of the person. Therefore, an
alternative method is required to develop that include less toxic
and more potent anticancer drug as compare to the drugs
available in the market. Several studies [2] have been made on

naturally occurring compounds known to possess cytotoxicity
effects, as they display potential to destroy cancer cells. Due to
these advantages of medicinal plants they are in high demand
and several species of medicinal plants have been investigated
and selected for the preparation of cancer medicines. Recently,
there has been an increased scientific interest in the study of
materials from plant source as an anticancer compound. Several
studies have found the role of medicinal plants in prevention
and treatment of cancer [2]. National Cancer Institute has
approximately screened 35,000 plant species for their potential
anticancer activities and they have found that among them
about 3,000 plant species have shown reproducible anticancer
activity [3]. Emergence of important anti-cancer agents from
natural source requires more research in order to develop more
drugs to treat this disease. Medicinal plants contain wide ranges
of secondary metabolites which include flavonoids, flavones,
anthocyanins, lignans, coumarins, isocatechins and catechins [4].
These bioactive compounds are mainly responsible for the anti-
oxidant prosperity of medicinal plants. The increasing side
effects and expensive medication has tilted the focus of
researches on herbal medicines. Therefore in this review an
effort has been made to provide information about the
medicinal plants that possesses anticancer activity.

Anticancer Activity of Medicinal Plants

Actaea racemosa
Belonging to the family Ranunculaceae is commonly known as

black cohosh and black snakeroot. It contains cycloartenol type
triterpenoids, cinnamic acid derivates and cimicifugoside. This
plant is also well known for its role in amenorrhea and ovaritis
[5]. The main compound of this plant is actein and it shows
inhibition of human HepG2 liver cancer cells growth by reducing
the cholesterol and free fatty acid levels in liver [6].

Ardisia crenata
It belongs to the Myrsinaceae family and commonly known as

coral bush, spice berry, red berries and coralberry. It is
commonly found in warm climate of tropical and sub-tropical
regions. It contains cyclic depsopeptide, triterpenoid saponins
and alkenylphenol [7]. Anticancer activity of this plant is due to
the presence of ardisiacrispin, which is a mixture of two
triterpenoid saponins i.e. ardisiacrispin A and B. One study
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showed that the ardisiacrispin inhibits proliferation of
uncontrolled liver cancer cell line (Bel-7402) by microtubule
disruption and induction of proapoptotic activities [8].

Bacopa Monnieri
It belongs to the Scrophulariaceae family and found

throughout the plains in India. It is reported to contain
tetracyclic triterpenoid saponins, bacosides A and B, herpestine,
brahmine, flavonoids, stigmasterol [9]. Stigmasterol is known to
possess anticancer activity by inducing apoptosis mediated by
the activation of protein phosphatase 2A by ceramide. Study
conducted by Ghosh [10] evaluated the antitumor activity of
stigmasterol isolated from Bacopa Monnieri on Ehrlich Ascites
Carcinoma in swiss albino mice and found that stigmasterol
enhanced the life span of tumor bearing mice by decreasing the
tumor volume and viable cell count.

Bidens Pilosa
It belongs to the Asteraceae family and native to the America.

It contains polyacetylenes, flavonoids, phenylpropanoids
terpenoids, and others compounds. Phenyl-1, 3, 5-heptatriyn
possesses toxicity profile on normal blood cells in erythrocyte
osmotic fragility experiments along with other extracts [11].
Hexane, methanol and chloroform extracts of Bidens pilosa and
their fractions were tested on various cancer cell lines. Results
showed the antitumor activity of extracts among which hexane
extract showed maximum activity [12].

Catharanthus roseus
It belongs to the Apocynaceae family and commonly known

as rosyperiwinkle or Madagascar periwinkle. Its main compound
is alkaloids, and used for the circulatory diseases treatment and
provide relief to the normal cerebral blood flow obstruction.
Vinblastin and vincristine are the two well-known compounds
which significantly effects against the human neoplasm.
Vincristin sulfate arrest mitosis and utilized for the treatment of
acute leukemia in children and vinblastin sulfate is utilized for
the treatment of choriocarcinoma, lymphosarcoma,
neuroblastoma and carcinoma of lung, breast and other organs
[13].

Centella asiatica
It belongs to the Apiaceae family and commonly known as

brahmamanduki in Hindi, mandukaparni in Sanskrit and
pennywort in English. It is commonly found in India, Australia,
Pacific Islands, New Guinea, Iran and Malaysia. It contains
numerous compounds such as asiaticoside, pectic acid,
hydrocotyline, sterol, flavonoid, vallerine, ascorbic acid and
thankunosides [14]. Partially purified fraction of Centella asiatica
suppressed mouse lung fibroblast cell proliferation and oral
administration slowed the solid development and ascites
tumours [15]. Pre-treatment with this plant increase the survival
time of irradiated animals and show protection against radiation
induces damage in liver [16]. This plant shows inhibition in lipid
peroxidation in various organs like lungs, liver, heart, brain,

spleen and kidney and shows potential towards the cancer
inhibition [3].

Cedrus deodara
It is belongs to the Pinaceae family and found in the Western

Himalaya, northern Pakistan, north central India, eastern
Afghanistan, western Nepal and south-western Tibet. It is known
as deodar in Hindi and devdar in Sanskrit. It contains taxifolin,
cedrinoside, cedrin, cedeodarin and deodarin. Stem wood
extract of C. deodara which contains lignin composition exhibits
cytotoxicity to the human cancer cell lines [17] and also induce
tumor regression in murine models [18]. Bark of this plant
shows potential in the rheumatoid arthritis inflammation, fever,
cancer, dysentery, diarrhea and ulcer [3].

Citrus
Citrus fruits belong to the family, Rutaceae found all over the

world and top the world fruit market. There are four important
species in citrus fruit with a wide variety of hybrid species as
well. Several reports show citrus as a potent anti-tumor agent.
Citrus peels are a rich source of phytochemicals such as phenols,
limonoids, flavonoids and polysaccharides. Zhao et al. [19]
extracted and purified an acidic polysaccharide from the peels of
Citrus aurantifolia. The main components of the acidic
polysaccharides (CA) are rhamnose (Rha), arabinose (Ara),
galactose (Gal), glucose (Glu), mannose (Man) and galacturonic
acid (GalA). The antitumor activity of CAs was evaluated in mice
transplanted H22 hepatoma cells. CA restricted the tumor cell
cycle in S phase and stimulated the expression of proapoptotic
factor caspase 3. CA enhances immune response against cancer
cells by increasing the levels of tumor infiltrating CD8+ T
lymphocytes. It inhibits the expression of anti-apoptotic protein
BclxL and Mcl-1. The results conclude that acidic polysaccharides
from citrus peels could be used as an adjuvant in treating
hepatocellular carcinoma [19]. Park et al. [20] characterized a
pectic polysaccharide, rhamnogalacturonan II (CPE-II) from peels
of Citrus unshiu. Citrus peels are an abundant source of
polyhydroxyl flavonoids (PHFs) such as hesperidin,
neohesperidin and naringin; and polymethoxyflavones (PMFs),
most of these components act as potent antitumor compounds.
PMFs are reported to significantly inhibit metastasis by
restricting cell adhesion and its invasion [20]. It enhances
cytolysis by increasing the expression of NK cells. Cell cycle is
arrested in G1 phase by inhibiting cyclin-dependent kinases
(Cdk) and enhancing Cdk inhibitor proteins. The efficacy of citrus
peels against skin cancer has been studied in a two stage skin
carcinogenesis model [20].

Cynodon dactylon
It belongs to the Poaceae family and possesses several

medicinal activities which include anti-helmintic, anti-diuretic,
hepatoprotectiv, anti-inflammatory activity, prostatitis,
dysentery, etc. The nontoxic dose of the petroleum ether of
Cynodon dactylon on normal vero cell line showed the cell
viability of 97% at a concentration of 0.007 mg/ml which
decreased with increase in concentration. Extract showed a
potential cytotoxic activity against Hep-2 laryngeal cancer cell
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line. Cyclophosphamide served as pccontrol and 96.2% cancer
inhibition was observed. The concentration of petroleum ether
extract of Cynodon dactylon at 10 mg/ml showed inhibition
percent with regard to cytotoxicity of 93.5% that was
comparable to the positive control [21].

Languas galangal
It belongs to the Zingiberaceae family and commonly known

as the blue ginger or Thai ginger is a common culinary herb used
in Thai cuisines. 1’-Acetoxychavicol acetate (ACA) extract from
Languas galanga and Alpinia galangal is a potent anti-tumor
agent. It has been documented to suppress chemical and virus
induced tumor initiation and proliferation. A study reported that
ACA mediated its antitumor activity by modulating the activity
of transcription factor, NF-kappa B which regulates metastasis
and cellular proliferation [22].

Piper longum
It belongs to the Peparaceae family and used as a spice. It

contains longumine and used for the treatment of cough,
chronic bronchitis, and cough. Piper longum extract showed
inhibitory effects on the growth of Human lung cancer (HCC-827
cell line) and recorded in term of viable cell count decrease as
compared to the control value and inhibition is dose dependent
[23]. It is also used as an antidote in scorpion sting and snake
biting [24].

Picrorhiza kurroa
It belongs to the Plantaginaceae and found in the Himalayan

region and Nepal. It contains a bitter glycoside which is known
as kutkin. It is used for the treatment of digestive problems, liver
damage, asthma, vitiligo and wound healing (Kumar and
Ramesh, 2014). Rhizome extract of Picrorhiza kurroa is rich in
caffeic esters, apiocynin and cucurbitacines aglycone
compounds and they possess cytotoxic effects on mammalian
cell lines [25].

Plumbago zeylanica
It belongs to the Plumbaginaceae family and commonly

known as white leadwort, chitrak and Ceylon leadwort. It is
found in the warmer part of India and Sri Lanka. Several studies
reveal the presence of various phytocompounds in this plant
which includes plumbagin, plumbagin acid, coumarins,
saponaretin, isoaffinetin, isoorientin, steroids, glucosides and
psoralen. This plant shows therapeutic activity against skin
diseases, rheumatic pain, wounds and scabies [26]. Plumbagin is
a napthoquinone which is isolated from the roots of this plant
and it possess anti-tumor activity by controlling the hormone
refractory invasive prostate cancer. Inhibitory effect of
plumbagin against various molecular targets (STAT-3, AKT and
PI-3K) results in the growth inhibition and invasion of prostate
cancer. Plumbagin shows apoptosis induction in cancer cells and
also inhibits growth of these cells [27,28].

Punica granatum
It belongs to the Lythraceae family and commonly known as

Pomegranate. Pomegranate is a rich source of phenolic
compounds, Ellagitannins (ETs) and ellagic acid (EA) that
metabolically convert to urolithinsby the gut microbiota.
Urolithins are found in high concentrations in colorectal cancer
(CRC) patients. This has diverted researches towards the
anticancer activity of pomegranate. Urolithins inhibit
proliferation of cancer cells and interfere with cell cycle and
induce apoptosis. In a randomized clinical trial by Syed et al. [29]
colorectal cancer patients were orally administered ellagitannin-
containing pomegranate extract.

Tinospora cordifolia
It belongs to Menispermaceae family and commonly found in

Sri Lanka, India, Myanmar and China. Stem and roots contain
important alkaloids. It is known as ‘giloya’ in Hindi, ‘guduchi’ in
Sanskrit and heartleaf moonseed plant in English. Root of this
plant contains various alkaloids which includes tinosporin,
choline, isocolumbin, columbin, tetrahydroplamatine,
magnoflorimne and palmatin [30,21]. Tinospora cordifolia stem
is generally used for the treatment of fever, dyspepsia, jaundice,
skin and urinary disease [31]. In vitro study shows Tinospora
cordifolia able to kill HeLa cells; this shows the potential of this
plant as an anticancer agent. Tinospora cordifolia extract shows
dose dependent cell death as compared to the controls [32].
Dichloromethane extract of T. cordifolia showed anticancer
activity in mice transplanted with Ehrlich ascites carcinoma [33].

Thymus vulgaris
It belongs to the Lamiaceae family and commonly known as

the German thyme or Garden thyme. Sertel et al. (2011) studied
the cytotoxic activity of thyme against head and neck squamous
cell carcinoma. The essential oils in Thyme induced cancer cell
death by regulating interferon signaling, N-glycan biosynthesis
and extracellular signal-regulated kinase 5 (ERK5) signaling [34].

Zanthoxylum nitidum
It belongs to the Rutaceae family and found in the Australia

and Southeast Asian countries. It contains flavonoids, alkaloids,
charbohydrates and amino acids [35]. It root contains nitidine
chloride, dihydronitidines, oxinitidine, skimmianine, α-
allocryptopine and 6-methoxy-5,6-dihydrochelerythrine. It is
used for the treatment of stomache, toothache, rheumatism,
cough, vomiting, cholera and diarrhea. Nitidine posseses the
anti-cancer activity and shows cytotoxic activity against the LLC
(DNA intercalator which is generally classifies as topoisomerases
I and II inhibitor) and which leads to the cancer cells apoptosis
[36,37].

Conclusions
Cancer is one of major problem in both developing and

developed countries. Chemotherapy and radiation therapy
causes various side effects therefore there is requirement of an
alternative medicine to treat cancer. Medicinal plant contains
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various secondary metabolites which show their potential
activity against various diseases. Anti-cancer agents derived
from the plant source have largely contributed to the
development of new drugs. This review provides the information
about medicinal plants with their secondary metabolites that
show anti-cancer activity. So it can be concluded that herbal
medicinal plants and its derivatives are active against different
type of cancers. Herbal drug treatment may be recommended to
the rural and poor people to treat effectively the cancers as it is
cheaper. Screening of medicinal plants for anticancer activity
provides a huge space for development of strong anticancer
agents.
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ABSTRACT 

Medicinal plants have been used as a source of medicine and they are in great demand worldwide. They have been 
used for many years to treat health disorders and prevent diseases. Plumbago zeylanica is one of the medicinal plants 
which are widely used for its therapeutic value. It contains several bioactive compounds like napthoquinones, 
flavonoids, alkaloids, glycosides, steroids, tri-terpenoids, tannins, fixed oils, fats, proteins, etc among all plumbagin is 
most important bioactive compounds. It possesses wide range of pharmaceutical activities such as anti-cancer, anti-
diabetic, anti-malarial, anti-microbial, etc. Several studies have been done in evaluation of its pharmaceutical activities. 
The aim of the present review is to provide a comprising knowledge related to the chemical composition and 
pharmaceutical activity of P. zeylanica. 

Keywords: Plumbago zeylanica, chemical composition, plumbagin, pharmaceutical activity. 

INTRODUCTION  

Plants are the important source of various useful materials and provide food, shelter, medicine etc. 
Detailed descriptions of plant and plant’s products about 700 herbs used for medicinal purposes to cure 
various ailments have been mentioned in various literatures like Ayurveda, Charak samhita and Susrut 
Samhita. P. zeylanica is a medicinal plant which commonly known as “White leadwort” or “Chitrak”. It 
belongs to the Plumbaginaceae family and a perennial herb which is found in Uttar Pradesh, West Bengal, 
Maharashtra and also to some parts of South India [1]. It is one of the oldest herbs which are reported to 
be used in Ayurveda for several disorders over thousands of years. It contains various bioactive 
compounds like alkaloids, flavonoids, napthoquinones, glycoside, saponins, steroids, tri-terpenoids, 
coumarins, phenolic compounds, tannins, carbohydrate, fixed oils, fats and proteins [2, 3]. This plant have 
been reported to show anti-bacterial, anti-plasmodial, anti-tumour, hepatoprotective, central nervous 
system stimulatory activity, anti-fungal, anti-inflammatory, anti-hyperglycemic, anti-cancer, anti-
atherosclerotic activity etc [4].  

Leaves of P. zeylanica are dark green in colour and are simple, elliptical with hairy margins along with 
alternate placement on the stem with the distance of up to 3 inches and thickness of 1.5 inches. Petioles 
are thin and with an approximate length of 0.5 mm and native stipules are present [5]. Plants breed flower 
white in colour with diameter of 1/2 to 3/4 inch having the stalk measuring 4 to 12 inches along with a 
terminal raceme-type of inflorescence. Roots of P. zeylanica are long and slightly branched with very less 
secondary roots, having a smooth and unbroken texture, colour of the roots is light yellow when the plant 
is freshly plucked out of the ground and changes to reddish brown in colour when it is dried which often 
initiates in the form of hard pieces. These roots are usually very strong having a bitter taste and a distinct 
odour with acrid [4].  

Chemical composition  

P. zeylanica contains variety of secondary metabolites like flavonoids, alkaloids, glycosides, saponins, 
steroids, tannins, tri-terpenoids, coumarins, carbohydrates, phenolic compounds, fixed oils, fats, proteins 
and napthoquinones [6]. Napthoquinones present in the plant are plumbagin, chitranone, 3-biplumbvagin, 
chloroplumbagin, elliptone. Coumarins are seselin, 5-methoxy seselin, xanthyletin, suberosin. Other 
compounds present in the plant are Plumbagin acid, β sitosterol, 2, 2-dimethyl-5-hgydroxy-6-
acetylchromene, saponaretin, isoaffinetin, etc. Among all these Plumbagin, is the most important 
bioactive compounds present in P. zeylanica.  
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Plumbagin  

Plumbagin (5-hydroxy-2-methyl-1, 4- napthoquinones- C11-H8-O3) 
(Figure 1) is a napthoquinones which is mostly present in roots of this 
plant [7]. It is a stirring yellow pigment that patently appears in the 
Plumbaginaceae family. Plumbagin is soluble in organic solvents like 
acetone, chloroform, alcohol, benzene and acetic acid [8].  

 

Figure 1: Structure of Plumbagin 

Pharmaceutical activity of Plumbago zeylanica 

P. zeylanica has been reported to possess wide range of 
pharmacological activities like anti-inflammatory, anti-diabetic, 
memory inducing, lipid metabolism, anti-malarial, allergic and 
modulatory, anti-fertility, anti-bacterial, anti-viral, anti-cancer, anti-
oxidant, larvicidial. Roots are used as a traditional medicine in various 
regions like in Ethiopia the root, bark or leaf powder is used for 
treatment of syphilis, tuberculosis and gonorrhoea and in Zambia the 
root and leaf is used as a remedy for inflammation of mouth, chest and 
throat by boiling the plant part in milk and consuming it.  

Anti-microbial activity 

Crude alcoholic extract of P. zeylanica showed anti-bacterial property 
against the growth of multi-resistant strains of E. coli and Shigella. MIC 
value of 0.64-10.24mg/ml obtained when compared with other plant 
extract [9]. A study reported that methanolic extract of P. zeylanica root 
showed the anti-bacterial effect against Bacillus subtilis cultures [10]. 
Ethanolic extract of P. zeylanica showed anti-microbial activity against 
Salmonella typhi, Pseudomonas aeruginosa, Bacillus subtilis and 
Staphylococcus aureus where as acetone and chloroform showed 
moderate activity [11]. Effect of crude extract of P. zeylanica leaves 
against E.coli, Bacillus cereus, Staphylococcus aureus, and Candida was 
observed and it was found that they exhibits inhibition zones which 
indicates the potential anti- microbial activity of P. zeylanica [12]. 

Anti-diabetic activity  

A study investigated that 500mg of Plumbago zeylanica and 1gm of 
haridra powder in form of capsules given 4 times for 45 days with 
restricted diet schedule of low calorie diet to the obese patient [13]. 
Results showed that P. zeylanica is highly significant in the weight loss 
of the patient as compared to the haridra. Another studied reported 
the effect of Plumbago zeylanica extract on diabetic rats. Extract 
reported to decrease the activity of glucose-6-phosphate and 
meanwhile increasing the activity of hexokinase when the ethanolic 
extract at a concentration of 100mg. 200mg/kg along with tolbutamide 
was administered orally to the streptozotocin treated diabetic rats [14]. 
Plumbagin isolated from the P. zeylanica enhance the protein and 
GLUT4 mRNA expression in diabetic rats and thus indicates the 
enhanced GLUT4 translocation and contribution to the glucose 
homeostasis [15]. 

Anti- inflammatory activity 

A study reported that hydro-alcoholic extract of P. zeylanica leaf 
showed anti-inflammatory activity [16]. A study showed that P. zeylanica 
reduces the oedema thus comforting the body part, it is also 
investigated to suppress the NF-kappa B activation in the tumour cells 

and also prevention of graft versus host disease [17, 18, 19]. A study 
revealed the anti-inflammatory effect of P. zeylanica in carrageenin 
induced raw paw oedema in rats. In the investigation four groups were 
taken where two groups were treated with 300mg/kg and 500mg/kg 
which confirm the 31.03 and 60.30% acute inflammation inhibition [7]. 
A clinical study conducted on 30 patients who were taken from the 
OPD and IPD of National Institute of Ayurveda, Jaipur by Napalchyal et 
al., where 4mgs of chitraka churna was given to 15 patients for twice a 
day with lukewarm water for 15 days. And they found a significant 
improvement in the pain, swelling, tenderness and dizziness cause due 
to inflammation of the body parts [20]. 

Anti-Cancer Activity  

Various reports state that the plant P. zeylanica consists of bioactive 
compound which possess anti-cancer activity against various cancer 
cell lines. A study also reveals that Plumbagin can inhibit cell 
proliferation, block cell cycle and induce apoptosis of APL cell line NB4 
cells [21]. Ethanolic extract of P. zeylanica possess significant anti-cancer 
activity against Ehrlich Ascites Carcinoma in animal model, and also it 
reduces elevated level of lipid per-oxidation having presence of higher 
terpenoids and flavonoids [22]. A report showed that methanolic extract 
of P. zeylanica were used against MCF-7 and HT-29 and it results in 
moderate anti-cancer activity and the inhibitory property compared 
with the standard tamoxifen for MCF-7 and 5-fluoro Uracil for HT-29. 
50.23% of MCF-7 cell death and 25.17% of HT-29 cell inhibition were 
observed [23]. A study reported that plumbagin suppressed the BAX, 
BCL-2, pro-caspase-3 expression and cleaved caspase-3 in gastric 
cancer cells. Plumbagin inhibits the apoptosis in human gastric cancer 
cells that may be due to its ability to suppress the STAT3 and Akt 
phosphorylation [24].  

Larvicidal activity 

Maniafu et al., reported the larvicidal activity of three Plumbago spp. 
Hexane and chloroform crude extracts of P. zeylanica showed highest 

larvicidal activity against A. gambiae i.e. LC50 6.4 and 6.7 g/ml 
respectively [25]. A reported show that P. zeylanica extract possesses 
larvicidal activity against second, third, and fourth instar larvae of 
Aedes aegypti. LC (50) values of all the extracts in different solvents of 
P. zeylanica were less than 50 ppm against all tested larval instars [26].  

Central nervous system activity 

A study reported that hydro-alcoholic leaf extract of P. zeylanica were 
evaluated for its CNS activity and it was found that the extract showed 
significant CNS depressant activity with the muscle relaxant properties 
[27]. Vishnukanta et al., also investigated the anti-convulsant activity of 
hydro-alcoholic leaf extract of P. zeylanica and results showed that it 
did not possess the anti-convulsant activity [28]. 

Hypo-cholesterolemic activity  

A clinical study carried by Sharma et al., which utilized the root extract 
of P.zeylanica containing Plumbagin, when administered to the hyper-
lipidemic rabbits reduced the serum cholesterol and LDL by a 53% to 
86% and 61% to 91% respectively. The compound Plumbagin restricts 
the cholesterol and triglyceride accumulation in the liver and aorta [29]. 
A study also reveals a significant decrease in the serum cholesterol, 
LDL, cholesterol and triglyceride when 500mg/kg ethanolic extract of P. 
zeylanica was administered to hyper-lipidemic rabbits [30].  

Wound healing activity  

Wound healing activity of methanolic extract of P. zeylanica root 
reported in wistar albino rats [31]. A study investigated the wound 
healing activity of ethanolic root extract of P. zeylanica in wistar rats 
and found that the activity is due to the presence of phytochemicals 
such as terpenoids, alkaloids, flavonoids, saponins etc. and these 
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compounds are responsible for the wound healing activity of the plant 
[32]. Another study reported the evidence of oxidative stress in 
pathogenesis of non-healing ulcers. As the wound healing mainly 
depends on low level of oxidant so the antioxidant nature of the plant 
extract obtained from P. zeylanica helps in controlling the wound 
oxidative stress thus accelerating wound healing [33].  

In-vitro studies in Plumbago zeylanica  

P. zeylanica is grown and propagated mostly by seed cultivation, semi-
ripe cuttings which are preserved with growth regulators. Due to the 
long time sprouting of seed in 21-30 days and the deterioration in 
germination rate by extended storage, traditional approaches for 
proliferation are problematic and less efficient, also the secondary 
metabolite content is very low. Hence, to minimize the growth time as 
well as to enhance the biomass and biochemical content of the plant, 
in-vitro cultivation of this plant is an efficient tool. A study reported the 
maximum shooting in MS media supplemented with 27.2µM Adenine 
Sulphate + 2.46 µM IBA and rooting in MS media supplemented with 
4.92 µM IBA [34]. Dohare et al., observed maximum number of shoots in 
MS media supplemented with 1mg/l BA+ 1mg/l NAA and maximum 
number of roots in half strength MS media supplemented with 1mg/l 
IAA [35]. A report shows the maximum number of roots in MS media 
containing 0.1 mg/l NAA+ 1.5 mg/l Kinetin from nodal explants [36]. 
Similarly, another study reported that MS media containing 2mg/l 
BAP+ 0.2mg/l NAA showed the maximum number of shoots from nodal 
explants where as MS media containing 1mg/l IBA showed the 
maximum number of roots [37]. 

CONCLUSION 

Medicinal plants are the prime source of effective conventional drugs 
for the treatment of different diseases. Herbal medicines have been 
used for the past decade due to their several pharmacological 
activities. They have provided opportunities to the researchers for 
future research and development in this field. Plumbago zeylanica is 
one of the important medicinal plants which have several 
pharmacological properties such as anticancer activity, antimicrobial 
activity, antioxidant activity, etc. Due to the medicinal importance of 
this plant, pharmaceutical industries do random sampling from the 
natural environment and there is a decrease in the population of P. 
zeylanica which make it an over-exploited plant. So there is a need of 
an alternative process for mass propagation of this plant. This review 
suggests that P. zeylanica shows various pharmacological actives 
against several diseases. It is an effective bioactive compound and has 
a great potential to be integrated into conventional medical practices 
for the treatment of various diseases. P. zeylanica is an important plant 
in herbal manufacturing but still there is a requirement of strong 
determination to fine an alternative process for mass proliferation of 
this plant. Using in-vitro methods at huge scale for development and 
successive ground plantations should be immeasurably valuable for the 
growing demands of P. zeylanica. Aim of this review is to bring 
attention towards importance of Plumbago zeylanica and its potential 
pharmaceutical activity for the development of new herbal 
formulations.  
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Abstract

Stroke is a leading cause of adult disability, characterized by a spectrum of mus-
cle weakness and movement abnormalities related to the upper limb. About
80% of individuals who had a stroke suffer from upper limb dysfunction. Con-
ventional rehabilitation aims to improve one's ability to use paralyzed limbs
through repetitive exercise under one-on-one supervision by physiotherapists.
This poses difficulty given the limited availability of healthcare resources and
the high cost of availing specialized services at healthcare centers, particu-
larly in developing countries like India. Thus, the design of cost-effective,
home-based, and technology-assisted individualized rehabilitation platform
that can deliver real-time feedback on one's skill progress is critical. This paper
describes the design of a novel, multimodal, virtual reality (VR)-based, and
performance-sensitive exercise platform that can intelligently adapt its task
presentation to one's performance. Here, we aim to address unilateral shoul-
der abduction and adduction that are essential for the performance of daily
living activities. We designed an experimental study in which six individuals
who had chronic stroke (post-stroke period: >6 months) participated. While
they interacted with our VR-based tasks, we recorded their physiological sig-
nals in a synchronized manner. Preliminary results indicate the potential of our
VR-based, adaptive individualized system in the performance of individuals who
had a stroke suffering from upper limb movement disorders.

KEYWORDS

physiology, stroke, upper limb, virtual reality

1 INTRODUCTION

Global Burden of Disease estimates that nearly 15 million people suffer from stroke every year with a prediction that 80%
of stroke events will occur in low-to-middle income countries such as India by 2050,1,2 making the incidence of stroke
a public health issue. Stroke causes several disabilities such as loss of control on the contralesional side and loss of limb
coordination and dexterity of hands. Research studies depict that 80% of stroke patients suffer from upper limb movement
disorder, with only 20% achieving some functional recovery during the first 6 months of post-stroke.3–6 Movement dis-
order in the upper limb often adversely affects an individual's ability to independently perform activities of daily living,
for example, self-feeding, dressing, bathing, and brushing the teeth, thereby making the affected individual dependent
on caregivers with subsequently reduced community life. Often, execution of these tasks needs one's shoulder abduction
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and adduction capability. With stroke, the abnormal joint torque often gets manifested as an inadequate shoulder abduc-
tion and adduction capability,7 which makes it difficult for them to carry out reaching tasks required in activities of daily
living. Conventional rehabilitation aims to address such disorders through physical therapy,8,9 which has been promising
for such patients for recuperating limb function. However, this needs one-on-one sitting with skilled clinicians and phys-
iotherapists who can decide the right dosage of rehabilitation and timely access to specialized health care centers offering
such services. For middle-income countries like India, limited availability of specialized healthcare resources, the high
cost of availing specialized and private-owned services, and limited access to health care centers in rural areas are some of
the main deterrents. Even when patients do receive rehabilitation, the upper limb receives scant attention, with a recent
systematic review reporting that the average time spent on upper limb activities during a session is 0.9–7.9 min.10 Also, a
perception of treatment regimen as rigid and immutable often leads to exhausting patients' capabilities and motivation.11

Faced with these challenges, researchers have been investigating the use of technology-assisted platforms to deliver
rehabilitation services that are intensive, quantitative, individualized, and cost effective. For example, investigators have
used robot-assisted,12–15 computer-based,16–18 and wearable, sensor-based platforms19 to address rehabilitation needs for
individuals with upper limb movement disorder. However, the robot-assisted and wearable, sensor-based platforms such
as CyberGrasp, although powerful, are often costly and, in some cases, might pose safety issues for the patient. Thus,
computer-based platforms using virtual reality (VR) have been studied for their potential use in rehabilitation. This is
because VR offers several advantages, for example, proponents highlighted the capability of VR systems to contribute to
repetitive task practice with variations that are often motivating, real-time feedback, safety, controllability, etc.9,20 Also,
VR provides the flexibility to manipulate the rehabilitation paradigm, along with qualitative and quantitative feedback to
the therapist and to the patient.21 This flexibility in designing a suitable rehabilitation paradigm is important for individ-
ualized rehabilitation that is critical, given the spectrum nature of the disorder. Thus, in our present research, we have
designed a VR-based exercise platform targeting an individual's upper limb movement.

In the recent years, the use of VR in stroke rehabilitation has increased, for example, Broeren et al.22 developed VR-based
3D games to promote motor skills and pattern of arm movements of patients suffering from left arm paresis; Holden,23

Saposnik et al.,24 and Adams et al.25 showed the importance of designing skill-specific meaningful activities in the VR
environment for rehabilitation; Sucar et al.19 presented VR-based Gesture Therapy platform for upper limb rehabilitation;
and Ballester et al.26 showed the efficacy of the VR-based intervention in enhancing motor skills of the paretic limb in
hemiparetic stroke patients. Also, researchers have used VR in conjunction with external peripherals, for example, Wii
(Nintendo),27 Kinect Sensor (Microsoft),28 and haptic devices,29 which add to delivering a feeling of immersion in the
task environment, thereby making the task motivating.

The currently existing VR-based systems offer exercises that can monitor one's performance in a task. However, tasks
are not designed to offer different levels of challenge within the VR environment to the users. Given the spectrum nature
of the disorder with varying residual motor abilities in post-stroke, it is critical to individualize the exercise platform such
that the task is effective in spite of the individual variability evident in patients with different stroke severities.30–32 One of
the ways can be to design applications that are adaptive to individual capabilities by offering tasks of varying challenges
based on individualized performance, similar to that practiced by expert clinicians. The estimation of patient's health
condition while performing rehabilitation exercise is done by the clinician's expert eyes that are often subjective in nature
and not quantitative. Literature studies indicate that various physiological signals showing cardiovascular, electrodermal
ectivity, etc., are often considered as valuable health indicators to the physiotherapist.33–35 Further, it has also been shown
that monitoring physiological indices including heart rate36 and galvanic skin response37 is crucial during exercise, which
is always helpful for clinicians to understand the patient's physiological profile and their exercise stress level.38 However,
none of the currently existing VR-based systems have investigated the implications of such technology-assisted exercise on
one's health as can be evident through the monitoring of physiological indices during exercise. Thus, given the criticality
of monitoring the health status or the physiological profile of patient, particularly during rehabilitation exercise sessions,
it would be beneficial to make the rehabilitation platform with physiology. With this rationale, in our proof-of-concept
study, we have considered physiology as an offline analysis with our performance in a self-adaptive system.

1.1 Contribution and objectives
The main contribution of our present work is the development of VR-based adaptive task platform coupled with a
peripheral device such as haptic device. Our VR-based, haptic-enabled task platform can (a) offer tasks of varying chal-
lenges based on individualized performance and (b) provide an avenue to monitor one's health status through real-time
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measure of physiological indices. The current paper focuses on three research objectives: (a) to develop a VR-based stroke
rehabilitation platform equipped with force feedback facility, (b) to make the interactive system intelligent such that it can
adapt to one's task performance ability by offering tasks of varying difficulty in a controlled manner, and (c) to understand
the implications of such a system on an individual's task performance, namely, task progression, task completion time,
performance errors, and performance score (PF) while doing a VR-based task. Additionally, we acquired their heart rate
and galvanic skin response in a time-synchronized manner for subsequent offline analysis.

This paper is organized as follows. Section 2 describes the system design. Section 3 presents the experimental setup and
the methodology used. Section 4 presents the results obtained in our experimental study. Finally, Section 5 summarizes
the research findings, limitations of the current study, and the direction of our future research.

2 SYSTEM DESIGN

Our system is composed of four modules: (1) VR-based task module, (2) physical interface module, (3) task switching
rationale, and (4) physiological data acquisition module (Figure 1).

2.1 VR-based task module
We designed the VR-based tasks using the Vizard software (marketed by Worldviz Llc.) and Google sketch-up (3D
modeling program provided by Google). The VR-based tasks were of two different types, namely, (i) Reaching and (ii)
Coordination tasks to trigger abduction and adduction movement of the shoulder joint. In order to facilitate repetitive
practice as practiced by physiotherapists and mentioned in physiotherapy guidelines,30–32 we designed a repository of 48
templates of VR-based tasks (24 each for Reaching and Coordination tasks) distributed over 3 difficulty levels (DL1–DL3)
to avoid monotony of practice. Also, severity of the stroke is one of the important factors that influences the needs and pref-
erences of the individuals who had a stroke.39 Hence, three difficulty levels were designed while performing the reaching
and coordination movements as an initial approximation to make the task effective in spite of the individual variability.
However, based on the rehabilitation paradigm, more difficulty levels can be designed.

2.1.1 Design of VR-based reaching task
For the Reaching task, we designed park environments composed of static and dynamic obstacles (e.g., crates and birds,
respectively) and target objects (e.g., balloons of different sizes, shapes, and colors) as shown in Figure 2(a). The balloons
were located randomly throughout the park with variations in the surrounding environment. The task was to reach out
with the help of tabletop-mounted haptic stylus (stylus tip shown as an arrow in Figure 2(a)) and puncture the balloons
by avoiding both the static and dynamic obstacles within a specified duration. “Crate”-shaped static obstacles were placed
in front of the balloons to increase the difficulty in reaching out the balloons. Any collision of the haptic stylus with an
obstacle was counted as an error. The number of balloons (3, 6, and 9) to be punctured within a specified duration decided
the task difficulty level (DL1, DL2, and DL3, respectively).

2.1.2 Design of VR-based coordination task
A car navigation task was designed as the VR-based Coordination task. A navigation environment consisted of a car, a
track, and dynamic obstacles in the form of pedestrians crossing the track and static obstacles as tree pots at the edge of

FIGURE 1 System design block diagram. VR = virtual reality, DL = Difficulty Level
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FIGURE 2 Screenshot of VR-based tasks in (a) reaching task and (b) coordination task [Colour figure can be viewed at
wileyonlinelibrary.com]

the track (Figure 2(b)). A participant was asked to navigate the virtual car from a start line to stop line drawn on each
track within a specified duration with the help of the haptic stylus while avoiding collision with the obstacles. The tracks
were of different shapes to challenge the coordination skills of the participants. For example, DL1 task was kept fairly
easy with a straight track. Tracks were curved to challenge the coordination skills for increased difficulty. The DL2 task
has a semicircular track where the participant would need to continuously change the shoulder movements in order to
follow the track and avoid collision with the pillars at the edge of the track. The DL3 has a semisquare track where the
participant has to start from the start line, move through a straight track, change hand orientation, follow a straight track,
change hand orientation, and finally follow a straight track to reach the end line of the track (Figure 2(b)).

2.2 Physical interface module
Our participants interacted with the VR-based platform with the help of haptic device (“Phantom Omni” from Geomagic)
as shown in Figure 3(a). The haptic device (integrated to the VR-based objects by dynamic linked library) provided tactile
feedback to the participants during the interaction. We considered the haptic stylus movement along the x and y directions
that maneuvered objects right/left and forward/backward, respectively, in the VR environment. This stylus movement
corresponded to the patient's horizontal shoulder adduction/abduction.

In the Reaching tasks, one had to translate the haptic stylus on a physical workspace (x, y) of 30 mm × 70 mm
for DL1, 60 mm × 70 mm for DL2, 90 mm × 70 mm for DL3 that accounted for an angular displacement range
(x(min,max), 𝑦(min,max)) of 0o–20o, 0o–52o for DL1, {0o–55o, 0o–52o} for DL2, and {0o–90o, 0o–52o} for DL3 for complet-
ing each task (i.e., punching of all the balloons: 3 for DL1, 6 for DL2, and 9 for DL3). Thus, with the increase in difficulty
level, the horizontal displacement (along x) varied from 30 mm to 90 mm, and angular displacement range extends from
0o (DL1) to 90o (DL3). Similarly, in the Coordination tasks, physical workspace (x, y) varies from (0 mm × 70 mm) for
DL1, (60 mm × 70 mm) for DL2, (120 mm × 70 mm) for DL3, which accounted for an angular displacement range
(x(min,max), 𝑦(min,max)) of {(0o–20o), (0o–52o)} for DL1, {(0o–55o), (0o–52o)} for DL2, and {(0o–120o), (0o–52o)} for DL3
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FIGURE 3 Block diagram of physical interface module. PPG = pulse plethysmogram; EDA = electrodermal activity. (a) A participant
holding the stylus of the haptic device (b) Setup for sensors PPG and EDA [Colour figure can be viewed at wileyonlinelibrary.com]

for completing each task (i.e., traversing the VR track from the Start Line to the Stop Line). Thus, the horizontal displace-
ment range extends from 0 mm to 120 mm with angular displacement from 0o to 120o, keeping the displacement along
the z direction at 70 mm and 52o for all the cases. The idea of variability in range/angular movements was to encourage
the participants to make shoulder movements while doing the tasks. Please note that our system was programmed to
make one's shoulder movement on a restricted workspace based on the limited movement capability of our post-stroke
participants. Although the participants came with some residual shoulder abduction and adduction capability, they faced
difficulty in making large displacement of their hand through shoulder abduction/adduction. The patient's affected hand
was tied to the haptic stylus with a Velcro belt to prevent it from falling, and his hand was provided with a hand support
(Figure 3(a)). We hope that with the knowledge of performance and repeated exposure, this haptic device can be replaced
with one that allows increased movement. Additionally, the haptic device was programmed to provide tactile feedback
(approximately 1.6 N) to the user upon colliding with an obstacle (static or dynamic) in the VR environment. For our
experimental study, we used Equations (1) and (2) and did not use the turret-like movement of the haptic stylus because
we did not focus on the roll capability of one's wrist joint, as follows:

ΔZDIST = WZ
∗ (z + zOFFSET) (1)

ΔXDIST = WX
∗ (x + xOFFSET) , (2)

where 𝛥ZDIST and 𝛥XDIST represent the distance of the virtual car (for Coordination task) or haptic pointer (for Reaching
task) traversed in the VR environment corresponding to the stylus displacement along z and x directions, respectively.
WZ and WX are the weight factors used to render a smoother and controlled maneuver of the virtual car/haptic pointer
along the track/park environment. The zOFFSET and xOFFSET are the offsets used for getting the coordinates of the virtual
car/haptic pointer on a 0–1 scale. These weight factors and offset values were chosen as an initial approximation for our
experimental study, and these can be changed in future. For the Reaching task, the weight factors and offset values were
WZ (=0.2), WX (=10), and zOFFSET (=0), xOFFSET (=0), respectively. For Coordination task, the weight factors and offset
values were WZ (=0.5), WX (=4.5), and zOFFSET (=0.5), xOFFSET (=0), respectively.

2.3 Task switching rationale
Our VR-based system was adaptive to the participant's PF while the participant interacted with the VR-based tasks. Here,
a cutoff score of 70% was used in tasks across different difficulty levels, similar to that used for robot-assisted rehabilitation
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FIGURE 4 State machine representation

tasks, for outpatient clinics, and technology-assisted skill learning.40–42 The task switching module offered tasks (chosen
randomly) of varying challenges (difficulty level) based on one's PF using a state machine representation (Figure 4).43

If a participant's performance in a task belonging to a particular difficulty level was “Adequate” (≥70%; condition C1),
say DL1, then our task switching module offered tasks of higher difficulty (DL2), except for DL3, because DL3 was the
highest difficulty level. If one's performance was “Inadequate” (condition C2), then the module switched to a task of
lower difficulty level (except for DL1). Care was taken that different task templates were offered to the participants in
order to avoid the feeling of monotony that the participant might experience while performing tasks. While offering tasks
of varying difficulty levels, our algorithm also took care on the presentation of Reaching (R) and Coordination (C) tasks
such that an R task of lower difficulty level was presented before an R task of higher difficulty level. Likewise was the case
for C tasks. For example, if 1R, 2R, 3R, 1C, 2C, 3C represent R tasks and C tasks in DL1, DL2, and DL3, respectively, then,
if the first task was 1C; this could be followed by 1R for “Inadequate” performance or by 2C (but not 2R) for “Adequate”
performance. This was because the first game offered was 1C and not 1R. The task repository was sufficient to offer tasks
that ended on completion of 30 min of task performance, similar to that reported in literature.44

2.3.1 Computation of PF
PF was evaluated based on the time (T) taken by a participant to complete a given task and the number of collision errors
(E) made by the participant while performing the task. Our algorithm calculated time fraction (TF) and error fraction
(EF) from T and E. From our previous pilot study with age-matched healthy participants (n = 6; mean (sd) =48 (18.23)
years), we decided the threshold values of T and E as TTH = 50 (Dl1), 80 (DL2), 110 (DL3), respectively, for Coordination;
TTH = 225 (DL1), 525 (DL2), 825 (DL3) for Reaching; and ETH = 5 for DL1–DL3 for both the tasks.

The TF is defined by Equations (3)–(5) as follows:
If T ≤ TTH, then 𝑇𝐹 = 1 (3)

If TTH < T ≤ 2∗TTH, then 𝑇𝐹 = 2∗T𝑇𝐻 − T
T𝑇𝐻

(4)

If T > 2∗TTH, then 𝑇𝐹 = 0 . (5)
Likewise was the case for EF.
Speed–accuracy trade-off is critical while taking an errorless (or reduced error) approach, particularly seen in exercises

related to upper limb rehabilitation.45 Keeping this trade-off in mind, as a first approximation, we have considered a
weight distribution of 60% for EF and 40% for TF (Equation 6). Although both the speed and accuracy of task execution
are important, we allotted more weightage to accuracy than the time taken, because performing a task accurately with
less number of errors was considered as more important from the standpoint of rehabilitation. For example, if a individual
who had a stroke was asked to brush his teeth, then satisfactory ability to complete brushing is more important than
completing brushing unsatisfactorily within a shorter duration.

𝑃𝐹 = 100 ∗ ((0.6 ∗ 𝐸𝐹 ) + (0.4 ∗ 𝑇𝐹 ) . (6)

2.4 Physiological data acquisition module
While our participants interacted with VR-based systems, physiological signals, namely, pulse plethysmogram and elec-
trodermal activity, were acquired by Biopac MP150 (from Biopac Systems Inc.) operated in wireless mode with sampling
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frequency of 1,000 Hz. The acquired signals were processed to extract two physiological indices, for example, mean pulse
rate (PRMEAN) and tonic mean (TonicMEAN) synchronized with VR-based task propagation.46 We chose these signals,
because literature indicates the importance of monitoring these signals as possible window to one's health condition dur-
ing exercise. Specifically, pulse rate, an important indicator of one's physical fitness, is often used by clinicians in deciding
the exercise intensity.34 Also, tonic activity has been reported to be used as a metric of post-stroke functional recovery.35

Even for VR-based exercises, investigators have used pulse rate and galvanic skin response to provide additional user state
information to the clinician, thereby helping in making informed decisions on the pacing of the VR-based exercises.33

3 EXPERIMENTAL SETUP AND METHODOLOGY

3.1 Participants
We included six individuals who had a stroke (mean (SD) =50 (8.50) years) in the study. These patients were recruited
through referral from a local civil hospital where they were undergoing therapy. Once their questions related to our system
were answered, their consent for voluntary participation in the study was sought. The participants' characteristics are
shown in Table 1. The study was approved by the Institutional Ethics Committee.

3.2 Inclusion and exclusion criteria
Patients aged 18–75 years and having a post-stroke period of >3 months were included in the study. Individuals with
a history of recent surgery (<3 months) and having a skeletal injury or pace maker were excluded. Patients were also
screened by a physiotherapist through the range of motion of horizontal abduction and adduction measures of their
shoulder joint on the first day (Fday) to see whether it was less than the corresponding values for healthy adults as reported
in the literature.33

3.3 Experimental procedure
The experimental setup (Figure 3) was composed of (a) a chair placed in front of a task computer mounted on a table along
with a haptic device, (b) a real-time data acquisition module connected to a data logger computer through an Ethernet
port, and (c) a height-adjustable hand support. We invited participants for multiple exposures. However, based on the
availability, most of the participants were given 3 exposures on 3 different days. Our study required an involvement of
approximately 1 hr on the Fday including the patient's screening by the physiotherapist, signing of the consent forms, task
demonstration by the experimenter, and interaction with VR-based tasks. Subsequent exposures lasted for approximately
30 min of the VR-based task. Also, the experimenter informed the participant that he was free to quit from the study
at any point if he felt uncomfortable. Although we designed Reaching and Coordination tasks that were of two different
task types, in our present experimental study, we offered both the task types to the participants in each session. The
motivation was to expose each participant to a mix of Reaching and Coordination tasks on each day, similar to that required
in real-life scenarios while executing daily living activities. However, care was taken to offer Reaching/Coordination tasks
while keeping an eye on the fact that the participant was exposed to a task of lower difficulty level before being exposed

TABLE 1 Participant characteristics

Participants Age (Years) Affected hand Post-stroke period (Years) Days of exposure Range of motion
(in degrees)
(Shoulder)

P1 (m) 52 Left 1 3 Ab:0–40o, Ad:0–40o

P2 (m) 48 Right 2 4 Ab: 0–80o, Ad: 0–70o

P3(m) 52 Right 8 3 Ab:0–90o, Ad:0–80o

P4 (f) 35 Left 0.58 3 Ab:0–75o, Ad: 0–60o

P5 (f) 61 Left 1 3 Ab: 0–60o, Ad:0–60o

P6 (f) 52 Left 2 2 Ab:0–75o, Ad:0–60o

Note. m = Male; f = female; Ab = abduction; Ad = adduction.
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to a task of higher difficulty level. After completion of each task, our system delivered audiovisual feedback, for example,
“Good job!” and PF points (0 –100).

4 RESULTS

Here, we present the findings of the experimental study carried out with our VR-based task platform that offered tasks
of varying difficulty levels based on one's task performance. Specifically, we report our observations on one's task perfor-
mance measured between the Fday and the Lday of interaction in terms of (a) task progression, (b) task execution time,
and (c) accuracy while performing the tasks (i.e., reduced errors). Additionally, we present the implications of VR-based
tasks on the participants' physiological indices such as PRMEAN and TonicMEAN.

4.1 Effect of our VR-based system on participants' task progression
Figure 5 shows the task progression pattern of all the participants for both Fday and Lday along with the distribution of
Reaching and Coordination tasks of varying challenges.

It can be seen from Figure 5 that the pattern of task progression changed considerably on the Lday compared with
that on the Fday of interaction for almost all the participants. On the Lday, all the participants were able to reach the
highest difficulty level (DL3). Although P2 and P4–P6 also could reach DL3 on the Fday, there was an improvement in
performance. For example, although P2, P4, and P5 interacted with the same number of trials on Fday and Lday, the

FIGURE 5 Comparative representation of task progression of P1–P6 between the first day and last day. R: Reaching; C: Coordination
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number of trials in DL3 on Lday were more than that on Fday. However, for P6, although the number of trials in DL3 on
Lday was less than that on Fday, there was a better controlled hand movement in terms of reduced collision error (Δ= 32%
for DL1, Δ = 44% for DL2, Δ = 40% for DL3) and improved performance in certain tasks of DL1 and DL2 (Δ = 57% for
Coordination task (DL1) and Δ = 14% for Reaching task (DL2)).

4.2 Effect of our VR-based system on participants' task execution time
Improvement in skill learning depends not only on one's capability of completing more task trials (as is evident from the
task progression) but also on the ability to achieve improved task execution speed, without compensating for the PF. From
Figure 6, we find that on an average, the Reaching tasks took more time than the Coordination tasks, possibly due to the
fact that the Reaching tasks required the participants to search the targets distributed throughout the VR environment.
Again, for both the Reaching and Coordination tasks, there was reduction in Task Execution Time from the Fday to the
Lday across different difficulty levels, although by varying amounts. The decrease in task execution time indicates increase
in speed of execution, which can be considered as an improvement in performance, provided that it comes with decrease
in collision errors.

4.3 Effect of our VR-based system on participants' performance errors
For improvement in skill, one needs to be able to do a task not only with increased speed but also with improved accuracy,
that is, fewer collision errors in our case. Thus, we compared the average number of errors performed by the participants
while interacting with our VR-based tasks for each difficulty level between the Fday and Lday. From Figure 7, we observe
that the group average errors reduced for both the Reaching and Coordination tasks from Fday to Lday across all the
difficulty levels, except DL3 of Coordination tasks (for which the error counts were comparable). In fact, the number of
collision errors reduced from Fday to Lday for all the participants, except P5 for DL3. A possible reason behind this can
be that P5 was hurrying to complete the tasks on the Lday, making more collision errors, as reported by the experimenter.

FIGURE 6 Group average interaction time of participants from (a) first day to (b) last day in reaching (R) and coordination(C) task with
standard deviation bars. FD = First day, LD = Last day, DL = Difficulty Level

FIGURE 7 Group average number of errors of participants from (a) first day to (b) last day in reaching(R) and coordination(C) task with
standard deviation bars. FD = First day, LD = Last day, DL = Difficulty Level
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4.4 Effect of our VR-based system on participants' PF
While our participants interacted with the VR-based tasks, our system computed their PF by using Equation (6). Figure 8
presents the group average PF (%) for both the Reaching and Coordination tasks on Fday and Lday across all the difficulty
levels. There was an improvement in performance (%) from Fday to Lday for all the difficulty levels, except marginal
change for DL3 trials of Reaching tasks and DL2 trials of Coordination tasks. A possible reason behind this can be that the
participants took considerable time (that was comparable on Fday and Lday) to complete the DL3 trials of Reaching tasks
and DL2 trials of Coordination tasks (Figure 6). Again, as far as the Reaching tasks were concerned, the group showed
Adequate performance even on the Fday. However, that was not the case for the Coordination tasks (except DL2 tasks).
A possible reason might be that the number of collision errors was more for the Coordination tasks on the Fday (except
DL2 tasks) compared with the Reaching tasks (Figure 7). As reported by the experimenter, the participants were unable
to make controlled maneuver of the VR cars with increased collisions with the walls at the side of the tracks on the Fday.

4.5 Effect on PRMEAN

Figure 9 shows the variation in the group PRMEAN. On average, the PRMEAN reduced on Lday than that on the Fday for
both the Reaching and Coordination tasks and across all the difficulty levels, except Reaching tasks of DL1. This might
infer that the participants were more comfortable while interacting with the Reaching and Coordination tasks on Lday
than that on the Fday across the varying task difficulty levels. The increase in PRMEAN on the Lday for the Reaching tasks,
particularly for DL1, can be attributed to the fact that as the participants were excited to interact with our system (that
most of the participants told the experimenter post our study) due to that they pressed themselves hard to perform well
in the tasks, with the Reaching tasks requiring them to search the VR environment, accounting for maximum increase
(%ΔPerformanceFday-to-Lday = 37% for DL1, 22% for DL2, −3% for DL3) in the % performance (Figure 8) for Reaching tasks.
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FIGURE 8 Group average performance score (%) of participants from first day to last day. Note that here, standard deviation is very less,
therefore not visible. FD = First day, LD = Last day, DL = Difficulty Level

FIGURE 9 Group mean pulse rate of participants from (a) Fday to (b) Lday in reaching (R) and coordination(C) task with standard
deviation bars. FD = First day, LD = Last day, DL = Difficulty Level
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FIGURE 10 Group average tonic mean of participants from (a) first day to (b) last day in reaching (R) and coordination(C) task with
standard deviation bars. FD = First day, LD = Last day, DL = Difficulty Level

4.6 Effect on TonicMEAN

Similar to that for PRMEAN, we find from Figure 10 that the participants' group TonicMEAN indicated that for both the
Reaching and Coordination tasks across different difficulty levels, the participants were more comfortable on the Lday as
compared to the Fday.

5 DISCUSSION AND CONCLUSION

The results of our VR-based experimental study indicate that our system can have implications on one's task performance.
Specifically, the preliminary results indicate that the performance improved in terms of task progression pattern, task
completion time, performance errors, and PF while doing the VR-based tasks. Additionally, the results on the physiolog-
ical indices, such as PRMEAN and TonicMEAN, indicate that the participants' improvement in performance across tasks of
varying difficulty from Fday to Lday was accompanied with themselves being more comfortable on the Lday as compared
with the Fday. The decrease in pulse rate and tonic inhibition, which are valuable indicators of health condition during
post-stroke recovery, indicates the potential of such a system to promote rehabilitation while contributing to improve-
ment in health condition and physical fitness. However, in comparison with previous studies,35 which speaks on tonic
inhibition as an indicator of post-stroke functional recovery, similar trends (reduction in TonicMEAN) shown with our
system indicate less stress level and further promote post-stroke recovery. Pioneering contributions13,17–26,32,47 used for
stroke rehabilitation are powerful; often employ robots that are costly and heavy, posing financial and safety burdens on
the patient; and, in some cases, have been reported to be limited in their ability to have a significant impact on one's
daily living activities. Wearable sensors, such as CyberGrasp, used in stroke rehabilitation can provide force feedback to
the user; besides being expensive, such wearable sensors often require uncomfortable mechanical plug for mounting on
one's hand, making it inconvenient for use by patients. Additionally, these applications were not adaptive to offer tasks
of varying challenges to the participants based on their individualized performance in a controlled manner and also do
not provide individualized feedback on one's physiological profile, to the participants and also to the clinicians.

Our system is different compared with abovementioned pioneering studies, as users can repeatedly practice specific
movements in a variety of environments in a controlled manner to achieve adequate performance; their physiological
profile brings the added potential advantage to the physiotherapist, thereby providing a window into the quantitative
estimates of one's health status. Passive device does not generate any power, is portable, cost effective, and suitable for
home rehabilitation compared with clinical assistive devices having mechanical complexity. Our system also includes
audiovisual feedback, as recent studies indicate that learning can be enhanced by visual and/or auditory cues.17,20

Although the preliminary results are promising, our study had certain limitations. One of the limitations was a small
sample size. However, the main focus of our paper was to design an individualized VR-based system that can offer Reach-
ing and Coordination tasks (frequently used in daily living) to the participants as a technological platform rather than
an intervention platform. In order to understand whether our system was operating as desired, we designed a prelimi-
nary experimental study with a small sample size and for a limited duration. However, in the future, for a full-fledged
intervention study, we plan to carry out a longitudinal study with a larger number of participants. Another limitation of
our study was the usage of the haptic device with a limited maneuvering capability. While considering the upper limb
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movement capability of our participants, we used this haptic device with limited maneuverability. However, in the future,
with longitudinal study, we plan to use haptic devices that have increased maneuverability.

With promising results of the present study, we hope that such a system can be used at least as a complementary tool in
the hands of the therapists. Also, information on the real-time physiological measures of the patients during exercise can
help the therapists to get an estimate of the physiological profile of the patients and accordingly decide the intervention
paradigm. The low-cost portable exercise platform can reach households and thereby can be potent to bring in paradigm
shift even in rural healthcare.
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Abstract— Metal Matrix Composites (MMC) have been broadly considered as an alternative for the engineering materials due to their 

tremendous mechanical properties like high strength to weight ratio, wear resistance, high specific modulus, stiffness, damping capacity etc. 

Metal matrix composites specially aluminium based metal matrix composites (AMC) are getting popular day by day due to their diverse 

applications such as aerospace, aircrafts, automobile parts, electronic parts, turbine blades, golf clubs etc. Over the years, AMC have several 

operational, non-operational and functional uses in numerous engineering fields due to their better performance, environmental and economic 

benefits. AMC have been widely used in transportation industries because of less noise, lower fuel consumption and lower aerial emissions. It is 

now accepted that in order to empower the AMC substitution for engineering materials and to make it wide spread, there is a fascinating need to 

redesign the whole engineering system to reduce weight and volume. 

Keywords - Composite; AMC; stir casting; fabrication. 

__________________________________________________*****_________________________________________________ 

I.  INTRODUCTION  

1.1 COMPOSITES   

Composites comprise of reinforcement distributed in a 

continuous phase called matrix. The matrix develops its 

various characteristics from the geometry of constituents and 

the properties of interfaces between different constituents. 

Composite materials are typically characterized on the basis of 

the chemical and physical nature of matrix material and types 

of reinforcement. A composite is designed to show the 

characteristics of constituent materials.   

Composite materials are getting popular due to their diverse 

applications and advantages over traditional engineering 

materials. Composites may have polymer matrix, ceramic 

matrix, metal matrix or carbon & graphite matrix and may 

have reinforcements in the form of particulates, whiskers, 

short fibers or long fibers. Hybrid composites consist of more 

than one reinforcing materials which helps attain desired 

properties. Composite materials have been widely used in 

aerospace, aircrafts, automobile parts, diesel piston, electronic 

parts, brake-shoes, turbine blades, golf clubs, armors of tanks, 

transportation industries etc. 

1.2 PROPERTIES OF COMPOSITES   

The properties of the composite materials depends 

predominantly on arrangement and type of reinforcements. 

Composites have many advantages over traditional 

engineering materials such as:     

• Higher strength-to-density ratios   

• Better fatigue resistance    

• Higher strength     

• Higher stiffness-to-density ratios    

• Better wear resistance    

• Better elevated temperature tolerance 

properties    

• Lower creep rate    

• Lower coefficients of thermal expansion     

1.3    TYPES OF COMPOSITES BASED ON MATRIX 

MATERIAL    

1.3.1 Polymer Matrix Composites (PMC)  

Polymers can be ideally used as matrix materials as they 

possess good mechanical properties, can be processed easily 

and have light weight. High temperature synthetic materials 

are extensively used in aeronautical applications. Thermosets 

and thermoplastics are two different kinds of polymers used 

mainly. Polymeric materials have a tendency to degrade when 

they are exposed to elevated temperatures above 300°C. Hence 

Most of the PMC operate at temperatures below 300°C.   

  

1.3.2 Ceramic Matrix Composites (CMC)  

Ceramic matrix composites (CMC) have been established to 

overcome the drawbacks of monolithic ceramics such as 

intrinsic brittleness and lack of reliability of ceramics. CMC 

are used in place of heavy super alloys in order to reduce the 

weight of components. CMC have been widely used in gas 

turbines for power plants, fusion reactor first wall, heat shields 

for space vehicles, heat treatment furnaces, aircraft brakes etc.; 

but still they have limited application due to high cost, lack of 

suitable reinforcements lesser lifetime and difficulties in 

processing. 
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1.3.3 Carbon and Graphite matrix composites (CGMC)  

Carbon and graphite have high temperature friendly materials 

with their rigidity and strength that are not affected by 

temperature ranges up to 2300
o
C. They can be fabricated 

through chemical vapor deposition of pyrolytic carbon.    

1.3.4 Metal Matrix Composites (MMC)  

MMC are made by scattering of reinforcing material into a 

metal matrix. Matrix is characteristically a lighter metal such 

as magnesium, titanium or aluminium which provide yielding 

support for the reinforcement. Cobalt and cobalt-nickel alloy 

matrices are generally used for high temperature applications. 

The reinforcing particles increase physical properties such as 

wear resistance, thermal conductivity, friction coefficient etc. 

of the matrix material. The reinforcing particles may have 

continuous or discontinuous phase in the metal matrix 

composites.   

MMC possess diverse characteristics over conventional 

polymer matrix composites such as:    

 MMC are resistant to fire 

 They are resistant to radiation   

 They are Damp proof   

 They can function in wider range of temperatures  

 They have better electrical and thermal conductivity   

1.4 ALUMINIUM BASED METAL MATRIX COMPOSITES  

Among MMC, aluminium matrix composites (AMC) are 

getting popular day by day and finding numerous applications. 

In AMC one of the constituent is aluminium based alloy 

known as matrix phase and other constituent is reinforcement, 

which is generally a ceramic such as SiC, Si3N4, TiC, BN, 

B4C and Al2O3 are most commonly used. AMC properties can 

be tailored by varying the constituents and their volume 

fraction.  Over the years, AMC have several operational, non-

operational and functional applications in numerous 

engineering fields due to their better performance, 

environmental and economic benefits. AMC are being widely 

used in transportation industries because of less noise, lower 

fuel consumption and lower aerial emissions. With increasing 

environmental rules & regulations to enhancing fuel economy 

and efficiency, use of AMC in transport industries will be 

appropriate option in upcoming years. It is now accepted that 

in order to empower the AMC substitution for engineering 

materials and to make it wide spread, there is a fascinating 

need to redesign the whole engineering system to increase 

further weight and volume savings. AMC can be categorized 

into four types based on the type of reinforcement.  

 

1.4.1  Particle reinforced Aluminium Matrix Composites 

(PAMC)    

PAMC contain equiaxed ceramic reinforcements having 

aspect ratio less than 5. Ceramic reinforcements are usually 

oxides, borides or carbides (Al2O3, TiB2 or SiC) and are 

present in metal matrix by volume fraction of less than 30%, 

when used for wear resistance and structural   application. In 

general, PAMC can be fabricated either by solid state or liquid 

state fabricated processes. PAMC are least expensive when 

compared with CFAMC. Mechanical properties of PAMC are 

lower as compared to whisker/continuous fiber/ short fiber 

reinforced AMC but there properties are far superior to 

unreinforced aluminium alloys. They are isotropic in nature 

and can have many applications in forming operations such as 

rolling, extrusion and forging.    

      1.4.2 Short fiber and whisker reinforced Aluminium Matrix 

Composites (SFAMC)    

SFAMC contain reinforcements having an aspect ratio greater 

than 5, but they are not continuous fiber. Most popular AMC 

is Short alumina fiber reinforced in aluminium matrix 

composites which is used in pistons. Short fiber reinforced 

composites are fabricated by using squeeze infiltration 

process, while Whisker reinforced composites are fabricated  

either by powder metallurgy (PM) process or by infiltration 

process. Mechanical properties of whisker reinforced 

composites are superior than short fiber reinforced composites. 

However; usage of whiskers as reinforcements in AMC is 

restricted due to their apparent health hazards. Short fiber 

reinforced AMC have characteristics of continuous fiber and 

particle reinforced AMC.    

1.4.3 Continuous Fiber-reinforced Aluminium Matrix 

Composites (CFAMC)  

CFAMC are continuous fibers of SiC, alumina or carbon with 

a diameter less than 20µm. AMC having fiber volume fraction 

of about 40% are fabricated by squeeze infiltration process. 

Recently CFAMC with 60 vol% alumina fiber (continuous 

fiber) reinforced composites with an ultimate tensile strength 

and elastic modulus of 1500 MPa and 240 GPa respectively 

have been fabricated by 3M corporation. These composites 

were fabricated by using pressure infiltration process.   

  1.4.4 Mono Filament reinforced Aluminium Matrix 

Composites (MFAMC)   

Monofilaments are generally fabricated by chemical vapor 

deposition (CVD) of either Boron carbide or SiC into a core of 

Tungsten wire or of carbon fiber. Bending flexibility of 

monofilaments is less as compared to multi filaments. 

Diffusion bonding technique is often used to fabricate mono 

filament reinforced composites and is restricted to super 

plastic forming aluminium alloy matrices.    
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1.5  MANUFACTURING OF AMC   

Fabrication techniques help in governing microstructure 

behavior, interfacial bond etc. in the composites Metal matrix 

composites specially aluminium based MMC can be fabricated 

by various techniques such as:   

1.5.1  Solid State Processing   

1.5.1.1 Powder Metallurgy (PM)    

Mixing powder of ceramic whisker particle/short fiber in 

aluminium alloy is a valuable technique for the fabrication of 

AMC. Blending can be processed in dry or in liquid 

suspension. Blending generally have cold compaction 

followed by degassing and high temperature consolidation step 

such as extrusion. PM processed AMC, contain oxide 

constituent ranging from 0.05 to 0.5 depending on powder and 

processing conditions. These fine oxide particles have a 

tendency to act as a dispersion-strengthening agent and has 

strong influence predominantly during heat treatment on the 

matrix properties.    

1.5.1.2 DIFFUSION BONDING PROCESS   

Diffusion bonding technique is often used to fabricate mono 

filament reinforced composites. The technique is cumbersome 

and distribution of homogeneous fiber is difficult. The process 

is also not appropriated to fabricate complex shapes and 

components.    

1.5.2  Liquid State Processing   

1.5.2.1 STIR CASTING    

 In this process hard ceramic particles are fused into the 

molten aluminium melt and allowing the mixture to solidify. A 

good wettability is created between reinforcement and the 

molten aluminium alloy melt. Stir-casting technique is most 

simplest and economical fabrication process used for 

fabrication of AMC. The technique includes the addition of 

pre-heated reinforcing particles into the vortex of molten 

aluminium alloy created by the mechanical stirrer. After 

proper mixing of matrix and reinforcement, composite melt is 

casted into a suitable mould to get the desired shape of the 

AMC.    

1.5.2.2 INFILTRATION PROCESS     

 Liquid aluminium alloy is intruded into the interstices of 

continuous fiber/whisker or short particle to fabricate AMC. 

Depending on the nature of reinforcement infiltration can be 

done with or without pressure application. AMC having 

volume fraction ranging from 10 to 70% of reinforcement can 

be fabricated using different infiltration techniques. In order to 

maintain its shape and integrity, it is necessary to use alumina 

and silica based mixtures as binder. During fabrication of 

AMC by infiltration process may have porosity as casting 

defect in casted samples.    

1.5.2.3 SPRAY DEPOSITION   

Spray deposition process may have two different classes, 

depending on whether the droplet stream is fabricated from a 

molten bath or by continuous serving of cold metal into a 

region of rapid heat injection. The spray deposition has been 

extensively explored for the fabrication of AMC by injecting 

ceramic particle/short fiber/ whisker into the spray. There is 

inhomogeneous distribution of ceramic particles in fabricated 

AMC. The AMC produced by spray deposition process may 

possess porosity as casting defect in casted samples.   

1.6 CHARACTERIZATION OF AMC  

AMC are characterized in order to reveal microstructure, 

chemical composition etc.  Distinct techniques may be used 

for observing microstructural constituents of fabricated metal 

matrix composites such as optical microscopy, Scanning 

electron microscopy (SEM), X-ray diffraction technique 

(XRD), Electron probe micro analyzer (EPMA), Energy 

dispersive X-ray spectroscopy (EDS), Energy dispersive 

analysis of X-ray (EDAX) etc.   

  1.6.1 Optical Microscopy   

Optical microscopy technique is used to analyze the magnified 

image of microstructure of AMC. The optical microscopy is 

carried out using a metallurgical microscope. The 

microstructural specimens of AMC are prepared via standard 

polishing process and etching by a suitable etching agent. In 

this technique magnified images are detected and images are 

captured digitally.  

 1.6.2 Scanning Electron Microscopy–Energy Dispersive 

Analysis of X-Rays  

SEM technique is used to generate variety of signal on the 

surface of fabricated composites. In this technique high 

resolution image of microstructure, chemical composition etc. 

is generated. EDAX technique is used for chemical 

characterization and elemental analysis of fabricated 

composites. This technique follows the fundamental principal 

that each element has a unique set of peaks on electromagnetic 

emission spectrum.  

 1.6.3 X-Ray Powder Diffraction Technique (XRD)  

XRD technique is used for phase identification of crystalline 

material along with information about unit cell. This technique 

is used to detect constituent particles present in fabricated 

composites.  

II. LITURATURE ANALYSIS 

2.1 FABRICATION OF METAL MATRIX COMPOSITES  
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MMCs especially aluminium based MMCs have distinct 

techniques for fabrication of composites. Fabrication of 

MMCs is important in determining microstructure behavior, 

interfacial bond, defects such as misrun, porosity etc. in 

MMCs. Different fabrication techniques such as powder 

metallurgy, squeeze casting, diffusion bonding, spray & rheo 

casting, Stir casting etc. are used in fabrication of MMCs [21].  

It is observed Al alloy reinforced with SiC using stir casting as 

fabrication process, porosity around SiC particles is observed 

[2, 3, 19] which can be reduce by preheated of mold [3]. It is 

researched Al alloy reinforced with groundnut shell ash & SiC 

using Stir casting, continuous phase of metal matrix along 

with dispersed reinforcement is observed [4]. It is investigated 

Mg MMCs reinforced with B4C fabricated with powder 

metallurgy techniques using sintering cycle, clustering of  B4C 

particles in the MMCs is observed [6]  

Al6082 reinforced with graphite [7], Al alloy reinforced with 

SiC [9], fabricated with stir casting techniques, clustering & 

non uniform distribution of reinforcement is observed [7, 9]. 

A356 reinforced with SiC, fabricated with Compo casting, 

porosity throughout the specimen is observed as a defect in 

MMCs [10]. Al alloy [A536, 6061] reinforced with SiC, 

fabricated with gravity casting, porosity & interdentritic micro 

shrinkage along with clustering of reinforcement is observed 

as defects in MMCs [12]. Al alloy reinforced with breadfruit 

seed hull ash fabricated with stir casting, density dislocation 

defect is observed in MMCs [13]. LM6 aluminium alloy 

reinforced with fly ash fabricated with stir–squeeze casting & 

gravity casting, no porosity & discontinuity is observed during 

stir–squeeze casting in metal matrix composites [16].  

1) 2.2 STIR CASTING TECHNIQUE  

Among distinct fabrication techniques stir casting is used for 

manufacturing MMCs because of its simplicity, low cost in 

fabrication and flexibility in production. In stir casting, 

reinforcing particles are mixed with molten metal matrix with 

the help of stirrer. After mixing molten metal matrix is pour 

into preheated mold. In order to fabricate MMCs distinct 

parameters are involved such as stirrer type, stirring time, 

pouring temperature, mold type, preheat of reinforcement, 

preheat of mold etc. Stirrer can be of stainless steel [10], 

coated with graphite [13] or BN coating [1], Mild steel [3, 9].  

Stirring speed is important for enhancing wettability and 

controlling flow pattern of MMCs.  

Stirring speed varying from 200-400 rpm [4, 7, 8, 10, 12, 15, 

17], 500-800rpm [1, 2, 3, 9, 13, 16, 19, 20]. But optimum 

stirring speed ranging from 300-600rpm [24]. Stirring time 

helps in uniform distribution of reinforcement in MMCs along 

with proper bonding. Stirring time varying from 5 min. [4, 13, 

16], 10 min. [2, 3, 5, 7, 9, 17, 19], 20 min [12, 15] etc. in order 

to maintain proper uniformity [24].   

Reinforcement preheat temperature helps in enhancing 

wettability and removing moisture content from the 

reinforcement [1]. Preheat temperature of reinforcement varies 

from material to material used as reinforcement. 

Reinforcement such as fly ash 150-650
o
C [1, 16], SiC 

8001100
o
C [2, 3, 9, 10], Graphite 500

o
C [7] etc. have 

preheated temperature. Pouring temperature is used for 

determining grain orientation & structure of fabricated MMCs. 

Pouring temperature of distinct MMCs varies from 700-900
o
C. 

Mold governs the shape & size of fabricated MMCs. Mold 

may be permanent mold [5, 7, 12, 15], metallic mold [1, 2, 4, 

8], Die mold [3, 16], sand mold [4, 9] with shape of cylindrical 

[2, 3, 5, 15], rectangular [1], circular [8], cast bar [12] etc. 

Preheat temperature of mold reduces porosity, misrun etc. in 

MMCs. Preheat temperature of mold varies 250
o
C [5, 7], 

350
o
C [12, 15], 500

o
C [13] etc.  

2) 2.3 CHARACTERIZATION OF FABRICATED METAL 

MATIX COMPOSITES  

Fabricated metal matrix composites are characterized in order 

to reveal microstructure, chemical composition etc. of 

composites. Distinct techniques are used for observing 

microstructural constituents of fabricated metal matrix 

composites such as optical microscopy, Scanning electron 

microscopy (SEM), X-ray diffraction technique (XRD), 

Electron probe micro analyzer (EPMA), Energy dispersive X-

ray spectroscopy (EDS), Energy dispersive analysis of X-ray 

(EDAX) etc.   

It is observed from optical microscopy, SEM, EPMA, XRD 

techniques that fly ash particles reinforced with Al alloy shows 

shape of untreated fly ash particles are spherical with presence 

of Al, Si, O whereas treated fly ash particles have rod shaped 

with distinct aspect ratio, presence of Si, Al, O, C and 

conversion of SiO2 into SiC is obtained in metal matrix 

composites [1]. It is investigated from optical micrograph that 

HE-30 Al alloy reinforced with SiC shows presence of 

porosity with uniform distribution of reinforcing particles is 

obtained in metal matrix composites [2]. It is researched from 

EDAX, EDX test sample that SiC reinforcement mixed with 

Al2024 shows chemical composition of fabricated metal 

matrix composites as shown in the table 2.3 [3].  

Table 2.3 Chemical composition of 10 %wt. Al-SiC 

composites [3]  

S.No Element Weight % 

1 Caco3 24.19 

2 SiO2 7.67 

3 MgO 0.87 

4 Al 64.79 

5 Cu 2.47 
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  It is investigated from SEM, EDS, XRD techniques that Mg 

MMCs reinforced with boron carbide (B4C) shows uniform 

distribution of boron carbide (B4C) with clustering particles, 

good interfacial bonding and presence of  Al2O3, MgO, MgB2 

in the composites samples[6]. It is observed from SEM, XRD, 

and test that Al6082reinforced with graphite shows large 

impurities, non-uniform distribution and clustering of graphite 

particles at some places. The microstructures of MMCs shows 

inter-dendritic network of aluminium silicon eutectic. XRD 

results also reveal elements such as Al, C, Si peaks are present 

in fabricated MMCs [7]. It is investigated from metallurgical 

microscope that Al alloy reinforced with SiC shows at some 

location there are clustering of particles and without SiC 

particles inclusion when stirring process is not applied [9].  

It is analyzed from optical microscopy that A356 alloy 

reinforced with SiC analysis perimeter (J. m), aspect ratio, 

sphericity, SiC area percentage and count. It also shows 

presence of porosity as isolated particles [10]. It is observed 

from optical microscopy that Al alloy reinforced with SiC 

shows plastic deformation is helpful in improving 

homogeneity of reinforcement [11]. It is investigated from 

Optical microscopy, SEM equipped with EDX & WDX that 

Al alloy (A536 & AA6061) reinforced with SiC shows 

presence of many phases such as primary, α-Al, SiC particles 

and eutectic structures. It is also observed that porosity & inter 

dendritic micro shrinkage are main defects in metal matrix 

composites [12].  

It is analyzed from XRD, SEM/EDS, XRF (X-ray fluorescent) 

that Al-Si-Fe alloy reinforced with breadfruit seed hull ash 

particulates shows uniform distribution of reinforcement 

particles in Al alloy. XRF results shows chemical composition 

of breadfruit seed hull ash, while XRD shows count of various 

element present in the sample [13]. It is observed from optical 

microscopy and SEM that Al 6063, al 6061 and Al 7072 

matrix alloy reinforced with SiC shows non uniform 

distribution, clustering and allomeration of SiC particles in 

metal matrix composites. There are many phases observed in 

microstructure such as Mg2Si, Cu2Si6, Al5Mg8, Al3Fe, Al2Cu, 

and Al3FeSi [14]. It is investigated from optical microscopy 

that Al6063 alloy reinforced with SiC shows uniform 

distribution of reinforcement and good homogeneous 

dispersion of SiC particles is observed in metal matrix 

composites [15]. It is analyzed from optical micrograph that 

LM6 Al alloy reinforced with fly ash shows uniform 

distribution, good retention of reinforcement, without any 

porosity, voids and discontinuities in MMCs. There are 

agglomeration of fly ash particles at some location in 

composites. It is also observed that there are good interfacial 

bonding between metal matrix and reinforcement particles in 

MMCs [16]. It is observed from metallurgical microscope that 

Al6061-SiC & Al7075-Al2O3 shows fairly uniform 

distribution of reinforcement and homogeneity of fabricated 

composites [17].  

It is investigated from metallographic examination that Al356 

alloy reinforced with SiC shows non uniform distribution of 

reinforcement with agglomerations of particles at some 

location is  observed. It is reveal that some particles have 

polygonal shape with sub angular edges and other have 

granular shape with aspect ratio of 1 [18]. It is observed from 

SEM that Al alloy reinforced with SiC shows porosity and 

clustering of reinforced particles is observed in metal matrix 

composites [19]. It is investigated from optical microscope & 

SEM that Al6061 alloy reinforced with SiC shows due to 

crack initiation and growth in composite matrix, there is 

fracture of coarse particles reinforced metal matrix composites 

[20].   

III. CONCLUSION 

It is observed & researched that powder metallurgy cause 

fracture damage to reinforcement & are expensive as 

reinforced particles required in this process is in powder form. 

Squeeze casting cause severe damage to reinforcement & 

moderate expensive with less or little porosity is observed in 

MMCs [23]. Stir casting cause less damage to reinforcement, 

flexible, economical and not restricted to shape & size, but 

porosity with non-uniform distribution of reinforcement is 

observed in MMCs [2, 3, 5, 9, 18, and 23]. Stir–Squeeze 

casting cause less or no damage to reinforcement and no or 

little porosity with uniform distribution of reinforcement in 

MMCs [16]. The main of this review paper is to establish an 

understanding of fabrication and characterization of MMCs. 
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Abstract: Rural electrification plays an essential role in socio - economic expansion of rural people and overall nation. 

However, there are many rural areas available in India which does not have access of electricity due to infeasibility of 

grid extension or limited availability. In addition, there are several rural households available in India which is not 

electrified till yet. Utilizing diesel generator (DG) in this situation is not a good alternative due to environmental 

impacts. In these circumstances, power generation through locally available renewable energy sources (RES) could be a 
viable solution due to cost-effectiveness, demand-supply gap, global warming & climate change, fossil fuel depletion 

etc. In the present investigation, feasibility analysis of hybrid power system utilizing locally available RES has been 

carried out for un-electrified rural households of Mewat district of Haryana state in India. Different possible 

configurations of off grid and grid connected mode has been developed and compared. It has been found that grid 
connected SPV/Wind/Biomass/Biogas hybrid system is most optimal solution in terms of net present cost (NPC) and 

cost of energy (COE). 

Keywords: Solar photovoltaic, Biomass, Biogas, HOMER, Wind energy. 

 
 

1.  Introduction 
Electrical energy plays a significant role in improving the socio-economic development of any nation. 
Further, in developing countries like India, a major portion of population is residing in rural areas. Presently, 
India has around 18452 villages and out of which 23% rural households are still un-electrified due to some 
technical and economical reasons [1]. In addition, the nation has an installed capacity of about 330 GW as on 
30.06.2017with a major share of approximately 70% from fossil fuels that leads towards greenhouse gas 
(GHG) emission, health issues etc. It has also been observed that only 18 % contribution from renewable 
energy sources (RES) that can be enhanced by harnessing more and more available RES [2]. In nutshell, 
power generation through locally available RES in these rural areas could be a viable solution due to several 
reasons such as non-feasibility of grid extension, environment friendly energy, improving health issues etc. 
Further, the power generation from RES is expected to increase drastically and is estimated to be around 175 
GW by 2022 which would be a great achievement in Indian power sector [3]. Besides, Ministry of New and 
Renewable Energy (MNRE) provides several fiscal and non fiscal incentives like concessional custom duties, 
exemption of excise duties, subsidies, preferational tariff for purchase of renewable power, generation based 
incentives etc. [3].   

However, RES like solar, wind energy are intermittent in nature, so combination of such sources called 
hybrid systems is recognized as a feasible solution to get economical, clean, green and reliable energy. The 
hybrid system may work in off grid and grid connected mode. Further, the performance of a hybrid system is 
highly dependent on the geographical locations; availability of RES; environmental conditions etc. Therefore, 
feasibility analysis at a particular site for the development of hybrid system is required to explore the cost, 
component size and overall economics. In this regards, several research has been carried out by several 
researchers by using several simulation tools and methods [4-24]. 

In light of the above discussion, the aim of the present work is to perform feasibility analysis of development 
hybrid power system for rural area of Haryana state in India has been carried out. This hybrid system will 
provide the reliable supply to un-electrified rural households.  At first, the potential of different RES 
available at the study area has been estimated. Further, the total load demand of the selected site has been 
computed. Utilizing popular software, Hybrid Optimization Model for Electrical Renewable (HOMER), 
different feasible configurations in off grid and grid connected mode are compared and selected the most 
feasible in terms of techno-economic analysis.  
 
 
 
 



VVoolluummee--99  ••  NNuummbbeerr--22                    JJuunnee  22001177--DDeecc  22001177                  pppp..  113311--113377        aavvaaiillaabbllee  oonnlliinnee  aatt          wwwwww..ccssjjoouurrnnaallss..ccoomm    

 
 

AA  UUGGCC  RReeccoommmmeennddeedd  JJoouurrnnaall                     Page | 132 

 

2.  Study area 

 

Silkhoh is a village situated in Taoru block of the Mewat district of Haryana state in India. The longitude and 

latitude of the study area is 76.96° E and 28.15° N respectively [25]. According to census 2011, this village 

has a total population of 3467 alongwith 596 households. Based on the collected data, it has been found that 

the selected area has 398 un-electrified households [26]. Therefore, it is essential to design a power system in 

order to meet the energy needs of rural people. 

 

3. Potential of different RES at selected site  

 
In order to design a RES based hybrid system for a specific site, it is necessary to find out the potential of 
available RES and their capability to generate efficient and reliable power. Therefore, the potential of 
different RES viz. solar energy, wind energy, biomass and biogas has been calculated based on the site visits 
and collected data and is given in Table 1. 

Table 1: RES Potential at Selected Site [27-30] 

RES Potential 
Annual Energy Potential 

(kWh/year) 

Solar energy  

(Daily solar radiation) 

 

5.26 kWh/m
2
/day 1919.9 

Wind energy 
Average annual wind Speed= 4.436 m/s 

Wind power density= 124W/m
2
 

1086.24  

Biomass  

(Crop residue) 
320 ton/year 290909 

Biogas  170 m
3
/day 124100 

 

From Table 2, it is observed that the selected site has huge potential of RES that can be utilized to fulfill the 
energy demand of rural people. Further, the power output of the solar photovoltaic (SPV) system (PPV (t)) has 
been obtained using equation (1) as [24]: 

PV
PV PV

PV STC

Q (t)
P  (t) =R ×DF×

Q ,
          (1) 

Where, RPV represents rated capacity of SPV array under standard test condition (STC); QPV (t) is solar 
irradiance incident on SPV array in kW/m

2
; QPV,STC

 
depicts the solar radiation at STC (1 kW/m

2
). DF is 

derating factor of SPV array to consider reduced output under real world conditions like dust, shadow etc.  

The power output of selected wind energy system at hour t can be calculated as per following equations [31]: 

                   (2) 

Where, V is wind speed in m/s; , and  is cut in and cut-out speed of wind turbine respectively.  x, y, z 
represents coefficients of quadratic equation. 

The power output obtained from biomass generator system (PM (t)) has been computed using equation (3) as 
[24]: 

AM M M
M

M

Q × CV × η ×1000
P (t) = 

365 × 860 × H
        (3) 

Where, QAM represents yearly available amount of biomass (tons/yr), CVM depicts biomass calorific value in 
kcal/kg, ηM is conversion efficiency and HM represents operating hours per day of biomass generator system. 

The output power (PG (t)) of biogas generator system is computed as [32]  

G G G
G

G

Q × F × η
P (t) = 

860 × H
              (4) 
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 Where, QG is biogas availability per day (m
3
/d), FG is calorific value of biogas (kcal/m

3
), ηG is overall 

conversion efficiency from biogas to electrical power production. HG represents operating hours of biogas 
generator per day. 

4. Assessmentt of Hourly Load Demand 
 
The hourly load demand of the study area has been computed based on site visits, day to day use appliances 
by nearby villagers etc. The electrical appliances such as light emitting diode (LED), television (TV), fan, 
mobile charger, heater and water pump have been included while preparing the hourly load demand. Further,  
two seasons have been considered due to inclusion of temperature variation at study area in a year. The step 
time and day to day random variability of 5% each has been considered. The daily load profile of both the 
seasons has been depicted in Figure 1. 
 
  

 
 

Figure 1(a). Daily load profile of study area during summer season 

 

 

Figure 1(b). Daily load profile of study area during winter season 

 
 
The daily energy requirement of the selected area during both the seasons is calculated as 2075 kWh/day and 
1598 kWh/day respectively. 
 
5. Methodology  
 
Hybrid Optimization Model for Electrical Renewable (HOMER), well known software has been used for 
modeling of hybrid system. This software simulates several feasible configurations and ranked them on the 
basis of net present cost (NPC) [33]. In order to design and develop hybrid model in HOMER software, 
various technical and economical input database such as cost, size, lifetime etc. of system component are 
needed and is given in Table 2. 
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Table 2: Technical and Economical Input Database [16, 31] 

Renewable energy 

technology 

Capacity 

considered 

Numbers 

considered 
Capital cost 

Replacement 

cost 
O&M cost Lifespan 

SPV System 1kW 0- 100 $ 1333/kW $1333 /kW $ 26/year 25 years 

Wind turbine model 
(UE-33) 

1kW 0-100 $ 3500 /WT $ 3500 /WT $ 60/WT/year 25 years 

Biomass gasifier 

system 
1kW 0- 100 $ 1033 /kW $ 750 /kW $ 0.01//kW/hour 15000 hours 

Biogas generator 

system 
1kW 23 $ 660 /kW $ 450 /kW $ 0.01/kW/hour 20000 hours 

Battery (VISION 

6FM200D) 

12V, 

200 Ah 
0-250 $ 284 /kW $ 220/kW $6/battery/year 5 years/battery 

Converter 1Kw 0-100 $ 117 /kW $ 117 /kW $3/kW /year 10 years 

 
 

6.  Simulation Result and Discussion 

 
Based on the locally available RES, the objective of the present work is to develop a hybrid model in 

order to fulfill the energy needs of the un-electrified rural households of the selected site. The hybrid model 
has been developed using HOMER software by providing technical and economical input database. At first, 
four feasible configurations in off grid mode have been considered and compared in terms of NPC and COE. 
Finally, best off grid configuration has been compared with grid connected and found most feasible.  Further, 
the description of the four feasible off grid system is as follow: 

I. SPV/ Wind/Biomass/Biogas Generator with Battery 

II. Wind/Biomass/ Biogas Generator with Battery 

III. SPV/ Wind/Biomass Generator with Battery 

IV. SPV/ Biomass/Biogas Generator with Battery 

 
6.1.  Feasible off grid configurations 

 
Four feasible off grid configurations are developed using HOMER software to meet out the hourly load 
demand of the selected site and their technical and economical results are presented in Table 3.  

 
Table 3: Technical and Economical Results of Feasible Off Grid Configurations 

Description Parameter 

SPV/ 

Wind/Biomass/ 

Biogas 

Generator 

with Battery 

Wind/Biomass/ 

Biogas Generator 

with Battery 

SPV/ 

Wind/Biomass 

Generator 

with Battery 

SPV/ Biomass/ 

Biogas Generator 

with Battery 

 

Technical 

parameters 

SPV (kW) 35 - 15 130 

Wind 

turbine 

(kW) 

231(70 nos.) 274 (83 nos.) 297 (90 nos.) - 

Biomass 

generator 

(kW) 

60 65 80 90 

Biogas 

generator 

(kW) 

23 23 - 23 

Battery 

(nos.) 
180 170 200 225 

Converter 

(kW ) 
60 50 60 100 

Economical 

parameters 

Total NPC 

($) 
1005729 1005970 1173716 1339541 

Cost of 

energy 

($/kWh) 

0.118 0.118 0.137 0.157 
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  From Table 3, it is observed that the configuration SPV/Wind/Biomass/Biogas generator with Battery offer 

lowest NPC and COE of $ 1005729 and $ 0.118 respectively. The size of the configuration consists of 35 

kWof SPV system, 231 kW of wind energy system, 65 kW biomass gasifier system, 23 kW of biogas 

generator and has 180 nos. of batteries along with 60 kW converter. 

 
6.2.  Comparison between grid connected and best off grid configuration  

 
The best off-grid configuration has been compared with grid connected mode and it is observed that grid 

connected configuration has least NPC and COE of $ 788780 and $ 0.092 respectively. The system rating 

and economical parameters of grid connected configuration is given in Table 4.  

.  
Table 4: Results of Grid Connected Hybrid RES System 

 

Configuration 
SPV 

(kW) 

UE-33 

(kW) 

Biomass 

generator 

(kW) 

Biogas 

generator 

(kW) 

Battery 

(no.) 

Converter 

(kW) 

Grid 

(kW) 
NPC ($) 

COE 

($/kWh) 

Grid connected 

SPV+ Wind 

+Biomass+ 
Biogas+Battery 

40 271 60 23 140 50 5 788780 0.092 

 
From Table 3 and Table 4, it is concluded that the grid connected SPV/Wind/Biomass/Biogas/Battery has 
been proposed for the selected site. The schematic diagram of proposed hybrid model is shown in Figure 2. 
Further, the cash flow summery in terms of NPC and monthly average energy generation of proposed 
configuration has been depicted in Figure 3 and Figure 4.  

 

Figure 2: Schematic diagram of proposed hybrid model for selected site 

 

Figure 3: Cash flow summery in terms of NPC of proposed hybrid model  



VVoolluummee--99  ••  NNuummbbeerr--22                    JJuunnee  22001177--DDeecc  22001177                  pppp..  113311--113377        aavvaaiillaabbllee  oonnlliinnee  aatt          wwwwww..ccssjjoouurrnnaallss..ccoomm    

 
 

AA  UUGGCC  RReeccoommmmeennddeedd  JJoouurrnnaall                     Page | 136 

 

 

 

Figure 4: Monthly average energy generation of proposed grid connected hybrid model of study area 

 

7.  Conclusion 

 
In the present work, RES based hybrid model has been developed for providing continuous supply to un-
electrified rural households of Mewat district of Haryana state in India. Different possible configurations in 
off grid and grid connected mode has been considered and compared in terms of NPC and COE. The 
proposed grid connected hybrid model composed of 40 kW of SPV system, 271 kW (82 nos.) of wind energy 
system, 60 kW of biomass and 23 kW of biogas generator system alongwith 140 no. of batteries and 50 kW 
of converter. The proposed hybrid system would be very helpful in achieving the target of “Electricity to All” 
and rural electrification in India. 
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Abstract 

 

The e-catalyst Learning system is a user-friendly system, designed especially for the instructors to 

provide them an environment where they can teach and helps students to learn efficiently. The e-

Catalyst learning system, built on top of the Salesforce platform, provides the foundation for the 

instructors, students, and institutions to connect to each other in new ways. In this learning system 

instructors can browse through their own courses, monitor the performance of the students, make 

direct call to the students through Skype, chat with the students, create tasks and events for the 

students, answers to the student’s queries on the discussion board, check the schedule on calendar, 

add and delete courses, which are some of the features which available in e-Catalyst System. As 

the system is deployed in the cloud, it will be available online and accessible from anywhere in 

the world.  

This system is developed in Canada, and it will be available as an open source system which will 

be later delivered over to a non-profit organization. This report gives the detailed overview of the 

e-Catalyst system. We will discuss the architecture of the system, model of the system, user 

interface overview, features of the system in detail, benefits and future work. 
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1.  Introduction  
Today's	technology	is	changing	and	proliferating.	With	the	growing	of	the	internet	and	the	World	

Wide	Web,	 it	 becomes	 has	much	 easier	 to	 reach	 people	 around	 the	 world.	 Education	 is	 an	

essential	part	of	human	development;	it	gives	us	knowledge	of	the	world	around	us,	and	the	skills	

needed	to	succeed	in	the	job	market	which	has	become	so	competitive.	Standing	out	in	the	crowd	

is	 vital	 to	 be	 successful.	 Online	 education	 plays	 a	 significant	 role	 in	 the	 current	 market	 [1].	

Nowadays	education	has	become	so	expensive	 that	people	prefer	are	more	 inclined	 to	 learn	

online	compared	to	traditional	methods	like	attending	in-person	universities	or	schools.	Several	

institutions	are	now	offering	online	education	programmes	[2].	Those	institutions	are	competing	

for	an	increasingly	sophisticated	pool	of	students.	To	achieve	success	in	the	market,	the	online	

education	platform	should	be	reliable,	trustworthy,	efficient,	and	easy	to	use	[3].		

The	objective	of	the	project	presented	in	this	report	is	to	develop	a	platform	which	attempt	to	

address	some	of	the	aforementioned	expectations.	By	keeping	everything	in	mind	we	have	built	

n	e-learning	platform	called	e-Catalyst	system,	which	provides	extensive	functionalities	for	the	

instructors	and	students.	

The	e-catalyst	system	is	an	e-commerce	software	developed	and	deployed	in	the	cloud	where	

instructors	and	students	from	different	universities	collaborate	with	each	other	in	an	innovative	

way.	 It	 offers	 free	 online	 courses	 to	 the	 students	 wherein	 students	 can	 learn	 courses	 from	

renowned	reputed	instructors.	e-Catalyst	believes	in	collaborative	work	and	sharing	knowledge	

with	each	other,	one	of	the	ways	to	achieve	this	is	Skype	integration	and	a	discussion	board	where	

students	and	 instructors	can	share	knowledge	with	each	other.	This	system	emphasizes	user-

friendliness.	 Instructors	 can	 log	 in,	 and	 view	 their	 teaching	 schedule	on	 the	 calendar	by	day,	

weekly	and	monthly	basis.	Instructors	can	adjust	their	schedule	and	once	the	schedule	changed	

a	notification	will	be	sent	 to	 the	 registered	students.	 Instructors	can	add	courses	and	change	

courses	as	per	the	course	module.	The	instructor	can	view	the	number	of	students	enrolled	in	

each	course	and	measure	the	performance	of	each	student	on	the	dashboard.	They	can	assign	

tasks	 and	events	 to	 a	particular	 student	or	 group	of	 students	 as	well.	 The	 instructor	 can	 call	

students	directly	using	skype	feature.		
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While	 the	 students	 and	 system	 managements	 modules	 are	 important	 functionalities	 of	 the	

system,	this	report	will	focus	principally	on	the	instructor	module,	and	its	related	features.	

1.1 Problem Statement 
Education	plays	a	meaningful	role	in	the	life	and	getting	a	good	quality	education	nowadays	has	

become	hard	because	everything	is	expensive.	There	are	many	online	education	providers	who	

offer	online	courses,	but	only	a	few	providers	are	successful.	Successful	online	education	requires	

reliable,	flexible	and	user-friendly	learning	system.	The	e-Catalyst	system	is	easy	to	use	and	has	

out	of	the	box	functionalities.	If	the	system	is	too	complicated,	hard	to	understand	and	to	use	

then	 the	 instructor	will	 lose	 interest,	 which	 could	 lead	 to	 the	 failure	 of	 the	 system.	 So,	 it	 is	

essential	to	make	the	learning	system	reliable,	efficient	and	user	friendly,	by	understanding	and	

addressing	the	basic	needs	of	the	users.	The	e-catalyst	system	was	developed	by	keeping	all	these	

things	in	mind.	

1.2 e-Catalyst System Approaches and Characteristics 
The	design	of	e-Catalyst	software	architecture	rely	on	two	guiding	principles	as	follows:		

1)	 Instructor-led	 and	 facilitated	 learning:	 	 this	method	 believes	 in	 collaborative	work,	 where	

instructors	can	get	connected	directly	to	the	learners	and	assist	them	directly	if	they	need	any	

help.		

2)	Self-paced	learning:	In	self-	paced	Learning	learners	can	learn	from	the	course	materials	and	

the	videos	which	are	provided	by	the	 instructors.	The	materials	are	available	all	 the	time	and	

accessible	from	anywhere.	

1.3 Benefits of e-Catalyst System 
Thee-Catalyst	system	provides	several	benefits	including	the	following:	

1.	Commuting:	the	e-Catalyst	system	can	be	accessed	from	anywhere.	Instructors	don’t	need	to	

commute,	and	this	saves	money	and	time.		

2.	Collaborative	learning:	the	e-Catalyst	system	allows	instructors	to	teach	innovatively.	The	e-

Catalyst	system	provides	a	common	platform	where	instructors,	students	can	share	knowledge	
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and	help	each	other.	Chats,	discussions	forum,	Skype	are	some	of	the	standard	features	which	

are	provided	by	the	system.	

3.	Cost-effectiveness:	As	the	e-Catalyst	system	is	free,	Instructors	don’t	need	to	pay	anything	to	

use	the	system.	

4.	 Student-Performance	 measurement:	 In	 e-Catalyst	 system	 instructors	 can	 measure	 the	

performance	 of	 each	 registered	 students	 into	 their	 courses.	 By	 monitoring	 performance,	

instructors	 can	 identify	 and	 help	 students	 who	 need	 more	 assistance	 and	 prepare	 unique	

materials	for	them.	

5.	Flexibility:	As	the	system	is	in	the	cloud,	the	instructors	can	teach	the	students	from	anywhere	

at	their	convenience.	

1.4 Report Outline  
Section	2	describes	the	usage	of	cloud	computing	platform.	The	Salesforce	force.com	platform	

features	which	make	it	 ideal	for	the	-e-Catalyst	system.	Section	3	gives	the	overview	of	the	e-

catalyst	 system	and	defines	all	 its	 features.	 In	Section	4	we	discuss	 the	architecture	of	 the	e-

Catalyst	system,	where	we	present	design	analysis	using	Tapaal,	and	Petri	net	formal	model	and	

check	the	system	for	deadlock	and	starvation.	Verification	of	 the	system	 is	performed	to	test	

whether	the	system	is	working	as	per	the	requirement	or	not.	We	have	also	provided	the	model	

diagram	of	the	system	to	show	the	relationship	between	objects	involved,	it’s	attributes	and	how	

they	are	connected	to	each	other.	In	section	5,	we	are	discussing	the	implementation	of	the	e-

Catalyst	system,	by	giving	an	outline	of	the	technologies	used,	the	architecture	of	the	e-Catalyst	

system.	Section	6	discusses	the	management	of	the	e-Catalyst	system,	like	the	total	cost	involved,	

how	much	workforce	will	be	needed	to	maintain	the	e-Catalyst	system,	how	we	are	planning	to	

continue	the	operation	in	future,	maintenance	cost,	security,	release,	and	storage	information.	

Section	7	summarizes	the	outcome	of	the	project,	makes	concluding	remarks	and	discuss	future	

work.		
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2. Cloud Computing Platform 
The	e-catalyst	system	is	purely	implemented	on	Salesforce	Force.com	cloud	platform.	Salesforce	

is	 a	 CRM	 (Customer	 Relationship	Management)	 platform	 [6].	 This	 cloud	 platform	 is	 available	

online	and	accessible	from	anywhere.	As	the	system	is	deployed	on	the	Cloud,	end-users	don’t	

need	to	install	anything	on	their	system	[10].		

We	have	used	Force.com	platform	for	the	following	reasons:	

• Multitenant	 architecture:	 Salesforce	 Force.com	 supports	multitenant	 architecture	 [5],	

where	 all	 the	 users	 share	 the	 same	 infrastructure	 and	 follow	 the	 same	 version	 of	

Force.com	platform.	The	multitenant	architectures	do	the	upgrades	automatically	for	all	

the	users,	so	no	one	has	to	worry	about	the	version	upgrade	of	the	e-Catalyst	system.		

• Cost	Savings:	Force.com	platform	eliminates	the	capital	expenses	of	buying	hardware	and	

software.	We	don’t	need	to	buy	any	software	and	install	in	the	system;	the	platform	itself	

is	available	online.		

• Security:	 One	 of	 the	 primary	 concern	 nowadays	 is	 providing	 security	 to	 the	 system.	

Salesforce	Force.com	cloud	platform	provides	security	to	all	the	applications	which	are	

built	into	their	system.	So,	we	don’t	have	to	worry	about	e-Catalyst	system	security	as	the	

Salesforce	is	taking	care	of	them.			

• Flexibility:	 Salesforce	 Force.com	 is	 an	 on-demand	 technology,	 so	we	 can	manage	 the	

bandwidth	as	per	the	usage	of	the	system.	If	the	number	of	users	in	the	system	is	growing	

it	is	easy	to	scale	up	the	cloud	capacity	as	per	the	need	for	the	system	and	it	is	also	easy	

to	scale	down	the	cloud	capacity	anytime	from	anywhere.	It	makes	the	Force.com	cloud	

system	very	user-friendly	and	business-centric	platform.		

• Accessibility:	The	cloud	platform	is	a	same	single	base	platform	where	all	the	documents,	

files,	and	data	are	stored	 in	one	place	 in	 the	cloud.	Since	everything	 is	present	 in	one	

place,	all	the	data,	documents	and	files	are	easily	available	and	accessible.	

• Disaster	Recovery:	Salesforce	Force.com	platform	backs	up	all	organization	data.	It	helps	

from	all	kinds	of	an	emergency	scenario	like	natural	disasters	or	human	errors.	
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3. E-Catalyst System Overview 
In	 the	 current	 market,	 there	 are	 many	 organizations	 which	 provide	 online	 education	 like	

Coursera,	edX,	etc	[4].	e-Catalyst	system	provides	out	of	the	box	functionalities	especially	for	the	

instructors,	 which	 makes	 the	 system	 attractive.	 Online	 teaching	 is	 unique	 and	 different	 as	

compared	to	classroom	instructing	[2].	To	make	the	system	successful	into	the	market,	e-Catalyst	

provides	the	following	features:	

• Manager	 timetable:	 e-Catalyst	 offers	 an	 option	 to	 the	 instructors	 to	 manage	 their	

schedule,	which	shows	when	the	instructors	are	available	for	teaching	(i.e.,	number	of	

days	 availability	 in	 a	 week,	 monthly,	 or	 daily	 basis).	 Once	 the	 schedule	 is	 fixed,	 a	

notification	will	be	sent	to	the	corresponding	registered	students.	

• Manage	Courses:	Instructors	can	add	new	courses	and	can	delete	their	existing	courses	

as	 well	 provided	 the	 course	 is	 not	 ongoing.	 Any	 action	 in	 the	 course	module	 by	 the	

instructor	triggers	a	notification	to	the	registered	students.		

• Discussion	Board:	Instructors	can	post	questions	or	reply	to	the	questions	asked	by	the	

students	on	a	discussion	board.	It	makes	the	learners	feel	connected	to	each	other.	

• Communication:	 the	 e-Catalyst	 system	 provides	 different	 types	 of	 communication	

methods	between	the	instructors	and	students.	

Ø Chat:	Instructors	can	chat	directly	with	the	learners	if	they	are	online.	

Ø Email:	Students	can	send	email	to	the	instructors	where	a	case	is	generated	inside	

the	e-Catalyst	system,	and	a	notification	sent	to	the	instructor.	

Ø Skype:	e-Catalyst	provides	an	innovative	feature	in	which	instructors	can	call	or	

video	or	chat	directly	to	the	students	from	within	the	e-Catalyst	system.	

Ø Discussion	board:	Another	way	to	communicate	 is	the	use	of	discussion	board.	

The	discussion	board	is	used	as	a	public	forum,	any	questions	asked	will	be	visible	

to	all	users.	

• Inappropriate	behavior:	If	any	learner	misbehaves	on	the	discussion	board,	instructors	

can	send	a	private	message	to	the	learner	as	a	reminder	of	him/her	of	the	class	policies.	
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• Event/Task:	Instructors	can	create	a	task	and	assign	work	to	the	students;	also,	instructors	

can	create	events	like	for	a	meeting	or	exam	schedules	and	send	notifications	to	all	the	

students.		

• Students	Performance:	Instructors	can	view	the	performance	of	each	registered	students	

in	 their	 course	 on	 dashboards.	 It	 helps	 instructors	 to	 define	 the	 strategy	 like	 how	 to	

improve	the	performance	of	the	students.		

• All	affiliated	institutions	view:	Instructors	can	view	all	the	affiliated	institutions	and	can	

see	all	the	details	in	a	single	place.		

4. System Modelling and Analysis 
In	this	section,	we	are	performing	the	detailed	analysis	of	the	e-Catalyst	system.	In	the	system,	

there	 will	 be	 three	 actors,	 namely,	 instructors,	 students	 and	 Admin.	 Each	 actor	 will	 play	 a	

different	type	of	roles	in	the	system.	In	this	report,	we	are	focusing	on	instructor’s	modules.		

4.1 Design Analysis 
To	implement	the	e-Catalyst	system,	first,	we	have	designed	the	system	and	checked	the	system	

behavior	whether	the	system	is	working	without	any	deadlock	and	starvation	or	not.	To	do	this,	

we	have	used	Tapaal	tool	and	Petri	net	mathematical	[9]	model	(see	Figure	1),	and	observed	the	

whole	system	and	checked	how	accurately	the	system	would	work	in	real	time	scenario.	
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Figure	1	e-Catalyst	System	Design	

	
As	shown	in	Figure	1,	Guest	first	registers	to	the	e-Catalyst	system,	and	after	that,	they	become	

students	 to	 the	 system.	 Now	 Students	 can	 view	 all	 the	 courses	 and	 its	 respective	 course	

materials.	Institution	represents	the	university	where	instructors	belong	too.	Instructors	can	see	

and	make	changes	 to	 the	course	materials.	 Instructors	can	also	view	the	number	of	 students	

present	in	the	e-Catalyst	system.	

4.2 Verification  
The	 e-catalyst	 system	 is	 verified	 by	 observing	 the	 simulation	 history	 results	 of	 the	 e-Catalyst	

Design	depicted	by	Figure	2.	Simulation	history	represents	the	outcomes	of	the	e-Catalyst	system,	

where	 the	outcomes	 are	 validated	with	 the	 real-time	 requirement	 and	 checked	whether	 the	

system	 is	 behaving	 correctly	 or	 not	 and	whether	 the	 system	 is	working	without	 deadlock	 or	

starvation	or	not.	
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Figure	2	Verification	of	e-Catalyst	system	

4.3 Entity–relationship model diagram 
An	 Entity	 relationship	 model	 diagram	 has	 been	 designed	 which	 indicates	 the	 relationship	

between	each	object	of	the	e-Catalyst	System	as	depicted	in	Figure	3.	Each	object	performs	some	

role	which	is	associated	with	the	functionality	of	an	e-Catalyst	system.	The	Entity-Relationship	

diagram	represents	the	following:			

• Instructor	Object:	Holds	all	the	information	of	the	instructors.	

• Course	 Object:	 Hold	 information	 about	 the	 courses.	 One	 instructor	 can	 teach	 many	

courses.		

• User	Object:	Holding	information	about	the	users.	

• Institution	 Object:	 Holds	 information	 about	 institutions,	 which	 represents	 instructors	

from	a	different	institution.	

• Course	Material	Object:	 All	 course	materials	 related	 to	 the	 courses	 are	 stored	 in	 this	

object,	and	the	information	about	the	users	who	have	access	to	these	course	materials	

are	also	being	stored.	

• InstructorsAndCourses	Object:	 Information	about	the	instructors	and	courses	they	are	

teaching.	
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• StudentsAndCourse	Object:	Information	about	the	registered	students	and	the	courses	

they	are	learning.	Many	students	can	take	many	courses	

The	 relationships	 between	 each	 object	 are	 represented	 by	 a	 color	 line	 which	 indicates	 the	

following:	

•    Lookup Relationship 

•    Master-Detail Relationship 

•    Required Field 

	

	

Figure	3	Entity–relationship	model	diagram	
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5. Implementation of E-catalyst system  
In	this	section,	we	present	the	implementation	of	e-Catalyst	by	discussing	the	technologies	and	

tools	involved	and	the	implementation	outcome.	

5.1 Technologies and Tools 
To	design	the	e-Catalyst	system	efficiently,	we	used	various	technologies	as	described	in	table	1.		

First,	we	did	design	analysis	and	verification	of	the	system	and	checked	whether	the	system	is	

working	without	deadlock	or	not.	For	that,	we	have	used	Tapaal	Tool	and	Petri	net	mathematical	

model	[9].	After	completing	the	design	and	verification,	we	built	the	system	on	the	Salesforce	

Force.com	cloud	platform.	Cloud	platform	eliminated	the	installation	of	hardware	and	software	

in	the	system	and	helped	us	mainly	focused	on	building	the	e-Catalyst	system.	

	

 

Table	1	Technologies	and	Tools	

5.2 Framework 
Salesforce	 Force.com	 cloud	 platform	 follows	Model	 View	 Controller	 (MVC)	 Framework.	 This	

framework	 is	 the	most	popular	design	pattern	 in	3-tiered	applications.	MVC	pattern	contains	

three	modules:	

Technology Description 

Tapaal & Petri Net  Used to design the e-Catalyst system for verification and testing 

purposes. 

Multitenant Architecture All users are using the same platform where the resources are 

shared among the users by Salesforce. 

Apex A programming language which is used to perform business logic 

in the Salesforce Force.com Cloud platform. 

Visualforce A programing language which is used to design the user interface 

of the e-Catalyst system. 

HTML, CSS, JavaScript, JQuery Used primarily to enhance the user interface in the e-Catalyst 

system. 
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• Model:	represent	the	data	model	of	the	system.	The	model	includes	all	the	objects	which	

are	provided	by	Salesforce.	Controller	access	to	this	model	to	execute	business	logic	in	

the	system.	

• View:	 representation	of	 the	schema	and	data.	The	view	 is	used	 to	show	the	data	 in	a	

systematic	way	to	the	users.	Any	changes	in	the	data	model	reflect	in	the	view	model	[8].				

• Controller:	Represents	the	business	logic	of	the	system	like	what	kind	of	functionalities	

need	 to	be	performed	by	 the	 system.	 It	 is	 used	 to	manipulate	 the	data	model	 of	 the	

system	[7].	

	

5.3 System architecture 
e-Catalyst	 system	 deployment	 leverages	 the	 characteristics	 of	 the	 Salesforce	 multi-tenant	

architecture	[5].	Salesforce	follows	multi-tenant	architecture	where	all	the	users	share	the	same	

infrastructure	and	the	same	version	of	the	Force.com	Platform.	Multi-tenant	architecture	release	

upgrades	automatically	and	concurrently	for	all	the	users.	In	this	type	of	architecture,	users	don’t	

have	 to	 worry	 about	 the	 operating	 system,	 virtualizations,	 server,	 storage	 and	 networking;	

everything	is	handled	by	Salesforce.	This	type	of	architecture	enables	lowering	application	cost,	

quick	deployment,	and	greater	flexibility	and	extensibility.		

5.4 Features of e-Catalyst System 
This	section	gives	detailed	overview	of	the	features	of	the	e-Catalyst	system.	

• Home	Page	

We	have	developed	an	interactive	homepage	where	instructors	can	see	their	details	(as	shown	

in	Figure	4).	
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Figure	4	Home	page	
	

The	instructor	is	allowed	to	make	changes	(as	shown	in	Figure	5)	in	their	details	by	clicking	on	

edit	button.	Once	the	new	value	is	entered,	instructors	can	save	the	new	value	by	clicking	Save	

button.				

	

Figure	5	Instructor	Personal	Details	Edit	Mode	
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From	the	home	page,	Instructors	can	navigate	to	MyCourses,	students	enrolled,	discussion	board,	

student	performance,	and	institution	tabs.	A	calendar	section	is	also	visible	on	the	home	page	as	

Shown	in	figure	5,	wherein	they	can	view	their	schedule	by	daily,	weekly	and	on	a	monthly	basis.	

Instructors	can	also	view	the	tasks	and	events	which	are	assigned	to	him/her	and	prioritize	their	

work	accordingly.	

		

• Calendar	

Instructors	can	view	their	schedule	on	a	calendar	from	the	home	page	itself.	They	can	view	the	

schedule	on	the	calendar	on	daily,	weekly,	and	monthly	basis.	As	shown	in	the	Figure	6,	a	tab	

named	as	“1”,	“7”	and	“31”	represents	a	day,	week	and	month	respectively.	 If	the	instructors	

click	on	one	of	the	tabs	then	by	mode	of	the	selection	a	Calendar	view	will	get	opened.	

	

	

Figure	6	Calendar	on	Home	Page	
	

e-Catalyst	provides	different	types	of	Calendar	view:	

1)	When	an	Instructor	clicks	on	tab	1	then	a	calendar	with	day	view	will	get	opened.	
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Figure	7	Calendar	with	Day	View	
	

	

The	Figure	7	shows	that	the	instructor	is	busy	from	2	to	3	pm	on	Thursday.	

	

2)	When	the	Instructor	clicks	on	tab	7	then	a	weekly	view	of	the	calendar	will	get	opened.	

	

Figure	8	Calendar	with	Week	View	
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By	viewing	Figure	8,	we	can	see	the	instructor	is	busy	on	Tuesday,	Wednesday,	and	Thursday	and	

free	on	other	days.	

3)		When	the	Instructor	clicks	on	tab	31	then	a	monthly	view	will	get	opened.	As	you	can	see	in	

Figure	9	the	instructor	is	busy	on	Tuesday	from	2:00	pm	to	3:00	pm.		

	

	

Figure	9	Calendar	with	Month	View	
 

Hence	Calendar	functionality	helps	the	instructors	to	manage	their	schedule.		

	

Activities	are	also	visible	on	the	home	page.	Instructors	can	assign	a	task	and	create	events	for	

the	students.	In	Figure	10	we	can	see	in	e-Catalyst	system	on	the	home	page	there	is	a	button	

called	as	New	Task	and	New	Event.		

  

Figure	10	Activities	on	Home	Page	
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• Add	Task	

Once	we	click	on	New	Task	button,	an	edit	page	gets	opened	as	show	in	Figure	11,	and	then	the	

instructor	can	assign	a	task	to	any	registered	student.	Once	the	instructor	clicks	on	save	button,	

a	task	will	be	assigned	to	the	assigned	student.		

	

	
	

Figure	11	Assign	Task	
	

• Add	Event	

Same	with	Event,	once	the	instructor	clicks	on	new	event	button	as	shown	in	Figure	12,	an	event	

page	in	edit	mode	gets	opened	where	he/she	can	create	an	event	and	assign	it	to	the	student.	
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Figure	12	Assign	Event	
	

• Students	Enrolled	and	Skype	integration	

Instructors	can	view	the	number	of	students	enrolled	 in	their	courses,	as	shown	 in	Figure	13.	

Wherein	they	can	see	all	the	essential	 information	related	to	the	students	like	student	Name,	

Email,	and	Skype	Id.		

	

	
	

Figure	13	Students	Enrolled		
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The	instructor	can	interact	directly	with	a	student	through	skype	either	by	chat,	call	or	Video	call.	

Suppose	the	instructor	clicks	on	Call	link,	a	message	will	be	popped	up	as	shown	in	Figure	14.	

	

Figure	14	Skype	Integration	
	
Once	the	instructor	presses	“allows”,	a	skype	panel	will	open	automatically	and	start	calling	the	

student	instantly	as	shown	in	Figure	15.	

	

Figure	15	Calling	Student	through	Skype	
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This	 functionality	 is	 specially	 built	 for	 the	 instructors	 and	 students	 so	 that	 they	 can	 interact	

directly	 with	 each	 other.	 This	 helps	 instructors	 to	 understand	 the	 student	 better,	 provide	

performance	feedback	to	them	and	students	can	ask	questions	related	to	the	course.	

	

• Discussion	Board	

The	design	of	e-Catalyst	system	stresses	the	importance	of	collaborative	work.	That	is	supported	

by	the	discussion	board	feature,	depicted	in	Figure	16.		Such	feature	is	specially	built	for	all	the	

users	present	in	an	e-Catalyst	system,	and	helps	instructors	and	students	to	interact	with	each	

other	and	works	together.	This	board	is	available	openly	in	the	confine	of	the	course,	where	users	

can	exchange	information	with	each	other.	With	the	help	of	the	discussion	board,	Instructors	can	

make	important	announcements	to	the	students	or	reply	to	the	questions	asked	by	the	students.	

Important	lectures	notes,	or	videos	can	also	be	shared	with	the	users.		

	

Figure	16	Discussion	Board	

• Survey	

Instructors	can	create	surveys	and	posts	on	the	discussion	board;	students	who	are	registered	in	

their	courses	can	fill	the	surveys.	The	feedback	obtained	from	the	students	help	instructors	to	

improve	 the	 performance	 of	 their	 courses.	 For	 example,	 to	 improve	 the	 course	 content,	

instructors	 can	 create	 a	 survey	 and	 ask	 students	 questions	 and	 see	 the	 students’	 responses	
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received,	as	shown	by	Figure	17.	On	the	basis	of	the	responses,	instructors	can	decide	what	next	

steps	they	should	take	to	make	the	course	better.	

	

Figure	17	Survey	posted	on	discussion	board	
	

• Student	Performance	Dashboards	

e-Catalyst	 system	design	stresses	 the	 importance	of	 interactive	 learning	environment.	So	 it	 is	

essential	to	know	how	much	time	students	are	spending	on	the	e-Catalyst	system	and	how	active	

they	are	in	studying	the	course	material.	To	make	better	the	learning	environment	and	achieve	

successful	 learning	 outcome,	 instructors	 should	 know	 how	 well	 students	 are	 doing	 in	 their	

courses.	 That's	 why	 a	 Student	 performance	 dashboard,	 as	 shown	 in	 Figure	 18,	 has	 been	

introduced.	This	helps	the	instructors	to	know	how	much	students	have	progressed	in	the	course	

material	and	shows	students’	progress	and	remaining	percentage	of	coursework	left	to	finish	the	

course	material.	It	helps	the	instructors	to	analyze	each	student	progress	and	plan	best	practice	

strategies	to	assist	students	 learning,	define	the	timeline	for	next	session,	set	the	 level	of	the	

course	contents,	and	also	determine	the	popularity	of	the	course.	
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Figure	18	Student	Performance	Dashboard	
	

Student	performance	dashboard	figure	encompasses	the	following	features:	

1)	Total	students	registered	in	each	course:		E.g.	in	figure	18,	In	Big	Data	course,	three	students	

are	registered.	

2)	 Student	 progress	 table	 view:	 E.g.	 for	 the	 course	 Big	 data,	 percentage	 completed	 by	 each	

student,	is	showed	in	a	tabular	format.	

3)	Student	progress	chat	view:	E.g.	Percentage	completed	by	each	student	for	the	course	big	Data	

showed	in	a	chat	format.		

4)	Student	Progress	Bar	chat	view:	E.g.	Percentage	completed	by	each	student	for	the	course	big	

Data	showed	in	Bar	chat	format.	

	

• Manage	My	Courses	

Inline	editing		

e-Catalyst	 allows	 Instructors	 to	 see	 all	 the	 courses	 they	 are	 teaching.	 All	 the	 necessary	

information	 like	 Course	Name,	 Start	 Date,	 End	Date,	 and	 course	Description	 is	 visible	 to	 the	

instructor.	 If	they	would	 like	to	change	any	 information	about	the	course	 instructor,	they	 just	
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need	to	double	click	on	the	field	value.	For	instance,	in	Figure	19,	if	the	instructor	would	like	to	

change	the	start	date	of	Big	Data	course,	then	he/she	just	need	to	double	click	on	start	date	field,	

and	the	start	date	field	will	become	editable;	once	it	becomes	editable,	the	instructor	can	enter	

a	new	value	as	shown	in	the	Figure	19.	

	

		

Figure	19	Course	Inline	Editing		
	

Once	the	value	is	entered	the	instructor	can	click	on	Save	button,	and	the	record	will	be	saved	

Figure	20.	

	

	

	

Figure	20	Course	Saved	After	Inline	Editing	
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e-Catalyst	also	provides	the	rights	(i.e.	privileges)	to	the	instructors	to	manage	their	courses;	they	

can	either	add	or	delete	the	courses.	

	

Add	Course	

Instructors	can	add	new	courses	by	clicking	on	Add	Button	as	shown	in	Figure	21.	Once	the	button	

is	 clicked,	 a	 new	 page	 will	 get	 opened	 which	 allows	 instructors	 to	 enter	 all	 the	 required	

information	related	to	the	course.	

	

	

Figure	21	Add	New	Courses	
	

Once	the	information	is	entered,	the	user	can	press	the	hit	button,	and	the	new	course	will	be	

added	to	the	database	as	shown	in	Figure	22.	

	
	

Figure	22	New	Course	Saved	
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Delete	Course		

To	 delete	 a	 particular	 course,	 the	 instructor	 needs	 to	 select	 the	 action	 corresponding	 to	 the	

course	and	then	press	the	delete	button	as	shown	in	Figure	23.	

	

	

Figure	23	Delete	Course		
	

Suppose	 if	 the	 instructor	wants	 to	delete	Big	Data	 course,	 in	 that	 case	 it	will	 throw	an	error	

message,	as	shown	in	Figure	24.	As	this	course	is	an	active	course,	the	system	will	not	allow	the	

instructor	to	delete	this	course.	Only	courses	which	are	in	planned	phase	and	not	started	yet	can	

be	deleted.	

	
	

Figure	24	System	throws	Error	Message	when	try	to	delete	active	course	
 

• Institutions Representation	
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The	e-catalyst	 system	basic	purpose	 is	 to	provide	students	world-class	 instructors	around	the	

globe	and	help	them	to	grow	further	in	their	career.		Instructors	are	allowed	to	view	all	the	details	

of	the	affiliated	institutions	on	the	Google	map,	as	depicted	by	Figure	25.	The	instructors	can	use	

this	information	and	connect	directly	to	these	institutions.	The	e-catalyst	system	not	only	brings	

students	and	instructors	together,	it	also	can	be	used	to	solve	the	big	challenges	facing	today's	

generation	in	education	by	connecting	the	people	around	the	globe.	

	

Figure	25	Affiliated	Institutions	representation	on	google	map	

6. E-Catalyst System Management 
The	e-Catalyst	system	provides	out	of	the	box	functionalities	to	the	instructors	and	students	and	

to	 deliver	 positive	 outcome	 to	 the	 society,	 it	 is	 very	 important	 to	 maintain	 the	 system	

consistently.	 In	 order	 to	 achieve	 and	maintain	 the	 system	with	 all	 its	 functionalities,	 proper	

management	of	the	system	is	needed.	We	have	decided	that	the	e-Catalyst	system	will	be	handed	

over	to	a	non-profit	educational	organisation.	The	Non-profit	organisation	will	not	only	maintain	

this	 system	but	 also	help	 students	 to	 learn	 from	 this	 system.	Many	 instructors	 from	 reputed	

universities,	software	developer	from	big	companies	work	for	non-profit	organisations	without	

any	pay	for	good	cause.	It	will	be	easier	for	non-profit	organisations	to	find	good	instructors	and	
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software	developers	who	are	willing	to	teach	and	maintain	the	system	pro	bono	or	with	limited	

fees.	The	detailed	e-Catalyst	system	management	and	costs	incurred	are	described	in	Table	2			

Table	2	Detailed	e-Catalyst	System	Management		

7. Conclusion and Future work 
In	this	project,	the	“e-Catalyst	Learning	software	system”	is	designed,	verified,	implemented	and	

tested.	The	primary	purpose	of	the	system	is	to	understand	the	basic	needs	of	users	who	will	use	

Cost	Items	 e-Catalyst	system	

License	Fee	 No	cost		

Number	of	free	License	 100	

beyond	100	each	license	will	cost	$25	

Source	Code	 Open,	already	developed	

Development	Team	 Graduate	 students	 from	 Computer	 Science	

department	at	Uvic	

Ownership	 Handed	over	to	non-Profit	Organisation		

Client	support/maintenance	services	 Relies	on	developer	forum,	online	

documentation,	development	community	

Support/maintenance	cost	 No	Cost	as	maintained	by	the	members	of	Non-

Profit	organisation		

Verification	of	Product		 Already	done	

Risk	of	product	discontinuation		 No	

Ease	of	customization	 Assured,	 performed	 by	 an	 engineer	 of	 non-

profit	 organisation	 according	 to	 the	 specific	

needs	

Security		 Maintained	by	Salesforce	

Version	control		 Automatically	Update	by	Salesforce	

Release	process		 Very	easy	

Storage		 Initially	free	up	to	1	GB		

More	than	1	GB	will	cost	per	GB	$10	
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the	 system	 and	 make	 the	 system	 more	 user-friendly.	 The	 system	 has	 introduced	 new	

functionalities	 which	 are	 easy	 to	 use	 and	 are	 beneficial	 for	 the	 instructors	 and	 students.	

Instructors	 can	 now	 schedule	 their	 calendar	 as	 per	 their	 convenience,	 can	make	 Skype	 calls	

directly	 to	 the	 students,	manage	 their	 courses,	 can	 check	 the	 student	 performance	 and	 give	

feedback	 to	 their	 students.	 Instructors	 can	 discuss	 topics	 and	 answers	 to	 the	 posts	made	by	

students	on	discussion	board.	Instructors	can	also	see	the	institutions	wherein	they	can	contact	

the	organizations	 and	 conduct	 seminars	or	 group	meetings	with	 the	 instructors	who	work	 in	

those	organizations	to	discuss	the	issues	related	to	the	education	or	to	improve	the	performance	

of	students.	Thus,	the	features	of	the	e-Catalyst	system	will	not	only	help	instructors	to	perform	

effectively	their	work	but	these	will	also	make	the	system	reliable,	easy	to	use	and	user-friendly.	

There	are	still	some	features	to	be	implemented	in	the	future,	including	the	following:	

•				Mobile	application	for	e-Catalyst	system	

•				Video	Camera	integration	so	that	instructors	can	watch	who	is	giving	the	exam	

•				Use	of	Artificial	intelligence	so	that	the	instructors	get	best	recommendations	automatically	

like	the	performance	of	students,	Other	instructors	interested	areas,	etc.	
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Abstract 

This paper presents Operational trans-resistance (OTRA) based 

electronically tunable high pass L-C based ladder filter. The proposed 

high pass filter is designed by following a systematic approach using 

leap frog simulation for ladder filters. The cut-off frequency of the 

proposed filter can be varied with the application of appropriate 

voltages to the gate of MOSFETs hence making the design 

electronically tunable. Therefore, it can be used for RF applications at 

455kHz and 1MHz (intermediate frequencies for RF applications). 

Performance of the proposed circuit is verified through SPICE 

simulations employing a 0.5m MOSIS AGILENT CMOS realization 

of OTRA. 

 

Keywords: 

OTRA, High Pass Filter, Tunable 

1. INTRODUCTION 

The conventional voltage mode circuits and filters realized 

using operational amplifiers suffer from limitations which include 

lower bandwidth for higher gains. On the contrary, current-mode 

circuits offer several advantages as compared to voltage mode 

circuits such as higher bandwidth, increased linearity and reduced 

power consumption [1]-[4]. Continuous Time (CT) filters find 

extensive applications in fields like communication, 

measurements, and instrumentation and offer simplicity, low 

power and no sampling noise as compared to the discrete time 

filters. High pass filters form a key component in R/F microwave 

wireless applications [5]. Hence design of a current mode high 

pass filter has been proposed in this paper. 

The main approach for designing of filters involves the 

following steps: (a) choice of an appropriate order according to 

the required design specifications, (b) the derivation of the 

corresponding transfer function, (c) synthesis and implementation 

of the required circuit from the obtained transfer function [6]. The 

synthesis of CT filters generally follows the approach of doubly 

terminated lossless LC ladder realization [7]-[8]. The resulting 

filter is tolerant to component variations, and offers an improved 

dynamic range performance and enhanced accuracy of passband 

magnitude response. Inductors are bulky and their use in 

integrated circuits is costly [7]. We can overcome this non-

feasibility of inductor realization in conventional LC ladder 

realization approach by using leap frog method, in which the 

relationship between various components is established through 

the signal flow graphs (SFG). Lossy and lossless active 

differentiators are then used to realize the obtained SFGs to 

implement the proposed design in this paper. 

Literature survey of L-C ladder filters with different orders 

and approximation functions using leapfrog method [9]-[29] has 

been carried out. These configurations use variants of second 

generation current conveyors (CCII) namely dual/multiple output 

current controlled CCII (DOCCCII/ MOCCCII) [11]-[12], 

multiple output CCII (MOCCII) [10], differential voltage CC 

(DVCC) [14], differential voltage current controlled Current 

Feedback Operational amplifier (DVCCCFOA) [15] and 

differential voltage current controlled CCII (DVCCC), current 

feedback amplifier (CFA) [17], current feedback operational 

amplifier (CFOA) [16], current differencing buffer amplifier 

[18]–[20], current controlled current differencing buffer amplifier 

(CCCDBA) [21], operational trans-conductance amplifier [24]-

26], current backward trans-conductance amplifier [27], current 

differencing trans-conductance amplifier (CDTA) [22]-[23], 

CMOS based differential integrators [9], CMOS based lossy and 

lossless integrators [28]-[29]. 

From the available pool of literature, it can be summarized 

that, Configurations [15], [16], [21], [24]-[26] and [9]-[14], [17]-

[20], [22], [23], [27]-[29] provide voltage and current outputs 

respectively. There is no appropriate impedance level for the 

configurations [13]-[15], [17]-[20], [24]-[26]. Thus an additional 

active block may be required to access the output. There is a 

limited literature is available on structures providing voltage 

output [15]-[17], [21], [24]-[26]. Furthermore, these structures do 

not provide output at low impedance except for those presented in 

[16], [21]. 

Table.1. Full form of some acronyms 

Acronym Full form 

OTRA Operational Trans-Resistance Amplifier 

SFG Signal Flow Graphs 

CCII Second generation Current Conveyors 

DVCC Differential Voltage Current Conveyor 

DVCCFOA 
Differential Voltage Current Controlled Current 

Feedback Operational Amplifier 

DVCCC Differential voltage current controlled CCII 

CFA Current Feedback Amplifier 

CFOA Current Feedback Operational Amplifier 

CCCDBA 
Current Controlled Current Differencing Buffer 

Amplifier 

CDTA 
Current Differencing Trans-conductance 

Amplifier 

OTRA is a current mode active device with voltage as the 

output. It does not have any limitations on the slew rate and gain 

bandwidth product [30]-[35]. The parasitic effects are negligible 

as the internal terminals are grounded. Therefore OTRA can be 

easily and appropriately utilized for the design of filter with 

voltage output based on LC ladder network with Leapfrog 

simulation method.  

The paper presented has been divided into five sections as 

described: Section 2 highlights leapfrog based simulation of LC-
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ladder, section 3 elaborates on the functioning of the proposed 

filter using OTRA block, section 4 describes the functioning of 

proposed filter considering non-idealities and section 5 presents 

simulation and results, which is finally followed by conclusion. 

 

Fig.1. nth order doubly terminated LC-Ladder 

 

Fig.2. nth order doubly terminated LC-Ladder with general 

immittances 

2. LC HP LADDER FILTER USING LEAP 

FROG SIMULATION 

This section illustrates and presents the realization of doubly 

terminated LC ladder with capacitors in series arm and inductors 

in the shunt arm to perform high pass operation. The currents and 

voltages in the shunt arm are given respectively as: 

 Ik = Ik-1 - Ik+1, where (k = 2,4,6,...,n-2) (1) 

and   

 Vk = Vk-1 - Vk+1, where (k = 1,2,3,...,n-1) (2) 

As the value of In = 0 and In = In-1 

 Vk = Ik sLk (3) 
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with GL = 1/RL. (4) 

For the series arm, the currents are given as: 

 Ik = Vk-1 - sCk+1, where (k = 4,6,8,...,n) (5) 
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 (6) 

The elements in the series arms are rewritten as Admittances 

whereas those in the shunt arm as impedances. The Fig.2 shows 

modification over Fig.1. 

The node voltages and the current in series arm are related as: 

 Ik = Yk (Vk-1 - Vk+1), where (k = 1,3,5,...,n-1) (7) 

 Vk = Zk(Ik-1 - Ik+1), where (k=2,4,6,...,n-2)  (8) 

 Vn = Zn In-1 (9) 

OTRA is used for the active realization of above equations. 

OTRA is a block which provides voltage output by processing 

input current difference. Therefore, the necessary changes for 

performing the voltage differencing operation are discussed in the 

following section. 

3. PROPOSED CIRCUIT 

The proposed sixth order high pass filter uses OTRA block 

which is in active building block. The first section briefly 

describes the properties and characteristics of OTRA block. The 

design of the proposed filter is described in the subsequent 

section. 

3.1 OTRA  

OTRA is an active three terminal device that consist of two 

input terminals and an output terminal as represented in Fig.3. It 

is a current mode device where the input terminals are virtually 

grounded leading to low input and output impedance. Thus, 

parasitic effects of OTRA can be neglected rendering it suitable 

for high frequency applications. The port relationship of OTRA is 

represented in Eq.(10).  

 

0 0

0 0 0

0 0 0

0

p p

n n

m m

V I

V I

V R R I

     
     


     
          

 (10) 

where, Rm represents the trans-resistance gain of OTRA, which 

approaches infinity for ideal operation. Due to the high value of 

Rm, the two input currents are of same value. Therefore, OTRA is 

used in negative feedback configuration for linear circuit 

applications.   

 

Fig.3. OTRA Circuit Symbol 

3.2 OTRA BASED IMPLEMENTATION OF 

PROPOSED LC HIGH PASSED LADDER 

FILTER 

Since OTRA provides current as output, for direct realization 

of Eq.(9) we multiply the equation by Rsc, the scaling resistance 

and Eq.(7) can be rewritten as: 

 RSCIk = RSCYk(Vk-1 - Vk+1) , where (k = 1,3,5,...,n-1) (11) 

 VIk = tYK[Vk-1 - Vk+1], where (k = 1,3,5,...,n-1) (12) 

where, 

 VIk = RSC Ik  

 1

1

1

1
s

Y

R
sC


 

 
 

, 

 Yk = sCk  and tYk = RSCYk   (k = 1,3,5,...,n-1) 

The node voltages in Eq.(8) and Eq.(9) are rewritten as 

Eq.(13), Eq.(14) and Eq.(15) with the help of Eq.(11) and Eq.(12). 

  1 1
k

k SC k SC k

SC

Z
V R I R I

R
   (k = 2,4,6,...,n-2) (13) 

 Vk = tZk [VI(k-1) - VI(k+1)](k = 2,4,6,....,n-2) (14) 

 Vn = tZn VI(n-1) (15) 

where, 
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 Zk = sLk, 
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and 

 tZk = Zk/RSC(k = 2,4,6,...,n-2) 

 

Fig.5. Proposed OTRA based nth order doubly terminated HPF 

 

Fig.4. Non-Ideal Differentiator 

OTRA block can be used to implement an ideal (lossless) and 

a non-ideal (lossy) differentiator. Using these two differentiators 

nth order high pass filter has been proposed based on the leapfrog 

simulation.  

The Eq.(11) to Eq.(15) are actively realized differencing lossy 

and lossless differentiators. A lossy differentiator as the first stage 

is followed by (n-2) lossless differentiator stages. The nth stage, 

i.e. the output stage is again a lossy differentiator.  

The circuit for the non-ideal differentiator is represented in 

Fig.4. The output voltage in terms of V1 and V2 is given as: 

 Vout = R1[V1(sC + GL)-V2(sC + GL)] (16) 

For the first stage the non-ideal circuit is designed using an 

inverter stage followed by a summer stage as shown in Fig.5.  

3.3 ELECTRONIC TUNABILITY 

More attention is being given to electronically tunable 

components as traditional electronic components may have 

deviations in fine-tuning the tolerances of the electronic 

components [36]. Electronic tunability enhances the 

controllability of a microcomputer or microcontroller [37]. A 

tunable high pass OTRA filter could be simulated by using 

NMOS instead of the feedback resistances so as to change the 

value of resistances w.r.t. the input voltages at the gate of NMOS 

and hence change the cut-off frequency of the proposed filter. The 

Fig.6 represents a single stage tunable lossy differentiator with the 

value of resistance given by Eq.(17). 
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Thus, electronic tunability can be embedded by implementing 

resistors R1 to Rn with the help of MOS based realization using 

method. This makes the design flexible and the filter can be fine-

tuned in case there is any deviation from desired response. The 

modified Fig.7 shows tunable filter implementations where the 

gate voltages Vai and Vbi realize the required resistors using MOS. 

(i = 1,2,3,...,n). 

 

Fig.6. Single stage Tunable Differentiator 

 

Fig.7. Electronically tunable Proposed OTRA based nth order 

doubly terminated HPF 

3.4 NON-IDEALITY ANALYSIS 

The trans-resistance gain (gm) of an ideal OTRA block is 

infinity causing the input currents to become equal. But in reality 

the gain is finite for small bandwidth and decreases further with 

increase in frequency. Therefore effects of this non-ideality 

should be included while deriving transfer functions. 

The single pole model of the OTRA block will have trans-

resistance gain of: 

 Rm(s) = R0/(1+ (s/ω0)) (18) 

At high frequencies the Eq.(18) can be approximated to: 

 Rm(s) = 1/sCP (19) 

where, the parasitic capacitance Cp = 1/R0ω0, open loop DC trans-

resistance gain is R0 and trans-resistance cut-off frequency is ω0. 

The transfer function of single stage differentiator is modified 

to 

 Vout = R1{V1[s(C + Cp) + GL]-V2 [s(C + Cp) + GL]} (20)  

4. SIMULATIONS AND RESULTS 

The proposed high-pass filter is realised using lossy and 

lossless differentiator implementations of OTRA on the lines of a 

sixth-order Chebyshev filter with a 0.1dB ripple width in 

passband. The passive elements used in the prototype Chebyshev 

filter has normalized values of C1 = 0.8561, L2 = 0.7122, C3 = 

0.4863, L4 = 0.6592, C5 = 0.5255, L6 = 1.1604 and RF = 0.7378. 

For a cut-off frequency of 455kHz, Ra = 1kΩ, Rf = 0.599kΩ and 

Ca = Cb = Cc = Cd = Ce = Cf = 0.5nF the de-normalized values of 
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the feedback path resistors are R1 = 0.99kΩ, R2 = 0.299kΩ, R3 = 

0.567kΩ, R4 = 0.277kΩ, R5 = 0.613kΩ, R6 = 0.487kΩ and RL = 

1.1kΩ.  

Table.2. Aspect ratios of transistors in Fig.8 

Transistor W(μm)/L(μm) 

M1 - M3 100/2.5 

M4 10/2.5 

M5, M6 30/2.5 

M7 10/2.5 

M8 - M11 50/2.5 

M12, M13 100/2.5 

M14 50/2.5 

 

Fig.8. CMOS Implementation of OTRA [38] 

The simulated frequency response of a high-pass LC-ladder 

filter is shown in Fig.9. Also the frequency response of OTRA 

based ladder filter in superimposed to know the deviations of the 

active realization. The simulated frequency response of a tunable 

OTRA based filter for cut-off frequencies of 455kHz and 1MHz 

are shown in Fig.10. Using Eq.(17) the aspect ratios (W/L) of the 

MOS transistors used to attain tunability are calculated as shown 

in Table.3. For achieving the cut-off frequency of 455kHz we 

have set the gate voltages of MOS resistors in feedback path to 

Vai = 0.9V and Vbi = 1.2V, while to achieve the cut-off frequency 

of 1MHz we have to set the gate voltages, Vai and Vbi to 0.75V 

and 1.4V respectively (i = 1,2,3…….6). 

Table.3. Aspect Ratios of Transistors in Fig.8 

Transistor W(μm)/L(μm) 

Ma1 - Mb1 2.7/2.5 

Ma2 - Mb2 4.33/5 

Ma3 - Mb3 5/2.73 

Ma4 - Mb4 4.75/5 

Ma5 - Mb5 5/2.96 

Ma6 - Mb6 2.68/5 

 

Fig.9. Simulated OTRA based vs Theoretical LC-ladder Filter 

Frequency Response 

 

Fig.10. Simulated OTRA based Tunable Filter Frequency 

Response for 455kHz and 1MHz 

5. CONCLUSION 

OTRA based sixth order high-pass filter is presented and 

simulated in this paper. As compared to Current feedback 

operational amplifier (CFOA) based high pass ladder filter 

presented in [39], the proposed OTRA based sixth order high pass 

ladder filter is electronically tunable. The proposed topology also 

offers an advantage in terms of higher operating and cut-off 

frequencies as compared to existing high-pass ladder filter 

designs [39]. Simulation and results are presented for 455kHz and 

1Mhz. Non-Ideality Analysis has been included along with 

electronic tunability specifications. 
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Introduction
Medicinal plants are one of the important sources of natural 

products, which include essential oils, fragrances, pigments, 
feedstock, and pharmaceuticals. They are of great interest to the 
researches in biotechnology field as most of the pharmaceutical 
industries depend on them Chand et al. [1]. Plumbago 
zeylanica is an important medicinal plant which belongs to the 
Plumbaginaceae family. It is commonly known as Chitrak and 
Lead word. The plants consists of various bioactive compounds 
like alkaloids, naphtha quinones, flavonoids, glycoside, steroids, 
Saponin, phenolic compounds, triterpenoids, coumarins, tannins, 
carbohydrate, fixed oils, fats, and proteins are present in different 
plant parts which has been reported to show antibacterial Uma 
Devi et al. [3], anti-plasmodial, hepato protective, central nervous 
system stimulatory activity, anti-fungal, anti-inflammatory, 
anti-hyperglycemic, anti-atherosclerotic activity Kumar et al. 
[3] anti-tumor, anti-cancer Roy et al. [4] etc. Propagation of this 
plant through seed is not reliable due to its poor germination 
under natural conditions. Pharmaceutical companies procured 
the plant material from wild and which leads to the depletion 
of this plant rapidly. This raises the concern about extinction 
of this. Due to the increasing need of this plant, an alternative 
technology to the conventional method in improvement of crop 
is to utilize the biotechnological approaches. In-vitro propagation 
is currently used to a large number of medicinally important 
plants for the multiplication and conservation. Earlier reports 
suggest that this plant can be multiplied by in-vitro propagation 
Rout, Wei & Sivanesan, et al. [5,6,7]. Looking at the importance 
of Plumbago zeylanica, in this study an effort has been done to 
investigate the role of different cytokinin and auxin elicitors on 
the growth of the plant. Different types of cytokinins and auxin 
provide shoot multiplication and callus induction. The present 
study describes the optimum condition for shoot multiplication 
and establishment of callus culture from nodal and leaf explants 
of Plumbago zeylanica.

Materials and Methods

Plant material

In-vitro grown Plumbago zeylanica accession number- 
524441 was collected from the National Bureau of Plant Genetic 
Resources (NBPGR). This accession was further maintained in MS 
(Murashige and Skoog medium) media containing 0.2 mg/l BAP in 
Plant Biotechnology Laboratory of Delhi Technological University.

Effect of different cytokinin concentration on shoot 
induction

Nodal explants were cultured in modified MS (NaNO3 instead 
of NH4NO3) media containing BAP (benzyl amino purine) (1.0 
mg/l, 1.5 mg/l and 2.0 mg/l) and Kinetin (1.0 mg/l, 1.5 mg/l and 
2.0 mg/l) for shoot multiplication. pH of the medium was adjusted 
to 5.8±0.2 by using 1N NaOH or 1N HCL before autoclaving at 
121°C for 20 min. 0.8% (w/v) agar was used as a gelling agent. 
The culture was incubated at 25±2°C with 16h/8h photoperiod. 
Visual observation was made weekly and data were recorded. 
After eight weeks shoot number and shoot length were recorded. 

Effect of different auxin concentration on callus 
induction

For induction of callus, leaves from the in-vitro grown plant 
were excised (0.5 cm) and cultured on modified MS (NaNO3 
instead of NH4NO3) media supplemented with 2,4-D(2,4-
dichlorophenoxyacetic acid) (1.0 mg/l), 2,4-D (1.0 mg/l) + BAP 
(0.5 mg/l), NAA (Naphthalene acetic acid) (1 mg/l) and NAA (1.0 
mg/l) + BAP (0.5 mg/l).

Statistical analysis

Experiment was repeated thrice and each treatment had 
five replicates. The number of cultures per replicate varied for 
the experiments. Observations were recorded as the number of 
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Abstract

Plumbago zeylanica is an important medicinal plant which belongs to the 
Plumbaginaceae family. It possesses antibacterial, hepato protective, and 
central nervous system stimulatory activity, anti-fungal, anti-inflammatory, anti-
hyperglycemic, anti-cancer and anti-atherosclerotic activity. The objective of this 
study was to assess the effect two cytokinins (BAP and Kinetin) on shoot growth 
and two auxin on callus induction (2, 4-D and NAA). Highest multiple shoots 
(4.33±0.63) and length of shoot (5.01±0.53) were induced from nodal explants on 
modified MS medium supplemented with the 1.0 mg/L 6-benzyadenine and 3%. 
Among the two auxin used for the investigation leave explants showed highest 
callus induction in MS media supplement with 1.0 mg/L 2, 4-D. 
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shoots per explants and length of shoot per nodal explant. The 
data were analyzed using one-way analysis of variance (ANOVA) 
(p<0.05).

Results and Discussion

Effect of different cytokinin concentration on shoot 
induction

In the present two different cytokinins were used i.e. BAP 
and Kinetin, BAP showed more effective proliferation of shoots 
than kinetin (Table 1), (Figure 1) express the effect of different 
concentration (1 mg/l, 1.5mg/l and 2mg/l) of cytokinins on 
the shoot number and shoot length. Proliferation of shoots was 
observed in all the culture media after two weeks of incubation. 
There was very less proliferation observed in MS media without 
any growth hormone. At high concentration of both the cytokinin, 
shoot proliferation rate declined. Highest shoot proliferation 
and length was achieved in the modified MS (NaNO3 instead of 
NH4NO3) supplement with the 1.0 mg/l BAP. In the present study 
modified MS media was used for the first time to observe the effect 
on the growth of P. zeylanica and also the entire study was done 
on the P. zeylanica accession which was genetically identified and 
supplied by NBPGR. 

Table 1: Effect of cytokinins on shoot multiplication.

Media Number of Shoot Length of Shoot

MS+1 mg/l BAP 4.33±0.63 5.01±0.53

MS+1.5mg/l BAP 2.6 ±0.69 3.48±0.44

MS+2mg/l BAP 1.8±0.63 1.47±0.43

MS+1 mg/l Kn 2.5±0.53 2.62±0.46

MS+1.5mg/l Kn 1.0±0.48 1.08±0.34

MS+2mg/l Kn 1.0±0.42 0.74 ±0.18

Sahoo [8] studied the role on BAP and Kinetin on shoot 
induction of Plumbago zeylanica, where BAP supplemented 
MS media produced more number of shoots that the kinetin 
supplemented MS media. Ceasar et al. [9] also reported similar 
kind of results in case of wild type Plumbago zeylanica plant. 
Gbadamosi & Egunyomi [10] reported the highest shoot 
multiplication in MS medium containing NAA (0.01 - 0.05 mg/l) 
and BAP (2.0 - 4.5 mg/l). Dohare et al. [11] reported highest shoot 
formation in the combination of 1mg/l BAP+ 1mg/l NAA and 
maximum length of shoot was recorded (5.38±0.99 cm).

Effect of different auxin concentration on callus 
induction

Induction of callus was observed an the cut end of leave 
explants after 2 weeks of incubation when modified MS (NaNO3 
instead of NH4NO3) supplemented with 1.0 mg/l 2, 4-D and 1.0 
mg/l NAA. Whereas media supplemented with the 1.0 mg/l 2, 
4-D+ 0.5 mg/l BAP and 1.0 mg/l NAA+ 0.5 mg/l BAP did not show 
any callus response. An media supplemented with IBA showed 
root induction. Highest amount of callus induction was obtained 
in modified MS (NaNO3 instead of NH4NO3) supplemented with 
1.0 mg/l 2, 4-D. Lubaina and Murugan (2012) reported that 

maximum callus proliferation when MS media supplemented 
with1 mg/l 2, 4-D along with 0.5 mg/l BA (Table 2), (Figure 2).

Figure 1: Effect of different cytokinin on shoot multiplication A) MS+1 
mg/l BAP, B) MS+1.5mg/l BAP, C) MS+2mg/l BAP, D) MS+1 mg/l Kn, E) 
MS+1.5mg/l Kn, F) MS+2mg/l Kn.

Figure 2: Effect of different auxins on callus induction A) MS+1 mg/l 
2, 4-D, B) MS+ 1 mg/l 2, 4-D + 0.5mg/l BAP, C) MS+ 1mg/l NAA, D) 
MS+1mg/l NAA+ 0.5mg/l BAP, E) MS+1 mg/l IBA, F) MS+1mg/l IBA+ 
0.5mg/l BAP.
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Table 2: Effect of auxins on callus induction.

Media Callus Induction

MS+1 mg/l 2, 4-D +++

MS+ 1 mg/l 2, 4-D + 0.5mg/l BAP -

MS+ 1mg/l NAA ++

MS+1mg/l NAA+ 0.5mg/l BAP -

MS+1 mg/l IBA Root induction

MS+1mg/l IBA+ 0.5mg/l BAP Root induction

Conclusion
In this study, an attempt has been done to develop a method 

for the growth of Plumbago zeylanica by varying the cytokinin 
and auxin concentrations. Growth pattern was dependent on 
different growth hormones in both the shooting and rooting. 1.0 
mg/l BAP results in the highest shoot multiplication. MS media 
supplemented with 1.0 mg/L 2, 4-D showed the faster callus 
induction rate. Mass propagation of this plant is feasible for field 
plantings to produce higher amount of roots which is the main 
source of plumbagin for the pharmaceutical industry. These in-
vitro studies provide an efficient method for conservation and 
propagation this over exploited plant. 

Acknowledgement
Our sincere thanks goes to Department of Biotechnology, 

Delhi Technological University for encouragement and providing 
necessary facilities during this investigation, Dr. Neelam Sharma, 
NBPGR, New Delhi for providing the plant materials.

Conflict of Interest
None.

References
1. Chand S, Sahrawat AK , Prakash D V S S R (1997) In vitro culture 

of Pimpinella anisum L (anise) J. Plant Biochem Biotech 6(2): 91-95.

2. Uma Devi P, Soloman FE, Sharda AC (1999) Plumbagin, a plant 
naphthoquinone with radiomodifying properties. Pharmaceutical 
Biology 37(3): 231-236.

3. Kumar R, Kumar S, Patra A, Jayalakshmi S (2009) Hepatoprotective 
activity of aerial parts of Plumbago zeylanica linn against carbon 
tetrachloride-induced hepatotoxicity in rats. International Journal of 
Pharmacy and Pharmaceutical Sciences 1(Suppl 1): 171-175. 

4. Roy A, Attre T, Bharadvaja N (2017) Anti cancer agent from 
medicinal plants: a review. New aspects in medicinal plants and 
pharmacognosy. (1st edn). JB Books, Poland.

5. Rout GR, Saxena C, Samantaray S, Das P (1999) Rapid plant 
regeneration from callus cultures of Plumbago zeylanica. Plant Cell, 
Tissue and Organ Culture 56(1): 47-51.

6. Wei X, Gou X, Yuan T, Russel SD (2006) A highly efficient in vitro plant 
regeneration system and Agrobacterium mediated transformation in 
Plumbago zeylanica. Plant Cell Rep 25(6): 513-521.

7. Sivanesan I (2007) Shoot regeneration and somaclonal variation 
from leaf callus cultures of Plumbago zeylanica Linn. Asian J Plant 
Sci 6: 83-86.

8. Sahoo S (1986) Micropropagation of Plumbago zeylanica Linn. J 
Herbs Spices Med Plants 5(4): 87-93.

9. Ceasar SA, Ayyanar M, Ignacimuthu S (2013) An Improved 
Micropropagation Protocol for Plumbago zeylanica L. An Important 
Medicinal Plant. Asian Journal of Biological Sciences, 6: 214-220.

10. Gbadamosi IT, Egunyomi A (2010) Micropropagation of Plumbago 
zeylanica L. (Plumbaginaceae) in Ibadan, Southwestern, Nigeria. 
Journal of Medicinal Plants Research 4(4): 293-297.

11. Dohare B, Jain K, Jain B, Khare S (2012) Rapid clonal propagation of an 
endangered medicinal plant Plumbago zeylanica Linn. International 
Journal of Pharmacy & Life Sciences 3(8): 1883- 1887.

12. Lubaina AS, Murugan K (2012) Effect of growth regulators in 
callus induction, plumbagin content and indirect organogenesis 
of Plumbago zeylanica International Journal of Pharmacy and 
Pharmaceutical Sciences 4(Suppl 1): 334-336.



Experimental Investigation of Influence of 
SiO2 Nanoparticles on the Tribological and 

Rheological properties of SAE 40 
Lubricating Oil 

Sumit Chaudhary*1, Ramesh Chandra Singh*2, Rajiv Chaudhary*3 
* Department of Mechanical Engineering, Delhi Technological University, Delhi, India 

1 mait.sumit@gmail.com 
2 rcsinghdelhi@gmail.com 
3 rch_dce@rediffmail.com 

Abstract: The SiO2 nanoparticles have been used in the SAE 40 Lubricating oil upto 1% by weight 
considered as nano lubricant for testing of the rheological stability and tribological properties. The 
rheological properties of the nano lubricant were tested according to ASTM D 7552-09 for the various 
concentrations. The nano lubricant was found stable rheologicaly. The tribological analysis conducted on 
Pin on Disc test rig (ASTM G99) for fully flooded and starved conditions of lubrication. The nano 
lubricant showed the reduced coefficient of friction and negligible specific wear rate as compared to the 
plain SAE 40 lubricating oil. In the SEM images the thin layer of SiO2 nanoparticles was observed on the 
surface of the pin. The SiO2 nanoparticles present on the surface may enhance tribological properties of 
the material.  

Keywords: Nanoparticles, Nano lubricant, Rheology, SEM, Tribology Coefficient of Friction, Specific Wear 
Rate.  

1.0 INTRODUCTION 

The recent study shows that almost 30-35% of the power produced by the internal combustion engine 
of the vehicle wasted in the form of tribological losses [1], [2]. These losses increase the fuel consumption in the 
engine [3], [4]. The burning of more fuel would raise the engine emission and harmful green house gasses [5], 
[6]. 

Various attempts have been made by the researches to overcome the tribological losses or to minimize 
the friction and wear between the matting surfaces by modifying the surfaces [7]–[10]. The lubricant plays a 
vital role for improving the tribological properties of the matting surface [11], [12]. Friction modifiers such as 
organomolybdenum compounds [13], [14], organic friction modifiers [15]–[17], used as lubricant additive has 
improved the tribological properties [18]. The friction modifiers are generally more effective in the boundary or 
mixed lubrication regime [18]. There is scope for improvement which the lubricant alone can’t achieve. The 
lubricant enriched with nanoparticles may have the better tribological properties then the virgin lubricant or 
lubricant having other friction modifiers [19]–[22]. The nanoparticles as lubricant additive heals the cracks if the 
tribopairs hence improving the service life of the tribopairs [20]. 

SiO2 nanoparticles had size 40-50 nm hardness 12 GPa [23], elastic modulus 150 GPa [24]. SiO2 
nanoparticle reduces the friction and wear at the matting surface by preventing the direct contact between the 
matting parts and enhance the rolling effect hence boost the tribological properties [25], [26]. 

2.0 EXPERIMENTAL SETUP 

The experiment was performed on the Pin on Disc wear and friction test rig (ASTM G99). The mild 
steel disc diameter 165 mm and thickness 10 mm was casted. The disc was superfinished by surface grinding 
and lapping, the surface rms value roughness checked by the surface roughness tester in the circumferential 
direction at an angle of 300 radial outward directions around 2 μm. 

The solid cylindrical pin of 10 mm diameter and length 32 mm made up of cast iron was casted. The 
face of the pin was made flat circular. The composition of the pin measured by spectroscopy came out to be C-
3.51%, Cr-1.06%, Mn-0.56%, Si-2.97% Fe-91.9%. The length of the pin was kept such that the bending of pin 
would not occur. 

The lubricant used at the interface of materials during experiment was 15W40 (SAE 40) which is the 
standard lubricant for the Diesel engine. The kinematic viscosity of the lubricant measured by (ASTMD-445) 
came out to be 98.922 mPa·s and the density measured by (ASTMD-4052) came out to be 871.82 kg/m3 at 400 
C.  
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2.1 Test Rig: The pin on disc wear and friction testing test rig (ASTM G-99) as shown in Figure 1 was 
used for the tribotesting, the specification is given in table 1. The test rig is automatic computer controlled 
system having the speed range of 200 rpm to 2000 rpm. The counter disc was attached over a rotating plate with 
the help of bolts. The pin was kept in the plunger which is directly attached to the gravity assisted force. The 
force is transferred to the pin in vertically downward direction with the help of single lever mechanism with 
leverage 1:1. 

 

 
Figure 1: Pin on Disc Test Rig (a) Front View (b) Top View 

Table 1: Specification of Pin on Disc Test Rig 

S.No Parameter Unit Minimum value Maximum Value 
1 Pin Diameter mm 3 12 

2 Track diameter mm 0 165 

3 Disk rotating speed rpm 200 2000 

4 Friction Force N 0 200 

5 Normal Force N 1 200 

2.2 Nano Lubricant: The nanoparticles of SiO2 having the average particle size 50-60 nm were mixed 
in the lubricant SAE 40. The mixing of nanoparticles was done on weight ratio basis. The amount of 
nanoparticles to be mixed in the lubricant starts from 0.2% by weight upto 1% by weight in the successive 
increment of 0.2%. The nanofluid was not stable beyond 1% nanoparticles as the nanoparticles got sedimented.  

2.3 Preparation of Nano Lubricant: The nano lubricant prepared by mixing the nanoparticles in the 
lubricant. The mixing carried out by continuous stirring by using the magnetic stirrer at 2000 rpm and 600 C for 
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2 hours. The nanofluid was sonicated by ultrasonicator for 60 minutes. The nano lubricant was observed stable 
even after two months of preparation.  

3.0 RESULT AND DISCUSSIONS 

3.1 Rheological Analysis of Nano Lubricant: The Rheological study was carried as per (ASTM D 
7552-09) at shear rate 20 s-1, in the temperature range 00C to 1000C.  

There was no significant change in the Rheological properties of the nano lubricant as it compared to 
the standard lubricant (15W40). The nano lubricant was stable on the basis of rheology as the change in the 
viscosity with respect to amount of nanoparticles is less than 5%. The rheological investigation shows that as the 
amount of nanoparticles in the lubricant increased the viscosity of the lubricant decreased.  

 
Figure 2: Rheological behavior of Lubricant 

Relation between temperature and viscosity: 

y = -8E-07T5 + 0.000T4 - 0.034T3 + 2.215T2 - 73.84T + 1110. 

Where y: viscosity in mPa·s    T: Temperature (0C) 

3.2 Tribological Study: The experiment was conducted at a load of 40 N with variable sliding speed, 
the sliding speed 3.663m/s, 5.2631m/s 7.3260 m/s, 10.4712 m/s, 13.6054m/s ranging from low speed range to 
medium and the high speed range. The atmospheric temperature at the time of testing was 280 C. The 
experiment was carried in fully flooded as well as starved lubrication condition. 

In the tribological study coefficient of friction was derived from the friction force given by the software by 
dividing it with the applied load. 

The specific wear rate was derived from the wear by the following relations: 

 

Where, Sw = specific wear rate, mm3 / N-m 

          Vw = Volume of wear loss, in mm3 

       P = Applied load in Newton, N 

          D = Sliding Distance in meters, m 
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Figure 3: Variation of coefficient of friction with sliding speed for various compositions of Nanofluid in fully flooded Lubrication. 

3.2.1 Study of Coefficient of friction for fully flooded condition: Figure 3 shows the variation of 
coefficient of friction with respect to speed at a constant load of 40 N for the different compositions of 
nanoparticles in the lubricant starting from 1%, 0.8%, 0.6%, 0.4%, 0.2% and Pure SAE 40 for fully flooded 
lubrication. The coefficient of friction in the low speed range is having higher values due to the boundary 
lubrication then the values of coefficient of friction decreases due to the hydrodynamic lubrication and in the 
high speed region the coefficient of friction again increases. The bar chart shows the comparison of coefficient 
of friction and the sliding speed in with composition of nanoparticles starting from the 1%, 0.8%, 0.6%, 0.4%, 
0.2% and pure lubricant without nanoparticles. The coefficient of friction decreases as we increase the 
composition of nanoparticles due to the rolling action provided by the nanoparticles upto 0.6% and as we 
increase the composition of nanoparticles from 0.6% to 0.8% and then 1% the coefficient of friction again 
increased.   

3.2.2 Study of Coefficient of friction for Starved condition: Figure 4 shows the variation of coefficient 
of friction with respect to speed at a constant load of 40 N for the different compositions of nanoparticles in the 
lubricant starting from 1%, 0.8%, 0.6%, 0.4%, 0.2% and Pure SAE 40 for starved lubrication. The coefficient of 
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friction in the low speed range is having higher values due to the higher shear force or contact of asperities then 
the values of coefficient of friction decreases due to the lesser time of contact between the contact surfaces. The 
bar chart shows the comparison of coefficient of friction and the sliding speed in with composition of 
nanoparticles starting from the 1%, 0.8%, 0.6%, 0.4%, 0.2% and pure lubricant without nanoparticles. The 
coefficient of friction decreases as we increase the composition of nanoparticles due to the rolling action 
provided by the nanoparticles upto 0.6% and as we increase the composition of nanoparticles from 0.6% to 
0.8% and then 1% the coefficient of friction again increased.   

 
Figure 4: Variation of coefficient of friction with sliding speed for various compositions of Nanofluid in starved condition. 

3.2.4 Study of Specific Wear Rate: Figure 5 shows the variation of Specific Wear Rate with respect to sliding 
speed at a constant load of 40 N for the different compositions of nanoparticles in the lubricant starting from 
1%, 0.8%, 0.6%, 0.4%, 0.2% and Pure SAE 40 for fully flooded lubrication. Figure 6 shows the variation of 
Specific Wear Rate with respect to sliding speed at a constant load of 40 N for the different compositions of 
nanoparticles in the lubricant starting from 1%, 0.8%, 0.6%, 0.4%, 0.2% and Pure SAE 40 for starved 
lubrication. The value specific wear rate is almost negligible due to the no wearing of the contact surfaces as the 
use of nanoparticles in the lubricant results in the formation of a ceramic layer on the contact surfaces which 
results as a shielding layer for the tribopairs. The specific wear rate in case of lubricant without nanoparticles 
was evident due to the non formation of ceramic layer. 

 
Figure 5: Variation of Specific wear rate with sliding speed for various compositions of nanofluid in Fully Flooded Lubrication. 
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Figure 6: Variation of coefficient of friction with sliding speed for various compositions of Nanofluid in Starved Lubrication. 
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Figure7: SEM imaging of the pin material (a) lubricant without nanoparticles (b) Lubricant with SiO2 nanoparticles. 

In presence of the nanoparticles, there was minimum wear on pin. To study the wear of the pin, the wear pattern 
of the pin exposed to SEM imaging. The micrographs are shown in Figure7. Wear of the pin was evident in 
SEM investigation of the pin samples as it showed some wear debris, cliff edge, wear track and cracks. There 
was a layer of SiO2 nanoparticles as seen in the SEM imaging of the pin. There were also evidences of the less 
wearing as the size of cracks, cliff edge and debris were less on the pin which was used with nanoparticles as 
compared to the pin which was used with plane lubricant. There are also evidences of the healing of cracks on 
the pin surface by the nanoparticles. All these evidences are the proof for the reduced wear of the tribopairs.  

CONCLUSIONS 

The experiment has been carried out on the pin on disc wear and friction testing test rig (ASTM G-99) at a 
constant load of 40 N. The author has observed that the use of nanoparticles in the lubricant improved the 
tribological properties of the lubricant without harming the service life of the lubricant. 

In fully flooded condition the coefficient of friction decreased with the increase in the composition of 
nanoparticles in the lubricant from 0% to 0.6 % then as the composition was increased further the coefficient of 
friction starts increasing. The specific wear rate was negligible as with the lubricating oil enriched with 
nanoparticles as compared to the pure lubricant. 

In starved condition, the coefficient of friction has higher values as compared to the fully flooded condition. The 
coefficient of friction decreased as the composition of nanoparticles in the lubricant increased from 0% to 0.6 % 
then as the composition was increased further the coefficient of friction starts increasing. The specific wear rate 
was negligible as with the lubricating oil enriched with nanoparticles as compared to the pure lubricant. 

The SEM investigation shows that there was a layer of nanoparticles deposited on the surface of tribopairs that 
reduced the wear of the pin, moreover the nanoparticles also heals the cracks present on the surface of the 
tribopairs. 
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Abstract: 

Motivation behind the present work is to fabricate a cost effective and scalable 

biosensing platform for an easy and reliable detection of cancer biomarker Carcinoembryonic 

antigen (CEA). Here, we report the sensitive and selective detection of CEA using graphene 

based bio-sensing platform. Large sized (~2.5 x 1.0 cm
2
), uniform, continuous, single and few 

layers graphene films have been grown on copper (Cu) substrate employing chemical vapor 

deposition (CVD) technique using hexane as a liquid precursor. Functional group has been 

created over Graphene/Cu substrate through π-π stacking of 1- pyrenebutanoic acid succinimidyl 

ester (PBSE). Further, to make the sensor specific to CEA, antibody of CEA (anti-CEA) has 

been covalently immobilized onto PBSE/Graphene/Cu electrode. Selective and sensitive 

detection of CEA is achieved by anti-CEA/PBSE/Graphene/Cu electrode through 

electrochemical impedance spectroscopy (EIS) measurements. Under optimal condition, the 

fabricated sensor shows linear response in the physiological range 1.0 - 25.0 ng mL
-1

 (normal 

value ~5.0 ng mL
-1

), revealing sensitivity 563.4 Ω ng
-1 

mL cm
-2

 with a correlation coefficient of 

0.996 and limit of detection (LOD) 0.23 ng mL
-1

. In this way, one step electrode fabrication with 

high specific surface area provides a light weight, low cost, reliable and scalable novel 
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biosensing platform for sensitive and selective detection of CEA. We believe that this 

bioelectrode equipped with specific recognition elements could be utilized for detection of other 

biomolecules too. 

Keywords: Graphene, CEA, EIS, Label-free detection, Biosensor. 

*Corresponding authors:  

E-Mail ID: rstiwariphy@yahoo.com (Prof. R.S. Tiwari), anchalbhu@gmail.com (Prof. Anchal 

Srivastava) Phone No.: +91-9415991746, +91-9453203122,  

1. Introduction: 

Cancer disease, characterized by the uncontrolled growth and spread of abnormal cells, is 

one of the major threats to the human life worldwide. The early and accurate detection of cancer 

is extremely important for clinical diagnosis, effective toxicity monitoring, and ultimately for the 

successful treatment of cancer. CEA is one of the cancer biomarkers, which has been extensively 

used for diagnostic purposes in gastrointestinal, breast and lung cancer (Aquino et al. 2004; 

Duffy 2001). In an adult nonsmoker human serum, the normal level of CEA is less than 2.5 ng 

mL
-1

 and for a smoker it is less than 5.0 ng mL
-1

 (Loewenstein and Zamcheck 1978; Su et al. 

2008). The accurate and sensitive detection of CEA level can lead to the diagnosis of cancer in 

its early stage. In recent years, immense efforts have been made for the development of CEA 

sensing methods with high sensitivity and specificity (Liu et al. 2012; Zhang and Cui 2011; 

Zheng et al. 2005). In comparison to the presently used methods specifically, the polymerase 

chain reaction method, culturing and colony counting method, and the enzyme-linked 

immunosorbent assay (ELISAs) which are tiresome and need more time (typically hours to 

days), on the other hand the bioelectrode based biosensing approach offers rapid and sensitive 

measurements. Several nanoelectronic biosensors have been developed based on various 
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nanostructured materials such as nanowires (Wanekaya et al. 2006; Zhang et al. 2011; Zhang et 

al. 2010a; Zhang et al. 2010b; Zheng and Lieber 2011), nanotubes (Allen et al. 2007; Singh et al. 

2013), quantum dots (Hansen et al. 2006; Yang et al. 2012), graphene oxide (GO) (Feng et al. 

2011; Jung et al. 2010), reduced graphene oxide (RGO) (Kumar et al. 2015; Zhou et al. 2009) 

etc. However, bioelectrodes based on these nanomaterials suffer several drawbacks such as, 

bioelectrode fabrication of these materials requires some supporting substrate such as indium tin 

oxide (ITO), glassy carbon electrode (GCE), and gold electrodes etc., which are costly and also 

requires costly binders (nafion) as an adhesive materials. 

The discovery of graphene by Geim et al. (Geim 2009), which is a flat atomically thin 

sheet of carbon atoms arranged in two-dimensional (2D) honeycomb lattice, has stimulated a 

huge amount of research in biosensing due to its extraordinary structural, electrical, physical, 

optical and biocompatible properties (Huang et al. 2011; Lee et al. 2008; Neto et al. 2009a; Neto 

et al. 2009b). Graphene has also added a new dimension to the field of electrochemical sensing 

because of its perfect 2D structure, which provides large detection area and enables facile and 

homogeneous functionalization of a variety of aromatic biomolecules through π – π interaction 

(Van der Waals force) (Ajayan and Tour 2007). Graphene based devices have potential of 

portability, rapid diagnostic point-of-care sensing compared to the presently used ELISAs which 

are time consuming and labor intensive. 

For realizing any potential applications of graphene, an easy and less toxic synthesis 

method is required. Till date, several synthesis methods for producing graphene have been 

reported such as; mechanical exfoliation (Novoselov et al. 2004), chemical exfoliation (Schniepp 

et al. 2006), chemical vapor deposition (CVD) (Srivastava et al. 2010) etc. Among these, CVD is 

one of the novel synthesis routes for producing good quality, large area, mono and few layers 
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graphene. The advantage of CVD grown graphene over other chemically derived graphene such 

as RGO, GO etc. is that it gives one atom thick, monolithic and continuous membrane without 

any discontinuity. This also facilitates reproducibility while scaling it from laboratory to industry 

which is a major challenge for the synthesis of most of the nanomaterials.  

Keeping the above points in view, in this work, good quality large area mono and few 

layers graphene films have been synthesized on Cu substrate adopting liquid precursor CVD 

route (Srivastava et al. 2010). To the best of our knowledge, there is no report of using graphene 

directly on metallic substrate as biosensing platform. In the present method, as synthesized 

graphene films on Cu substrate have been used as an electrode material, which does not require 

any further tedious processing such as transferring of graphene onto an insulating substrate 

SiO2/Si etc. However, there are several techniques for electrode fabrication from precursor 

material such as spin coating, electrophoretic deposition, screen printing, inkjet printing etc.(Ge 

et al. 2012; Kumar et al. 2013; Setti et al. 2005; Zhang et al. 2000), but these techniques are 

costly, require sophisticated instrumentations and not scalable too. Few reports are also available 

on graphene based FET devices (Feng et al. 2013; Sui and Appenzeller 2009; Yang et al. 2010; 

Yeh et al. 2016), but such devices require transferring of graphene from metallic to SiO2/Si 

substrate. This process creates many wrinkles and defects in graphene film, which greatly 

reduces the electrical conductivity and hence potential performance of graphene. Such device 

fabrication is also very tedious and not cost effective. Therefore, one step electrode fabrication 

employed in the present work is an added advantage over other known methods of electrode 

fabrication. The bioelectrode fabricated on metal substrate in present study is also environment 

friendly and there is no issue of disposability. Further, this CVD synthesized graphene on Cu 

substrate has been applied to demonstrate as an efficient, easy and reliable label free biosensing 
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platform for detection of CEA with high sensitivity and specificity having the potential of 

scalability (Table-1).  

2. Materials and methods 

2.1.Synthesis of graphene 

Large-sized graphene films were grown on Cu foils by CVD technique using hexane as a 

liquid precursor for carbon (Srivastava et al. 2010). Cu foils were loaded into a quartz tube 

furnace and initially quartz tube was purged with hydrogen (H2) gas at a constant flow of 100 

sccm. Furnace temperature was raised up to 980 ºC under a constant heating rate of 20 ºC/min. 

Temperature of the furnace was stabilized at 980 ºC for 30 minutes to anneal the Cu foil. Further, 

CVD growth of graphene was started by directing hexane vapor for 5 min into the furnace, 

followed by cooling the furnace to the room temperature under the H2 atmosphere. 

2.2.Fabrication of Immunosensor (anti-CEA/PBSE/Graphene/Cu) 

Graphene/Cu electrode was dipped into the PBSE solution (2 mg mL
-1

) for 2 h. The PBSE 

was used as the noncovalent functionalization reagent, which adsorbed onto the graphene sheets 

through π-π stacking resulting in a stable PBSE-graphene composite. The functional groups of 

PBSE were used to conjugate antibodies of CEA to form anti-CEA/PBSE/Graphene/Cu 

electrode (Chen et al. 2001; Yang et al. 2008; Yang and Gong 2010). The anti-CEA antibodies 

(30 µL, 100 µg mL
-1

 in phosphate buffer; 50 mM, pH 7.2, 0.9% NaCl) were covalently 

immobilized onto PBSE/Graphene/Cu electrode as shown in Fig.1. The anti-

CEA/PBSE/Graphene/Cu was then rinsed with phosphate buffer (PBS, 50 mM, pH 7.2, 0.9% 

NaCl) to remove the unbounded antibodies, and 1% of bovine serum albumin (BSA) in PBS was 

added to the antibody-modified electrode to block unspecific sites. After rinsing again with PBS, 

electrodes were stored at 4 °C. 
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Fig.1. Schematic of biosensor fabrication and EIS measurements. 

2.3.Characterization 

The surface morphology of graphene was observed using Optical microscope (Dewinter, 

Italy), Scanning electron microscope (SEM) (ZEISS, Germany), Transmission electron 

microscope (TEM) (FEI, USA) and Atomic force microscope (AFM) (NT-MDT, Russia). 

Spectroscopic characterization of the as grown graphene films were carried out using Raman 

spectroscope (RenishawinVia, Germany). Presence of functional groups on fabricated 

bioelectrodes were analyzed using Fourier-transform infrared (FTIR) spectrometer (Frontier, 
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Perkin Elmer, USA) in Attenuated total reflectance (ATR) mode. The X-Ray photoelectron 

spectroscopic (XPS) measurements were performed in Multiprobe Surface Analysis System 

(Scienta Omicron, Germany) operated at a base pressure of 5 x 10
-11

 Torr. High resolution XPS 

spectra were recorded using monochromatic AlKα (1486.7 eV) radiation source. The pass energy 

of the scans were kept at 20 eV with an ultimate spectral resolution of ~0.3 eV. The calibration 

of spectrometer was performed via standard gold sample as described earlier (Mishra et al. 

2017). 

The electrochemical behavior of the fabricated biosensors were investigated employing 

an Autolab Potentiostat/Galvanostat (Metrohm, Netherlands) using a conventional three-

electrode cell with the BSA/anti-CEA/PBSE/Graphene/Cu as working electrode, platinum as 

auxiliary electrode and Ag/AgCl as the reference electrode in phosphate buffer saline (PBS, 50 

mM, pH 7.4) containing 5 mM [Fe(CN)6]
3−/4−

. 

3. Results and discussion 

3.1. Optical and Electron microscopy  

The optical, SEM, TEM and HR-TEM images obtained for the graphene film have been 

shown in Fig.2. Optical image Fig.2(a) shows that graphene film is homogeneous in large area 

with wrinkles on its surface. The SEM image Fig. 2(b) shows the presence of few multilayer 

(ML) islands (darker regions) over the uniform single layer (SL) graphene film. Further, for the 

TEM investigation, graphene film was transferred from Cu foil to lacey carbon coated TEM grid. 

TEM analysis reveals that graphene film is uniform with folded layers in few regions Fig.2(c). 

HR-TEM image shown in Fig.2(d) confirms the presence of 2-3 layers in graphene film, which is 

consistent with Raman and AFM results. 
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Fig.2. (a) Optical image of graphene film transferred on SiO2/Si substrate, (b) SEM image 

showing uniform film of graphene (c) TEM image of graphene film transferred on lacey carbon 

coated TEM grid where darker region showing folded graphene layer and lighter region 

indicating the uniform monolayer graphene, (d) HR-TEM image showing bilayer and trilayer 

graphene films. 

 

3.2. AFM analysis 

AFM micrograph of graphene (transferred from Cu foil to SiO2/Si wafer) has been shown 

in Fig.3(b). In the AFM image, number of wrinkles are visible that may have been emerged 

during the synthesis due to the wide difference in thermal expansion coefficient of Cu and 

graphene (Chae et al. 2009). Wrinkles in graphene film may also occur during the transferring 

ML

SL
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process. The thickness profile measurement shown in Fig.3(c) indicates that graphene is 3 layers 

thick (~1.6 nm) (Novoselov et al. 2004). 

 

Fig.3. (a) Raman spectra of single and multi-layer graphene, (b) AFM image of graphene, (c) 

Thickness profile of graphene layer. 

3.3. Raman Spectroscopic Analysis 

Raman spectroscopy of the as-grown graphene on Cu foil was performed using 514 nm 

laser excitation to observe the quality and thickness of graphene film and results have been 

shown in Fig.3(a). The two most prominent peaks observed at ~1590 cm
-1

 and ~2700 cm
-1

 

correspond to the G and 2D bands of graphene, respectively. The peak seen at ~1350 cm
-1

 

appears due to the defect in graphene film, and known as D band. In our sample, for single layer 

D band is nearly absent, which indicates that graphene layer is quite homogenous. In the case of 

multilayer graphene, appearance of D band suggests the presence of few defects in graphene 

film. Moreover, information regarding the number of layers in graphene film can be extracted 

from the width and line-shape of 2D band.  
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In the case of single layer graphene, 2D band has Lorentzian shape with FWHM ~42±2 

cm
-1

. Also the intensity ratio of 2D and G band is found to be greater than 2 (i.e. I2D/IG>2), which 

confirms the presence of single layer graphene (Ferrari et al. 2006; Malard et al. 2009).
 
In 

multilayer graphene 2D band has FWHM ~ 56±2 cm
-1

 and the intensity ratio of 2D and G band 

is less than 1 (i.e. I2D/IG˂1), which confirms the presence of multilayer islands (darker regions of 

SEM image) over the single layer graphene on Cu foil. 

3.4. FT-IR Analysis 

FT-IR spectra of bare Cu, Graphene/Cu, PBSE/Graphene/Cu and anti-

CEA/PBSE/Graphene/Cu films have been shown in Fig.4. There are no functional groups 

present on Cu and Graphene/Cu films. However, in the case of PBSE functionalized 

Graphene/Cu film (PBSE/Graphene/Cu), peaks at 1154 cm
-1

, 1268 cm
-1

 correspond to C-O 

stretching. Peaks at 1407 cm
-1

, 1335 cm
-1

 and 1514 cm
-1

 are due to O-H bend, symmetric and 

asymmetric stretching of N-O group of PBSE, respectively. The peak at 2928 cm
-1

 has been 

assigned to the C-H stretching. After immobilization of anti-CEA on PBSE/Graphene/Cu film 

characteristic peaks of amide-I and amide-II have been found at 1568 cm
-1

 and 3240 cm
-1

, 

respectively (Singh et al. 2013). These amide peaks confirm the functionalization of anti-CEA on 

PBSE/Graphene/Cu electrode. 
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Fig.4. FT-IR spectra of (a) bare Cu film, (b) Graphene/Cu film, (c) PBSE/Graphene/Cu film (d) 

anti-CEA/PBSE/Graphene/Cu film. 

3.5. XPS Studies 

An XPS characterization was carried out to study the interaction of PBSE and antibody 

through graphene layer. The presence of PBSE is confirmed by the characteristic N1s peak at 

around 400 eV (Fig. 5a) (Liu et al. 2014). The C1s regions of both the electrodes 

(PBSE/Graphene/Cu and anti-CEA/PBSE/Graphene/Cu electrodes) were deconvoluted into 

characteristic peaks which have been discussed below.  
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and a weak peak at 286.8 eV is due to the C-N bond present in PBSE. In the anti-

CEA/PBSE/Graphene/Cu electrode (Fig. 5c), the binding energy peaks were almost similar to 

the spectra of the PBSE/Graphene/Cu electrode. Moreover, an additional dominant wide peak 

seen at 287.9 eV is attributed to the amide bond formation between PBSE terminated graphene 

sheet and the NH2 terminated Fab (fragment, antigen-binding) region of anti-CEA (Fig.1) (Singh 

et al. 2017). The fitting of the XPS spectra of C1s peaks binding energies (eV) and relative 

atomic percentages (%) of various functional groups present in PBSE/Graphene/Cu and anti-

CEA/PBSE/Graphene/Cu films have been summarized in Table S1 in supplementary part. The 

relative atomic percentage of the C=O group present in the PBSE terminated graphene sample 

reduces from ~18.5% to ~12.3 % in the anti-CEA/PBSE/Graphene/Cu sample, indicating the 

removal of succinimide ester (see the supplementary information Fig S2) during covalent 

bonding with NH2 terminated Fab region of anti-CEA. Further, the relative atomic percentage of 

the C-N bond present in PBSE/Graphene/Cu sample increased from ~2.4% to ~19.8 % in anti-

CEA/PBSE/Graphene/Cu sample. This may be attributed to the presence of amide bond in the 

polypeptide chain of antibody (anti-CEA) and amide bond formation between aminated antibody 

and PBSE terminated graphene. 
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Fig.5. (a) N1s spectrum of PBSE modified graphene and C1s XPS spectrum of (b) 

PBSE/Graphene/Cu (c) anti-CEA/PBSE/Graphene/Cu. 
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double layer capacitance (Cdl) or also replaced with constant phase element (CPE) of a Faradic 

reaction and charge transfer resistance (RCT) (Randles 1947). The plot obtained between real and 

imaginary values of impedance is called Nyquist plot and the diameter of semicircle in the 

Nyquist plot gives the magnitude of charge transfer resistance (RCT) (Moisel et al. 2008). 

Fig.6(a) shows the Nyquist plot of Cu, Graphene/Cu, PBSE/Graphene/Cu and anti-

CEA/PBSE/Graphene/Cu electrodes. The value of RCT for Graphene/Cu is found to be 1.1 KΩ 

which is lower than that of the Cu electrode (5.6 KΩ). This result indicates that deposition of 

graphene over Cu electrode enhances the charge transfer from solution to the electrode due to 

high conductivity and electrochemical behavior of graphene, which increases the permeability of 

[Fe(CN)6]
3-/4-

 to the surface of Graphene/Cu electrode. Thus, the modified surface can be 

correlated with the charge transfer resistance confirming the deposition of graphene over Cu 

electrode. It can be seen that RCT value for PBSE/Graphene/Cu electrode (2.1 KΩ, curve c) is 

larger than Graphene/Cu (1.1 KΩ, curve b) electrode. This increase in the RCT value is attributed 

to the hindrance in charge transfer after PBSE binding. Further, the value of RCT (733.5 Ω, curve 

d) of the anti-CEA/PBSE/Graphene/Cu immunoelectrode is lower than the PBSE/Graphene/Cu 

electrode (2.1 KΩ, curve d). The decrease in the value of RCT may be attributed to the spatial 

orientation of the antibody molecules that perhaps stimulates charge transfer rate to the antibody 

immobilized surface.  

3.6. Electrochemical impedimetric response of the BSA/anti-CEA/PBSE/Graphene/Cu 

immunoelectrode: 

The electrochemical response studies (Fig.6(b)) were conducted on BSA/anti-CEA/ 

PBSE/Graphene/Cu immunoelectrode as a function of carcinoembryonic antigen (CEA) 

concentrations (1-100 ng mL
-1

) in phosphate buffer saline (PBS, 50 mM, pH 7.4, 0.9% NaCl) 

using EIS. The magnitude of RCT was found to be increased after addition of CEA which may be 
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attributed to the formation of electrically insulating immunocomplex, produced from the specific 

antigen-antibody interaction (CEA - anti-CEA immunocomplex) blocking electron transfer. 

Fig.6(c),(d) show the calibration curves obtained between RCT and CEA concentrations, 

revealing linearity from 1-25 ng mL
-1

 having sensitivity of 563.4 Ω ng
-1 

mL cm
-2

 with a 

correlation coefficient of 0.996. Detection limit of the biosensor has been calculated using 

equation (S1) and LOD is found to be 0.23 ng mL
-1

. 

 

Fig.6. (a) Electrochemical impedance spectra of Cu, Graphene/Cu, PBSE/Graphene/Cu, anti-CEA/ 

PBSE/Graphene/Cu. (b) Electrochemical response studies of BSA/anti-CEA/PBSE/Graphene/Cu 

bioelectrode obtained as a function of CEA concentrations (1-100 ng mL
-1

) and (c) RCT with 
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respect to CEA concentrations (d) calibration plot between RCT recorded at various CEA 

concentrations. 

3.7. Reproducibility, selectivity and stability studies: 

The reproducibility of the BSA/anti-CEA/PBSE/Graphene/Cu immunoelectrode was 

investigated by measuring the EIS response in the presence of CEA (25 ng mL
-1

) on four 

independently fabricated immunoelectrodes under identical conditions (Fig. 7(a)). The 

reproducibility is evaluated in terms of relative standard deviation (RSD). An average RCT of 

1850.1 Ω with a RSD of 3.20 % has been found (Fig. 6(b)), which is within the acceptable error 

range under the tested conditions, suggesting a good reproducible assay. 

The selectivity of the fabricated sensor has been examined by monitoring the RCT 

responses of immunoelectrodes in presence of different interferents present in blood serum such 

as KCl (8.38 mM), CYFRA-21-1 (2.0 ng mL
-1

) and CTnI (10.0 ng mL
-1

) as shown in Fig 7(c). 

Upon addition of 1.0 ng mL
-1

 CEA, the significant change in the RCT value of immunoelectrode 

was found. However, upon successive addition of the KCl, CYFRA-21-1 and CTnI interferents, 

no prominent changes in RCT values have been observed. This indicates that the BSA/anti-

CEA/PBSE/Graphene/Cu immunoelectrode specifically interacts with CEA and the response is 

not affected due to the presence of other potential interferents. 
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Fig.7. (a), (b) EIS responses of four independently fabricated BSA/anti-CEA/PBSE/Graphene/Cu 

electrodes in presence of 25.0 ng mL
-1

 CEA and their RCT values, respectively, (c) and (d) 
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Selectivity study of BSA/anti-CEA/PBSE/Graphene/Cu electrode in presence of different 

interferents such as: KCl, CYFRA-21-1 and CTnI (e) Storage stability of BSA/anti-

CEA/PBSE/Graphene/Cu electrodes at regular interval of 5 days till 35 days. 

The storage stability of the BSA/anti-CEA/PBSE/Graphene/Cu immunoelectrode has also 

been monitored by measuring EIS response in presence of 25.0 ng mL
-1

 CEA with a regular 

interval of 5 days (Fig. 7(e)). The immunoelectrode retains its activity upto 30 days with the 

decrement in RCT of 6.13% when stored in refrigerated conditions at 4 ºC. After 35 days, 12.37 

% decrement in RCT values was found, this indicates that the storage stability of the fabricated 

immunoelectrodes is 30 days. 

Table1. Comparison of sensing behavior of proposed bioelectrode with the other reported works. 

S.N

o. 

Substrate Materials Fabrication 

Method 

Detection 

Method 

Linear Range Detection 

Limit 

Referen

ce 

1 GCE MWCNT, 

Chitosan, 

Glutaraldeh

yde, 

THAMP, 

Ferroceneca

rboxylic 

acid, 

Dopamine, 

AuNPs, 

HRP 

Drop cost CV, EIS 0.01 – 80 ng 

mL
-1

 

0.002 ng 

mL
-1

 

(Feng et 

al. 2015) 

2 Si/SiO2 HRP, 

AuNPs, 

Carboxylic 

magnetic 

beads, 

Graphene, 

Hexacyanof

errate 

Drop cost EIS 5-60 ng mL
-1

 5.0 ng mL
-1

 (Jin et 

al. 2014) 

3 GCE AuNPs, 

MWCNTs,

Chitosan  

Drop cost CV, EIS, 

DPV 

0.3-2.5 ng mL
-

1
 and 2.5-20 ng 

mL
-1

 

0.01 ng mL
-

1
 

(Huang 

et al. 

2010) 

4 GCE AuNPs, Dip coating CV, EIS, 1 fg mL
-1

 – 10 0.015 fg (Liu and 
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PATP, 

hexacyanofe

rrates 

DPV ng mL
-1

 mL
-1

 Ma 

2013) 

5 Cu film Graphene Dip Coating EIS 1.0 – 25.0 ng 

mL
-1

  

 

0.23 ng mL
-

1
 

Present 

Work 

The comparison of present work with the other reports (shown in Table-1) suggests that 

our biosensor is highly sensitive, selective and linear in the physiological range. 

4. Conclusions 

In the present study, we have fabricated anti-CEA/PBSE/Graphene/Cu immunosensing 

platform for sensitive and specific detection of cancer related biomarker CEA using EIS 

technique. Graphene has been synthesized on Cu film using CVD technique and anti-CEA has 

been immobilized over it using PBSE as a linker. The EIS studies of the fabricated electrodes 

reveal the sensitivity of 563.4 Ω ng
-1 

mL cm
-2 

with detection limit of 0.23 ng mL
-1

, which meets 

the requirements of clinical diagnosis of cancer. Due to high sensitivity, specificity, ease of 

fabrication, and short analysis time this biosensor could be applied as potential candidate for 

clinical diagnosis of cancer at its early stage. It would be interesting to utilize this bioelectrode 

equipped with specific recognition elements for detection of other biomolecules too. 
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Abstract 

This paper presents output voltage estimation of RC low pass filter (LPF). For this, extended 

Kalman filter (EKF) has been used on stochastic model of RC LPF. At first, deterministic model of 

RC low pass circuit has been derived and it is transformed into stochastic model by adding white 

Gaussian noise to input source and circuit elements. Thereafter, EKF is applied for output voltage 

estimation. MATLAB simulation results show that estimated output of RC circuit using noisy 

input gives approximately same output as PSPICE simulated output (actual output). 

 
Keywords: RC LPF; EKF; stochastic parameter estimation 

 

 
1. INTRODUCTION 

 

RC circuit is an important circuit component in different electronic circuits. Jiang [1] used 

RC low pass circuits in class D amplifier for loop stability. Farajollahiet al. [2] proposed a RC 

circuit based transmission line model for prediction of polymer based electrode and actuators 

behavior. It is also used in resistance switching interface circuit [3]. Besides these it is also used in 

CMOS bulk lowpass analogue filter [4], flexible voltage controlled oscillators [5], flyback inverter 

[6], Chebyshev ladder active RC band pass filter [7], wireless receiver [8] etc.  

Stochastic modelling is an approach for optimization problems by including uncertainty. As 

electronic circuits are affected by different types of noise, the stochastic modelling helps to study the 

effect of random fluctuations of individual circuit elements and voltage sources. Stochastic 

modelling of nonlinear rectifier circuit is given in [9]. Bonnin [10] presented the amplitude and 

phase description for nonlinear oscillator under white Gaussian noise. Tao et al. [11] proposed a 

stochastic approach to accelerate the design of lithium ion battery capacity fading dynamics model. 

Li-ion battery. Djurhuuset al. [12] analyzed the stochastic resonance of bistable electrical circuit. 

Rawat et al.[13] proposed stochastic modelling of linear RLC circuit. 

EKF is broadly used for parameter estimation of nonlinear systems in different applications. 

Stojanovic and Nedic [14] presented a EKF based joint state and parameter estimation of stochastic 

nonlinear system with time varying parameters. Chatziset al. [15] proposed stochastic parameter 

estimation of radar tracking using continuous-discrete EKF. In [16], Liu et al. studied the stochastic 

stability condition for EKF. In [17], Baccoucheet al. proposed online state of charge estimation of 

aLi-ion battery using EKF. Yin et al. [18] studied the effect of observability properties of non-

smooth systems in the convergence of EKF and Unscented Kalman Filter (UKF). 

This paper is organized as follows: Deterministic and stochastic model of RC low pass filter circuit 

has been derived in Section 2. Brief introduction to EKF is presented in section 3. Implementation   

of EKF in RC circuit stochastic model is given in Section 4. Simulation results are given in section 

5. Section 6 concludes the paper. 
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2. State Space Model of RC Circuit 
 

2. A. Deterministic Model of RC circuit 

Fig. 1 (a) shows the second order RC low pass circuit havinginput voltage source )(1 tu , resistors 

1R , 2R  and capacitors 1C  , 2C .  
1CV and 

2CV are the capacitor voltages.   

+

-

+

- -

+

1CV
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Fig. 1.  RC low pass filter 

 
Applying Kirchhoff’s law to the circuit in Fig 1, we have 
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Or, (1) and (2) can be written as 
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 Where, y is the measured output.  Above equations can be represented in following matrix 

notation as 
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I. 2. B. Stochastic model of RC circuit 
White Gaussian noise has been added to input source and elements of the RC circuit to convert 
deterministic ordinary differential equation into stochastic differential equation. The correlated 
process i.e. colored noise is added to circuit elements as 

njtwkAA jjjj  1,)(  

 Where

jA  is the noisy circuit element, jA  is circuit element, jk   is the constant that denotes the 

intensity of noise, )(twj  is the zero-mean correlated process and 1u is input to the circuit. 

)(1111 twkRR 
 

(9) 

)(2222 twkRR 
 

(10) 

)(3311 twkCC 
 (11) 

)(4422 twkCC 
 

(12) 

)()()( 5511 twktutu 
 (13) 

 

The correlated process )(twj  is mathematically represented by stochastic differential equation 

(SDE) in terms of white Gaussian noise. 

)()()( tdBdttwtdw jjjjjj    (14) 

Where, )(tB j  is the Brownian motion process. )(tB j  is continuously differentiable, therefore 

equation (14) becomes 
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Where, )()( tB
dt

d
tN jj  and defined as white Gaussian noise. Substituting  (9) -  (13) into (3) 

to (5), we get 
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To convert (16) and (17) into stochastic differential equation (SDE), we multiply these equations 

by dt , therefore get 
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Combining (14), (18) and (19), we have 
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The discrete time state space matrix is obtained by using Euler-Maruyama method. Therefore, the 
discrete version of A and B are  
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)(  respectively.  

The discrete state space model of above SDE becomes 

)()()()()()1( kBkKkzkXkAkX   (26) 
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3. EXTENDED KALMAN FILTER 
 
EKF, an extension of KF, is used for nonlinear state estimation.  
   In general, nonlinear discrete time system is defined as 

)1())1(),1(()(  kwkukXfkX  (33) 

)1())1(),1(()1(  kvkukXgkY  (34) 

where (.)f  and (.)g  are the nonlinear functions of input and previous state. )(ku  and )(kY   

are the control input and measured output respectively. )(kw   and )(kv  are the process and 

measurement noise (white Gaussian noise) with zero mean and covariance  )(kR  and )(kQ .  

Linear state space equation are obtained from (33)-(34) by applying partial derivatives of function f 

and g with respect to )(kx  and )(ku  to get Jacobian matrix. 
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    The transformed equations are 
 

)1()1()1()1()1()(  kwkukBkXkAkX  (35) 

)1()1()1()1()1()1(  kvkukDkXkCkY  (36) 

 

Where 

)(

))1(),1((
)1(

kXP

kukXf
kA




 ,

)1(

))1(),1((
)1(






ku

kukXf
kB

)1(

))1(),1((
)1(






kx

kukXg
kC  , 

)1(

))1(),1((
)1(






ku

kukXg
kD  

3. A. EKF general steps: 
Estimation through EKF algorithm broadly consists of two steps 

 Time update 
 Measurement update  

At first states )1( kX  are initiated to some value )1(ˆ 0 kX with error covariance )1(ˆ 0 kP .   

 
1. Time update: 

 
1 (a). State estimation time update: 

)1()1()1()1(ˆ)1()(ˆ   kQkukBkXkAkX  
      (37) 

Where )(ˆ kX 
is the priori and posteriori state estimate at the time 1k and k respectively. 

Superscript “–” and “+” represent priori and posteriori values that are approximated before and 
after measurement. 
 
1(b).Error covariance time update: 

)1()1()1()1()(   kQkAkPkAkP T
       (38) 

Where )(kP
and )1(  kP are the priori and posteriori error covariance time k  and 1k  

respectively. 
1(c).Output state prediction: 

)1()1(ˆ)1()1(ˆ   kRkXkCkY  
(39) 

2. Measurement update 
2(a).Calculation of Kalman gain: 

1
1])1()()1()[1()( 


  k
TT

k QkCkPkCkCkPK        (40) 

Where kK is the Kalman gain. 

2(b).State estimate measurement update: 

 )(ˆ)1()1()(ˆ)(ˆ kXkCkYKkXkX k
        (41) 

Where, )(ˆ kX 
is the posteriori estimated state, )(ˆ kX 

is the priori estimated state and )(kY is 

the real time measured output.  
2(c).Error covariance measurement update: 

)()]1([)( kPkCKIkP k
         (42) 

 

In this step, posteriori error covariance, )(kP
, is estimated. These steps are repeated until we 

get best approximated output. 
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3. B. Applying EKF in RC circuit: 
For applying EKF to RC circuit equations (26) and (27) are modelled as  
 

)1()1()1()1()1()1()(  kwkBkKkzkXkAkX  (43) 

)1()1()1()1(  kvkXkCkY  (44) 

Where stochastic differential equation (26) and (27) are added with process noise )(kw  and 

measurement noise )(kv . After that, step-1 (time update) followed by step 2 (measurement 

update) from equation (37) - (42) is applied to get best estimated output.  
 
 

4. SIMULATION RESULTS 
 

Output voltage estimation of RC LPF has been done by applying EKF using stochastic 

model of the circuit. RC circuit element values are  MR 11  ,  MR 12 , uFC 11  , 

uFC 12  ,  1j  and 1j . Estimated output voltage is compared to simulated PSPICE 

data, which shows that estimated output through EKF is immune to white Gaussian noise. Fig. 2(a) 

gives comparison of EKF estimated output to simulated output when resistance 1R   is affected by 

white Gaussian noise. Similarly, Fig. 2(b), Fig. 2(c), Fig. 2(d), Fig. 2(e) gives comparison of 

simulated output and circuit elements resistance 2R , capacitance 1R , capacitance 1R , input source 

modelled by zero mean correlated process. Table I shows the SNR for different circuit elements 

modelled by different noise intensity. It shows that SNR is least when input source is affected by 

white Gaussian noise as compared to other circuit elements added with zero mean correlated 

process.    

 

Table I. Signal to Noise Ratio For Different Circuit Element Modelled By White 
Gaussian Noise 

S. No. Circuit element intensity of noise SNR (dB) 
1. 11 k  56.22 

2. 12 k  58.39 

3. 13 k  62.46 

4. 14 k  65.95 

5. 15 k  50.64 
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Fig. 2(a). RC LPF PSPICE simulated and stochastic estimated output for 11 k  and 

other k’s are zero. 

 
Fig. 2(b). RC LPF PSPICE simulated and stochastic estimated output for  12 k  

and other k’s are zero. 

 

Fig. 2(d). RC LPF PSPICE simulated and stochastic estimated output for 13 k  and 

other k’s are zero. 
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Fig. 2(e). RC LPF PSPICE simulated and stochastic estimated output for 14 k  and 

other k’s are zero. 

 

Fig. 2(c). RC LPF PSPICE simulated and stochastic estimated output for 15 k  and 

other k’s are zero. 
 

5. CONCLUSION 
 

Output voltage of RC LPF is estimated using EKF when input source and circuit elements are 
added with white Gaussian noise. MATLAB and PSPICE simulation results show that EKF work 
effectively in case of stochastic modelled RC circuit. SNR is computed for each case when either 
any of the circuit element is affected by white Gaussian noise. The advantage of the proposed 
method is that it gives good estimation as EKF is a stochastic approach of parameter estimation. 
Also, it requires small computations and easy to implement. Further, it can be used for real time 
implementation. 
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Abstract—This paper examines the reliability issues of 
In2O5Sn (ITO) gate electrode (Transparent Gate) Recessed 
Channel (TGRC) MOSFET by considering the influence of 
interface trap charges polarity and density present at the 
Si/SiO2 interface. The reliability of TGRC MOSFET is 
observed in terms of Linearity and distortion FOMs such as 
gm, gm3, VIP3. IIP3, HD3. IMD3. Results so obtained revealed 
that the existence of interface trap charges alter the flat band 
voltage and thus the threshold voltage; thereby modifying the 
linearity performance of the device. Moreover, it is also 
observed that as trap charge density increases, performance 
escalates considerably. It is found that with positive trap 
density of 3e12 cm-2, VIP3, IIP3 degrades owing to high 
distortions (gm3). Thus, results signify that TGRC MOSFET is 
more reliable to negative trap charges at the Si/SiO2 interface 
as compared to positive trap charges. 

Keywords—Interface trap charges, ITO, Temperature, 
TGRC-MOSFET. 

I.  INTRODUCTION  
Trapping of the charges is an important reliability issue 

for Si-based transistor technology [1]. Traps are created 
during the fabrication at Si/SiO2 interface. Interface trap 
charges are prompted due to, radiation tempted damage [2], 
stress tempted damage, process tempted damage, and hot 
carrier tempted damage [3]. These traps either charged 
(positive or negative) or neutral which hinder the device 
performance. Sometimes traps charges may improve the 
device performance (in the case of donor trap charges) only 
when the device is reliable for these defects. Mostly, devices 
are fails when the density of trap charges is increased (more 
defects are created). To reduce this failure mechanism (due 
to induced trap charges), there is need some engineering 
schemes in MOSFET devices. Recessed Channel (RC) 
MOSFET is most promising for extending the scaling limit 
of conventional CMOS technology due to tremendous gate 
controllability, lessened SCEs, and ease of fabrication 
feasibility of RC MOSFET [4]. Though in RC-MOSFET, 
the efficiency of carrier transport, and current driving 
capability both are limited owing to high-density field lines 
owing to two potential barriers which are created at the two 
corners [5]. Thus carriers required additional energy to cross 
these barriers and hence results in low current driving 
capability. Therefore, there is a necessity of incorporating 
some device engineering schemes onto RC MOSFET. 
Hence, gate -metal engineering scheme is incorporated by  

 
 

Fig. 1: Device design of TGRC MOSFET (3D device) with interface traps 
charges. Here, Lgap is the length of Nano-gap cavity (8 nm), tox = 2 nm, 
and LG = 30 nm. Doping of the source region and drain regions are high 
with  5×1019 cm-3 (an  n-type impurity) and the  doping of the substrate is 
1×1017 cm-3  (with a p-type impurity). NJD=10 nm, Vgs = 0.7 V and Vds = 
0.2 V have been taken in to account. 

introducing In2O5Sn (ITO) as a gate material which has the 
highest conductivity and transparency as well. ITO needs 
low deposition temperature [6, 7], has a high concentration 
(1021 cm-3), the resistivity is very low (10-5 -cm), and the 
Hall mobility (53.5 cm2 V-1s-1) is very high [8]. In addition, 
shrinking the device size is the chief reason towards the 
reduction of the circuit, portability and low cost [9]. To 
overcome such problems and to improve the linearity, a new 
device called TGRC-MOSFET [10] was proposed where 
In2O5Sn is used as a gate electrode. 

The reliability issues of TGRC-MOSFET have been 
examined in this work by analyzing the influence of 
interface trap charge density present at the Si/SiO2 interface. 
However many research publications have been reported on 
linearity analysis and temperature analysis of RC-MOSFET 
[11], the influence of ITCs density on RC-MOSFET with 
gate engineering scheme (transparent gate) has been 
sightseen for the first time in this paper. 



II. SIMULATION METHODOLOGY AND CALIBRATION 

 
Fig. 2. Calibrated transfer characteristics of recessed channel MOSFET (36 
nm gate length) with experimental and simulation data. 

ATLAS is a powerful simulation tool which is used for 
the extracting of reliability results and all figure of merits 
(FOMs) [12].  Various simulation models have been used 
such as Lombardi CVT model is used to consider all the 
mobilities such as scattering mechanism which is caused by 
the parallel and perpendicular field applied on the device. 
For carrier generation-recombination, we have used 
Shockley-Read-Hall (SRH) Recombination. Fermi-Dirac 
statistics is used in case of very highly doped material. In 
order to consider the information about the low energy 
(temperature) of the carriers, we have used Energy balance 
transport (EBT) model [12]. The calibration of Pphysical 
Model parameters of the simulated device with the 
experimental results by Joerg Appenzeller et al. in 2002 [13] 
shown in Fig. 2. So as to validate the simulations results, the 
statistics has been drawn-out [13] for 36 nm groove 
MOSFET and then plotted as evident in Fig. 2. It is detected 
from the Fig. 2 that simulated results almost matched with 
the experimental results in sub-40 nm groove MOSFET thus 
validating the simulation models.  
 

III.  SIMULATION RESULTS AND DISCUSSION 
   

The influence of ITCs polarity and density is observed 
on TGRC MOSFET.  It is observed From Fig. 3(a-b) that, in 
the presence of positive trap charges, drain current enhances 
significantly due to the more (low) control of gate bias 
voltage.  

 
(a) 

 
(b) 

Fig. 3 (a) Transfer characteristics w.r.t. source voltage (Vgs), (b) Output 
characteristics w.r.t. source voltage (Vds) for TGRC MOSFET. 

Drain current further increases (decreases) with an 
increase in positive (negative) trap charge density as shown 
in Fig 3(a-b). It is found that input and output characteristics 
are more prone to positive charges in comparison to 
negative charges. Fig. 4(a-b) reflects the effect of trap 
charges polarity / density on linearity FOMs. Fig. 4(a) 
shows that the transconductance (gm) is high (low) for 
positive (negative) traps owing to reduced (enhanced) flat 
band voltage due to more (low) gate bias. 

 
       (a) 

 

 
          (b) 

Fig. 4 Impact of interface trap charges for TGRC MOSFET on (a) 
transconductance (gm1) and (b) gm3. 



 
(a) 

 

 
                                                    (b) 
Fig. 5 Impact of interface trap charges for TGRC MOSFET on (a) VIP3 
and (b) IIP3. 
 

To assure higher linearity, higher order transconductance 
coefficient (gm3) must be minimal because gm3 decides the dc 
bias point for optimal operation of the device and regulates 
the limits on the distortion. It is apparent from Fig. 4(b) that 
in the existence of positive (negative) trap charges, gm3 peak 
reduces (enhances) appreciably and the effect of density 
variation is more (less) observed for positive (negative) trap 
charge density. Thus, signifies that TGRC MOSFET is less 
prone to negative trap density. 

 

From the dc parameters, VIP3 is used to evaluate the 
distortion characteristics. Higher VIP3 and IIP3 but lower 
IMD3 and HD3 are required for lower distortion. The device 
linearity FOMs are evaluated from Eq. 1 to 4 [11]. The peak 
amplitude of VIP3 and IIP3 is higher for higher trap density 
as compared to lower trap density, and it is also found that 
in the presence of positive trap charges, linearity 
performance improves owing to improved current driving 
capability but more reliable for negative trap charges as 
shown in Fig. 5(a) and (b). In addition, IMD3 is also 
analyzed considering the influence of both interface trap 
density and polarity. Integral function method (IFM) is used 
for the calculation of the distortion since this approach 
authorizations for the extraction of distortion from DC 
measurements deprived of an AC characterization, 
dissimilar to Fourier-based methods [14] as shown in Eq. 4 
and 5. Fig. 6(a) reveals that IMD3 reduces in TGRC- 

 
             (a) 

 

         
                                                         (b) 
Fig. 6 Impact of interface trap charges for TGRC MOSFET on (a) IMD3, 
and (b) HD3. 
 
MOSFET owing to the reduced gm3 value in comparison to 
VIP3 which dominates the value of IMD3 (Fig. 4(b)). 
Meanwhile, it is also observed that TGRC shows reduced 
(increase) HD3 when positive (negative) trap charges are 
considered with high density and exhibit the very little 
effect of traps charges as shown in Fig. 6(b). TGRC exhibits 
improved linearity and distortion-less performance in the 
presence of negative trap charge density. Thus, TGRC is 
more reliable for negative traps as compared to positive 
traps. 
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where RS=50  for analog and RF applications. Va is the 
amplitude of AC signal and considered about 50mV (which 
is minuscule) for IFM analysis. 
 
 

IV.  CONCLUSION 
This work examines the reliability of ITCs (present at 

the interface of Si/SiO2) density variation with different 
polarity (acceptor and donor) on TGRC-MOSFET at room 
temperature. The results are obtained in terms of linearity 
performance and intermodulation distortions. The proposed 
device structure (TGRC-MOSFET) reflects the better 
reliability in the presence of negative ITCs as compared to 
positive ITCs. On the basis of obtained results, it is found 
that TGRC-MOSFET is more reliable when defects are 
created even though the density of defects is increased. 
Thus, TGRC-MOSFET is a promising candidate for high 
linearity and low distortion applications. 
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Abstract 

Green fuels are getting greater attention day by day due to increase in energy demands and environmental problems. In the current study, 
Chlorella minutissima and Scenedesmus sp., were cultivated in BBM medium. The impact of various nitrogen (Sodium Nitrate, Potassium 
Nitrate, Yeast Extract, Glycine and Urea) and carbon (Glucose, Glycerol, Fructose, Maltose, Starch, Sodium acetate and Sucrose) sources was 
seen on lipid productivity and FAME analysis. The lipid content was analyzed utilizing Folch strategy by changing the solvent system and 
amongst the six solvent systems used, Chloroform: Methanol (2:1) was seen demonstrating the best outcomes and was further utilized for 
extraction. Maximum lipid content and productivity was found in Potassium nitrate nitrogen source (50.08%, 1350.96mg/L/day) for Chlorella 
minutissima and Urea as a nitrogen source (79.05 %, 4027.31 mg/L/day) for Scenedesmus sp. Among organic carbon sources, the maximum 
lipid content and productivity was found in Glucose (36.79% and 2577.27mg/L/day respectively) for Chlorella minutissima and Maltose as a 
carbon source (27.4%, 1690.18 mg/L/day respectively) for Scenedesmus sp. Further, it was observed both the algae contained fatty acids from 
C: 16 to C: 18 which are essential for biodiesel production. 

 

Keywords: Biodiesel, Biomass growth,; Chlorella minutissima; Scenedesmus sp.; Lipid extraction; FAME analysis 

 

 

Introduction 

Microalgae utilises sunlight and fix CO2 during photosynthesis and produces biomass more efficiently and rapidly than terrestrial 

plants. They have been considered for biomass to energy production, based on their fast growth rate, biomass productivity and 

compatibility for the various kinds of biofuels. (Kumar L, et al., 2017). Power is backbone of each United States’s financial 

improvement and prosperity. India is the sector‘s 5th largest primary energy patron and fourth largest petroleum consumer after 

U.S.A, China and Japan (Sharma P. et al., 2015). With an outlook for slight to robust monetary boom and a growing population, 

growing infrastructural and socio-financial improvement will stimulate an boom in power intake throughout all main sectors of the 

Indian economic system (Muhit I.B, et al.,2014).Transportation is one of the fastest growing sectors the usage of 27% of the 

primary electricity (Antoni D,et al.,2007). At the present notable rates of utilization, the world fossil oil holds are probably going to 

be depleted in below forty five years (BP Statistical overview of the world vitality, 2008). In this way, the growing energy (gas) 

emergency and ecological debasement have represented an intense problem to our doable improvement and survival. So 

attention has now moved to the choice powers like biodiesel, bio-ethanol and biogas. Biodiesel is synthesis of unsaturated fat of 

ethyl or methyl ester produced the usage of virgin or utilized vegetable oil (either palatable or non-consumable).  

The most of the biodiesel manufacturing are primarily based on fit to be eaten oil like soybean oil, rapeseed oil, canola oil  or 

sunflower oil in developed countries (Sharma P. et al., 2015). In India, the palatable oil request is better than its actual 

technology. So there's no chance of occupying this oil for generation of bio diesel. The precept item warm spots for bio diesel 

can be non-consumable oils obtained from vegetation that may supplant the neighborhood oil makers. There are numerous 

species, which bear seeds wealthy in oil content and out of those some encouraging tree species had been distinguished. 

Those are Jatropha curcas (Ratanjyot), Pongamia pinnata (Karanja), Calophyllum inophyllum (Nagchampa or Polanga), Mahua, 

Castor, Seemarouba and etc (Sharma P. et al., 2015).  

Utilizing the ebb and waft yields, mammoth measures of land and crisp water might be expected to create sufficient oil to 

absolutely supplant petroleum spinoff use. It’d require double the land vicinity of America to be dedicated to soybean 

technology, or sixty six% to be devoted to rapeseed advent, to meet modern US warming and transportation needs. Microalgae 

are an emerging source for biodiesel manufacturing in recent years as because of higher biomass and lipid productiveness, and 

the dearth of opposition with meals plants for agriculture lands and sparkling water resources as they may be develop on non-

arable land using saline or waste water (Abdelazi A.E. et al., 2013; Amaro H.M. et al., 2011; Leite G.B. et al., 2013). Microalgae 
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are photoautotrophic sunlight-driven mobile factories which can convert carbon dioxide to diverse merchandise along with lipids, 

carbohydrates, proteins, fatty acids, nutrients, antibiotics, and antioxidants (Chisti Y. 2007).  

The lipid content has been elevated in many microalgae as a response to excessive way of life conditions which include CO2, 

nitrogen awareness and mild depth (Yoo et al., 2010). For the fast accumulation of lipid, microalgae had been cultured in 

increase-restricting environment such as nitrogen depletion, (Illman AM.et al., 2000; Takagi M. et al., 2000; Li Y. et al., 2008), 

high mild depth (Khotimchenko et al., 2005), low temperature (Renaud SM. et al., 2002), excessive salt awareness (Takagi M. 

et al., 2006) and high iron awareness (Liu ZY. et al., 2008).  It has been seen that carbon and nitrogen source changes highly 

influence the biomass and lipid technology of microalgae.  

Various carbon sources including Glucose, Sucrose, Fructose, Starch, Maltose, Sodium Acetate and Glycerol and nitrogen 

sources such as Urea, Yeast Extract, Glycine, Potassium Nitrate, Sodium Nitrate, and Malt Extract had been used. The growth 

of these resources was recorded by taking absorbance at 680nm on alternate days and additionally through recording dry cell 

weight on alternate days. The biomass content, lipid content and productivity were additionally calculated for each source. 

Eventually FAME evaluation confirmed how much percent of fatty acids are present in each alga using various unique carbon 

and nitrogen sources. 

 

Materials and methods 

1. Micro algal strain and culture condition 

Pure cultures of Chlorella minutissima, Scenedesmus sp., were collected from IARI, New Delhi and The Energy and Resources 

Institute (TERI), Delhi (India) respectively. These species after collection were sub cultured on BBM agar media plates under 

laboratory conditions (with initial pH of 6.8) and at 25 ˚Celsius under (~ 1935 lux) light intensity and 12/12 light dark cyc le. All the 

strains were transferred from agar plates to the medium and incubated under the same conditions of temperature and light in 5L 

culture flasks. Liquid cultures were used as the inoculums for the designed experiments. Chlorella minutissima showed better 

biomass production in 24 hours of illumination of white light of 20 W tube light and shaking periods of 2 hours in Erlenmeyer flasks 

(Saxena G, 2016) 

2. Carbon sources and concentration 

The effect at single carbon concentration (0.5g/L) was seen using several sources of carbon in culturing Chlorella minutissima and 

Scenedesmus sp. The carbon sources used were Glucose, Fructose, Sucrose, Maltose, Glycerol, Sodium acetate, and Starch. This 

was done in order to investigate their effect on lipid content and productivity because the inclusion of carbon sources in BBM media 

showed an increase in lipid production. As there is no carbon sources present in the BBM media the addition of these sources is an 

added benefit for higher biomass and thus lipid production. The growth and lipid productivity of these species under different carbon 

sources was recorded and compared. 

3. Nitrogen sources and concentration 

The effect at single nitrogen concentration (0.25g/L) was seen with several sources of nitrogen such as Yeast extract, Malt extract, 

Urea, Glycine, Sodium nitrate and Potassium nitrate along with Glucose (0.5g/L) in order to investigate the effect of nitrogen 

sources on the lipid production of Chlorella and Scenedesmus sp. The lipid content and productivity of these species under different 

nitrogen sources was recorded and compared 

4. Assessment of combination of solvent systems using Folch method 

Lipid was extracted by using Folch method (Folch et al. 1957). As per this method, a weighed amount of biomass i.e. around 

250 mg was taken and 5 ml chloroform/methanol (2:1 v/v) was added and vortex for 30 s. This was followed by keeping the 

mixture for 15–20 min at room temperature. The mixture was then centrifuged at 4000 rpm for 10 min to isolate cell trash from 

supernatant. This supernatant was washed by 0.9 % NaCl arrangement/water and vortex for few moments. Then this mixture 

was centrifuged at 3000 rpm for 5 min. Lower chloroform layer with lipid was evacuated deliberately and gathered in 20 ml pre-

weighted glass vial. The biomass was re-extricated with 2.5 ml chloroform/methanol (1:1 v/v) until biomass became white. The 

supernatant was gathered in same vial. The supernatant was then air dried until consistent weight of lipid was attained. The lipid 

content was calculated gravimetrically. The standard solvent system was changed with different solvent systems such as:  

Dichloromethane: Methanol (Bligh and Dyer Method); Chloroform: Methanol (Folch method); Hexane: Isopropanol; 

Cyclohexane: Isopropanol; Hexane: Ethanol; Petroleum Ether. 

5. Kinetic parameter : 

The relationship developed between OD 680 and biomass (g/l) is given as follows: 

The maximum specific growth rate (μmax day
-1

) was calculated as follows: 

μmax ( day
-1

)= (lnX2-lnX1) / (t2-t1) 
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Where X1 and X2 were the dry biomass weight (g/l) at time t1 and t2 respectively. 

The doubling time (TD, days) was calculated as follows:  

TD (days) = ln(2)/μmax 

Lipid content (Clipid) = (Weight of lipid/ Weight of sample) x 100 

Lipid productivity (mg/l/day) = (Clipid x DCW)/ t 

Lipid yield (mg/L) = [Weight of lipid/Volume of sample] x 1000 

Biomass yield or Dry Cell Weight (mg/ L) = [weight of dry sample (mg)/ weight of culture (ml)] x 1000 

6. Sudan test 

After completion of extraction of lipid, it was also confirmed whether the extracted material is actually the desired lipid or not. For 

this conformation, Sudan test which uses Sudan IV dye was performed. This dye is not soluble in water however it is soluble in 

lipids. 100 ml stock solution of 1mg/ml concentration of Sudan dye was prepared. Lipid sample was prepared by dissolving the 

extracted lipid in ethanol for each case of above mentioned experiments. For confirmation of lipid, 5ml water is added in a test 

tube and then the lipid sample dissolved in ethanol was added in to it very slowly. Due to difference in chemical nature, two 

different phases were formed. Upper phase was lipid phase and lower phase was water. The 20 drops of Sudan IV dye were 

added slowly with the help of micropipette. The dye was absorbed by the lipid available in upper phase and rest of it was settled 

in the bottom of the test tubes. This retention or absorbance of dye by the upper phase confirmed that the extracted material 

was lipid. 

7. Fatty Acid Methyl Ester (FAME) analysis of potential lipid yielding algal biomass 

Based on the results of potential lipid yielding culture conditions experiment was set for FAME production and analysis. 

5-10ml of algae grown under various conditions is taken and centrifuged in order to obtain the biomass and remove all the 

media from it. 5-10ml of algae was harvested and was collected in screw cap glass tubes in accordance to the density of the 

material. 2% of Methanolic HCl was added to this algae and the tube caps were tightened properly. These glass tubes are 

incubated at 80 degree Celcius for 1 hr and 1 ml of 0.9% NaCl in water is added to it. Followed by vortexing the mixture 2 ml of 

Hexane was added to it. After vortexing the tube is spun at 2000 rpm for 2 minutes for phase separation. After phase separation 

the upper phase (hexane) is pipetted out in new tube. It is further dried under nitrogen flow and 50 μl of Hexane is added to  it. 

For FAME analysis only 1 µL of sample is injected in the GC. 

Once the analysis is done all the fatty acids composition is calculated and tabulated in order to find out the percentage of MUFA, 

PUFA and Saturated fatty acids. 

 

Result and discussion 

Growth curve  

Potential of microalgae for the production of high and low value commercial products is very huge but effect of environmental 

conditions on productivity is a great hurdle. The environmental stress affects the biomass productivity as well as final productivity of 

the commercial product. So identification of potential culture conditions is primary requirement of algal cultivation. All the microalgae 

species Chlorella minutissima and Scenedesmus sp were cultured in BBM media and nitrogen source (NaNO3) was replaced with 

other nitrogen sources and also different carbon sources were added externally. The cultures in different sources were grown in 

250 ml flasks for 2 weeks and the results revealed that in some sources the algae had reached the exponential phase between 7-

11 days and in some sources the algae reached exponential phase after that.  

Chlorella minutissima 

Carbon Sources   

In case of carbon sources used in Chlorella minutiisma Maltose, Glucose, Sucrose and Fructose show a better growth than 

the control (no carbon source added to it) in which Maltose and Glucose show the best growth curve. Sodium acetate did 

show good results up-to 7 days but after that it started to decline. 
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Fig 1. Growth curve of Chlorella minutissima under Carbon sources 

Nitrogen sources 

In case of nitrogen sources, every component showed a better and increased growth than the control but Urea and Yeast 

extract continued to grow even after 14 days which indicate that they might prove to be better nitrogen source for the 

growth of Chlorella minutissima. Malt extract was also considered as a nitrogen source but it showed no growth after 3 

days, i.e the algae grew only for 3 days and after that it started to go in death phase. The experiment using Malt extract 

was repeated three times and still the algae did not grow after 3 days. 

 

 

Fig 2. Growth of Chlorella minutissima under various nitrogen sources 

 

Growth curve of Scenedesmus sp. 

Carbon Sources  

In case of carbon sources, all except Sodium acetate, Glycerol and Fructose showed a better and increased growth in 

Scenedesmus sp. than control (having no carbon source). But best growth was observed in Maltose, Glucose and Sucrose 

 

               Fig 3. Growth of Scenedesmus sp. under various carbon sources 
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.Nitrogen sources 

In case of nitrogen sources Urea and Yeast extract showed an increasing growth and tend to increase even after a time 

frame of 7 days. Malt extract was also considered as a nitrogen source but it showed no growth after 3 days, i.e the 

algae grew only for 3 days and after that it started to go in death phase. The experiment using Malt extract was repeated 

three times and still the algae did not grow after 3 days 

 

 
              Fig 4. Growth of Scenedesmus sp. under various nitrogen species 

 

Lipid yield and productivity 

Firstly the lipid productivity for Chlorella minutissima and Scenedesmus sp. was checked for the best solvent and the 

further lipid extraction was done accordingly. 

 

Table 1: lipid productivity for Chlorella minutissima and Scenedesmus sp.(Dry biomass) 

Solvent 

System 

Lipid Content (%) of 

Chlorella sp. 

Lipid Content,(%) of 

Scenedesmus sp. 

S1 8.42 9.8 

S2 9.42 11.58 

S3 8.5 4.66 

S4 8.65 8.65 

S5 8.038 7.03 

S6 1.64 3.6 

 

Table 2: lipid productivity for Chlorella minutissima and Scenedesmus sp.(Wetbiomass) 

Solvent 

System 

Lipid Content (%) 

of Chlorella sp. 

Lipid Content,(%) 

of Scenedesmus 

sp. 

S1 7.4 8.9 

S2 12.08 12.8 

S3 11.28 7.6 

S4 12.01 11.2 

S5 11.09 10.4 

S6 1.8 3.8 

 

Looking at this data it can be seen that Chloroform:Methanol (2:1) is the most appropriate solvent system for lipid 

extraction both using dry and wet biomass . Though wet biomass shows better results but it poses problem of having high 

moisture content and the results are not accurate and due to this reason dry biomass is used for lipid extraction. 

 

 Chlorella minutissima 

Carbon Sources 
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Glucose shows the highest amount of lipid yield and productivity followed by Fructose and Sucrose for Chlorella 

minutissima. The lipid content calculated was 36.79% and lipid productivity was 2577.27mg/L/day. 

   

 

         Fig5. Lipid yield for Chlorella minutissima under various carbon sources 

 

 

Fig 6 Lipid productivity for Chlorella minutissima  under various carbon sources 

Nitrogen sources 

Urea showed best lipid productivity followed by Potassium nitrate and Sodium nitrate for Chlorella minutissima. The 

lipid productivity was 381.5 mg/L/day and potassium nitrate showed maximum lipid content 50.08 %. 

  

 

Fig 7 Lipid yield for Chlorella minutissima under various nitrogen sources 
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                  Fig 8 Lipid productivity for Chlorella minutissima under various nitrogen sources 

 

Scenedesmus sp. 

Carbon Sources 

Glucose and sucrose showed better lipid content and productivity for carbon sources in Scenedesmus sp. 

 

 
           Fig 9 Lipid yield for Scenedesmus sp. under various carbon sources 

 

 
       Fig 10 Lipid productivity for Scenedesmus sp. under various carbon sources 
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Nitrogen sources 

Urea showed maximum lipid productivity (4027.31 mg/L/day) and lipid content (79.05%). 

 
          Fig 11 Lipid yield for Scenedesmus sp. under various nitrogen sources 

 
    Fig 12 Lipid productivity for Scenedesmus sp. under various nitrogen sources 

 

Extraction Process 

Among the various combinations of solvent tested, combination of Chloroform: Methanol in the ratio of 2:1 was found most 

suitable for lipid extraction from Chlorella minutissima and Scenedesmus sp microalgae. The procedure of extracting lipid utilizes 

different volume of organic solvents.  So for easy comparison, the results were projected on using 5 ml of organic solvents. This 

extraction process via organic solvents was also combined with the best method of cell disruption i.e. sonication which helped in 

increasing the lipid yield.  These data are supported by the fact that nitrogen starvation condition results in more lipid 

accumulation (Converti et al. 2009; Chen et al. 2011; Feng et al. 2011; Kumari et al. 2011; Li et al. 2012). The selection of carbon 

and nitrogen sources depends upon various factors such as the target product, growth rate, and medium cost. However, nitrogen 

is the key factor in growth medium and also a limiting nutrient affecting the lipid productivity of various microalgae (Griffiths and 

Harrison 2009). Qiang Lin examined the effects of nitrogen source ((NH4)2CO3, urea, NaNO3, urea and NaNO3 mixture) and 

concentration on the ash free dry biomass (AFDB) and oil accumulation and productivity of a Scenedesmus rubescens and found 

that the microalgae nurtured with the mixture of urea-N and NaNO3-N had the highest AFDB productivity of 0.539 ± 0.040 g/L/d 

and the content of fatty acid methyl esters (FAME) (%) fed with (NH4)2CO3-N increased continuously for 17 days and reached 

42.94 ± 2.05% in the indoor photo-bioreactors (Qiang Lina, b et al., 2011). Muthu Arumugam also investigated the influence of 

different nitrogen source (potassium nitrate, sodium nitrate, urea, calcium nitrate, ammonium nitrate and ammonium chloride) of 

varying concentrations on biomass production of green algae Scenedesmus and found nitrate was the promising source for 

growth of Scenedesmus at low concentration (Arumugam, Muthu et al., 2013)  
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            Fig 13 Extraction of lipids 

 

Sudan Test 

The presence of brown and red color on the upper phase of the test tube showed the presence of lipids in the sample. 

 
 

Fig 14 Sudan Test for lipids 

Kinetic Parameters  

In the study of Dittamart et. al. (2014) the most suitable carbon source was found to be 0.05M glucose, giving a yield of 2.78 ± 0.86 

g./l of biomass and 233.68 ± 35.34 mg.L-1 of crude lipid (Dittamart, Doungpen et al., 2014). Gim et. al. (2014) also cultivated 

chlorella vulgaris in different organic carbon sources and observed glucose as better source for growth enhancement (Geun Ho 

Gim et al., 2013).  This is mainly due to that the glucose is a simple hexose monosaccharide, which is first catabolized glucose-6-

phosphate (important intermediate product for various metabolic precursors) and subsequently to pyruvate through anaerobic 

glycolysis process, and then entered into TCA cycle followed by mitochondrial oxidative phosphorylation for ATPs production (Geun 

Ho Gim et al., 2013; Droop MR et al., 1974; Neilson AH et al., 1974). 

 

                                                         Table 3. Kinetic Parameters of Chlorella minutissima 

Media 

Specific 

Growth 

Rate 

(day-1) 

Doubling 

Time 

(day) 

Lipid 

Content 

(%) 

Lipid 

Yield 

(mg/L) 

Volumetric 

Lipid 

Productivity 

(mg/L/d) 

Glucose 0.2801 2.47 36.79 360.83 2577.27 

Sucrose 0.2990 2.31 28.82 205 1463.98 

Fructose 0.2939 2.35 19.89 255.66 1802.29 

Glycerol 0.2995 2.31 8.21 130.75 933.25 

Sodium 

acetate 

0.2911 2.38 9.49 165.25 1179.30 

Starch 0.2769 2.50 20.45 261.33 1447.93 

KNo3 0.3022 2.29 50.08 189.16 1350.96 

NaNo3 0.2942 2.35 16.34 354.75 2532.50 

Urea 10.2761 2.51 31.78 381.5 2726.83 

Yeast 0.2983 2.32 22.08 232.41 1659.41 

Glycine 0.3220 2.15 15.56 340.15 1001.95 
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                                                          Table 4. Kinetic Parameters of Scenedesmus sp. 

Media 

Specific 

Growth 

Rate 

(day -1) 

Doubling 

Time 

(Days) 

Lipid 

Content 

(%) 

Lipid 

Yield 

(mg/L) 

Volumetric 

Lipid 

Productivity 

(mg/L/d) 

Glucose 0.2943 3.35 25.86 233.33 1666.58 

Sucrose 0.3183 2.17 27.4 226.66 1619.04 

Fructose 0.3152 2.19 21.28 154.16 1100.98 

Glycerol 0.2918 2.37 5.82 74.25 529.89 

Sodium 

acetate 

0.2910 2.38 19.18 82.5 589.1 

Starch 0.2794 2.48 18.34 78.24 1508.24 

KNo3 0.3203 2.16 28.78 199.16 1422.55 

NaNo3 0.2843 2.43 18.44 187.75 1340.41 

Urea 0.3158 2.19 79.05 566 4027.31 

Yeast 0.3259 2.12 17.48 96.58 689.62 

Glycine 0.2987 2.32 16.21 92.45 493.44 

 

Fame analysis  

The FAMEs were not measured from the samples of days 8 and 10 because within 6 days, all cultures reached the 

late exponential growth period or stationary growth period (Hsieh, C.-H et al., 2009) which is well known as the 

maximum lipid production period in the cells. 

The analysis of fatty acid from different Carbon and Nitrogen sources in algae species: Chlorella minutissima and 

Scenedesmus sp. by GC-MS showed that they contain various fatty acid methyl esters including Pentadecanoic acid, 

Octadecadienoic acid, Hexadecanoic acid, Octadecatrienoic acid in major concentration. Heptadecanoic acid and 

Methyl stearate are present in less concentration. Unsaturated fatty acid Octadecadienoic and Octadecatrienoic acid 

are the most important essential fatty acids as our body cannot synthesize these fatty acids. 

 

The GC-MS result of FAME sample of both algae are given in below figures.   

  
Fig 15 FAME analysis for Chlorella minutissima 
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Table 5: Percentage of Methylated fatty acids in C7 sample : Chlorella minutissima 

 

Fatty acid 

Common 

name of 

Fatty Acid 

Carbon 

number and 

bonds 

Relative 

%age 

Content of 

Fatty acid 

Pentadecanoic acid Pentadecylic 

acid 

C15:0 0.657 

Hexadecanoic acid Palmitic acid C16:0 27.285 

9-Hexadecanoic acid - C16:1 2.351 

7,10 hexadecadienoic acid - C16:2 2.301 

Heptadecanoic acid Margaric 

acid 

C17:0 0.592 

7,10,13-Hexadecatrienoic 

acid 

- C17:3 11.490 

Methyl stearate - C19:0 1.105 

9-Octadecenoic acid, 

methyl ester 

Oleic acid C18:1 11.886 

gamma.-Linolenic acid - C18:3 2.269 

9,12,15-Octadecatrienoic 

acid 

Alpha 

linolenic 

acid 

C18:3 32.238 

Total 92.174 

Saturated Fatty Acid Total 29.639 

Monounsaturated Fatty Acid (MUFA) Total 14.237 

Polyunsaturated Fatty Acid (PUFA) Total 48.298 

 

 

 

 
Fig 16.  FAME analysis for Scenedesmus sp. 

 

 

 

 

 

 

 

 



J. Algal Biomass Utln.  2018, 9(1): 72-85                                         Carbon and Nitrogen sources on Lipid productivity of  micro algae  

eISSN: 2229 – 6905 

83 
 

 

 

 

Table 6 : Percentage of Methylated fatty acids in S3 sample : Scenedesmus sp. 

Fatty acid 

Common 

name of 

Fatty acid 

Carbon 

number 

and bonds 

Relative %age 

Content of 

Fatty acid 

Pentadecanoic acid - C15:0 0.421 

Hexadecanoic acid Palmitic acid C16:0 24.330 

9,12-Octadecadienoic 

acid 

Linolenic acid C18:2 16.267 

Heptadecanoic acid Margaric acid C17:0 0.174 

7,10,13-Hexadecatrienoic 

acid 

Roughanic 

acid 

C16:3 8.627 

Methyl 4,7,10,13-

hexadecatetraenoate 

- C17:3 2.830 

Methyl stearate - C19:0 1.484 

9-Octadecenoic acid, 

methyl ester 

Oleic acid C18:1 19.469 

gamma.-Linolenic acid - C18:3 1.556 

9,12,15-Octadecatrienoic 

acid 

Alpha-linolenic 

acid 

C18:3 20.791 

Total 95.949 

Saturated Fatty Acid Total 26.409 

Monounsaturated Fatty Acid Total 19.469 

Polyunsaturated Fatty Acid Total 50.071 

 

Conclusion 

Several studies reviewed the effect of C/N ratios in alga-based biodiesel productivity (Xu, H et al., 2006; Yoo, C., et al., 

2010). However, the increase of oleic acid content to total FAMEs produced by microalgae in media having high C/N ratios 

has never been reported before this study, even though it was referred to indirectly by Piorreck and Pohl (Piorreck, M. and 

P. Pohl. 1984). On the other hand, the increase of oleic acid to total FAMEs in Chlorella vulgaris has already been reported 

as the response of temperature increase from 25˚C to 38˚C (Converti, A., A et al., 2009). It has been previously reported 

that the fatty acid composition produced by microalgae varies with their physiological status and culture conditions, even 

with extraction methods for recovery of fatty acids (Converti, A., et al., 2009; Hu, Q., et al., 2008; Mulbry, W et al., 2008; 

Piorreck, M. et al., 1984; Tran, H. L et al., 2009).  

Chloroform: Methanol (2:1) was seen to be the best extracting solvent for lipid extraction. Using this maximum lipid content 

and productivity was found in Potassium nitrate nitrogen source (50.08%, 1350.96mg/L/day) for Chlorella minutissima and 

Urea as a nitrogen source (79.05 %, 4027.31 mg/L/day) for Scenedesmus sp. Among organic carbon sources, the 

maximum lipid content and productivity was found in Glucose (36.79% and 2577.27mg/L/day respectively) for Chlorella 

minutissima and Maltose as a carbon source (27.4%, 1690.18 mg/L/day respectively) for Scenedesmus sp. Further it was 

observed both the algae contain Fatty acid from C: 16 to C: 18 which are essential for biodiesel production. 
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Abstract. In wireless communication system, various pa-
rameters such as average symbol/bit error probability 
(ASEP/ABEP), outage probability and average channel 
capacity, etc. are studied for its performance analysis. In 
this paper, the performance of L-Hoyt/Gamma (HG) com-
posite fading channel with Maximum Ratio Combining 
(MRC) employing micro-diversity is analyzed. Closed-form 
expressions for distribution function, moments, outage 
probability and channel capacity are derived in terms of 
hypergeometric functions. Further, the expressions of 
ASEP/ABEP for all formats of coherent and non-coherent 
modulation techniques involving Q-functions and Marcum 
Q-function are derived over the composite fading channel. 
Monte-Carlo simulations are performed to validate our 
analytical results. The analytical results produced here can 
be useful in several wireless applications where multipath 
and shadowing are characterized by Hoyt/Gamma distri-
bution. 

Keywords 
Wireless communication system, shadowing, 
composite fading, diversity combining, MRC, channel 
capacity 

1. Introduction 
Composite fading environments are frequently en-

countered in mobile radio propagation in which multipath 
fading is superimposed on shadowing [1]. Multipath fading 
is captured by several distributions like Rayleigh, Weibull, 
Nakagami-m and Hoyt. Hoyt distribution is commonly 
used to model the short-term fading characteristics of 
wireless communication systems with more severe fading 
conditions [2], [3]. Closed-form expressions for probability 
distribution function (PDF), moment generating function 
(MGF) and high-order moments of Hoyt distribution were 
obtained in [1], [4], and the expression for cumulative 
distribution function (CDF) was presented in [5]. The 
closed-form analysis for the outage probability of Hoyt 
fading channel under Rayleigh interference and Rayleigh 
fading channel under mixed Rayleigh and Hoyt interfer-
ence were evaluated in [6], [7]. 

In shadowed fading, large-scale signal variation can 
be described in the form of two distributions [2]. These 
statistical models are lognormal distribution and Gamma 
distribution. Shadowing has usually been modeled using 
lognormal distribution. However, using the lognormal PDF 
often leads to analytical complexities, because it is not 
possible to write the closed-form mathematical expressions 
for performance parameters of the system [2]. An alternate 
approach was adopted in [8], [9], where shadowing is mod-
eled by cascading short-term fading, while Holtzman ap-
proximation was used in [10] to find the closed-form ex-
pressions of the Weibull-lognormal composite fading 
channel. All the above approaches have their own limita-
tions in the sense that they do not give accurate results over 
the whole range of the composite fading parameters. 
Gamma distribution is the most acceptable approximation 
of lognormal distribution and is most widely used in liter-
ature to model shadowing effects [11]. The performance of 
several composite distributions like K [11], generalized-K 
[12] and the Weibull-Gamma [13] using gamma function 
have been analyzed in literature. Specifically, in [14] 
a general model of a class of composite fading such as  
η-µ/Gamma is carried out, where the result, as a special 
case, reduced to Hoyt-Gamma case is derived. 

Short-term fading is mitigated through micro-diver-
sity while macro-diversity approach is used to overcome 
the effect of long-term fading. Hinging on the fact that 
selection combining (SC) diversity enjoys the lowest im-
plementation complexity, the performance of macro-diver-
sity and micro-diversity systems using SC were studied in 
[15], [16]. MRC gives the best performance of all the di-
versity techniques, and in [17], the performance of MRC 
receiver over Hoyt fading was studied. However, to the 
best of author’s knowledge, performance analysis of wire-
less communication system with micro-diversity, operating 
over Gamma shadowed Hoyt multipath fading channels is 
not reported in open literature.  

Motivated by this fact, we have derived closed-form 
solution of L-HG composite fading, where Hoyt represents 
multipath fading and Gamma captures the shadowing ef-
fect. Performance metrics such as the amount of fading 
(AF), channel capacity and outage probability in terms of 
output signal-to-noise ratio (SNR) have been derived. The 
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symbol error rates (SER) of coherent schemes are evalu-
ated in the closed-form, and a single generalized result, 
encompassing all linear modulation formats is presented. 
Further, closed-form expressions of error probability of 
non-coherent techniques involving Marcum Q-function are 
derived and compared with the coherent schemes. 

The rest of the paper is organized as follows. In 
Sec. 2, the L-HG distribution is derived, and the perfor-
mance parameters such as AF and outage probability, have 
been calculated. Channel Capacity has been discussed in 
Sec. 3. In Sec. 4, ASEP/ABEP of coherent modulation 
schemes are derived, and in Sec. 5 mathematical expres-
sions for non-coherent schemes are evaluated. In Sec. 6, we 
present the discussion on the closed-form results obtained 
in the preceding sections. Finally, Section 7 concludes the 
work. 

2. HG Statistics 
PDF of received SNR per symbol of conditional Hoyt 

fading channel is given by [1] 
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where γl is the instantaneous received SNR of the lth branch 
and w is the average received SNR of the conditional Hoyt 
distribution. q is the Hoyt fading parameter, having the 
value from 0 to 1 and I0() is the modified Bessel of the first 
type and zeroth order. Short-term fading is mitigated 
through micro-diversity approaches using multiple anten-
nas at the receiver [2]. When MRC diversity is used, the 
overall SNR at the output of the receiver is the sum of SNR 
of all the individual branches multiplied by their propor-
tional weights. Instantaneous output SNR(γ) of MRC de-
tector is given by [1] 
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L is the total number of independent and identically 
distributed (i.i.d.) branches used in diversity combiner. The 
instantaneous received SNR of the lth branch can be written 
as 
 2 2 , 1,2,..., .l l lX Y l L      (3) 

Xl and Yl are independent and normally distributed random 
variables having zero mean and variance σx

2 and σy
2, re-

spectively. The fading parameter is related to the variance 
as q = σy/ σx and σy

2 = w[q2 / (1 + q2)]. The closed-form 
expression for the conditional PDF of γ is given by [15] 

 
 

 
   

2

2 42
1

1 1 2

1
exp

2 11
; ; , 0

2 2 2

L

L

p w

q

q w qq L
F L

qw L q w

 



 


  
  

                  
  (4) 

where 1F1(.;.;.) is	 the confluent hypergeometric function 
and Γ() is gamma function. Here, shadowing is modeled 
using Gamma distribution with PDF given by [2] 
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where γ̄ is average received SNR and m is shaping parame-
ter. Composite PDF of γ can be easily evaluated by [1] 
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Substituting (4) and (5), into (6), we get 
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where the hypergeometric function 1F1(.;.;.) can be simpli-
fied using [18, /9.210/1]. Transforming each exponential 
term by G-function using [19, /07.34.03.0228.01] and rear-
ranging the terms, (7) can be simplified as 
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where s = (1 + q2)/2q, t = (1– q4)/2q2 and G() is Meijer G-
function, whereas (x)n denotes the Pochhammer’s symbol. 
Using [18, /9.31/2] and [19, /07.34.21.0011.01] and after 
some mathematical manipulations, (8) can be written as  
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By putting q = 1 in the definition of s and, t equation 
(9) can be simplified to PDF of K distribution.  

2.1 CDF 

Substituting (9) in the definitions of CDF,
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Outage probability is the probability that the instanta-
neous SNR falls below a predetermined threshold γth, and it 
can be easily obtained using (10).  

2.2 Moments 

The ith moment of γ is defined by [1] as 

 
0

di iE p   


     . With the aid of (9) and [19, 

/07.34.21.0009.01] it can be easily evaluated as 
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The AF is used to measure the severity of the channel 
and is defined as AF = E[γ2]/E[γ]2 – 1. AF of the L-HG 
composite fading channel can be easily evaluated using 
(11). 

3. Channel Capacity 
Shannon’s channel capacity gives the theoretical up-

per bound to the maximum rate of data transmission over 
a given channel with small error probability. It is an im-
portant performance parameter which is kept in mind while 
designing the system. Motivated by this fact, the closed-
form of channel capacity under optimal rate adaptation 
(ORA) and channel inversion fixed rate (CIFR) are pre-
sented here. 

3.1 ORA 

This scheme is more practical since the transmit 
power remains constant. The average capacity of a fading 
channel is a function of the bandwidth B and γ. The channel 
capacity under this definition is expressed as [1] 

    ora 2

0

log 1 dC B p  


  .   (12) 

Putting (9) in (12), and using [19, /07.34.03.0456.01], 
[19, /07.34.21.0011.01], the above equation can be 
simplified as 
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3.2 CIFR 

Under this policy, transmitter allocates higher power 
to the channel with low SNR and lower power to higher 
SNR such that the constant received power is maintained. It 

is the capacity which gives lower bound of data rate 
through any channel. The channel capacity under CIFR 
scheme is defined as [1] 
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Using the result of (11) for E[1/γ] in (14), one can 
easily find out the final expression of Ccifr. 

4. ASEP of Coherent Modulation 
Scheme 
In this section, we derive the closed-form expression 

of the coherent modulation scheme. The general formula 
for ASEP/ABEP is given by [1] 

  ave e e

0

( ) ( ) ( ) dP E P P p   


     (15) 

where Pe(γ) is the instantaneous Symbol/Bit error rate of 
the modulation scheme and pγ(γ) is the PDF of the fading 
channel. The generalized probability of error for coherent 
modulation schemes is given by [21] 

  e 0
1

( )
dD

d
d

P Q c  


    .  (16) 

Here D, αd and c0 have their usual meaning as in [21]. It is 
analytically difficult to perform the averaging of instanta-
neous error probability in (15) by directly applying (16) in 
terms of Q-function. Thus, we need to resort to the ap-
proximate form of Q-function. There are various approxi-
mations to this Q-function suggested in the open literature 
[22–25]. However, all these approximations are not very 
precise as compared to second-order analytical approxima-
tion (as is evident from [23, Fig. 2 and 3]). The Q() func-
tion is approximated using [21], [23] as 

      1 2
1 1exp 2 exp

2 2

a a
Q t b t b t    .  (17) 

Here 1 20.3070, 0.4389a a   and 1 1.0510.b   ASEP can be 
found by substituting (9) and (16) into (15) and using the 
approximate form of Q-function as in (17). The resultant 
expression is given by 
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This integral can be solved by expanding the square 
bracket of the integrand using Binomial expansion 
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    Transforming each expo-

nential term by G-function using [19, /07.34.03.0228.01] 
and then using the results of integral of the product of two 
G-functions in [19, /07.34.21.0011.01], generalized closed-
form solution of ASEP for all formats of coherent modula-
tion techniques is given by 
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where C(d,r) is the combination of r objects from a set of d 
objects. The next section deals with the derivation of the 
average probability of error for non-coherent modulation 
techniques. 	

5. ASEP/ABEP of Non-Coherent 
Modulation Scheme 
There are certain situations in wireless communica-

tion where phase recovery at the receiver cannot be tracked 
accurately. In such scenarios, the wireless communication 
system must depend on the non-coherent reception, such as 
square-law detection of Frequency-shift-keying (FSK) 
signal [22] or differential coherent modulation technique 
such as Differential phase-shift-keying (DPSK). Some of 
the related works in evaluating the closed-form expressions 
of the non-coherent techniques has been carried out in the 
past [23], [26], [27]. In this section, we have proposed the 
analytical formulas for non-coherent schemes over compo-
site HG fading with diversity. 

5.1 Multiple-FSK (MFSK) 

The instantaneous symbol error probability of MFSK 
is given by [22] 
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Here, each symbol of MFSK represents (log2M) bits. The 
ASEP expression for MFSK is obtained by substituting 
(20) and (9) into (15) and using [19, /07.34.03.0228.01], 
[19, /07.34.21.0011.01] 
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5.2 Differential-QPSK (DQPSK) 

Bit error probability for non-coherent DQPSK is 
given by [22] 
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where  1 ,Q a b   is the Marcum Q-function of the first 

order and    2 1 1 2 , 2 1 1 2a b    . Substituting 

(22) and (9) into (15) and using the expressions of Marcum 
Q-function and modified Bessel function [22], one can 
write the resulting expression as  
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where x = (a2 + b2)/2, r = ab/2, and z = 2l + k. Using [19, 
/07.34.03.0228.01] and [19, / 07.34.21.0011.01], we can 
obtain the final result for ABEP of DQPSK as 
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 (24) 

6. Numerical Results and Discussion 
In this section, we confirm the validity of our perfor-

mance parameters. All the computations and simulations 
were carried out in MATLAB (version R2014a). The de-
fault value of γ ̄ is taken as unity in all the calculations. To 
validate the accuracy of the derived expressions, Monte-
Carlo simulations are also included with 107 numbers of 
samples for generating L-HG composite distribution. It can 
be observed that the simulation results are in close match 
with the numerical results obtained by keeping enough 
number of terms in the infinite series. In Fig. 1, outage 
probability is plotted against the normalized outage thresh-
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old (γth /
 γ ̄ ) for several values of m and q using closed-form 

expression (10). It is evident from the results that outage 
probability  increases  with  the  increase  in  γth  indicating 
an increase in the likelihood of failure to achieve a given 
threshold level. 

As expected, the outage probability is shown to de-
crease with increase in m and q, hinting an improvement in 
performance of the receiver. The effect of channel condi-
tion improvement with diversity is clearly shown in the 
plot. AF is plotted as a function of m for several values of q 
in Fig. 2. It can be easily observed that AF reduces as m 
and L increases, showing improved performance. Further-
more, as q increases, AF plot shifts downwards, while it 
can also be observed that the gap among the curves de-
creases as L increases. Moreover, in Fig. 3 the impact of 
the fading parameter q on the channel capacity is illustrated 
for various values of diversity order L based on (13). The 
graph reveals that increasing the values of q or L both helps 
overcome the effects of fading. Figure 4 depicts the aver-
age channel capacity as a function of the average received 
SNR for the ORA and CIFR schemes with different values 
of  the  fading  parameter  q.  The  outputs  of  Monte-Carlo 

 
Fig. 1. Diversity effect on outage probability for several 

values of m and q. 

 
Fig. 2. AF versus m for several values of q and L. 

 
Fig. 3. Effect of diversity and fading parameter on channel 

capacity with ORA for m = 1. 

 
Fig. 4. Channel capacity with ORA and CIFR as a function of 

average SNR for m = 2 and L = 4. 

simulations are also provided and shown to exactly match 
with the analytical results. It is evident that, as the average 
received SNR increases, the capacity of both the transmis-
sion schemes improves. We also find that CIFR achieves 
the lower capacity than ORA. This is because of the fact 
that CIFR uses a fixed transmission data rate, whereas 
a large amount of transmitting power is required to com-
pensate for the deep channel fades. 

Comparison of QPSK and DQPSK (non-coherent) 
schemes for different values of L is shown in Fig. 5. As 
observed, an excellent match between the analytical results 
produced by putting closed-form expression (19) for QPSK 
and (24) for DQPSK with the simulations results are 
achieved. It is observed that the performance of the system 
improves with an increase in L as shown by downshifting 
of the plots. Secondly, QPSK outperforms DQPSK signifi-
cantly. In Fig. 6, ASEP of DEQPSK has been plotted over 
the composite fading channel for several values of m, q and 
L. The theoretical curves have been constructed based on 
expression (19). It is observed that the plots shift down-
wards with the increase in the fading and shape parameters 
indicating an improvement in the system performance. 
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Figure 7 demonstrates the plots for M-ary QAM using the 
analytical expression (19) over L-HG composite fading 
channel under the various constellation size M = 2, 4 and 8. 
It is noted from the results that the plot shifts upwards for 
the higher constellation.  

 
Fig. 5. ABEP Comparison between QPSK (coherent) and 

DQPSK (non-coherent) for different values of L. 

 
Fig. 6. ASEP of DEQPSK for HG for several values of m, q 

and L. 

 
Fig. 7. ASEP of M-QAM for various values of M and L. 

 

Modulation  
L = 1 L = 4 

q=0.4 q=0.8 q=0.4 q=0.8 
BPSK (19) 14 2 26 4 
QPSK (19) 16 3 29 5 
8-PSK (19) 20 4 35 6 
2-PAM (19) 11 2 21 3 
8-PAM (19) 22 4 39 6 
2-QAM (19) 14 2 27 4 
8-QAM (19) 21 4 37 6 
DEQPSK 19) 17 3 31 5 

BFSK (21) 15 3 29 5 
DQPSK (24) 13 2 27 4 

Tab. 1. Number of terms (N) required for accuracy at 7th place 
of the decimal digit in the numerical evaluation of 
(19), (21) and (24). 

ABEP/ASEP expressions presented herein are given 
in terms of infinite series. We have truncated the series by 
including the finite number of terms N ensuring to achieve 
accuracy at the seventh place of the decimal digit. In 
Tab. 1, we have calculated the number of terms required to 
achieve this accuracy in (19), (21) and (24) as a function of 
q and L with m = 1. The number of terms needed to be 
summed to achieve the desired accuracy depends on q, L 
and the modulation technique being used. The value of N 
decreases with increase in q, indicating that more number 
of terms are required for more severe fading conditions. It 
can be observed that we need more number of terms for 
higher diversity order system. 

7. Conclusions 
Taking note of the fact that Hoyt is known to capture 

the severe multipath fading and Gamma distribution is 
most widely used to model shadowing, we have analyzed 
the performance of L-HG composite fading model. Closed-
form expressions for PDF of instantaneous SNR, outage 
probability, AF, channel capacity and ASEP/ABEP of the 
composite L-HG were obtained in terms of generalized 
hypergeometric functions and the corresponding results are 
demonstrated. These expressions can be useful in the per-
formance evaluation of L-HG composite fading environ-
ment. Moreover, the analytical results are found to be in 
close agreement with the simulation results. 
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Abstract
Recommender systems are information retrieval tool that allocates accurate recommendations to the specific users. Col-

laborative movie recommender systems support users in accessing their popular movies by suggesting similar users or

movies from their past common ratings. In this research work, a hybrid recommender system has been proposed which

utilized k-means clustering algorithm with bio-inspired artificial bee colony (ABC) optimization technique and applied to

the Movielens dataset. Our proposed system has been described systematic manner, and the subsequent results have been

demonstrated. The proposed system (ABC-KM) is also compared with existing approaches, and the consequences have

been examined. Estimation procedures such as precision, mean absolute error, recall, and accuracy for the movie rec-

ommender system delivered improved results for ABC-KM collaborative movie recommender system. The experiment

outcomes on Movielens dataset established that the projected system provides immense achievement regarding scalability,

performance and delivers accurate personalized movie recommendations by reducing cold start problem. As far as our best

research knowledge, our proposed recommender system is novel and delivers effective fallouts when compared with

already existing systems.

Keywords Recommender systems � Collaborative filtering � K-mean � Artificial bee colony

1 Introduction

Recommender systems are effective data filtering tools that

are responsible for handling online data and information

overload [1–5]. The determination of a recommender sys-

tem is to create recommendations automatically of things

for users preferences. Movie suggestion is the most broadly

used interfaces united with web-based portals that intention

is to support online library [6–8]. The mainstream of cur-

rent systems is based on a collaborative filtering (CF)

methodology that has been magnificently established

[9–15]. It accumulates assessments of films given by an

individual and then endorses specific films to the specific

user. However, most of the time, recommender systems are

suffered from integral restrictions such as reduced scala-

bility and cold start complications [3, 16–19]. We have

developed a hybrid collaborative movie recommender

system with improved movie prediction accuracy. In our

collaborative movie recommender system, we have

employed k-mean and artificial bee colony (ABC) to

design an effective ABC-KM-based movie recommender

systems. The collaborative algorithms are based on similar

users and the person who has similar tastes as their friends

have. Present approaches for recommendation systems are

either memory based or model based. Model-based tech-

niques use a set of constraints, and these constraints can be

reduced using basic reduction techniques. Model-based

techniques handle the sparsity issues in a better way than

memory-based technologies [20, 21]. User-based collabo-

rative filtering is functional on Movielens and other

e-commerce applications [22, 23]. ABC is the most recent

optimization procedure that encourages detecting the smart

foraging conduct of a honey bee swarm and that is why it is

used in research work for optimization [24–27]. ABC is

also a bio-inspired algorithm, and bio-inspired means the

intelligent algorithms which are motivated by the biologi-

cal working of bees and apply in optimization and com-

puting [28–33]. There are numerous domains in which

ABC has been applied for better results. The various

domains are such as image processing, computer and
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sensor networks, power distribution, data clustering,

industrial engineering, mechanical engineering, and protein

structure. The purpose of this research work is to employ

user-based collaborative filtering with ABC algorithm and

obtain the results by computing similarity in a set of users

with Pearson similarity on the set of users. Sometimes,

user-item matrix with collaborative filtering can be enor-

mous and leads to the sparse and cold start problems [34].

Collaborative filtering-based recommender systems are

mostly affected by cold start problem, in which new users

will need to rate an adequate number of items to permit the

system to detect their choices accurately and then the only

system will deliver trustworthy recommendations. This

paper is arranged as Sect. 2 explains the survey work that

was performed on collaborative recommender system and

clustering-based collaborative endorsements. The sug-

gested system is named as a k-mean-ABC movie recom-

mender system and explained in Sect. 3. In Sect. 4,

experiment fallouts performed on Movielens dataset are

described and finally summarization of this article with and

the upcoming work is highlighted in Sect. 5.

2 Related work

Recommender systems (RS) are most effective knowledge

management systems that help users to filter unusable data

and contribute to avoiding information overloading and

deliver personalized ideas [35, 36]. Currently, CF is the

furthermost operative procedure engaged by movie rec-

ommender systems, which is operated by the nearest-

neighbor method [37–42]. There are two most popular

techniques adopted by CF. Some authors improved mem-

ory-based procedures for recommender systems by deter-

mining the data sparsity issue in which they utilized

support vector machine that computed likenesses between

items and enhanced basic memory-based technique [43].

The deficiency of effective approaches for searching the

right content may lead to a continuous damage of users,

and the authors provided a study on this issue [44]. Com-

putational intelligence has shown a significant impact in

the field of data mining and e-commerce applications. In

similar scenario, artificial immune system has shown sig-

nificant influence on recommendation systems. Authors

also proposed new mathematical expressions for analyzing

immune network by utilizing Pearson correlation coeffi-

cient for Movielens and EachMovie datasets [45]. The

k-mean algorithm has been widely used clustering

approach in data mining [46, 47]. A hybrid movie recom-

mender system was offered by utilizing k-means clustering

and genetic algorithms (GAs) with principal component

analysis (PCA) on Movielens dataset [7]. A competent

incremental collaborative filtering recommender system

was presented which was based on a weighted clustering

method [48]. Computational intelligence also showed a

significant role in various interdisciplinary environments

like movie-based collaborative recommender systems. A

collaborative filtering framework was proposed which

assimilates both subjective and independent knowledge to

produce recommendations for the user that solved the

problem of sparsity and the cold start problem by using

Movielens datasets [49]. ABC is the furthermost intro-

duced optimization procedure that checks the brilliant

expression of a honey bee swarm. We have utilized swarm

optimization procedure in the proposed collaborative

movie recommender system which showed the better and

improved results when compared to the existing methods

[24, 25].

3 k-means-artificial bee colony collaborative
filtering framework

To overcome the limitations of a collaborative recom-

mender system, we presented a hybrid cluster and opti-

mization-based technique to advance movie prediction

correctness. Our motive is to design a unified model

solution that incorporates user ratings from the Movielens

dataset for predictions. We used K-mean and ABC as

optimization procedure and then apply to Movielens data-

set for improved efficient recommender systems. Primarily,

k-means clustering algorithm is applied to Movielens

dataset for clustering of users into different clusters. The

clusters are selected randomly at initial then users are

checked one by one by calculating the differences in their

ratings and the centroid of the clusters, and if their dif-

ference is lowest, then the user is assigned to the cluster to

which they are nearby. However, at this instant not assure

that each user has been assigned to the correct cluster with

the lowest difference of centroid. So each user’s distance is

compared to cluster mean and displace the users according

to the minimum distance from any cluster’s mean. Now,

this iterative repositioning would now continue from this

new partition until no more rearrangements occur. After a

point, if no more relocations occurred then that point is the

point of completion of the clustering process. The k-means

algorithm’s necessary steps are presented in Fig. 1.

Next ABC algorithm is employed to the resultant of the

k-means procedure for optimizing the results. The cluster is

prepared but not optimized, so a function is developed,

called as fitness function that helps in improving the user’s

centroid distances. Fitness function transforms the previous

centroids for a limited number of iteration (i.e., relocation

of centroids to users). Then, it classifies the users again by

calculating the minimum centroid differences or applying

k-means again. An artificial bee colony optimization
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algorithm may be described by using the following three

idealized rules [24].

Initialize.

Repeat.

(a) Put the working bees on the nourishment bases in the

memory;

(b) Put the observer bees on the nourishment bases in the

memory;

(c) Dispatch the pathfinders to the hunt area for noticing

new nourishment sources.

Till (necessities are met).

Figure 2 shows a flowchart that displays the stepwise

process that how artificial bee colony algorithm is applied.

Figure 2 shows the above-described approach, which is

being implemented to the Movielens dataset. The Movie-

lens dataset is recorded by reading the file, and dataset is

divided into clusters by using k-means clustering algorithm

which results in k clusters so that each cluster has a cen-

troid. The space between the user and the centroid is

computed, and the user is placed in the cluster whose

centroid is the least distance away from him. When all such

users have been relocated, the centroids are repositioned,

and the new positions are also calculated. Consequently,

the estimated rating that the user will give is calculated,

and framework is optimized using artificial bee colony

algorithm. We have calculated various evaluation expres-

sions for expecting the truth of recommender system such

as precision, MAE, recall and accuracy that are accept-

able and efficient when compared with already existing

methodologies.

ABC determines a community of premilinary resolution

vectors with superior results and neighbor exploration

methodology, and then continuously proceeds by reducing

an objective function (Fig. 3). The objective function f ðzÞ
!

should be reduced by detecting vector ðzÞ
!
.

minimize f ðzÞ
!
; ðzÞ
!

¼ ðz1; z2; . . .; zi; . . .; zn� 1; znÞ 2 Rn

ð1Þ

which is controlled by the succeeding similarities and

equivalences:

li� zi� ui; i ¼ 1; . . .; n ð2Þ

substance as : gyðzÞ
!

� 0; for y ¼ 1; . . .; p ð3Þ

hy ðzÞ
!

¼ 0; for y ¼ pþ 1; . . .; q ð4Þ

K-means clustering procedure relies on the prelimi-

nary locations and continuously congregates to the

nearby local prime from the early point. Users require

presetting the k value and centering points, which will

often have an immense impact on cluster results. Hence,

in the procedure of users gathering, we employed ABC

procedure to conquer the K-mean clustering procedure.

Therefore, in our proposed system, we employed ABC

procedure to regulate the optimum value of center points

and the resolutions compare with group’s centers. The

1. For clustering, Put K marks into the area characterized by the users. These marks symbolize a primary
set of centroids.

2. Allocate individual user to the collection (cluster) that has the nearby centroid.
3. When totally users have been allocated, recomputed the locations of K centroids for the separate

cluster.
4. Replicate stages 2 and 3 til no development in centroids. Group (clusters) is created.

Fig. 1 Presentation of K-mean

procedure

Movielens Dataset

Mo1 Mo2 Mo3 Mo4 Mo5 Mon

U1 1 2 3 2 3 5
U2 4 1 5 2 3 3
U3 5 4 4 1 1 2
Un 1 3 2 5 4 5

k-means Clustering 
Algorithm

Nearest Cluster 
Selec�on

Ar�ficial Bee Colony (ABC)

Reclassify the users 
for a number of 

itera�ons

Compute es�mate 
ra�ng value

Top-N list 
Recommenda�ons

Fig. 2 Overview of proposed movie recommender system framework
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working of our proposed system with ABC and k-mean

can be précised as follows: First, initialize randomly the

locations of food bases (each food base being a set of

centroids), employ the k-means algorithm to complete

clustering task for all created locations, and compute the

fitness value of particular group of centroids. In the next

step, bees hunt fresh food bases and inform the place of

food bases by working bees. We applied k-means clus-

tering algorithm to estimate new fitness values and

match them with the original ones. Enhanced food bases

will be supplied to onlooker bees. Then, we determined

the probability values of food sources and updated their

place according to the probability values by onlooker

bees. Again, the k-means algorithm was applied to finish

clustering process, estimate new fitness values, and

compare them with the original ones to update them. We

checked the trial counter of food sources, formed a new

nourishment foundation (set of centroids), and repeated

the steps until the termination criterion is encountered.

Therefore, Figs. 2 and 3 illustrate the user and movie

behavior who adopted the same working flow as we

explained above.

4 Experiment and results

We adopted the publically available Movielens dataset as it

has 100,000 ratings, 943 consumers, and 1682 movies of

scale 1–5 (http://grouplens.org/datasets/movielens/). As

discussed in the previous section, we presented a hybrid

framework of k-means with ABC algorithm to achieve an

improved movie recommendation system. Framework

mentioned in the former section is used the Movielens

dataset where data are considered from u1 to u5 and Ua to

Ub. To measure the performance of recommender system,

mean absolute error, precision, recall, and accuracy were

computed. Comprehensive analysis and behavior of rec-

ommender system framework are given below. In Table 1

and Fig. 4, precision values of our proposed system are

better than those of existing methods.

Precision ¼ jinteresting \ TopNj
N

ð5Þ

Recall ¼ jinteresting \ TopNj
jinterestingj ð6Þ

We concluded from Table 2 and Fig. 5 that recall for

different clusters is better for our proposed system when

compared with existing methods.

Algorithm: ABC-KM Collaborative Filtering Pseudo Code
For each movie Mo1 in User U1's list

For each user U2 who rated  Mo1
For each movie Mo2 purchased by
User U1
Record that a user  rated  Mo1 and  Mo2

For each movie  Mo2
Compute the similarity between Mo1 and  Mo2

Cluster Initialization:
Reset the center of the clusters
Represent every close cluster as a data point
Compute mean of all data points and detect the location of the cluster.
Repeat above phases until convergence.
Population Initialisation:
Prepare the communities zi,j , i = 1 ...SN,j = 1 ...D

Estimate communities
period=1
reiteration
Generte fresh results υi,j for the laboring bees by Equation 2 and compute
Execute the greedy choice procedure (GCP)
Compute the probability by Equation 1.
Compute fresh answers υi,j from the zi,j.
Apply the GCP
Regulate the unrestrained answer for the scout, if occurs, and interchange with a fresh result xi,j by (3)
Learn the finest answer
period = period +1
until period=MPN(Maximum period Number)

Fig. 3 Pseudocode of proposed system
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We compared the performance of our proposed system

with the aleady existing systems. We need to investigate

the MAE of the proposed routine and then compare it

against MAE of other legacy systems.

MAE ¼
P

j~Pij � rijj
M

ð7Þ

where M is the quantity of films, rij is the actual rating, and

Pij is the predicted rating of user i on movie j. We con-

cluded that Table 3 and Fig. 6 show better MAE values for

ABC-KM system when compared to other existing

methods.

With an increasing amount of ratings, ABC-KM per-

formed well in Fig. 7.

In Table 4, the performance of various methods has

been presented which were performed on the Movielens

dataset. We estimated the behavior of all procedures on a

machine that has a configuration as an i3 processor with

1.9 GHz and 8 GB RAM. The ABC-KM system has effi-

cient speed performance when compared to existing sys-

tems and can perform better if the proposed system is

implemented in the high-configuration-processing

environment.

5 Conclusion and future scope

In this article, ABC-KM with k-means and artificial bee

colony optimization is proposed with the Movielens dataset

that results in an improved movie recommendation system.

We measured the performance of our technique with mean

absolute error, precision, recall, and accuracy. The exper-

iment outcomes on the Movielens dataset indicated that our

proposed recommender system offered high performance

regarding accuracy, reliability, and personalization for

Table 1 Precision for different

approaches for diverse values of

k

System/cluster 3 4 5 6 7 8 9 10

PCA-GAKM 0.4 0.39 0.38 0.379 0.37 0.36 0.359 0.355

PCA-SOM 0.38 0.39 0.38 0.36 0.35 0.348 0.33 0.326

SOM-CLUSTER 0.349 0.34 0.325 0.33 0.31 0.325 0.32 0.31

UPCC 0.31 0.3 0.295 0.29 0.285 0.28 0.27 0.25

k-means cluster 0.11 0.14 0.12 0.11 0.12 0.11 0.115 0.112

PCA-k-means 0.18 0.16 0.155 0.15 0.14 0.135 0.13 0.12

GAKM CLUSTER 0.34 0.32 0.31 0.34 0.335 0.33 0.32 0.325

ABC-KM 0.42 0.411 0.401 0.411 0.408 0.407 0.405 0.409

0
0.05

0.1
0.15

0.2
0.25

0.3
0.35

0.4
0.45

3 4 5 6 7 8 9 10

Pr
ec

isi
on

Number of clusters

PCA-GAKM

PCA-SOM

SOM-CLUSTER

UPCC

k-means-Cluster

PCA-k-means

GAKM CLUSTER

ABC-KM

Fig. 4 Comparison of precision with various methods

Table 2 Recall for different

approaches for diverse values of

k

System/cluster 3 4 5 6 7 8 9 10

PCA-GAKM 0.11 0.13 0.2 0.3 0.4 0.5 0.6 0.67

PCA-SOM 0.11 0.13 0.25 0.3 0.32 0.4 0.45 0.65

SOM-CLUSTER 0.1 0.15 0.2 0.25 0.3 0.4 0.5 0.6

UPCC 0.1 0.13 0.18 0.2 0.3 0.4 0.45 0.48

k-means cluster 0.04 0.05 0.06 0.07 0.08 0.085 0.09 0.095

PCA-k-means 0.06 0.07 0.08 0.14 0.15 0.17 0.18 0.2

GAKM CLUSTER 0.11 0.18 0.25 0.29 0.35 0.45 0.52 0.632

ABC-KM 0.2 0.25 0.299 0.35 0.39 0.44 0.61 0.64

0
0.1
0.2
0.3
0.4
0.5
0.6
0.7
0.8

3 4 5 6 7 8 9 10

Re
ca

ll

Number of Clusters

PCA-GAKM

PCA-SOM

SOM-CLUSTER

UPCC

k-means-Cluster

PCA-k-means

GAKM CLUSTER

ABC-KM

Fig. 5 Comparison of recall with various methods
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movie recommendations with the specific number of

clusters. For future work, our system’s performance may be

evaluated on advance high-configuration machine by

including other important characteristics of users, such as

privacy and context with cross-domain data.

Table 3 MAE for different

approaches for diverse

standards of k

System/cluster 5 10 15 20 25 30 35 40

PCA-GAKM 0.79 0.77 0.77 0.78 0.781 0.785 0.786 0.788

PCA-SOM 0.82 0.79 0.79 0.79 0.8 0.805 0.806 0.807

SOM-CLUSTER 0.819 0.81 0.81 0.81 0.81 0.805 0.81 0.81

UPCC 0.825 0.825 0.824 0.828 0.824 0.824 0.825 0.825

k-means cluster 0.825 0.82 0.818 0.815 0.815 0.814 0.813 0.812

PCA-k-means 0.85 0.845 0.841 0.84 0.84 0.84 0.84 0.84

GAKM CLUSTER 0.815 0.805 0.804 0.804 0.804 0.804 0.803 0.803

ABC-KM 0.773 0.764 0.764 0.771 0.78 0.784 0.782 0.787

0.72

0.74

0.76

0.78

0.8

0.82

0.84

0.86

5 10 15 20 25 30 35 40

M
AE

Number of neighbours

PCA-GAKM

PCA-SOM

SOM-CLUSTER

UPCC

k-means-Cluster

PCA-k-means

GAKM CLUSTER

ABC-KM

Fig. 6 Comparison of MAE

with various methods

0
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M
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UPCC

PCA-k-means

PCA_SOM

PCA-GAKM

ABC-KM

Fig. 7 MAE for the different

rating level

Table 4 Comparisons of speed for different methods for Movielens dataset

Methods PCA-

GAKM

PCA-

SOM

SOM-

CLUSTER

UPCC k-means

cluster

PCA-k-means GAKM

CLUSTER

ABC-

KM

Speed (in

seconds)

26.32 141.73 76.92 159.34 16.25 55.56 355.71 53.22
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López Batista VF, Moreno Garcı́a MN (2016) A collaborative

filtering method for music recommendation using playing coef-

ficients for artists and users. Expert Syst Appl 66:234–244.

https://doi.org/10.1016/j.eswa.2016.09.019

40. Wu H, Pei Y, Li B, Kang Z, Liu X, Li H (2015) Item recom-

mendation in collaborative tagging systems via heuristic data

fusion. Knowl-Based Syst 75:124–140. https://doi.org/10.1016/j.

knosys.2014.11.026

41. Polatidis N, Georgiadis CK (2015) A multi-level collaborative

filtering method that improves recommendations. Expert Syst

Appl 48:100–110. https://doi.org/10.1016/j.eswa.2015.11.023

42. Liang X, Xia Z, Pang L, Zhang L, Zhang H (2016) Measure

prediction capability of data for collaborative filtering. Knowl Inf

Syst. https://doi.org/10.1007/s10115-016-0920-5

43. Ghazarian S, Nematbakhsh MA (2015) Enhancing memory-based

collaborative filtering for group recommender systems. Expert

Syst Appl 42:3801–3812. https://doi.org/10.1016/j.eswa.2014.11.

042

44. Soares M, Viana P (2014) Tuning metadata for better movie

content-based recommendation systems. Multimed Tools Appl.

https://doi.org/10.1007/s11042-014-1950-1

45. Chen M-H, Teng C-H, Chang P-C (2015) Applying artificial

immune systems to collaborative filtering for movie recommen-

dation. Adv Eng Inform 29:830–839. https://doi.org/10.1016/j.

aei.2015.04.005

46. Kanungo T, Mount DM, Netanyahu NS, Piatko CD, Silverman R

(2002) Wu a. Y. An efficient k-means clustering algorithm:

analysis and implementation. IEEE Trans Pattern Anal Mach

Intell 24:881–892. https://doi.org/10.1109/TPAMI.2002.1017616

47. Ahmad A, Dey L (2007) A k-mean clustering algorithm for

mixed numeric and categorical data. Data Knowl Eng

63:503–527. https://doi.org/10.1016/j.datak.2007.03.016

48. Salah A, Rogovschi N, Nadif M (2015) A dynamic collaborative

filtering system via a weighted clustering approach. Neurocom-

puting 175:206–215. https://doi.org/10.1016/j.neucom.2015.10.

050

49. Cheng L, Wang H (2014) A fuzzy recommender system based on

the integration of subjective preferences and objective informa-

tion. Appl Soft Comput J 18:290–301. https://doi.org/10.1016/j.

asoc.2013.09.004

Neural Computing and Applications

123



Arabian Journal for Science and Engineering
https://doi.org/10.1007/s13369-017-3058-1

RESEARCH ART ICLE - ELECTR ICAL ENGINEER ING

New Configuration for OFCC-Based CM SIMO Filter and its Application
as Shadow Filter

Deva Nand1 · Neeta Pandey1

Received: 26 June 2017 / Accepted: 21 December 2017
© King Fahd University of Petroleum &Minerals 2018

Abstract
This paper puts forward a new operational floating current conveyor (OFCC)-based current mode (CM) single input multiple
output (SIMO) filter configuration which uses two grounded capacitors, three grounded resistors and three OFCCs. The
attractive features of the proposed filter are—use of grounded passive elements; availability of low pass, band pass, high
pass and notch filter responses simultaneously at high output impedance; and independent adjustment of filter parameters.
These features make the proposed filter suitable from fabrication viewpoint and allow easy cascading. Effect of nonidealities
on proposed filter response is also examined. A CM shadow filter is also built by introducing an OFCC-based amplifier
and connecting it in a feedback loop of the proposed SIMO filter. This configuration allows adjustment of filter parameters
through gain of amplifier. MOS-based implementation of grounded resistors is incorporated to facilitate electronic tuning of
filter parameters. The operation of the proposed filters is verified through SPICE simulations using 0.5μm technology model
parameters from MOSIS (AGILENT). Proposed CM SIMO filter is prototyped using commercially available IC AD844, and
experimental response is found to be in close agreement with theoretical ones.

Keywords Current mode filter · Shadow filter · Single input multiple output · Operational floating current conveyor

1 Introduction

The development of current mode active element has added
new dimensions to analog signal processing, specially the
analog filters that find extensive use in communications and
control engineering [1–3]. The current mode (CM) filter
circuits process the information in terms of time varying
currents that enables the system to have wide bandwidth
and better signal linearity. Considering these advantageous
feature, researchers have designed and developed awide vari-
ety of CM SIMO filters presented in [3–32] and references
cited therein. The topologies [3–32] employ differential
voltage current conveyor (DVCC) [3,30], current conveyor
transconductance amplifier (CCTA) [4,24], current convey-
ors and its variants [5,7–9,13–19,21,22,25–27,29], current
follower transconductance amplifier (CFTA) [6,28], oper-

B Deva Nand
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ational transconductance amplifier (OTA) [10,29], Z-copy
current follower transconductance amplifier (ZC-CFTA) [11,
23] and Z-copy current inverter transconductance amplifier
(ZC-CITA) [12], multiple output current follower (MO-CF)
[20], operational floating current conveyor (OFCC) [31,32]
as active elements. The features of CM SIMO filters [3–32]
differ in terms of number of active and passive elements used;
types of active elements used; input/output impedances;
simultaneous availability of output responses; and indepen-
dent adjustment of the filter parameters. The observations are
summarized in Table 1.

It may be noted that

1. Single active element is used in [4], [5, Fig. 2, 3], [28],
whereas multiple active elements of different and similar
types are employed in [7,18,19,22,27,29] and [6,11], [16,
Fig. 5a, 9a], [21, Fig. 3], respectively.

2. Number of simultaneously available responses: two in
[5,6], three in [3,4,8–10,12–20] [21, Fig. 2], [23–26,28–
30,32], four in [31] and all the five in [7,11], [21, Fig. 3
& 4], [22,27].

3. Some of the responses are available through components
in [4], [5, Fig. 2, 3], [10,28,31]. Therefore, additional
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Table 1 Comparative analysis of CM SIMO Filters

References Number and type
of active element
(s)

Number of passive
elements—resistors
(R), capacitors(C),
floating element

I/O Impe-dance,
high (H), low (L)

Available responses+ Possible addi-
tional responses

Independent
adjustment of
filter parameters

[3] 3 DVCC 4R, 2C H/H LP, HP, BP Notch, AP No

[4] 1 CCTA 2R, 2C H/L LP, HP(C), BP(R,C) Notch, AP Yes

[5] (i) 1 CCIII+ or −
(Fig. 2, 3)

1R, 2C, 1R Floating H/L LP(R), BP(C). N.A. No

(ii) 3 CCIII+ (Fig. 9) 1R, 2C, 1R Floating H/H LP, BP N.A. No

[6] 4 CFTA 2C L/H LP, BP HP, Notch, AP Yes

[7] 2 CCCII, 1 MOCCA 2C L/H LP, HP, BP, Notch, AP N.A. Yes

[8] 3 MOCCII 3R, 2C, 2R Floating L/H LP, BP, Notch HP, AP No

[9] 3CCII 3R, 2C L/H LP, BP, Notch HP, AP Yes

[10] 2 OTA 2C L/L LP, HP (C), BP Notch, AP No

[11] 4 ZC-CFTA 2C L/H LP, HP, BP, Notch, AP N.A. Yes

[12] 2 ZC-CITA 2C L/H LP, HP, BP Notch, AP No

[13] 3 MOCC 2R, 2C L/H LP, HP, BP Notch, AP No

[14] 3 MOCC 4R, 2C H/H LP, HP, BP Notch, AP No

[15] 3 MOCCCII 1R, 2C H/H LP, HP, BP Notch, AP No

[16] Case-I (Sec 2.1,
2.2) & Case-II
(Sec 3.1, 3.2). *3–
5 CCII+/-

Floating R &
C (2.1, 2.2) &
Grounded R & C
(3.1, 3.2). **2–5
R, 2–3 C

L/H LP,HP,BP (for all
sections)

Notch, AP
(for all sec-
tions)

No (2.1, 3.1) &
Yes (2.2, 3.2)

[17] 3 MOCCII 2R, 2C L/H LP, HP, BP Notch, AP No

[18] 2 DOCCII, 1
DOCCIII

2R, 2C L/H LP, HP, BP Notch, AP No

[19] 2 CCII, 1 MOCCCA 2R, 2C L/H LP, HP, BP Notch, AP Yes

[20] 3 MO-CF 2C, 2R floating L/H LP, HP, BP Notch, AP No

[21] (i) 3 DOCCCII
(Fig. 2)

2C L/H LP, HP, BP Notch, AP No

(ii) 4 CCCII (Fig. 3) 2C L/H LP, HP, BP, Notch, AP N.A. No

(iii) 3 CCCII (Fig. 4) 2C L/H LP, HP, BP, Notch, AP N.A. No

[22] 2 CCCII, 1 CCCII
with controlled
current gain

2C L/H LP, HP, BP, Notch, AP N.A. Yes

[23] 3 ZC-CFTA 2C L/H LP, HP, BP Notch, AP Yes

[24] 2 CCCCTA 2C H/H LP, BP, Notch HP, AP Yes

[25] 3 DOCCII 3R, 2C L/H LP, BP, Notch HP Yes

[26] 3 DO-ICCII 3R, 2C L/H LP, BP, Notch HP Yes

[27] 2 CCCII, 1 CCCII
with controlled
current gain

2C L/H LP, HP, BP, Notch, AP N.A. Yes

[28] 1 CFTA 2C H/L LP, HP (C), BP N.A. No

[29] 2 OTA, 1 ICCIII 1R, 2C L/H LP, BP, Notch HP, AP Yes

[30] 2 DVCCs 2R, 2C, 1R floating H/H LP, BP, Notch HP, AP Yes

[31] 3 OFCC 2R, 2C L/L LP, HP(C), Notch, BP AP No

[32] 2 MO-OFC 2R, 2C H/H LP, Notch, BP HP, AP No

Prop-osed 3 OFCC 3R, 2C L/H LP, HP, BP, Notch AP Yes

N.A. not available; +low pass (LP), high pass (HP), band pass (BP), notch and all pass (AP); [16]* :- 5 CCII+/- in Fig. 5a, 9a and [16]** :- 4R,2C
Fig. 12, 3R,3C Fig. 15, 5R, 2C Fig. 18
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active element would be required to process output fur-
ther.

4. The desired condition of low input impedance in CM
filters is not maintained in [3–5,10,14,15,24,28,30,32].

5. The configurations [5,8,16,20,30] use floating passive
elements which are not suitable from fabrication view-
point.

6. Refs. [3,5,8,10,12–18,20,21,28,31,32] do not support
independent adjustment of filter parameters. The param-
eters adjustment is possible in [6,7,11,19,22–24,27] and
[4,9], [16, sec. 2.2, 3.2], [25,26,29,30] through transcon-
ductance (gm) or internal resistance of active element.

It is clear from above discussion that only one SIMO filter
[11] is available that uses similar active elements and pro-
vides four ormore output responses at high output impedance
and allows independent adjustment of filter parameters. This
configuration, however, uses four active elements. This paper
presents a SIMO filter which uses three active elements of
same type and provides four output responses simultane-
ously. Further, it possesses independent adjustment of filter
parameters and presents output at high impedance.

The contents are arranged in 4 sections including the intro-
duction. Section 2 briefly reviews the port relationship and
circuit symbol of OFCC. It also includes proposed filter and
the effect of nonidealities. An application of proposed filter
as shadow band pass filter is also put forward in this sec-
tion. The functional verification of proposed filters is done
through simulation and experimentation; and the results are
placed in Sect. 3. Conclusions are drawn in Sect. 4.

2 Circuit Description

2.1 OFCC

The circuit symbol ofOFCC [33–35] is shown in Fig. 1where
two input ports and five output ports are available. The input
impedance of port X (Y) is low (high)whichmakes it suitable
for processing current input (voltage input). The voltage out-
put at low impedance portW ismultiplication of input current
at port X and open loop transimpedance gain Zt. Ports Z1,
Z2, Z3 and Z4 are high-impedance-current output ports.

Fig. 1 OFCC Circuit symbol

The port relationships of the OFCC are described by
matrix given in (1). It may be noted that the port X tracks
the voltage of Y terminal and current at port W is copied to
ports Z1 and Z2 in phase and to ports Z3 and Z4 out of phase.
So this block offers voltage tracking at input port and current
tracking at output ports.

⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎣

IY
VX

VW

IZ1
IZ2
IZ3
IZ4

⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎦

=

⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎣

0 0 0 0 0 0 0
1 0 0 0 0 0 0
0 Zt 0 0 0 0 0
0 0 1 0 0 0 0
0 0 1 0 0 0 0
0 0 −1 0 0 0 0
0 0 −1 0 0 0 0

⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎦

⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎣

VY
IX
IW
VZ1

VZ2

VZ3

VZ4

⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎦

(1)

2.2 Proposed OFCC-Based CM SIMO Filter

Proposed OFCC-based CM SIMO filter is presented in
Fig. 2. It uses three OFCCs, three grounded resistors and
two grounded capacitors.

For this CM SIMO filter, transfer functions are derived
through routine analysis for various current outputs as in (2)
to (6).

Tlow_pass = I1
Iin

= −R3

s2C1C2R1R2R3 + sC1R1R2 + R3
(2)

Thigh_pass = I2
Iin

= −s2C1C2R1R2R3

s2C1C2R1R2R3 + sC1R1R2 + R3
(3)

Tband_pass = I3
Iin

= −sC1R1R3

s2C1C2R1R2R3 + sC1R1R2 + R3
(4)

Tnotch = I4
Iin

= s2C1C2R1R2R3 + R3

s2C1C2R1R2R3 + sC1R1R2 + R3
(5)

and

Tall_pass = I5
Iin

= s2C1C2R1R2R3 − sC1R1R3 + R3

s2C1C2R1R2R3 + sC1R1R2 + R3
(6)

where I5 = I3 + I4.
It is clear from (2) to (6) that low pass, high pass, band

pass and notch responses are available simultaneously at high
output impedance; therefore, these can easily be cascaded.
The all pass response may be obtained by simply joining
notch and band pass responses together. The filter responses
are characterized by pole frequency (ωo), quality factor (Qo)

and bandwidth (BW = ωo/Qo) as given in (7) and (8)

ωo =
√

1

C1C2R1R2
& Qo = R3

√
C2

C1R1R2
(7)

BW = ωo

Qo
= 1

C2R3
(8)
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Fig. 2 Proposed OFCC-based
CM SIMO Filter

As seen from (7), ωo and Qo can be tuned by varying R1

and R2 without affecting ωo /Qo. Further Qo can be tuned
by varying R3 while keeping ωo fixed.

The sensitivity of the proposed filter parameters ωo and
Qo for passive components used is computed as:

Sωo
R1

= Sωo
R2

= Sωo
C1

= Sωo
C2

= SQo
R1

= SQo
R2

= SQo
C1

= −1

2
, SQo

R3
= SQo

C2
= 1

2
(9)

It is clear from (9) that all the passive sensitivities are less
than unity in magnitude; thus, the proposed circuit may be
termed as insensitive.

2.3 Effect of Nonidealities

The nonidealities of OFCC can be of two types: first type is
finite transimpedance gain (Z t(s)) and second is presence of
various parasites. Effect of these nonidealities is examined
in the following subsection.

2.3.1 Effect of Finite Transimpedance Gain

The transfer functions given in Sect. 2.2 are obtained by
considering ideal value of transimpedance gain. Practically,
value of transimpedance gain is frequency dependent and
finite. With single pole model, the Zt (s) [43] is expressed as

Zt (s) = Z to

1 + s/ωtc
(10)

where Z to and ωtc correspond to the dc open loop tran-
simpedancegain and transimpedance cutoff frequency, respec-
tively. For high-frequency applications, Zt (s) is approxi-
mated as:

Zt (s) ∼= 1

s/(Z toωtc)
(11)

or

Zt (s) ∼= 1

sCp
(12)

Taking (12) into account, the transfer function (4) modifies
to

Tband_pass = I3
Iin

= −s
(
C1 + Cp

)
R1R3

Dn (s)
(13)

where

Dn (s) = s2
(
C1 + Cp

) (
C2 + Cp

)
R1R2R3

+s
(
C1 + Cp

)
R1R2 + R3 (14)

It may be observed that the Cp is appearing in parallel to
external capacitors so by choosing C1,C2 >> Cp, the effect
of Z t(s) may be accommodated and transfer function given
in (13) reduces to (4), i.e., ideal response.

2.3.2 Effect of Parasites

The effect of parasites on filter responses is dependent
on circuit topology. The parasites are manifested as par-
allel combination of resistor and capacitor at terminals Y,
Zi i = 1, 2, 3, 4, ) (i.e., RY,CY, RZi ,CZi ). The proposed
filter topology of Fig. 2 modifies to Fig. 3 in presence of
parasites. It may be noted that R1 and R2 in Fig. 2 changes
to Req1//Cpara1 and Req2//Cpara2, respectively. The para-
sites appear in parallel at respective terminals and show
their presence and hence modify the values of resistors
R1 as Req1//Cpara1 and R2 as Req2//Cpara2. Here, Req1 =
R1//RY2//RZ41//RZ13, Req2 = R2//RY3//RZ42,Cpara1 =
CY2//CZ41//CZ13 and Cpara2 = CY3//CZ42. The subscripts
i and j with Z terminal correspond to j th Z terminal of i th
OFCC.

By taking parasites, denominator of transfer function (2)–
(6) modifies to

Dn_para (s) = s2
(
Req1Req2R3

(
C1C2 + Cpara1Cpara2

))

+s
(
C1Req1Req2 + Req2R3Cpara1

+Req2R3Cpara2
) + R3 (15)

where n_para denotes nonideal effect due to parasites only.
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Fig. 3 Proposed OFCC-based CM SIMO filter with parasites

So in the presence of parasites, pole frequency modifies
to

ω2
o

∣∣∣
n_para

= 1

Req1Req2R3
(
C1C2 + Cpara1Cpara2

) (16)

ω2
o

∣∣∣
n_para

= 1

Req1Req2R3C1C2

[
1 + Cpara1Cpara2

C1C2

]−1

(17)

For C1,C2 >> Cpara1Cpara2, the square bracket term in (17)
is approximately equal to unity, so

ω2
o

∣∣∣
n_para

= 1

Req1Req2R3C1C2
(18)

Similarly, bandwidth modifies to

ωo

Q

∣∣∣∣
n_para

= C1Req1Req2 + Cpara1Req2R3 + Cpara2Req2R3

Req1Req2C1C2R3

(19)
ωo

Q

∣∣∣∣
n_para

= 1

C2R3
+ Cpara1

C1C2Req1
+ Cpara2

C1C2Req1

= 1

C2R3
+ 1

Req1

[
Cpara1

C1C2
+ Cpara2

C1C2

]
(20)

For C1,C2 >> Cpara1,Cpara2, (20) may be written as

ωo

Q

∣∣∣∣
n_para

≈ 1

C2R3
(21)

The effect of parasites on bandwidth may be ignored if

1

C2R3
� 1

Req1

[
Cpara1

C1C2
+ Cpara2

C1C2

]
(22)

C � 1

Req1

(
Cpara1 + Cpara2

) Q

ωo
= CD (23)

As typical values of parasitic resistors is of the order of hun-
dreds of k�s, so by selecting external resistors of the order
of k�s and C = C1 = C2 >> CD, the filter may approach
toward ideal response as the effect of parasitic impedance
can be practically ignored.

2.4 OFCC-Based CM Shadow Band Pass Filter

In this section, proposed CM SIMO filter is used to develop
an application namely shadow band pass filter. The concept
of shadow filter also referred as frequency agile filter [36–41]
is based on adding an amplifier in feedback loop and adjust-
ing filter parameters by appropriately changing the amplifier
gain. Generalized scheme for CM shadow band pass filter
[36] is depicted in Fig. 4a. It uses a CM SIMO filter, and one
out of LP, BP or HP is applied to input via amplifier. The
proposed filter of Fig. 2 is used to construct OFCC-based
shadow band pass filter and the corresponding proposed cir-
cuit is depicted in Fig. 4b. Here OFCC4 with resistors R4

and R5 forms the amplifier of gain (A = R4/R5). It may
be noted that the ports Z1 of OFCC1 and Z1 of OFCC2 are
disconnected to obtain an additional band pass response.

Connecting the low pass current (I1) to the amplifier input
results in low pass controlled shadow band pass response and
the governing transfer function is obtained as

(
IBP_shadow

Iin

)

BP_LPC
= −s/ (C2R2)

s2 + s
C2R3

+ (1+A)
C1C2R1R2

(24)

whereBP_LPC legend represents lowpass controlled shadow
band pass filter.

The pole frequency, quality factor and bandwidth of the
low pass controlled shadow band pass filter are represented
by ωo_LPC, Qo_LPC and BWLPC = ωo_LPC/Qo_LPC, respec-
tively, and are computed from Eq. (24) as

ωo_LPC =
√

(1 + A)

C1C2R1R2
(25)

Qo_LPC = R3

√
C2 (1 + A)

C1R1R2
(26)

BWLPC = ωo_LPC

Qo_LPC
= 1

C2R3
(27)
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Fig. 4 a Generalized scheme of
shadow filter [36], b Proposed
OFCC-based CM shadow band
pass filter

It is clear from (25) to (27) that ωo_LPC and quality factor
Qo_LPC can be adjusted via amplifier gain while keeping
bandwidth BWLPC same as original bandwidth (BW).

Connecting the high pass current (I2) to the amplifier input
results in high pass controlled shadowbandpass response and
the governing transfer function is obtained as

(
IBP_shadow

Iin

)

BP_HPC
= −s/ (C2R2 (1 + A))

s2 + s
C2R3(1+A)

+ 1
C1C2R1R2(1+A)

(28)

where legend BP_HPC represents high pass controlled
shadow band pass filter.

From Eq. (28), pole frequency
(
ωoHPC

)
quality factor

(Qo_HPC) and bandwidth BWHPC(= ωo_HPC/Qo_HPC of the
high pass controlled shadow band pass filter are computed as

ωo_HPC =
√

1

C1C2R1R2 (1 + A)
(29)

Qo_HPC = R3

√
C2 (1 + A)

C1R1R2
(30)

BWHPC = ωo_HPC

Qo_HPC
= 1

C2R3 (1 + A)
(31)

It is observed from (29) to (31) that all filter parameters vary
with amplifier gain. The change in ωo_HPC and Qo_HPC is
opposite in nature i. e. with increase in gainωo_HPC decreases
while Qo_HPC increases.

Connecting the band pass current (I3) to the amplifier
input results in band pass controlled shadow band pass
response and the governing transfer function is obtained as

(
IBP_shadow

Iin

)

BP_BPC
= −s/ (C2R2)

s2 + s(1+A)
C2R3

+ 1
C1C2R1R2

(32)

whereBP_BPC represents band pass controlled shadowband
pass filter.

From Eq. (32), pole frequency
(
ωoBPC

)
quality factor

(Qo_BPC) and bandwidth BWBPC(= ωo_BPC/Qo_BPC of the
high pass controlled shadow band pass filter are computed as
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Fig. 5 MOS-based resistor
implementation [42]

ωo_BPC =
√

1

C1C2R1R2
(33)

Qo_BPC = R3

(1 + A)

√
1

C1R1R2
(34)

BWBPC = ωo_BPC

Qo_BPC
= (1 + A)

C2R3
(35)

It is clear from (33) and (34) thatωo_BPC = ωo while Qo_BPC

may be varied independent of ωo_BPC.
All the grounded resistors used in both of the circuits

are implemented using two diode connected MOS transistor
structure operating in saturation region and shown in Fig. 5
[42].

Ri = 1

2μnCox (W/L) (V1i − VT )
(36)

In (36), for calculation of Ri assume bias voltages as V1i =
−V2i (i = 1, 2, 3, 4, 5), μ is carrier mobility, W/L is aspect
ratios of MT1 and MT2,Cox is gate capacitance per unit area
and VT is threshold voltage. So by varying the bias voltages,
Ri can be varied to tune the circuit parameters electronically.

Table 2 MOS transistors aspect ratios of the structure shown in Fig. 6
[43]

Transistor W (μm) /L (μm)

M1, M2 50/1

M3, M4, M11, M12, M14,
M16, M18, M20, M22, M24

50/2.5

M5, M7, M10, M15, M17,
M19, M21, M23, M25

20/2.5

M6, M8 40/2.5

M9, M13 100/2.5

Fig. 7 Theoretical and simulated responses of CM SIMO filter

3 Functional Verification

The operation of proposed filters was verified through SPICE
simulations using CMOS-based implementation of OFCC
[43]. The schematic is reproduced as Fig. 6 for ready refer-
ence. Model parameters of 0.5μm technology from MOSIS
(AGILENT) are used. The aspect ratios of the various tran-
sistors are given in Table 2 [43]. The supply voltages (VDD
and VSS) are taken as±1.5V and bias voltages (VB1 and VB2)
of ±0.8V are considered.

Fig. 6 CMOS-based structure of OFCC [43]

123



Arabian Journal for Science and Engineering

Fig. 8 Simulated magnitude and
phase plots of all pass response

Fig. 9 Tuning of fo and Qo. a Tuning of fo with R1 and R2 b Tuning of Qo with R3

Table 3 Simulation settings for independent adjustment of filter parameters

Orthogonal adjustment of fo with Qo(Qo = 1) Orthogonal adjustment of Qo with fo ( fo = 320KHz)
(R1 = R2 = 5 k�)

V11 = V12 =
V13 *(V)

V21 = V22 =
V23 *(V)

R1 = R2 =
R3 (k�)

fo (KHz) V13 *(V) V23 *(V) R3 (k�) Qo

1.310 −1.310 1 1590 1.310 −1.310 1 0.2

0.869 −0.869 2 800 0.869 −0.869 2 0.4

0.726 −0.726 5 320 0.726 −0.726 5 1

0.711 −0.711 10 160 0.711 −0.711 10 2

*V1i and *V2i refer to bias voltages corresponding to resistance Ri.

The proposed CM SIMO filter was simulated for pole
frequency of 320 KHz using C1 = C2 = 100 pF and MOS-
based resistors of values R1 = R2 = R3 = 5 k� by selecting
bias voltages V1i and V2i in Fig. 5 as ±0.726V, respectively.

Theoretical and simulated results for low pass, high pass,
band pass and notch frequency responses are shown in Fig. 7.
The simulation results agree quite well with the theoretical
analysis. The magnitude and phase plot of all pass response
is given in Fig. 8.

Simulation results for independent adjustment of filter
parameters is shown in Fig. 9 with setting enlisted in Table 3.
The adjustment of fo for Qo fixed at unity is achieved by

keeping R1 = R2 = R3 and varying these simultaneously.
The Qo adjustment for given fo is obtained by keeping
R1 and R2 fixed and varying R3. Time domain behavior
of proposed filter is verified by applying sinusoidal current
excitation of 2μA amplitude and 500 KHz frequency and
corresponding transient responses of low pass, high pass and
band pass filter is shown in Fig. 10. The frequency spectrum
shown in Fig. 11 confirms effectiveness of the proposed filter
for mixed sinusoidal current input of 2μA amplitude and 50,
500 KHz, 2.85 MHz frequencies.

The circuit of Fig. 2 is prototyped using commercially
available IC AD844-based OFCC implementation [44]. The
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Fig. 10 Transient responses for
Sinusoidal current input of
2μA, 500 KHz

Fig. 11 Frequency spectrum of a input b low pass c high pass and d band pass output

component values are kept same as those used for simula-
tions. The theoretical and experimental frequency response
for bandpass output are depicted in Fig. 12. The slight devia-
tion in the responses is observedwhich is due to nonidealities.

To test the functionality of CM shadow band pass filter of
Fig. 4b, the original filter pole frequency is chosen as 320
KHz by employing component values (C1 = C2 = 100 pF
and R1 = R2 = R3 = 5 k�). For amplifier block where
R4, R5 are electronically controlled and keeping R4 = 1 k�
while R5 is electronically varied as 1, 2 and 3 k� to control
the gain of the amplifier. The gain of the amplifier can also
be varied using R4 or R5 or both. The variation in LP, HP and
BP controlled shadowband pass filter parameterswith gain is
depicted in Figs. 13, 14 and 15, respectively. The simulated Fig. 12 Simulated and experimental bandpass frequency response
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Fig. 13 LP controlled shadow BP response

Fig. 14 HP controlled shadow BP response

Fig. 15 BP controlled shadow BP response

Table 4 Tuning of shadow filter parameters

V14 = −V24 ∗ (V ) R4(K�) V15 = −V25 ∗ (V ) R5(K�) Gain (A) Qo = 1, fo = 320KHz(R1 = R2 = R3 = 5k�,C1 = C2 = 100 pF)

LP controlled BP HP controlled BP BP controlled BP

Qo_LPC fo_LPC (KHz) Qo_HPC fo_HPC (KHz) Qo_BPC fo_BPC (KHz)

1.310 1 1.310 1 1 1.49 477.61 1.48 238.56 .706 449.75

1.310 1 0.869 2 0.5 1.31 421.21 1.31 280.44 .831 398.02

1.310 1 0.803 3 0.33 1.25 400.63 1.24 300.12 .898 382.75

*V1i and *V2i refer to bias voltages corresponding to resistance Ri .
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Fig. 16 LP controlled shadow
BP response with bandwidth
(BW_LPC) independent of
ωo_LPC and Qo_LPC

filter parameters of shadow band pass filter with values of
tuning resistor R4 and R5 are given in Table 4.

It may be noted that the proposed filter and shadow filter
have similar characteristics. By examining the expression of
ωo,ωo/Q0 and Q0, it is observed that low pass controlled
shadow band pass offers one unique feature of constant
bandwidth (BW_LPC) which is independent of ωo_LPC and
Qo_LPC. This fact is pictorially represented in Fig. 16 by
including ωo /Qo in Fig. 13b.

4 Conclusion

An OFCC-based current mode electronically tunable SIMO
filter configuration is presented in this paper. In proposed
SIMO filter, all the five standard filter responses are avail-
able and only three OFCCs, two grounded capacitors and
three grounded resistors are used. MOS-based implementa-
tion of grounded resistors is used for electronic tuning. An
application of proposed SIMO filter namely shadow band
pass filter is also suggested wherein the filter parameters are
controlled by amplifier gain instead of varying components of
constituent filter. The amplifier in shadow band pass filter is
realized using anOFCC and two grounded resistors. The pro-
posed configurations are functionally verified throughSPICE
simulations. The CM SIMO filter is also examined via pro-
totyping it with commercially available IC AD844.
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An attempt is made in this paper to present the application, design, and performance

analysis of a novel optimal controller (OC) for automatic generation control (AGC)

of interconnected two-area electrical power systems in a deregulated power environ-

ment with energy storage units. The OC is designed via full state vector feedback

strategy to carry out the study. Swift acting energy storage units such as redox flow

batteries (RFBs) are integrated into the power system models, and their efficacy in

boosting AGC performance is executed and compared. Initially, the efficacy of OC

is investigated in a restructured two-area single-source thermal system, and then, the

study is extended to a proposed more realistic restructured two-area multi-source

thermal-hydro-diesel-gas power system. It is observed that OC is able to satisfy the

AGC requirement under different power contracts in the open electricity market and

shows better performance in comparison to a recently published artificial coopera-

tive search algorithm optimized proportional integral controller. MATLAB simula-

tion results demonstrate the improvements in the dynamic performance of the

system in the presence of RFB. Sensitivity analysis reveals the robustness of OC

under ample variations in the system parameters, initial loading and size and posi-

tions of uncontracted load power demands. Published by AIP Publishing. https://

doi.org/10.1063/1.5018338

NOMENCLATURE

ai, ci constants of the valve positioner

bi time constant of the valve positioner

Bi frequency bias constant (¼ bi)

Di system damping constant

F0 nominal frequency

Hi power system inertia constant

i subscript referring to area-i (i ¼ 1,2)

KPi power system gain

Kri high pressure thermal turbine power fraction

Pri rated area capacity

Rt/h/d/gi governor regulation parameter

TCDi gas turbine compressor discharge volume time constant

TCRi gas turbine combustion reaction time delay
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TFi gas turbine fuel time constant

Tti thermal turbine time constant

Tgdi diesel speed governor time constant

TGHi hydro turbine speed governor main servo time constant

Tgi thermal speed governor time constant

TPi power system time constant

TRHi hydro turbine speed governor transient droop time constant

Tri reheat thermal turbine time constant

TRi hydro turbine speed governor reset time

Ttdi diesel engine time constant

TWi nominal starting time of water in penstock

Xi gas turbine speed governor lead time constant

Yi gas turbine speed governor lag time constant

2pT12 tie-line power synchronizing coefficient

a12 area size ratio coefficient

bi area frequency response characteristic

DPFCi incremental change in the internal state of the fuel system and the combustor of the

gas turbine

DPRti incremental change in thermal turbine output

DPTt/hi incremental change in the internal state of the thermal/hydro turbine

DPVPi incremental change in output of the valve positioner of the gas turbine

DXh/RHi incremental change in the internal state of the mechanical hydraulic governor

DXgi incremental change in the internal state of the gas turbine speed governor

DXt/di incremental change in thermal/diesel governor output

I. INTRODUCTION

Automatic generation control (AGC) is one of the crucial control issues in electric power

system operation and control. Because of incessant inequality between total generation and

power demands claimed, frequency, generation, and tie-line power digress from their pre-

determined values. Consequently, it is necessary to hold the system integrity by matching gener-

ation and load demands plus associated losses in real time. A departure in frequency from its

nominal range may directly impact the reliability of the power system run. A significant diver-

gence in frequency may lead the system to an unstable state. So, hasty preservation of the sched-

uled values of frequency and tie-line power exchanges with neighboring control areas are the

two chief intentions of an AGC scheme.1 Rapid acting energy storage units, such as redox flow

batteries (RFBs), can proficiently damp out frequency and tie-line power fluctuations caused by

small load perturbations in a power system, as they provide the source of active power in addi-

tion to the kinetic energy of the generator rotor coupled with the turbine. RFBs recently have

emerged as one of the most promising storage technologies to decipher a wide spectrum of oper-

ational problems faced by contemporary power systems. An array of articles extensively explore

the importance and effects of RFB on the dynamic performance of traditional and restructured

power generating systems.1–5

In traditional picture, control of generation, transmission, and distribution of electric power

are possessed by a single monopolistic entity termed as vertically integrated utility (VIU) which

sells power at regulated tariff. Since some decades, with the appearance of deregulation, the

VIU configuration no longer exists and several independent entities like distribution companies

(DISCOs), generation companies (GENCOs), transmission companies (TRANSCOs), and inde-

pendent system operators (ISOs) are introduced to create competition among market play-

ers.4–10,15–18 Due to the availability of a number of GENCOs and DISCOs in the deregulated

environment, a DISCO has the freedom to sign contract with any GENCO in its own or other

pool for the transaction of electrical power. Due to this fact, in an open market scenario, con-

sumers are supposed to buy power at reduced rates. ISO, a disinterested entity, is accountable
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for security and stability of the power system. It offers various ancillary services, out of them

frequency regulation or AGC is the one.

In addition to the impact of energy storage units in power systems, the control strategy

adopted for AGC influences the system performance notably. To tackle the AGC issue in the

restructured system, researchers have proposed various conventional and intelligent methodolo-

gies such as the artificial cooperative search algorithm (ACSA),1 opposition-based harmonic

search (OHS),4 gradient Newton algorithm,6 active disturbance rejection,8 ANFIS,10 and fruit

fly optimization (FFO).18 However, optimal control strategies implemented on restructured sys-

tems show superior and robust dynamic performance compared to other methods.5,7,9,15–17

Most of the AGC works in the deregulated regime reported in the literature show simulations

of single type of sources i.e., thermal or hydro plants in a control area.1,6–10 However, in modern

power generation picture, a control area usually has diversity of generating sources such as ther-

mal, gas, diesel, nuclear, and renewable, and hence, denoting a control area only by single type

of sources may not be a good AGC design of study. Recently, some researchers have studied the

AGC of traditional power systems considering photovoltaic-diesel,11 thermal-hydro-wind/diesel,12

and thermal-hydro-gas.13,14 However, they did not consider the AGC scheme under a deregulated

scenario. In a deregulated power system set-up, some multi-source AGC schemes prevalent in the

literature are thermal-hydro-gas,4,5,15 thermal-hydro,16 thermal-hydro/gas,17 and thermal-hydro-

nuclear.18 However, no research is abundant in the literature about the incorporation of thermal,

hydro, diesel, and gas diverse sources in a restructured configured system.

Literature discussion indicates that scarce articles have been published so far incorporating

the RFB in AGC of restructured systems.1,4,5 Hence, in this paper, the impact of RFB is analyzed

to palliate the fluctuations in frequency, generation, and tie-line power signals at step load

demands under AGC operation in two-area electric power generating systems interconnected in

the deregulated mode. Due to the simplicity in implementation and robust recital, the optimal con-

troller (OC) is effectively designed and applied in AGC of two-area deregulated systems.

Moreover, the present study is the extension of the work done by the authors in Ref. 5. Initially,

OC is designed on a two-area restructured thermal system, and the superiority of OC is demon-

strated over a recently published artificial cooperative search algorithm (ACSA) based propor-

tional integral (PI) controller. Further, a more realistic interconnected power system with multi-

source power generations is proposed for AGC in the deregulated power environment. Each area

of the proposed system includes the more feasible multi-source combination of reheat thermal,

hydro, diesel, and gas generating units. OC is designed to conduct an extensive investigation of

AGC, incorporating all possible power transactions taking place in a deregulated power market.

State space models of the proposed multi-source and existing thermal restructured systems are uti-

lized for OC design, considering all the interface signals and possible contracts. The MATLAB

simulation outcomes are legitimated by the calculated values of generations and tie-line powers.

A sensitivity analysis is performed to divulge the robustness of OC under a broad deviation in the

system loading, parameters, and uncontracted load power demands.

II. SYSTEM MODELS

Investigations are carried out on two-area single-source thermal and proposed two-area

multi-source thermal-hydro-diesel-gas electric power systems in the deregulated power environ-

ment. The thermal system contains one reheat unit and one non-reheat unit in each area, while

each area of the proposed multi-source system is equipped with reheat thermal, mechanical

governor based hydro, diesel, and gas power generating units. Two and four DISCOs are con-

sidered in each area of thermal and multi-source systems, respectively. The schematic/transfer

function model of the thermal system with RFB installed in both areas is shown in Fig. 1,

whereas the model of the multi-source system is revealed in Fig. 4. The nominal parameters of

the systems are depicted in the Appendix. MATLAB software version 7.5.0 (R2007b) is used

for SIMULINK models and workspace programs to obtain various system dynamic responses.

Each area of the power systems under study comprises a speed governor, turbine, genera-

tor, and load, as shown in Figs. 1(b) and 4(b). To transform the frequency domain analysis in

064105-3 Arya, Kumar, and Gupta J. Renewable Sustainable Energy 9, 064105 (2017)



an easier form, transfer function blocks are employed to model every component of both the

power system models. The transfer functions of different blocks used in each area of the two-

area single-source restructured thermal power system are stated as follows:1,5

The generator and load or power system are represented by the transfer function

GPS ¼
KP

1þ sTP

: (1)

The speed governor transfer function

GTG ¼
1

1þ sTg

: (2)

Steam turbine transfer function

GTT ¼
1

1þ sTt

: (3)

(a)

(b)

FIG. 1. (a) Schematic demonstration of a two-area interconnected thermal system in the deregulated environment. (b)

Block diagram of the restructured two-area power system consisting of identical thermal plants in each area.
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Reheater transfer function

GTTr ¼
1þ sKrTr

1þ sTr

: (4)

Each area of the two-area multi-source restructured thermal-hydro-diesel-gas power system

owns four generating units. For the system, the transfer functions of the power system, thermal

speed governor, steam turbine, and reheater have been expressed in Eqs. (1)–(4). However, the

transfer function of the reheater expressed here is given in the split form to simplify the state

space model of the system. Hence, Eq. (4) will change to Eq. (5) for thermal units as5

GTTr ¼
1� Kr

1þ sTr

þ Kr: (5)

The transfer function blocks used for the hydro unit are given as follows:5,13

The mechanical hydraulic governor transfer function in the split form

GHG ¼
1

1þ sTRH

� � 1� TR

TGH

1þ sTGH

0
@

1
A
þ TR

TGH

2
4

3
5
: (6)

The hydro turbine transfer function in the split form

GHT ¼
3

1þ 0:5sTW

� 2: (7)

The transfer function blocks used for the diesel unit are given as follows:11

Diesel governor transfer function

GDG ¼
1

1þ sTgd

: (8)

Diesel generator transfer function

GDGen ¼
1

1þ sTtd

: (9)

The transfer function blocks used for the gas unit are given as follows:5,13,20

Gas turbine speed governor transfer function in the split form

GGG ¼
1� X

Y
1þ sY

þ X

Y
: (10)

Valve positioner transfer function

GVP ¼
a

cþ sb
: (11)

Fuel system and combustor transfer function in the split form

GFC ¼
1þ TCR

TF

1þ sTF

� TCR

TF

: (12)

Gas turbine transfer function

064105-5 Arya, Kumar, and Gupta J. Renewable Sustainable Energy 9, 064105 (2017)



GGT ¼
1

1þ sTCD

: (13)

Each area of the two-area systems has four inputs such as the change in controller input (DPC)

via the area control error (ACE) participation factor (apf) block, change in the load power

demand (DPD), change in GENCO output (DPG), and change in tie-line power (DPtieactual) and

two outputs such as the change in generator frequency DF and ACE. The GENCOs constantly

regulate their power outputs to meet the contracted/uncontracted load demand of DISCOs. In

the normal condition, the area generation (DPg) maintains balance with the area load demand

(DPD). The divergence between these powers will cause deviation in system frequency and tie-

line power flows in negative or positive sides. The list of symbols used in transfer function

block diagrams is provided and explained in the Nomenclature. The detailed description of the

models and derivation of the transfer function are provided in Refs. 11, 19, and 20.

III. DESIGN OF THE OPTIMAL CONTROLLER

The optimal controller (OC) is designed based on the state vector feedback strategy utiliz-

ing the performance index minimization criterion.5,7,9,13,16,17 The control problem is to design

OC feedback gain matrix K of appropriate dimensions. According to optimal control theory, the

control law given by

U ¼ �KX (14)

is used to minimize a performance index

J ¼
ð1

0

1

2
XTQXþ UTRU
� �

dt; (15)

where J is always a scalar. The implementation of Pontryagin’s minimum principle for the infi-

nite time problem results in the subsequent algebraic Riccati equation (ARE)21

ATPþ PA� PBR�1BTPþ Q ¼ 0; (16)

where P is the unique positive semi-definite matrix solution to the ARE, Q is a positive semi-

definite symmetric state cost weighting matrix, and R is a positive definite symmetric control

cost weighting matrix. Both Q and R are square and symmetric diagonal matrices of appropriate

dimensions. The dimensions of Q and R matrices depend on the number of state and control

variables of the system, respectively. The elements of Q and R in OC are important compo-

nents as they are largely responsible for the dynamic performance of the system and hence are

essentially the tuning parameters for OC. The choice of selection of these elements allows the

relative weighting of individual state variables and individual control inputs, respectively. The

choice of Q and R influences largely the feedback gain matrix K which is responsible for the

closed loop system outcome. The larger the values of Q and R, the more penalized the state

and control signals, respectively. Selecting a large value for R means trying to stabilize the sys-

tem with less (weighted) energy, which is termed as the expensive control approach, while opt-

ing a small value for R means not penalizing the control signal, i.e., cheap control approach.

Correspondingly, choosing a large value for Q means attempting to stabilize the system with

the least probable deviations in the states, and large Q implies less worry about the deviations

in the states. There should be a trade-off between the two, which should be maintained to get

the desired solution.

In the current study, the selection of parameters of matrices Q and R is based on the con-

sideration of giving equal importance to all the system states and control variables participating

in the control action. Therefore, the structures of Q and R are considered as the identity (I)

matrices of dimensions 29� 29 and 2� 2, respectively, for the multi-source system. For the
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single-source power system, the Q matrix is I having dimensions of 15� 15 and the R matrix

is I having dimensions of 2� 2.

The solution of Eq. (16) yields a positive definite symmetric matrix P, and the optimal con-

trol law is given by

U or DPC ¼ �R�1BTPX: (17)

Hence, the required optimal feedback gain matrix is given by

K ¼ R�1BTP: (18)

The acceptable solution of K is that for which the system remains stable and eigenvalues of the

closed loop system should have negative real parts.

IV. STATE SPACE MODELING

The state space model of an interconnected power system is characterized by the following

standard state space differential equations:

_X ¼ AXþ BUþ UPD; (19)

Y ¼ CX; (20)

where X, U, PD, and Y are the state, control, disturbance, and output vectors with dimensions

15� 1, 2� 1, 6� 1, and 15� 1 for the single-source system, respectively, and 29� 1, 2� 1,

10� 1, and 29� 1 for the multi-source system, respectively. A, B, C, and C are system, input

distribution, output, and disturbance distribution matrices having dimensions of 15� 15, 15� 2,

15� 15, and 15� 6 for the single-source system, respectively, and 29� 29, 29� 2, 29� 29,

and 29� 10 for the multi-source system, respectively.

In the application of optimal control theory, the term CPD in Eq. (19) will vanish by rede-

fining the states and controls in terms of their steady state values taking place after the distur-

bance. Hence, Eq. (20) will not alter; however, Eq. (19) will change as follows:

_X ¼ AXþ BU; X 0ð Þ ¼ �Xss; (21)

where new state vector X is equal to the old state vector minus its steady state value Xss. In the

present work, an optimal controller based on full-state vector feedback control is designed by

employing all the states of the systems which are assumed to be available for the measurement.

The structures of X, U, and PD vectors for thermal and multi-source systems are selected as

State vectors:

Thermal system

X½ � ¼
�
DF1 DPGt1 DPGt2 DPRt1 DXt11 DXt12 DF2 DPGt3 DPGt4 DPRt2 DXt21 DXt22 DPtieactual

ð
ACE1dt

ð
ACE2dt

�T

:

Multi-source system

X½ �¼
�
DF1DF2DPtieactualDPTt1DPRt1DXt1DPTh1DXh1DXRH1DPGd1DXd1DPGg1DPFC1DPVP1DXg1

DPTt2DPRt2DXt2DPTh2DXh2DXRH2DPGd2DXd2DPGg2DPFC2DPVP2DXg2

ð
ACE1dt

ð
ACE2dt

�T

:

Control vectors:
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Thermal and multi-source systems

U½ � ¼ DPC1 DPC2½ �Tand

Disturbance vectors:

Thermal system

PD½ � ¼ DPL1 DPL2 DPL3 DPL4 DPUC1 DPUC2½ �T:

Multi-source system

PD½ � ¼ DPL1 DPL2 DPL3 DPL4 DPL5 DPL6 DPL7 DPL8 DPUC1 DPUC2½ �T;

where DPC is the area control signal, DPL is the power demand of a DISCO, and DPUC is the

uncontracted power demand in a control area. The other abbreviations used for various states

stated earlier are shown in Figs. 1(b) and 4(b) and are described in the Nomenclature.

V. AGC IN THE DEREGULATED SCENARIO

To advance the effectiveness of operation and control of the existing traditional power sys-

tem scenario, deregulation principles are commenced into the new power system framework. In

the deregulated market, consumers or DISCOs have chances to buy power at reduced rates due

to the competitive environment generated among various GENCOs. The GENCOs may or may

not contribute in the AGC task, and DISCOs have the freedom to ink contracts with any

GENCOs of their own pool termed as poolco transaction or any other control area which is

termed as bilateral transaction.1 The GENCOs and DISCOs negotiate various combinations of

poolco/bilateral contracts, and they have to submit the agreement obligatorily to ISO to seek

approval.4–6 The contracts among GENCOs and DISCOs can be realized successfully via the

DISCO participation matrix (DPM) and the area control error participation factor (apf) as pro-

posed by Donde et al.6 The DPM clarifies the details of the contracts signed between DISCOs

and GENCOs. The row and columns of the DPM stand for the number of GENCOs and

DISCOs, respectively. The two-area restructured thermal system with two numbers of GENCOs

and two numbers of DISCOs in each area [Fig. 1(a)] is represented by the following equation:

DPM ¼

cpf11 cpf12 cpf13 cpf14

cpf21 cpf22 cpf23 cpf24

cpf31 cpf32 cpf33 cpf34

cpf41 cpf42 cpf43 cpf44

2
666664

3
777775
: (22)

The entries of DPM are termed as the contract participation factor (cpf), which designates a

fraction of total power contracted by a DISCO with a GENCO. Consequently, the sum of the

entries of a column of DPM is unity. The diagonal entries of the DPM correspond to the poolco

contracts, and the off diagonal entries correspond to the bilateral contracts.

The total load demand of DISCOs in an area is represented by DPD. For the thermal

system

DPD1 ¼ DPL1 þ DPL2 þ DPUC1; (23)

DPD2 ¼ DPL3 þ DPL4 þ DPUC2: (24)

The scheduled steady state power flow on the tie-line is given as1,4–6
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DPtiescheduled ¼ Demand of DISCOs of area-2 from GENCOs in area-1ð Þ
� Demand of DISCOs of area-1 from GENCOs in area-2ð Þ
¼ cpf13 þ cpf23ð ÞDPL3 þ cpf14 þ cpf24ð ÞDPL4 � cpf31 þ cpf41ð ÞDPL1

� cpf32 þ cpf42ð ÞDPL2: (25)

The actual tie-line power flow signal shown in Figs. 1 and 4 is stated by

DPtieactual ¼
2pT12

s
DF1 � DF2ð Þ: (26)

The tie-line power flow error at any instant is given by10

DPtieerror ¼ DPtieactual � DPtiescheduled: (27)

DPtieerror disappears in the steady state when DPtieactual reaches DPtiescheduled. The DPtieerror

signal is used to create the particular area control error (ACE) signal similar to the traditional

scenario

ACE1 ¼ b1 DF1 þ DPtieerror; (28)

ACE2 ¼ b2 DF2 þ a12 DPtieerror: (29)

The ACE signal acts as the input to OC, while the control signal of the controller is to be dis-

tributed among GENCOs of the area as per their participation in the AGC task. Coefficients

that distribute the control signal to GENCOs are termed as apfs. In a control area, the sum of

apfs is equal to 1. Hence, for the thermal system, apft1þ apft2¼ apft3þ apft4¼ 1.

VI. LINEARIZED MODEL OF RFB FOR AGC

Redox flow batteries (RFB) are rechargeable batteries with an outstanding short-time over-

load capability. To suppress the oscillations, an active power source with a quick response such

as RFB can be expected to be the most effective one during dynamic periods in a power sys-

tem. They are found to be better than the other energy storage units such as superconducting

magnetic energy storage (SMES) because of their normal temperature operation, small losses,

and long service life.1

They offer the following features different from other conventional power storage batteries.

They are not aged by fast/frequent charging and discharging deviations, the depth of discharge

does not affect their lifetime, and they can operate for decades. The cell and tank sections can

be separated to provide flexibility in installations, and because of that, the output can easily be

tailored according to the requisite output and capacity via increasing/decreasing the numbers of

electrolytic tanks. The plastic tanks employed for holding the electrolytes have long life. The

charged electrolyte is stored in detachedþve and –ve tanks, and hence, no self-discharge takes

place during extended idling nor needed auxiliary power while stoppage. The electronics and

software to manage the RFB system are upgradable like any computer.

The block diagram of the RFB system is shown in Fig. 2. The reactions that occur in the

battery cell during charging and discharging are also shown in Fig. 2. RFB stores energy by uti-

lizing redox couples, V2þ/V3þ in the –ve and V4þ/V5þ in theþve half cells stored in mild sul-

furic acid solutions, i.e., electrolytes. During the charging/discharging, Hþ ions are exchanged

between the two electrolyte tanks via the hydrogen ion permeable polymer membrane. During

normal load conditions, RFBs get charged, while during the peak or sudden load demands, they

deliver the energy back to the system instantly. AC/DC or DC/AC conversions are performed

by a dual converter as shown in Fig. 2. RFBs provide an alternative solution to the problem of

mismatch of power generation and sudden load requirements. Hence, they can be suggested to

be incorporated in the power system to improve AGC performance and to ensure enhanced
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power quality. In this work, the transfer function model of RFB represented by first order lag is

given as1,3,5

GRFB sð Þ ¼ KRFB

1þ sTRFB

; (30)

where KRFB is the gain and TRFB is the time constant of RFB. In the present study, RFB is sup-

posed to be available in both areas of the restructured two-area systems and the DFi signal is

directly used as the input command for the RFB in AGC.3,5

VII. SIMULATION RESULTS AND ANALYSIS

A. Two-area single-source system

The restructured two-area multi-unit thermal system with one non-reheat (GENCO-1 and

GENCO-3) and one reheat (GENCO-2 and GENCO-4) generating units in each area is taken

from Ref. 1 to compare the suggested method with the existing one. The schematic diagram of

the two-area power system interconnected via a tie-line in the deregulated environment with

two GENCOs, two DISCOs, and one RFB unit in each area is presented in Fig. 1(a). However,

the detailed system is shown in Fig. 1(b). The system with Scenario-III in Ref. 1 is considered,

where all four DISCOs individually demand a power (DPLi) of 10% in the bilateral contract

with contract violation. Additionally, DISCO-1 demands 10% uncontracted power, i.e., DPUC1

¼ 0.1 per unit megawatt (puMW). So, the total power demanded in area-1 will be DPD1¼ 0.3

puMW and DPD2¼ 0.2 puMW. The DPM is given as follows:

DPM ¼

0:5 0:25 0 0:3

0:2 0:25 0 0

0 0:25 1 0:7

0:3 0:25 0 0

2
66664

3
77775: (31)

It is implicit that all four GENCOs participate in AGC as per apft1¼ 0.75, apft2¼ 0.25, and

apft3¼ apft4¼ 0.5. The optimized feedback gain matrix K of OC for the system with and with-

out RFB is given in Table I. Utilizing the system data given in the Appendix and K, the system

dynamic responses with/without RFB are shown in Fig. 3. To compare the effectiveness of OC

FIG. 2. General block diagram of RFB in AGC.
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with the recently published artificial cooperative search algorithm (ACSA) optimized PI

controller,1 the results with RFB due to the ACSA based PI controller are also incorporated in

Fig. 3. Critical investigations of all the responses, especially Figs. 3(a) and 3(b), without RFB

confess that OC shows somewhat inferior performance compared to the ACSA tuned PI controller

TABLE I. Optimal feedback gain matrices K for the restructured thermal system.

Without

RFB

[1.5095 1.8973 3.3580 –0.7078 0.4254 0.2171 –0.3422 –0.3352 –0.4154 0.0389 –0.0659

–0.0330 0.5591 3.1619 –0.0460; –0.2825 –0.2841 –0.3521 0.0329 –0.0565 –0.0283 1.4425

1.9013 3.5310 –0.7896 0.4346 0.2223 –0.4257 0.0460 3.1619]

With RFB [1.8472 2.3397 3.8991 –0.7556 0.5085 0.2587 –0.5125 –0.4423 –0.5471 0.0508 –0.0840

–0.0421 5.6398 7.9046 –0.1298; –0.4644 –0.3864 –0.4736 0.0422 –0.0721 –0.0361 1.7479

2.3262 4.0616 –0.8409 0.5173 0.2638 –5.4095 0.1298 7.9046]

FIG. 3. Dynamic responses of the restructured two-area single-source thermal system with different controllers (a) DF1, (b)

DF2, (c) DPtieactual, (d) DPGt1,CV, (e) DPGt3,CV, and (f) DPGt4,CV.
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(with RFB). However, the performance of OC with RFB is far superior to that of the PI controller

with RFB in terms of shorter settling time, peak overshoots/undershoots, and damped out oscilla-

tions. In the steady state, the deviations in frequencies of both areas remain zero, while contracted

generations of different GENCOs can be defined using the following equation:

DPGti ¼ cpfi1 DPL1 þ cpfi2 DPL2 þ cpfi3 DPL3 þ cpfi4 DPL4: (32)

Hence, in the steady state, DPGt1 ¼ 0.105 puMW, DPGt2 ¼ 0.045 puMW, DPGt3 ¼ 0.195

puMW, and DPGt4 ¼ 0.055 puMW. However, as per industrial practice, an uncontracted demand

(DPUC1) of 10% made by DISCO-1 must be supplied by area-1 GENCOs based on their respec-

tive apfs. Therefore, under contract violation (CV), DPGt1,CV¼DPGt1þ apft1DPUC1¼ 0.105

þ 0.075¼ 0.18 puMW and DPGt2,CV¼ 0.045þ 0.025¼ 0.07 puMW. However, DPGt3,CV

¼DPGt3 and DPGt4,CV ¼DPGt4. The simulation results of power outputs of three GENCOs

shown with/without RFB in Figs. 3(d)–3(f) match with the above desired values in the steady

state. Further, Fig. 3(c) shows DPtieactual¼ –0.05 puMW which in the steady state is equal to

DPtiescheduled as defined by Eq. (25).

The closed loop system modes of the ACSA tuned PI controller with RFB and OC with/

without RFB are shown in Table II. It is observed that all the system modes lie in the left half

of the “s” plane, and hence, the system is stable with ACSA1 and OC with/without RFB. It is

also revealed that most of the system modes due to OC with RFB are highly negative compared

to the ACSA tuned PI controller with RFB and OC without RFB. Hence, the power system

with OC incorporating RFB in control areas shows significantly higher stability margins with

excellent damping in comparison to that of the ACSA method.

B. Two-area multi-source system

To confirm the capability of the optimal controller (OC) to cope with the multi-source sys-

tem, the study is further extended to a restructured two-area multi-source thermal-hydro-diesel-

gas system as shown in Fig. 4. The schematic diagram of the two-area power system intercon-

nected via a tie-line in the deregulated environment with four GENCOs, four DISCOs, and one

RFB unit in each control area is presented in Fig. 4(a). In the power system model, GENCOs 1

and 5 are single reheat thermal plants, GENCOs 2 and 6 are mechanical governor based hydro

plants, GENCOs 3 and 7 are diesel plants, and GENCOs 4 and 8 are gas plants. The detailed

transfer function model of the power system model is shown in Fig. 4(b). The effectiveness of

OC is tested in five cases related to three possible transactions available in an open market

environment.

TABLE II. Pattern of closed-loop system modes for the restructured thermal system.

OC (With RFB) ACSA: PI1 (With RFB) OC (Without RFB)

–14.3713 –14.4100 –13.6904

–14.2482 –14.6690 –13.6473

–4.3210 6 6.0578i –0.4735 6 5.6195i –2.1858 6 4.7822i

–4.4733 6 5.6826i –1.2445 6 4.8690i –2.5231 6 4.1187i

–2.2033 –1.6722 –1.9202

–1.0103 –0.5479 –0.9617

–0.8994 –0.4397 –0.8537

–0.1143 –0.1143 –0.1143

–0.1334 –0.1388 –0.1334

–12.5000 –12.5000 –12.5000

–12.5000 –12.5000 –12.5000

–3.3333 –3.3333 –3.3333

–3.3333 –3.3333 –3.3333
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(a)

(b)

FIG. 4. (a) Schematic demonstration of a two-area interconnected multi-source power system in the deregulated environ-

ment. (b) Block diagram of the restructured two-area power system consisting of identical thermal-hydro-diesel-gas plants

in each area.
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Case 1: poolco based transactions—In this case, DISCOs negotiate contracts with GENCOs

of their own control area.1,4–6,15–18 It is assumed that the load is demanded by DISCOs in area-

1 only. Let DPL1¼DPL2 ¼DPL3 ¼DPL4 ¼ 0.05 puMW. The related DPM is given as follows:

DPM ¼

0:3 0:5 0:5 0:5 0 0 0 0

0:4 0:2 0:2 0:2 0 0 0 0

0:1 0:1 0:1 0:1 0 0 0 0

0:2 0:2 0:2 0:2 0 0 0 0

0 0 0 0 0 0 0 0

0 0 0 0 0 0 0 0

0 0 0 0 0 0 0 0

0 0 0 0 0 0 0 0

2
66666666666666664

3
77777777777777775

: (33)

Note that DISCOs of area-1 do not demand power from GENCOs of area-2; hence, the corre-

sponding cpfs of DPM are taken to be zero. For all cases, ACE participation factors are

selected as apft1¼ 0.5, apfh1¼ 0.2, apfd1¼ 0.1, apfg1 ¼ 0.2, apft2¼ 0.25, apfh2¼ 0.25, apfd2

¼ 0.25, and apfg2 ¼ 0.25. Eqs. (25) and (32) stated for DPtiescheduled and steady state power

generations, respectively, will be modified for the multi-source system as

DPtiescheduled ¼ cpf15 þ cpf25 þ cpf35 þ cpf45ð ÞDPL5 þ cpf16 þ cpf26 þ cpf36 þ cpf46ð ÞDPL6

þ cpf17 þ cpf27 þ cpf37 þ cpf47ð ÞDPL7 þ ðcpf18 þ cpf28 þ cpf38 þ cpf48ÞDPL8

� cpf51 þ cpf61 þ cpf71 þ cpf81ð ÞDPL1 � cpf52 þ cpf62 þ cpf72 þ cpf82ð ÞDPL2

� ðcpf53 þ cpf63 þ cpf73 þ cpf83ÞDPL3 � cpf54 þ cpf64 þ cpf74 þ cpf84ð ÞDPL4;

(34)

DPGti ¼ cpfi1 DPL1 þ cpfi2 DPL2 þ cpfi3 DPL3 þ cpfi4 DPL4 þ cpfi5 DPL5 þ cpfi6 DPL6

þ cpfi7 DPL7 þ cpfi8 DPL8; i ¼ 1; 5; (35)

DPGhi ¼ cpfi1 DPL1 þ cpfi2 DPL2 þ cpfi3 DPL3 þ cpfi4 DPL4 þ cpfi5 DPL5 þ cpfi6 DPL6

þ cpfi7 DPL7 þ cpfi8 DPL8; i ¼ 2; 6; (36)

DPGdi ¼ cpfi1 DPL1 þ cpfi2 DPL2 þ cpfi3 DPL3 þ cpfi4 DPL4 þ cpfi5 DPL5 þ cpfi6 DPL6

þ cpfi7 DPL7 þ cpfi8 DPL8; i ¼ 3; 7; (37)

DPGgi ¼ cpfi1 DPL1 þ cpfi2 DPL2 þ cpfi3 DPL3 þ cpfi4 DPL4 þ cpfi5 DPL5 þ cpfi6 DPL6

þ cpfi7 DPL7 þ cpfi8 DPL8; i ¼ 4; 8: (38)

Considering Eqs. (34)–(38), GENCOs must generate powers in the steady state as DPGt1 ¼ 0.09

puMW, DPGh1 ¼ 0.05 puMW, DPGd1 ¼ 0.02 puMW, DPGg1 ¼ 0.04 puMW, and DPGt2 ¼DPGh2

¼DPGd2 ¼DPGg2 ¼DPtiescheduled¼ 0 puMW. The optimal feedback gains of OC for the system

with/without RFB are depicted in Table III. Dynamic system responses incorporating RFB in

both control areas due to OC are shown in Fig. 5. For case 1, system responses for the devia-

tion in frequency of area-1 [Fig. 5(a)] and area-2 [Fig. 5(b)] settle to zero, while all generations

[Figs. 5(e)–5(l)] attain their desired values in the steady state. The steady state scheduled tie-

line power flow [Fig. 5(c)] is zero because no power is demanded by areas-1 and 2 from areas-

2 and 1. Additionally, the actual tie-line power is equal to the scheduled tie-line power, and

hence, tie-line power error turns equal to zero as indicated in Fig. 5(d). All dynamic responses

are smooth, non-oscillatory, and fast due to the presence of RFB.
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Case 2: poolco-bilateral transactions—In this case, DISCOs have the liberty to make con-

tracts with GENCOs of their own and other control areas.1,4–6,8–10,15–18 In this case, the power

demand of all DISCOs is presumed equal to 0.05 puMW. The DPM for this case is given as

DPM ¼

0:25 0 0:4 0:2 1 0 0:2 0:5

0:1 0 0:1 0:2 0 0 0 0:2

0:05 0 0 0:1 0 0 0 0

0:1 0 0:1 0:2 0 1 0 0

0:25 1 0:2 0:1 0 0 0:8 0:3

0:1 0 0:1 0:1 0 0 0 0

0:05 0 0 0:05 0 0 0 0

0:1 0 0:1 0:05 0 0 0 0

2
66666666666666664

3
77777777777777775

: (39)

For the above DPM, GENCOs must generate contracted powers of DPGt1 ¼ 0.1275 puMW,

DPGh1 ¼ 0.03 puMW, DPGd1 ¼ 0.0075 puMW, DPGg1 ¼ 0.07 puMW, DPGt2 ¼ 0.1325 puMW,

DPGh2¼ 0.015 puMW, DPGd2¼ 0.005 puMW, DPGg2¼ 0.0125 puMW, and DPtiescheduled ¼ 0.035

puMW. The values of DPtiescheduled, DPtieactual, DPtieerror, and GENCO outputs are verified using

simulated responses shown in Figs. 5(c)–5(l). Figures 5(a) and 5(b) show larger undershoots and

settling times in case 2 compared to case 1 due to the existence of load demands in both areas. It

is noticed that in the deregulated atmosphere, the type of contract affects not only the load

demand of an area but also the GENCO output and scheduled tie-line power flow. Further, in the

absence of uncontracted power demands, the apf value does not influence the steady state behav-

ior, but only the transient behavior of the system will be affected.

Case 3: contract violation—In some circumstances, DISCOs may breach a contract by

demanding excess power than that specified in the contract. This excess DISCO demand which

is not contracted to none of the GENCOs must be supplied only by the GENCOs operating in

the same area as DISCOs.1,4–6,8–10,15–18 Consider case 2 once again with an amendment that

DISCO-1 and DISCO-5 demand 0.05 puMW excess power, i.e., DPUC1¼DPUC2 ¼ 0.05 puMW.

Hence, DPD1¼DPD2¼ 0.2 þ 0.05 ¼ 0.25 puMW. Fig. 5 also consists of the stabilized dynamic

responses with RFB in the event of contract violation. With OC, AGC requirement is satisfied

as DF1, DF2, and DPtieerror settle to zero in the steady state. All generation in the steady state

will deflect from case 2 values due to the excess power demands in both areas, and values of

apfs in area-1 and 2 will decide the contribution of the uncontracted load among GENCOs in

the area. Therefore, DPGt1,CV¼ 0.1275þ (0.5� 0.05)¼ 0.1525 puMW and DPGh1,CV

¼ 0.03þ (0.2� 0.05)¼ 0.04 puMW. Similarly, DPGd1,CV ¼ 0.0125 puMW, DPGg1,CV ¼ 0.08

puMW, DPGt2,CV¼ 0.145 puMW, DPGh2,CV¼ 0.0275 puMW, DPGd2,CV¼ 0.0175 puMW, and

TABLE III. Optimal feedback gain matrices K for the restructured multi-source system.

Without

RFB

[0.6954 –0.0476 –2.2558 4.6395 1.0432 0.4709 2.4519 –0.1870 –6.2209 4.5127 0.0854

1.2792 1.3619 0.3328 0.9991 –0.5330 –0.1352 –0.0355 –0.2829 0.2256 4.1628 –0.5062

–0.0044 –0.1980 –0.1758 –0.0322 0.0703 0.9999 –0.0171; 0.1126 0.3360 2.1940 –0.3035

–0.0516 –0.0169 –0.1153 0.0069 –1.9149 –0.2908 –0.0030 –0.0593 –0.1107 –0.0235 0.0334

4.8375 0.8658 0.3477 2.2391 0.4051 10.1211 4.7113 0.1550 1.0280 1.3298 0.3553

1.3943 0.0171 0.9999]

With

RFB

[0.0066 –0.0491 0.6238 2.1310 0.3140 0.3068 0.4689 0.1896 7.4866 1.9777 0.0660

0.1958 0.3078 0.1239 0.5846 –0.5197 –0.0486 –0.0116 –0.1310 –0.0217 –0.0885 –0.5188

–0.0050 –0.0599 –0.0609 –0.0123 –0.1832 0.9996 –0.0278; –0.0443 –0.0241 –0.6416 –0.4537

–0.0404 –0.0084 –0.1174 –0.0211 –0.9246 –0.4666 –0.0051 –0.0533 –0.0551 –0.0113 –0.1727

2.1962 0.2199 0.1781 0.4236 0.2553 10.9765 2.0508 0.1388 0.1601 0.3098 0.1428

0.6719 0.0278 0.9996]
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DPGg2,CV¼ 0.025 puMW; however, the steady state DPtiescheduled value will not change. The

uncontracted demand in both areas is revealed in output power signals of all eight GENCOs as

shown in Figs. 5(e)–5(l). It also confirms the fruitfulness of OC. From Figs. 5(f) and 5(j), it is

also observed that the results of hydro power generations are characterized by an initial fast

negative dip followed by slower exponential enlargement. This is due to the non-minimum

phase characteristic of hydro turbines. Hence, hydro power plants compared to thermal/diesel/

gas need more time to meet desired power generations. Compared to case 2, in case 3, all

responses are observed substandard due to the presence of uncontracted power demands in both

areas. Further, on comparing Figs. 3 and 5, it is observed that the results of more realistic

multi-source power systems are more oscillatory or inferior in comparison to the results of the

thermal power system.

Case 4: case 3 without RFB—To compare the system responses with and without RFB,

case 3 is again simulated without considering the effect of RFB. The system model is simulated

FIG. 5. Dynamic responses of the restructured two-area multi-source hydro-thermal-diesel-gas system with OC for differ-

ent cases (a) DF1, (b) DF2, (c) DPtieactual, (d) DPtieerror, (e) DPGt1, (f) DPGh1, (g) DPGd1, (h) DPGg1, (i) DPGt2, (j) DPGh2, (k)

DPGd2, and (l) DPGg2.

064105-16 Arya, Kumar, and Gupta J. Renewable Sustainable Energy 9, 064105 (2017)



with OC utilizing the optimized feedback gains given in Table III for “without RFB” tag. On

comparing the dynamic responses with and without RFB shown in Fig. 5 for case 3, it is con-

cluded that high-quality results are obtained with RFB, i.e., case 3 compared to the results

obtained without considering RFB, i.e., case 4. Hence, the use of RFB in the power system can

be advocated to alleviate the oscillations caused at sudden load demands.

Case 5: case 4 with the generation rate constraint (GRC) and time delay (TD)—In practical

power systems with steam or hydro power plants, a maximum limit, termed as the generation

rate constraint (GRC), subsists on the rate of the change in the power generation. In the absence

of GRC, undesirably, generators are anticipated to chase large momentary disturbances.

Therefore, GRC must be integrated in a pragmatic AGC study. In the majority of research stud-

ies, the effect of GRC in restructured systems is neglected.1,6,7,9,10,15 The GRC for the hydro

unit for raise and lower generations is consideredþ0.045 pu/s and �0.06 pu/s, respectively,

while 60.0005 pu/s GRC is considered for single reheat thermal plants of the studied multi-

source thermal-hydro-diesel-gas system. Due to the rising intricacy of interconnected power

system in the restructured scenario, communication channel delays become a major challenge

FIG. 5. (Continued.)
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in the AGC performance analysis. Time delays (TDs) can corrupt a system’s performance and

even cause system instability.17 In view of the above, a time delay of 0.2 s is considered in the

output signal of OC, i.e., DPCi in addition to GRC. Here, the system described in case 4 is

again simulated with the optimized gains obtained in case 4 (see “Without RFB” in Table III)

and considering GRC and TD. Simulation results for case 5 are also shown in Fig. 5. It is

observed that for case 5, i.e., case 3 without RFB and with GRC and TD, degraded system

dynamic performance is observed compared to the system performance without GRC and TD.

Close examination of these dynamic responses clearly apprises that without RFB and with GRC

and TD, area frequencies, tie-line power flows, and power output signals suffer from large

oscillation, longer settling time, higher peak overshoot, and peak undershoot. However, OC

shows favorable performance under this worst condition.

1. Sensitivity analysis

A sensitivity analysis is performed to substantiate the robustness of the optimum feedback

gains of OC obtained at a nominal condition for ample alterations in the system parame-

ters.5,14,17,18 The relations specified in the Appendix indicate that the deviation in initial loading

influences the power system damping constant (Di), power system gain (KPi), power system

time constant (TPi), and area frequency response characteristic (bi). These parameters to be

used in the thermal system model are calculated for different initial loadings. Selecting one at a

time, initial system loading and the speed governor regulation parameter (Ri) for the single-

source thermal system and time constants of the thermal speed governor (Tgi) and the diesel

governor (Tgdi) for the multi-source system are changed from their nominal values in the range

of 625%. The single-source thermal system dynamic responses without considering RFB for

DF2 and DPtieactual are shown in Figs. 6(a) and 6(b) for the altered operating conditions of nom-

inal Ri and system loading, respectively. However, the multi-source system dynamic responses

(for case 4) for DF1 and DPGg2 are shown in Figs. 6(c) and 6(d) for changed operating condi-

tions of Tgi and Tgdi, respectively. Critical examination of the responses clearly unveils that all

these responses show undetectable variations. So, it can be concluded that optimized feedback

gains obtained at the nominal loading of 50% and nominal parameters need not be retuned for

broad changes in the system loading or system parameters.

In realistic restructured power generating systems, uncontracted power demands can occur

in any one area or in all the areas concurrently.5,17 If the controller is not designed to undertake

such cases, the system will definitely turn unstable. Here, systems under study are simulated for

four contract violation/non-violation situations such as (a) DPUC1 ¼ 0.1 puMW, DPUC2 ¼ 0

puMW, (b) DPUC1 ¼ 0 puMW, DPUC2 ¼ 0.1 puMW, (c) DPUC1 ¼DPUC2 ¼ 0.1 puMW, and (d)

DPUC1 ¼DPUC2 ¼ 0.15 puMW. Because of more likelihood of system instability, the success of

OC is tested on the systems without RFB. Figure 6(e) shows the GENCO-2, i.e., DPGt2

response of the single-source thermal system, and Fig. 6(f) shows the GENCO-3, i.e., DPGd1

response of the multi-source thermal-hydro-diesel-gas system for case 4. Evaluation of Figs.

6(e) and 6(f) clearly reveals the efficacy of OC under higher intensity and changed locations of

contract violation demands (DPUCi). To save space, only two dynamic responses are shown for

the rationale of this statement.

VIII. CONCLUSION

The effect of redox flow batteries (RFBs) on AGC performance enrichment of two-area

power systems in the deregulated power environment is explored. A novel optimal control strat-

egy is implemented to perform the simulations. Initially, a restructured two-area four-unit ther-

mal system is investigated, and the superiority of the optimal controller (OC) is demonstrated

over the artificial cooperative search algorithm (ACSA) tuned PI controller. The benefit of OC

over ACSA tuned PI is corroborated through the simulation results in terms of appreciably

smooth and fast responses with a minimal settling time. Further, since RFB can contribute to

instant power demands, ameliorating system performance is observed with RFB in contrast to

the system without RFB. Next, system mode analysis shows a substantial improvement in the
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system stability margins with OC compared to the ACSA PI strategy. To demonstrate the abil-

ity of OC to cope with the multi-source system, the study is further extended to a more realistic

restructured two-area multi-source thermal-hydro-diesel-gas system. An extensive analysis is

performed for the AGC scheme considering poolco, poolco-bilateral, and contract violation

transactions with/without RFB/GRC-TD. It is established that in all the cases, the area frequen-

cies turn to zero in the steady state, which satisfies the AGC requirements. It is also established

that the simulated actual values of generations and scheduled tie-line powers of GENCOs under

different transaction match with the corresponding desired values. Finally, sensitivity analysis

reveals that OC with the optimized feedback gains acquired at the nominal loading of 50% is

robust enough and need not be reset if the system is subjected to broad variations in the sys-

tem’s initial loading or parameters from the nominal values. The robustness of OC is also

established at a bigger size and changed positions of uncontracted power demands.

FIG. 6. Dynamic responses with OC during sensitivity analysis (a) DF2 of the single-source system, (b) DPtieactual of the

single-source system, (c) DF1 of the multi-source system, (d) DPGg2 of the multi-source system, (e) DPGt2 of the single-

source system, and (f) DPGd1 of the multi-source system.
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APPENDIX: SYSTEM DATA

Nominal parameters of single/multi-source power system models under investigation1,11,13,15

Pr1 ¼ Pr2 ¼ 2000 MW; Ptiemax ¼ 200 MW; Base power ¼ 2000 MVA; initial loading ðDP0
DiÞ

¼ 50%; F0 ¼ 60 Hz; a12 ¼ �1;Di ¼ 8:33 � 10�3 puMW=Hz;Hi ¼ 5 MWs=MVA; Tgi ¼ 0:08 s;
Tti ¼ 0:3 s;Kri ¼ 0:5;Tri ¼ 10 s;Rti ¼ Rhi ¼ Rgi ¼ 2:4 Hz=puMW;Rdi ¼ 2:5 Hz=puMW;KPi ¼
120 Hz=puMW;TPi ¼ 20 s;Bi ¼ bi ¼ 0:425 puMW=Hz;2pT12 ¼ 0:545 puMW=Hz;TRHi ¼ 28:75 s;
TGHi ¼ 0:2 s; TRi ¼ 5 s; TWi ¼ 1 s; ai ¼ 1; bi ¼ 0:05 s; ci ¼ 1; Xi ¼ 0:6 s; Yi ¼ 1 s; TCRi ¼ 0:01 s;
TFi ¼ 0:23 s; TCDi ¼ 0:2 s; KRFB ¼ 0:6787; TRFB ¼ 0 s; Tgd ¼ 0:1 s; Ttd ¼ 8 s; TPi ¼ 2H=F0Di s;
KPi ¼ 1=DiHz=puMW; Di ¼ DP0

Di=F0Pri puMW=Hz;bi ¼ Diþ 1=Ri puMW=Hz:
�.

1R. K. Selvaraju and G. Somaskandan, “Impact of energy storage units on load frequency control of deregulated power
systems,” Energy 97, 214–228 (2016).

2A. Lucas and S. Chondrogiannis, “Smart grid energy storage controller for frequency regulation and peak shaving, using
a vanadium redox flow battery,” Int. J. Electr. Power Energy Syst. 80, 26–36 (2016).
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Abstract: This paper deals with force and position control 

of an end effector of a single flexible arm robot manipulator 

in underwater medium. The interactions with the 

environment are affected by the different underwater 

conditions such as hydrodynamic forces and other 

disturbances. This work is an attempt to control the force 

and position of an end-effector of a robot manipulator 

during interaction with environment. The control strategy 

presents extended impedance controller with PID control 

for more stable conditions through bond graph modeling 

technique. An environmental condition includes a fixed 

distance maintained during interaction from the virtual 

wall. The scheme developed is further implemented on 

single arm flexible underwater robot manipulator. 

Simulation study has been carried out which reveals some 

effective stability of system. 

Keywords: Manipulator; Flexible; Underwater rob; PID; 

Bond graph 

1. INTRODUCTION 

Interaction with its surrounding environment by underwater 
robot is very significant for complete autonomous mission. 
Underwater robots have been un-mitigated in past decades 
in the number of applications, in underwater conditions. 
The robot end-effectors have to make contact or keep 
constant distance with the environment required in many 
engineering applications. Interactions with underwater 
environment deal with some nonlinear conditions, which 
are of great interest to the modeling and scientific 
community. The modelling and design for force control of 
underwater robots requires consideration of nonlinear 
conditions so as insist of the controller may be investigated 
effectively. 

Numbers of interaction control schemes exist for force 
control [1] like direct force control, hybrid force/position 
control, parallel force/position control and impedance 
control, which are studied by many researchers for 
interaction control [2]. Hogen [3, 4 and 5] has developed an 
approach to facilitate the application of robots involving 
static and dynamic interaction between the manipulator and 

its environment considering impedance components of the 
manipulator. By applying impedance between robot end-
effector position and constant force, a controlled interaction 
can be achieved [6].Kinematic constraints can be exerted on 
the manipulator and force/position tracking can also be 
realized using state feedback relying as per the environment 
geometry [7]. Using pneumatic actuator with passivity 
properties such as impact and force control, a desired 
interaction force can be achieved for stable and dissipative 
contact tasks with an arbitrary environment [8]. To cope 
with the uncertainties arising from free-flyers dynamics, 
Wang and Xie [9] have investigated force/position track 
control using an adaptive Jacobian controller and multiple 
impedance control. In the practical case of contact with 
friction, velocity/force can be used to determine the surface 
normal direction [10]. Asymptotic stability of force 
regulator using a PI force plus PD- position feedback can be 
effectively done in a condition, where environment is not so 
rigid [11]. Robot finger contracting a compliant surface 
with stiffness and kinematics uncertainties has been studied 
by Doulgeri et al. [12]. 

Y. Cui et al [13] has investigated effectiveness of 
impedance controller on UVMs through simulation has 
been and an explicit force control scheme is one of the 
robust scheme for considering occurrence of unexpected 
impact and can be further extended with adaptive motion 
control[14 and 15]. Multiple impedance control was 
customized by the Farivarnejad and Moosavian [16] for the 
heavy object in underwater structure in case of inevitable 
contact. Pathak etal [17] has discussed impedance control 
of a space robot using virtual base in controller domain and 
further Amit Kumar [18] has presented a scheme for torque 
control by impedance at the interaction point between 
flexible space robot tip and space structure using a virtual 
foundation. In this paper PID based impedance control 
scheme has been developed for single arm flexible 
underwater robot manipulator extending further the work 
done by Kumar [18]. Overwhelming control strategies have 
been extended to impedance control for the interaction of 
end-effector with the environmental conditions. In order to 
achieve an effective stability during interaction PID 
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controller has been embedded in the system. Bond graph 
model has been created and simulated on SYMBOL 
SONATA (R) software. An extensive simulation has been 
performed for effective in the underwater environment. The 
next section provides the detailed methodology of PID 
based impedance controller. 

2. IMPEDANCE CONTROL WITH PID 

The force/position tracking problem of the underwater 
robot manipulator in the nonlinear dynamic and 
environment condition has been explored in this section. As 
reported by Mukherjee etal. [19] and Pathak [20]an 
overwhelming control strategy can be extended to 
impedance control using bond graph. The passive 
foundation concept is used for modelling underwater robot. 
To achieve good stability Proportional-Integral-Derivative 
(PID) controller based system is applied to control the 
underwater robot using a high feedforward gain µh.  

 

Fig. 1. Bond graph model of PID Impedance controller. 

Figure 1 shows the depicted bond graph model of 
impedance controller with PID. In bond graph model SE39 
is used to contradict the effort of environmental stiffness by 
C38. Mb is mass of the base and ml is the mass of the link. 
Mp, Kp and Rp are the mass, stiffness and damping of 
passive foundation. The passive foundation velocity is 
sensed and feedback to the controller through passive 
foundation compensation gain σ as flow activated 
transformer between the bonds 10 and 16. Taking into 
account the impedance modulates the limit force of 
interaction [21 and 22]. The PID control is attached to the 
impedance controller in which flow activated C element on 
bonds 33 and 35 provide the tip and base displacements 
respectively. The integrated flow signal of displacement is 
given by Q57 activated bond which converts the effort 
signal to the flow signal between bond 54 and bond 56. 
SE49 corresponds to the effort applied on the system, which 
is proportional to the integral of the error signal. The 
activation on bond 51 and 52 take care of the derivative 
action by accommodating the velocity without applying any 
force on the system. Reference velocity is represented by fr 

which is represented by SE59.One may obtain the transfer 
function of PID controller ø�ù� through by signal flow 
diagram of PID, which is attached to Impedance controller. 
Figure 2 shows the signal flow graph of the system with 
only derivative feedback. 

 

Fig. 2. Signal flow graph for derivative feedback of PID 
controller 

 

Fig. 3. Flow graph and block diagram for the PID controller 
attached to Impedance controller 

Using Mason’s formula, the transfer function for the 
derivative feedback can be written as 

|ú�~ûü =  

?ý (1) 

The integrated and proportional control action is added to 
derivative feedback the signal flow graph and block 
diagram shown in figure 3. 

The transfer function of PID controller using Mason’s 
formula may be expressed as 

þ�\�
~��� = ��\8��?ý\T8��\8��    (2) 

Also e�~| = ����\      (3) 

From equation no. 2 and 3 one may obtain the P(s) as 

P�s� = ��\8��?ý\T8��\8�� ∗ ����\     (4) 

The impedance at the interaction point is defined as the 
ratio of tip velocity to the environmental condition 
represented as 

|	��~�E
 = Ñ�\�[
8�
?���Ð���\�þ�\�8µþ�\�Ð��\�]

8µþ�\�Ñ�\�8�
?���Ð���\�þ�\�8µþ�\�Ð��\� (5) 
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In Eq. (5)R�s� = 

Í�\   is transfer function of the underwater 

welding robot,  F�|�s� = s/�M�|s� + R�|s + K�|� is transfer function of the 
passive foundation,  F��s� = 1/M�sis transfer function for the base of 
underwater welding robot,  μ�= High feedforward gain related to the physical domain,  β�= High gain related to the passive foundation,  σ = Feedback compensation from passive foundation to 
controller 
One may achieve through Eq. (5), modulation of impedance 
to accommodate interaction force which is possible for è < 1 and trajectory control is achieved at σ = 1 by 
rejecting passive foundation characteristic 

3.  PID IMPEDANCE CONTROL OF FLEXIBLE 
ARM UNDERWATER ROBOT MANIPULATOR 

Implementation of impedance control with PID on the 
underwater flexible single arm robot manipulator is 
composed of models of a base of underwater robot, flexible 
link and impedance controller with PID. In underwater 
robot modeling it is assumed that the system has single 
manipulator with revolute joints and consists of an open 
kinematic chain configuration.  Bond graph modeling of 
base and flexible link was done by considering different 
aspects of kinematics and dynamics with underwater 
condition [23]. Subsystems (capsules) of the model were 
created and connected to each other bonds as shown in a 
block diagram of figure 4. 

 

Fig. 4. Block diagram of the purposed scheme 

 

Fig. 5. Schematic representation physical model of one arm 
flexible underwater robot 

Figure 5 shows the schematic sketch of a physical model of 
a single link flexible underwater robot divided into six 
equal segments. In the Figure 5 {A} represents the absolute 
frame, {V} represents the robot frame. The frame {t} 
locates the tip of the robot. L is the length of the flexible 
link and r is the distance between the robot base and centre 
of mass (CM) of the underwater vehicle and θ be the joint 
angle as shown in Figure 5.  

3.1 Modeling of base 

Figure 6 shows the bond graph sub-system (capsule) of 
base of underwater welding robot manipulator. Zcm and 
Ycm are the coordinates of the base with respect to absolute 
fame {A} as shown in Figure 5. The external force SE 
attached at the 1-junctions represents the net force acting 
due to resultant of buoyant force, hydrostatic force and 
gravity represented by f(SE) in the Figure 6. 

 

Fig. 6. Bond graph sub-system for Base of underwater robot 

3.2 Modeling of flexible link 

The bond graph model was based on the physical model 
shown in Figure 5 and the equations related to kinematic 
and dynamic modeling are discussed in this section. The 
flexible link of underwater robot has been modeled as 
uniform Euler-Bernoulli beam with flexible rigidity EI, 
density ρ and cross-section area A. 

Kinematic 

The kinematic analysis of flexible link is performed in 
order to make the bond graph and to find kinematic 
relationship of base with link. The absolute velocities at 
junction of link can be evaluated using the velocity 
equations 1 and 2. zcm and ycm are the co-ordinate of the 
center of mass of the underwater robot with respect to 
absolute frame. The velocity of the flexible link at mid of 
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first segment of link in z and y-direction with respect to 
frame {A} may be represented as Ô&

 = Ô&-� − �� sin c�c& − e&

 sin�N
 + c�    (6a) 

e&

 = e&-� + �� cos c�c + e&

 cos�N
 + c�    (6b) 

In above equations c represents the rotation of base where 
as θ1 represents the joint angle. The segment angles of link 
are�

, �
�, �
�, �
`, �
�, �
�has been used in the modulie of 
transformers in Figure 7. The CM velocity perpendicular to 
link is represented bye&

 . The velocities in z and y 
direction at tip of the link (end-effector) with respect to 
frame {A} can be evaluated as 

Ô&z�n = Ô&
� − î x

� sin �
�ï �&
�       (7a) 

e&z�n = e&
� + î x

� cos �
�ï �&
�       (7b) 

Here Ô&
�  and e&
� are the velocities in the z and y direction 
at the midpoint of sixth segment of a link.  

Dynamic 

The dynamics of underwater robot manipulator are highly 
complex and nonlinear. Different methods can be used for 
study of dynamics of underwater robots like Euler, 
Lagrange, Newton and Kane methods. The dynamic 

equation for underwater robot manipulator is conveniently 
expressed by different researchers [24 and 25] as 

�', �� = ���]�& , �& _ + ��-���, �� + 	e + % + �= (8) 

Where, �', ��: External input forces and torques, ���: body 
inertial and added mass is 6x6 inertia matrices, ��-�: 
Coriolis and centripetal matrices, 	e: Buoyancy force 
matrix, G: Gravity force matrix, and Hs: hydrostatic force. 

When the motion of rigid body is to be simulated in an 
underwater environment, number of additional forces must 
be considered which are governed by the various 
hydrostatic and hydrodynamic effects. In present work it is 
assumed that the welding is performed at a depth of 10 
meters, so the effect of surface waves is ignored further it is 
assumed that fluid is irrotational, unbounded and still.  The 
effect of drag and fluid acceleration is not considered. The 
buoyancy force is easily expressed in the earth-fixed frame 
in the Z direction as �U = −�u      (9) 

Where ρ is the fluid density, υ the body volume and g the 
gravity acceleration 
Similarly the gravity force and hydrostatic force are 
expressed with respect to the earth-fixed frame �! = %and �� = �uóm    (10)  

 

 

Fig. 7. Bond graph sub system model of flexible link for underwater robot 
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Where, G is gravitational force and As is surface of arm on 
which water pressure is acting. 

The SE attached to bond 1at the top of the bond graph of 
arm sub-system shown in Figure 7 on each segment 
represents dynamic of manipulator SE attached to the base 
sub-system to bond 1 at the bottom in Figure 6 represents 
dynamic of underwater robot. 

3.3 Bond Graph Modeling 

The arm of underwater robot has been modeled as flexible 
link using Euler-Bernoulli beam theory to create bond 
graph shown in Figure 7. Lumped inertia of the beam is 
taken into account but rotary inertia and shear deformation 
are neglected. The interface shear forces are represented by 
corresponding 0-junctions in the bond graph model shown 
in Figure 7. The 1-junctions along the upper line of the 
ladder structure represent the velocities of the mass centers 
of the reticules in z and y-direction to which corresponding 
inertia elements are attached. The 1-junctions along the 
lower line represent reticule interface rotations. The C 
elements at 0-junctions along the lower line model 
represent the flexural stiffness of the reticules. The mass of 
the both the links for each segment (ρAL/6) along with 
buoyancy force, gravity force and hydrostatic force are 
attached to "1" junction corresponding to the segment 
velocities. In the bond graph model R elements are also 
shown to represent the internal damping present in the 
flexible link. In this model Pads (Rpad and Cpad) are used 
for computational simplicity i.e., to avoid the differential 
casualty. In the bond graph of link shown in Figure 7 SE 
represents the resultant of hydrostatic force, gravity force 
and buoyancy force acting on each segment. 

 

Fig. 8. Integrated Bond graph model of single arm flexible 
underwater welding robot. 

4. INTEGRATED BOND GRAPH 

In underwater conditions environmental forces are 
generated which are to be controlled along with the tangent 
direction of end effector position. Impedance is used to 
control either environmental forces or velocity of end 
effector at the interaction point. The modulation of 
impedance is done by compensation gain (σ). When gain 
(σ) value is 1impedance is changed which leads to control 
of trajectory. In another situation, when compensation gain 
(σ) value is more than 1 force at the end effector remains 
controlled. The scheme discussed for ground manipulator 
may be used to model a force/position control of 
underwater single arm flexible robot manipulator. The 
Figure 8 shows the integrated bond graph model for 
underwater robot manipulator. Modelling is done as per the 
strategy shown in Figure 1. The sub system of PID 
impedance controller is linked with the sub system of a base 
of underwater robot manipulator (B) and flexible arm 
(LK).The SE’s attached at the 1-junctions represents the 
forces require for contradicting the effort of environmental 
stiffness Keas shown in Figure 8. The flow activated C 
elements provides trajectory in Y and Z direction 
respectively. 

5. SIMULATION AND RESULT 

The parameters used in simulation are shown in table 1.  

TABLE 1: Parameters used for modeling of single arm flexible 
underwater robot manipulator. 

Sr. 
No. 

Parameters 
Nome
nclatu

re 
Value 

1 Modulus of 
Elasticity 

E 7 × 10
6�/�� 

2 Link Length L 0.5m 
3 Moment of inertia 

of cross-section of 
link 

I 2.13 × 10?%�` 

5 Density of 
Aluminium(alloy) 

ρl 2700 Iu/�� 

6 Cross section area 
of link 

A 1.6 × 10?��� 

7 Surface Area of 
link 

As 0.02 

8 Mass of link Mlink 0.5kg 
9 Volume of link Vlink 8 × 10?`�� 
10 Mass of base  Mb 50kg 
11 Moment of Inertia 

of base 
Ib 10kg-m² 

12 Radius of base  r 0.1m 
13 Joint Resistance JR 0.1 Nm/(rad/s) 
14 Gain value µh  

15 Passive foundation 
characterstics 

Kp, 
Rp 

1000 Nm/rad 
100 Nm/(radians/s) 
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Sr. 
No. 

Parameters 
Nome
nclatu

re 
Value 

Ip 
Mp 

40 Kgm2 
200 Kg 

16 Gain modulations Kini 
Kgi 
Kgp 

0.9 
0.4 
0.6 

17 Interaction force 
limit 

Flimt 500 N 

18 Input Reference 
Angular Velocity 

ω 1 rad/s 

19 Force error 
integration  

Kt 
Rt 

100 N/m 
80 N(m/s) 

20 PID gain 
modulations 

Gp 
Gi 
µ 

0.001 
0.1 
7 

21 Environment 
stiffness 

Ke 4000 N/m 

22 Location of 
underwater robot 
from obstruction 
(Wall) 

yw 0.1 m 

15 Passive foundation 
characterstics 

Kp, 
Rp 
Ip 
Mp 

1000 Nm/rad 
100 Nm/(radians/s) 
40 Kgm2 
200 Kg 

 
To show the efficacy of the proposed impedance control 
scheme, simulation study has been carried out. The 

reference displacement for the tip was considered to follow 
the half rectified sine wave path in Y direction with 
amplitude A, which may be expressed as 

y = A ∗ sin î(
� tï ∗ swi[sin î(

� tï , 0]                (11) 

The reference velocity obtained may be written as 

f� = y& = A î(
�ï ∗ cos î(

� tï ∗ swi[sin î(
� tï , 0] (12) 

In the beginning the tip trajectory is set to reference 
trajectory. It is assumed that wall is at yw distance from the 
initial tip location. To contradict the effort of environmental 
stiffness effort element, SE42is given represented as 

SE42 = swi�Q33, w� ∗ K~ ∗ w�   (13) 

The simulation is carried out for 10 seconds as per the 
underwater condition discussed. The initial position of the 
tip is assumed to be zero radians. From Figure 9(a) shows 
the comparison of reference tip displacement and actual tip 
displacement in side water. It is observed that in underwater 
condition the tip follows the reference trajectory in 
underwater environment till 8 mm from initial tip position. 
As soon as the limit force is reached, it follows straight path 
with small dip as reference trajectory, which starts moving 
back ward from the amplitude. The tip again follows the 
reference trajectory as reference trajectory which reaches 
10mm distance from wall as force reduce to the limited 
force. 

 

 

Fig. 9. Plots for the results obtained for flexible one arm underwater welding robot manipulator: (a) Plot of tip trajectory versus 
time, (b) Plot of Base Displacement versus time; (c) Plot of Force versus time and (d) Plot of compensation gain versus time. 
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Figure 9(b) shows the base displacement with respect to 
time. As interaction force is passed to the base of robot 
manipulator leading to move from its starting position as 
shown in Figure 9(b). Figure 9(c) shows the relation of 
contact force between tip and environment with time in 
underwater condition. It is observed that force rise till it 
reaches limited force i.e. 500 N and when the tip reaches 
wall the contact force becomes zero. As the reference 
trajectory reaches its amplitude that is distance between the 
wall and the tip force almost becomes zero till next cycle 
starts. From Figure 9(c) and Figure 9(d), it is observed that 
compensation gain and interaction force are interrelated. 
Compensation gain modulated as the interaction force 
reaches its limited value and keeps interaction force less 
than500 N which is the limit force.  

6. CONCLUSIONS 

PID base impedance controller has presented in this study. 
The scheme is suitable for the implementation in 
underwater robot manipulators. The constraints that arise in 
underwater conditions are taken into account like 
hydrostatic force and disturbances.   PID impedance 
controller has been implemented to achieve force and 
position control. A methodology for force control by 
impedance control at the interaction point between the tip 
of single arm flexible robot manipulator tip and the wall has 
been presented in the paper. The methodology is derived by 
taking analogy from a ground robot. The impedance control 
of underwater robot is achieved by a passive foundation 
base. The PID Impedance Control in flexible underwater 
robot manipulator has been demonstrated through 
simulation results, which showed the efficacy of the 
scheme.  The compensation gain also included to show the 
dynamics of the system. Controller was able to restrict the 
interaction force to its limited value. Due to the interaction 
between the underwater robot manipulator tip and the wall, 
the forces acting on the tip gets transferred to the base 
through links and lead to the change in position of the base.  
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Abstract. The manuscript presents a circuit that can
act as a universal filter as well as a single resistance
controlled oscillator by unpretentiously changing the
switch positions. The circuit employs only two active
devices and all grounded passive elements. The utiliza-
tion of only grounded passive components makes this
circuit a better choice for integrated circuit implemen-
tation. The current mode biquadratic filter offers all
the five basic responses along with independent tunabil-
ity of its quality factor. The dual-mode quadrature si-
nusoidal oscillator offers explicit current outputs along
with voltage outputs. The circuit also offers a simple
and uncoupled condition of oscillation and frequency
of oscillation. The typical analysis such as non-ideal,
sensitivity and parasitic analysis along with the regular
simulation results as well as experimental results are
exposed here, to strengthen the design idea.

Keywords

Current Mode circuits, single resistance con-
trolled oscillator, universal filter, voltage dif-
ferencing current conveyor.

1. Introduction

From last few decades, there has been a predominance
of digital signal processing over analog signal process-
ing. But this does not pose any threat to it; rather it
gave more challenges and opportunity to the designer
and researcher of analog circuits. Analog signal pro-

cessing, where natural/ analog signals are handled as
per the specifications, has its own advantages such as
higher bandwidth, faster speed of operation etc. In
the domain of analog circuits, some of the most widely
employed applications are active filters, sinusoidal os-
cillator, non-linear waveforms generator, synthetic in-
ductor realization [1], [2], [3], [4] and [5]. Frequency
selective filters and sinusoidal oscillator, since long,
have found impeccable application in communication
receiver, control systems etc. [6]. Frequency selective
filters, as the name implies, is the block that passes
/attenuates any specific frequency or a band of fre-
quencies whereas oscillator is a circuit that generates
the undamped waveform of any designed frequency.

The reference no. [7] exposed a gateway to the up-
coming future devices; Voltage Differencing Current
Conveyor (VDCC) is one of them. So many applica-
tions of this active device [8], [9], [10], [11], [12], [13],
[14], [15], [16], [17], [18], [19], [20], [21] and [22], and
references cited therein, are made available in the open
literature. But still as per authors’ perception, this ac-
tive device has to be much more explored and exploited
for analog signal processing applications, in future.

Out of these [8], [9], [10], [11], [12], [13], [14], [15],
[16], [17], [18], [19], [20], [21] and [22], synthetic in-
ductor is realized in [8], [9] and [10], passive element
simulator in [11] and [12], active filter was presented in
[13], [14], [15], [16] and [17], and sinusoidal oscillator
in [18], [19], [20] and [21]. The behavioral model of the
active device is discussed in detail in [22]. Comparison
of the designed universal filter circuit with the earlier
work done on VDCC based filters is as follows. In
[13] a voltage mode universal active filter using single

c© 2017 ADVANCES IN ELECTRICAL AND ELECTRONIC ENGINEERING 833
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Tab. 1: Comparison table of literature survey (Active Filter).

Ref. No.

All five Number Number of Whether all Matching of Is Q0

Mode of types of of passive passive impedances at indepen-
operation responses VDCC elements elements input and dently

available employed used grounded output level tunable
[13] Voltage mode Yes 1 3 No No No
[14] Current mode Yes 1 3 Yes No No
[15] Current mode Yes 2 4 Yes No Yes
[16] Voltage mode No 2 7 No No Yes

Proposed Current mode Yes 2 4 Yes Yes Yescircuit

Tab. 2: Comparison table of literature survey (Sinusoidal Oscillator).

Ref. No.

Number Whether Non- Availability Is operation

Any significant remarksof all passive interacting of explicit in CM/VM
VDCC elements CO and quadrature both

employed grounded FO outputs mode
Availability of BP and LP

[18] 1 Yes No No No responses in transconductance
mode

[19] 2 Yes Yes Yes Yes -

[20] 1 Yes No Yes No Multiphase Oscillator
(Linear Control of FO)

[21] 1 Yes No Yes No -
Proposed 2 Yes Yes Yes Yes Availability of current mode
circuit Universal filter

VDCC is presented but it suffers from the drawback
of the utilization of floating passive elements. A cur-
rent mode universal filter with less number of active
devices is presented in [14] but the circuit has a draw-
back that the filter parameters are not independently
tunable. The circuit given in [15] uses the same number
of active and passive devices but input current is not
injected at low impedance port. Additionally, circuit
can perform one function only. In [16] higher numbers
of passive elements were used. First ever, first order
all-pass filter using single VDCC is presented in [17].
A qualitative comparison of parameters with given lit-
erature survey is shown in Tab. 1.

Now the comparison of the proposed oscillator with
the earlier published work is given as follows. The
quadrature oscillator, employing all grounded passive
elements, which is not having non-interacting CO and
FO (also known as fully uncoupled) and its tuning ca-
pability is limited with passive grounded element only,
is presented in [18] and [21]. In [19], the same number
of active and passive elements are utilized, but works
as a sinusoidal oscillator only (can’t perform the func-
tion of active filter). In [20], a multiphase oscillator
using controlled gain VDCC was proposed but requires
a matching condition to the linear control of oscillation
frequency. A comparative analysis is also presented in
Tab. 2.

The purpose of this manuscript is to present one such
circuit that can work as a universal filter along with
a sinusoidal oscillator. In conclusion, the circuit offers
various features, when used as an active filter, such as:

• Availability of all five responses in current mode
i.e. low pass, high pass, band pass, band reject
and all pass filter function.

• Independent tunability of its quality factor (Q0).

• Orthogonal tunability of its center frequency (ω0).

• Availability of explicit current output.

• Use of only grounded passive elements.

• Availability of low impedance at input port and
high impedance at output port.

Whereas when the same circuit acts as sinusoidal
oscillator reflects some useful characteristics e.g.

• Availability of explicit current output.

• Use of only grounded passive elements.

• Availability of quadrature current output (ex-
plicit).

• Availability of voltage mode quadrature output.

• Simple Condition of Oscillation (CO) and Fre-
quency of Oscillation (FO).

• Uncoupled CO and FO.

• FO can be tuned either electronically or by use of
grounded passive resistor.

• CO can also be adjusted by grounded passive re-
sistor or by electronic tunability.

c© 2017 ADVANCES IN ELECTRICAL AND ELECTRONIC ENGINEERING 834
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Fig. 1: MOS realization of the Voltage Differencing Current Conveyor [15].

Full manuscript is divided into five main sections. At
the outset, the present section gives the introduction of
analog signal processing and comparison between pre-
vious work and presented work. Section 2. presents
the active device i.e. VDCC along with the proposed
circuit. Non-ideal and sensitivity analysis is depicted
in Sec. 3. . Section 4. states the effects of parasitic of
the active device under consideration, on the proposed
circuit. To verify the theoretical analysis, Sec. 5. con-
tains all the simulation results. Experimental results
are given in Sec. 6. At last, conclusion is provided
in Sec. 7.

2. Proposed Circuit

The electrical combination of an Operational Transcon-
ductance Amplifier (OTA) and a second generation
Current Conveyor (CCII) is known as VDCC. The
block diagram along with its functional circuit dia-
gram, employing CMOS transistors, are shown in Fig. 2
and Fig. 1 respectively. Equation (1) represents the
natural characteristics of the active device. Here gm is
the transconductance factor of the device; additionally,
this is electronically tunable with the help of the bias
current i.e. IB1 (Fig. 2).

V
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I
WP

I
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W
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W
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Z X

I
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I
X
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Fig. 2: Block Diagram of VDCC [8].
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IZ
VX
IWP
IWN

 =


0 0 0 0
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gm −gm 0 0
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0 0 0 1
0 0 0 −1



VP
VN
VZ
IX

 . (1)

The proposed circuit that can work as a current
mode universal filter, as well as single resistance con-
trolled oscillator, by simply altering the switch posi-
tion, is shown in Fig. 3. Table 3 shows the basic com-
bination of switches, as shown in Fig. 3, so that the
circuit can provide the desired nature of the operation.

S1 -IIN

WN

WP

P

N

Z

VDCC
gm0

IOUT1

IOUT

WN

WP

P

N
Z

VDCC
gm1

S2 S3

IIN

X
C0R0

R1C1

Vb

X

ZC+

Va

Fig. 3: Proposed realization of filter cum Oscillator Circuit.

Tab. 3: Characteristic table (for the circuit shown in Fig. 3).

S. No. Switches OperationS1 S2 S3

1. ON OFF ON Current mode
universal filter

2. OFF ON OFF Dual mode
quadrature oscillator

When the switch combination as given in S.No. 1 of
Tab. 3 is applied, the circuit behaves as an active fil-
ter. To get all the desired transfer functions, we simply
apply the basics of circuit theory on the Fig. 3, utiliz-
ing the characteristic equation of VDCC i.e. given in
Eq. (1). All five desired transfer function of a univer-
sal filter i.e. low pass, high pass, band pass, band stop
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and all pass are presented in Eq. (2), Eq. (3), Eq. (5),
Eq. (7) and Eq. (9). The common denominator poly-
nomial, expression for the center frequency and quality
factor are given by Eq. (10), Eq. (11) and Eq. (12). It
is evident from Eq. (12) that the Q0 is independent of
ω0 and its value can be varied by varying a grounded
passive resistor i.e. R0. The gain of the given Band
Pass (HBP) and Low Pass (HLP) filter function is given
in Eq. (13).

IOUT1

IIN
=
IBP

IIN
=

s · gm1

C0

D(s)
. (2)

IOUT

IIN
=
ILP

IIN
=

gm1

R1C0C1

D(s)
. (3)

If gm1R0 = 1,

IHP = −IIN + IBP + ILP, (4)

IHP

IIN
= − s2

D(s)
. (5)

IBS = IHP − IBP, (6)

IBS

IIN
= −

s2 +
s

R0C0

D(s)
. (7)

IAP = −IHP − IBP + ILP, (8)

IAP

IIN
=
s2 − s

R0C0
+

gm1

R1C0C1

D(s)
. (9)

D(s) = s2 +
s

R0C0
+

gm1

R1C0C1
. (10)

ω0 =

√
gm1

R1C0C1
. (11)

Q0 = R0

√
gm1C0

R1C1
. (12)

HLP = 1
HBP = gm1R0

}
, (13)

where ω0 is the center frequency in rad·s−1 and Q0 is
the quality factor.

When the appropriate switch combination of Tab. 3
(S.No.2) is applied, the proposed circuit works as
a Single Resistance Controlled Oscillator (SRCO). The
characteristic equation of the proposed SRCO is given
by Eq. (14). The Condition of Oscillation (CO) and
Frequency of Oscillation (FO) are simple and uncou-
pled to each other, represented by Eq. (15) and Eq. (16)
respectively. Here, it is evident that the CO, as well as

FO, can be tuned electronically (gm0 for CO and gm1

for FO) as well as with the help of grounded passive
resistor (R0 for CO and R1 for FO), without affecting
each other. The circuit offers two explicit current out-
puts that are in 90◦ phase shift to each other. These
two quadrature outputs are IOUT and IOUT1; namely.
The relationship between them is shown by Eq. (17).
Here it is worth noting that the derived circuit can
also offer quadrature voltage outputs Va and Vb. The
relationship between the both is justified by Eq. (18).

s2 +
s

C0

(
1

R0
− gm0

)
+

gm1

R1C0C1
= 0. (14)

C.O.
(

1

R0
− gm0

)
= 0. (15)

F.O. ω0 =

√
gm1

R1C0C1
. (16)

IOUT

IOUT1
=

1

sC1R1
. (17)

Vb
Va

=
gm1

sC1
. (18)

3. Non-Ideal and Sensitivity
Analysis

The deviation between ideal and non-ideal values of the
active device can be checked through its given math-
ematical equation. Equation (19) represents the char-
acteristics equations of VDCC where ’i’ represents the
number of the active device that could be 0 and 1. The
non-ideal factors are defined as α, β, γP and γN . The
ideal values of α, β, γP and γN are in unity only.

IZ = αi · gmi(VP − VN )
VX = βi · VZ
IWP = γPiIX
IWN = −γNiIX

 . (19)

When Eq. (19) is used for analyzing the proposed
circuit, as given in Fig. 3, by circuit theory fundamen-
tals, non-ideal transfer functions are obtained. Equa-
tion (20) and Eq. (21) represent the transfer func-
tions of band pass and low pass filters, whereas, fre-
quency and qualify factor along with common denom-
inator polynomial are given by Eq. (22), Eq. (23) and
Eq. (24).

IOUT1

IIN
=

α1 · γNO

(
sgm1

C0

)
D′(s)

. (20)

IOUT

IIN
=

α1 · β1 · γP1 · γNO

(
gm1

C0C1R1

)
D′(s)

. (21)
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ω′0 =

√
α1 · β1 · gm1 · γN1

C0C1R1
. (22)

Q′0 = R0

√
C0α1 · β1 · gm1 · γN1

C1R1
. (23)

D′(s) = s2 + s

(
1

C0R0

)
+
α1 · β1 · γN1gm1

C0C1R1
. (24)

While doing the non-ideal analysis for the proposed
sinusoidal oscillator, we get the following characteristic
equation, given by Eq. (25). From Eq. (25), non-ideal
CO and FO can be easily deduced, which are repre-
sented in Eq. (26) and Eq. (27) respectively.

s2 +
s

C0

(
1

R0
− α0 · gm0

)
+
α1 · β1gm1γN1

R1C0C1
= 0. (25)

C.O.
(

1

R0
− α0 · gm0

)
≥ 0. (26)

F.O. ω0 =

√
α1 · β1 · gm1γN1

R1C0C1
. (27)

Sensitivity analysis was also carried out for both the
proposed applications of VDCC. The sensitivity equa-
tions for the derived current mode universal filter are
given by Eq. (28), Eq. (29), Eq. (30), Eq. (31), Eq. (32)
and Eq. (33) and for SRCO derived sensitivity equa-
tions are represented by Eq. (34) to Eq. (35). All the
derived sensitivity figures are under considerable lim-
its.

S
ω′

0
α1 = S

ω′
0

β1
= S

ω′
0

γN1 =
1

2
. (28)

S
ω′

0
gm1 =

1

2
; S

ω′
0

R1
= S

ω′
0

C1
= S

ω′
0

C0
= −1

2
. (29)

S
Q′

0
α1 = S

Q′
0

β1
= S

Q′
0

γN1 =
1

2
. (30)

S
Q′

0
gm1 = S

Q′
0

C0
=

1

2
. (31)

S
Q′

0

C1
= S

Q′
0

R1
= −1

2
. (32)

S
Q′

0

R0
= 1. (33)

S
ω′

0
α1 = S

ω′
0

β1
= S

ω′
0

γN1 =
1

2
. (34)

S
ω′

0
gm1 =

1

2
; S

ω′
0

R1
= S

ω′
0

C1
= S

ω′
0

C0
= −1

2
. (35)
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Fig. 4: Parasitic model of VDCC [19].

4. Parasitic Analysis

A well known parasitic model of VDCC [19] has been
taken into consideration, shown in Fig. 4, to explore
the effect of parasitic on designed circuits.

The next scheme shows the proposed circuit includ-
ing parasitic effects. It is evidently shown that the
proposed current mode universal filter and sinusoidal
oscillator reflects good performance under the influence
of parasitic.

4.1. Parasitic Analysis for Universal
Filter

-IIN

WN

WP

P

N

Z

VDCC
gm0

IOUT1

IOUT

WN

WP

P

N
Z

VDCC
gm1

IIN

X

Ca
Rb

Ra
C1

X

ZC+

Va

RZ1

Assumptions:

Ra = R1 +RX1.

Rb = R0||RN0||RN1.

Ca = C0 + CN0 + CN1.

IOUT1 =

[
1

RZ1
+ sC1

]
gm1

CaC1

D̃(s)
.

IOUT =

gm1

RaC1Ca

D̃(s)
.
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D̃(s) = s2+s

[
1

C1RZ1
+

1

CaRb

]
+

1

CaC1

[
gm1

Ra
+

1

RZ1Rb

]
.

ω̃0 =

√
1

C1Ca

[
gm1

Ra
+

1

RZ1Rb

]
.

Q̃0 =
1[

1
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+

1

CaRb

]√ 1

C1Ca

[
gm1

Ra
+

1

RZ1Rb

]
.
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= Sω̃0
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2
.

Sω̃0
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= −Sω̃0
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2
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RaC1Ca
1

C1Ca

[
gm1
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+

1
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] .

Sω̃0

Rb
= −Sω̃0

RZ1
= −1

2

1

C1CaRZ1Rb
1

C1Ca

[
gm1
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+

1

RZ1Rb

] .

4.2. Parasitic Analysis for Sinusoidal
Oscillator
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.
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Ca
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.
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gm1
= −1
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1
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1
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RZ1
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1
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(
1
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1
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1

RZ1

(
1

Rb
− gm0

)
+
gm1

Ra

] .

Sω̃0
gm0

= −1

2

gm0

RZ1C1Ca
1

CaC1
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1
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1
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− gm0
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+
gm1
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] .

5. Simulation Results

Feasibility of the proposed filter cum oscillator cir-
cuit, with all grounded passive components, has been
tested and simulated using Cadence PSPICE simula-
tion software. The CMOS version shown in Fig. 1,
using 0.18 µm TSMC MOS process parameters [23], is
utilized for generating the graphical results. The as-
pect ratios, used in Fig. 1, are presented in Tab. 4 [8].
For simulation, supply voltage of ±0.9 V and bias cur-
rent of 50 µA (IB1) and 100 µA (IB2), shown in Fig. 1,
are used and the corresponding value of transconduc-
tance gain (gm) is 277 µA·V−1. All the simulation
results of the derived circuit are mainly divided into
two parts - former depict universal filter’s simulation
results and latter shows the simulation graphs for the
oscillator circuit.

For the testing of the universal filter, the passive
components were selected as R0 = R1 = 3.6 kΩ,
C0 = 21.9 pF, C1 = 87.6 pF and the transconduc-
tance gain of the active device is 277 µA·V−1. Figure 5
demonstrates that the designed current mode circuit
can be utilized as a low pass, high pass, band pass and
band stop filter. Here the center frequency was chosen
as 1 MHz and the value of the quality factor is 0.5.
The proposed circuit can also act like an all pass fil-
ter whose gain as well as phase response is depicted in
Fig. 6. Figure 5 and Fig. 6 collectively justify the de-
sign of a universal filter using VDCC with all grounded
passive components. As given in Eq. (12), Q0 can be
varied with the help of resistance R0 without altering
the center frequency. So the variation of the quality
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factor by changing the value of grounded passive resis-
tor R0 is shown in Fig. 7. Table 5 gives the range of
R0 and their corresponding value of Q0.

Tab. 4: Aspect ratios of the MOS devices [8].

CMOS transistors W/L (in µ/m)
M1–M4 3.6/1.8
M5, M6 7.2/1.8
M7, M8 2.4/1.8
M9, M10 3.06/0.72
M11, M12 9.0/0.72
M13–M17 14.4/0.72
M18–M22 0.72/0.72

Tab. 5: Q0 tunability (passive Components values).

Q0 R0 (in kΩ)
0.25 1.8
0.35 2.54
0.5 3.6

0.707 5.09
1 7.2

1.414 10.18
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Fig. 5: Current mode filter responses of low pass, high pass,
band pass and band reject functions.

Apart from Q0 tunability, the center frequency of the
designed filter can also be varied, as shown in Fig. 8.
The passive elements values selected for Fig. 8 are given
in Tab. 6. The transient response of the band pass fil-
ter is also simulated at 1 MHz, represented in Fig. 9.
Figure 9 depicts that at input current of 25 µA, the
output is distortion free. Total Harmonic Distortion
(THD) of the designed current mode filter circuit is
also calculated. The graph plotted between input cur-
rent versus existing percentage of THD, is depicted in
Fig. 10. Figure 10 shows that up to 80 µA of input
current the THD is significantly low.

The proposed circuit can also be utilized as a single
resistance controlled oscillator with all grounded com-
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Fig. 6: Gain and phase response of an all pass filter function.
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Fig. 7: Q0 tunability with fixed center frequency at 1 MHz.

Tab. 6: Passive Components values for the tunability of the
center frequency.

Frequency (MHz) 0.63 1 1.48
R0 (kΩ) 5.72 3.6 2.45
R1 (kΩ) 7.2 3.6 1.8

gm (µA·V−1) 220 277 299
Q0 0.5 0.5 0.5

ponents. The passive components values for the de-
signed sinusoidal oscillator were chosen as R1 = 15 kΩ,
C0 = C1 = 21.9 pF and the transconductance gain of
the active device is 277 µA·V−1. The transient and
the steady state responses, with explicit current output
are shown in Fig. 11 and Fig. 12, respectively. Addi-
tionally, Fig. 12 represents the quadrature outputs in
current mode. As discussed in Sec. 2. , the designed
oscillator can also deliver the voltage mode quadrature
output, represented in Fig. 13. Lissajous patterns for
the current and voltage mode quadrature outputs are
also plotted in Fig. 14 and Fig. 15, respectively. It can
be seen from last two figures that there are no tilts
in the ellipses, hence verifying the quadrature relation-
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Fig. 8: Variation of center frequency with fixed Q0.
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Fig. 10: THD curve for a band pass filter function.

ships. The measured phase angle is 88.3◦ and 89.4◦

respectively for Fig. 12 and Fig. 13.
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Fig. 11: Transient response of the current mode sinusoidal os-
cillator.

47 48 49 50

Time (micro seconds)

-40

-20

0

20

40
O

ut
pu

t C
ur

re
nt

 (
m

ic
ro

 a
m

pe
re

) Iout

Iout1

Fig. 12: Steady state response of the quadrature current out-
puts.
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Fig. 13: Steady state response of the quadrature voltage out-
puts.
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Fig. 14: Lissajous Pattern for current mode outputs.
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Fig. 15: Lissajous Pattern for voltage mode outputs.

The FFT representation of the explicit current out-
put sinusoidal oscillator is shown in Fig. 16 (for better
clarity and to see the availability of harmonics, y-axis
has been taken in log domain). It is evident from
Eq. (16) that the FO of the derived circuit can be var-
ied with the help of grounded passive resistor i.e. R1

and same can also be achieved by electronic tunability
using gm1. Figure 17 shows the variation of FO with
respect to grounded resistor R1 whereas Fig. 18 rep-
resents the electronic tunability of FO with respect to
bias current of gm1 i.e. IB1. In Fig. 17, for the en-
tire range of R1 the FO is calculated and maximum
error between simulated and calculated values of FO is
found to be 6.78 % only. The variation of frequency,
under the influence of parasitics, has also been com-
puted. The values of parasitic elements (RX = 43 Ω,
RZ = 362 kΩ, RN = 141 kΩ, CP = CN = 0.92 pF)
have been taken from [8]. In Fig. 18, for ideal frequency
of 1.86 MHz (for C0 = C1 = 21.9 pF, R1 = 3.6 kΩ and
gm1 = 236 µA·V−1 at IB1 of 35 µA) we get the sim-

ulated value as 1.84 MHz and including the effect of
parasitic we get the FO 1.82 MHz with an error of
2.58 % with respect of ideal frequency.

The total harmonic distortion was also calculated for
the entire usable range of the sinusoidal oscillator, as
shown in Fig. 19. Figure 19 depicts that the THD is sig-
nificantly low for the entire range of frequencies which
strengthens the designed idea. However, the fluctua-
tion presented in Fig. 19 can be reduced by introducing
an additional AGC network as given in [20].
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Fig. 16: FFT representation of the explicit current output of
sinusoidal oscillator.
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Fig. 17: Variation of FO with respect to a grounded resistor
R1.

6. Experimental Results

For practical implementation of VDCC as a block,
a readily available integrated circuit i.e. OPA860 (see
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Fig. 20: Experimental setup for Active filter using VDCC.

Fig. 13 of [13]) have been used here. OPA860 is basi-
cally a diamond transistor [24]. Here it is worth men-
tioning that the resistors of 100 Ω are connected in
series to the bases of OTA and buffers inputs [24]. The
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Fig. 21: Filter responses of low pass and band pass responses.

Fig. 22: Experimental setup for sinusoidal oscillator using
VDCC.

value of ROFFSET is also taken as 100 Ω (Fig. 13 of
[13]).

For a generation of hardware results, we have used
SCIENTIFIC Multiple power supply (PSD3304), SCI-
ENTECH function generator (4061), SCIENTIFIC Os-
cilloscope (30 MHz, SM410). The passive component
values, used in experimentation for the active filter,
are C1 = C2 = 470 pF, Rm1 = 1/gm1 = 330 Ω and
R1 = R0 = 330 Ω. For the implementation of SRCO
following passive elements have been taken, C1 = C2 =
470 pF, Rm1 = 1/gm1 = Rm0 = 1/gm0 = 330 Ω and
R1 = 330 Ω. Figure 20 and Fig. 22, respectively, shows
the experimental setup for the active filter and sinu-
soidal oscillator using OPA860. The two (explicit) re-
sponses i.e. low pass and band pass are simulated us-
ing the PSPICE library file of OPA 860 obtained from
www.ti.com. The results obtained are very much close
to reality, as one can see in Fig. 21. For the purpose
of experimentation low pass and band pass (explicit
outputs, obtained experimentally) are also marked in
Fig. 21. The frequency of operation was chosen as
1 MHz. Figure 23 shows the steady state quadrature
output of the experimentally realized oscillator using
OPA860. Here the frequency of operation is also cho-
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sen as 1.03 MHz (ideally) and the achieved frequency
through simulation (using OPA860 macro model) is
935 kHz (with an error of 6.5 %). When the same
is performed experimentally, the frequency of opera-
tion comes out to be 914 kHz (with an error of 2.2 %
with respect to OPA860 simulation). To check the wide
range of the oscillator, the graph between frequency of
operation and a grounded passive resistor R1 is plot-
ted, shown in Fig. 24. The simulated and experimental
values are in good agreement to each other.

Fig. 23: Steady state output of the oscillator.
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Fig. 24: Variation of FO with respect to a grounded resistor
R1.

7. Conclusion

This manuscript presents a realization of a current
mode universal filter and a single resistance controlled
oscillator successively, by altering the positions of the
passive switches. Both the designed circuits employ
only grounded passive elements and two active devices.
Availability of explicit current outputs makes it a bet-
ter proposition. The designed universal filter can pro-

duce all the five basic responses along with indepen-
dent control of its quality factor. The derived SRCO
has quadrature outputs in current mode (explicit out-
put) as well as in voltage mode. The CO and FO of
the oscillator are totally uncoupled and can be gov-
erned by a passive grounded resistor. The additional
electronic tunability of CO and FO is also available.
Regular mathematical analysis and typical simulation
and experimental results justify the theoretical idea.
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A B S T R A C T

Multiferroic composites (1− x)Ba0.9Sr0.1Zr0.1Ti0.9O3-(x)CoFe2O4 (x= 0.0, 0.05, 0.10, 0.20 & 0.30) were pre-
pared using mechanochemical activation method. Rietveld refined XRD patterns confirm the diphasic nature of
composite samples. All of the diffraction peaks of (1− x)BSZT-(x)CFO can be identified for the separate per-
ovskite (BSZT) and inverse spinal (CFO) phases and no other impurity phase were observed for the composites.
(1− x)BSZT-(x)CFO sample with x=0.05 have shown significant improvement in microstructural, dielectric,
ferroelectric and piezoelectric properties over the pristine BSZT sample. Such an improvement in electrical
properties can be attributed to larger grain size, improved density and easier ferroelectric domain wall motion
inside the grain. Dielectric breakdown strength of the composites also shows a similar trend and is observed to be
maximum for the sample with x=0.05 CFO concentration. The composite samples also show a substantial
enhancement in ferromagnetic characteristics and increases progressively with increase in ferrite (CFO) content.

1. Introduction

Ferroelectric and piezoelectric ceramic materials have been ex-
tensively investigated and considered as important multifunctional
materials for various electronics and microelectronics applications such
as micro electromechanical systems (MEMS), non-volatile random ac-
cess memory (NVRAM), ceramic capacitors, actuators, sonar sensors,
etc. A significant amount of research has been devoted to the study of
BaTiO3 based materials over the last decade to develop improved
ceramic materials for ferroelectric, ferromagnetic and piezoelectric
applications [1,2]. Further, Ecological considerations and an ever-in-
creasing demand to improve device performance are motivating re-
searchers to explore lead-free BaTiO3 based materials. BaTiO3 is a
classic ferroelectric as well as piezoelectric material with a character-
istic tetragonal distortion of the perovskite structure. Moreover, owing
to the miniaturization of multilayer ceramic capacitors (MLCCs) and for
nano-electronics applications, most of the efforts are directed towards
the study the tetragonal phase and cubic phase of barium titanate based
materials. One of the most effective ways to improve materials per-
formance is by the addition of suitable substituent/dopants into the
lattice [3]. BaTiO3 based perovskite compounds such as

−

∙

−

∙A A B B Ox x y y1 1 3 with 0≤ x,y≤ 1 are of high commercial and

technological interests because of their better ferroelectric, optical and
magnetic properties as well as better performance compared to the
simple ABO3 perovskite compounds [4]. BaZr1-xTixO3 (BZT) and
Ba1-xSrxTiO3 (BST) has replaced BaTiO3 in many applications including
the fabrication of multi-layered ceramic capacitors because Zr4+ is
chemically more stable as compared to Ti4+, in addition BZT possess
better dielectric properties compared to pure BaTiO3 [5,6]. Further,
BST is one of the promising candidate for tunable microwave devices
and dynamic RAM applications. So, combining the properties of both
BZT and BST may result in some new characteristics. BTO has diverse
applications in the field of ferroelectrics, however, its applicability in
piezoelectric and magnetic devices is limited due to its low piezoelectric
constant and poor magnetic properties. Moreover, the ceramics based
on BaTiO3 are well-known for their better dielectric and ferroelectric
properties, exhibit higher polarization, low losses and good mechan-
ical/chemical stability in a wide frequency range [7,8]. Therefore, ef-
forts have been directed towards improving the multiferroic properties
of the materials under study.

In the present work, we have investigated double phase ceramic
composites of (1-x)Ba0.9Sr0.1Zr0.1Ti0.9O3-xCoFe2O4 (0≤ x≤ 0.3). Since
BSZT exhibit no ferromagnetism and so the addition of CoFe2O4 (CFO)
into BSZT by forming a composite is an effective way to induce the
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ferromagnetism. Cobalt ferrite is a hard magnetic material with a high
coercive field and large saturation magnetization and owing to this, it is
widely used as piezomagnetic constituent [9]. Furthermore, the mul-
tiferroic composite materials, which possess better ferroelectric and
ferromagnetic properties compared to single phase materials, are cur-
rently attracting a great deal of attention.

The ferroelectric, piezoelectric and magnetic properties of any ma-
terial depend on microstructure, purity, morphology and size of the
particle [10]. Synthesis method can produce drastic effects on these
parameters. Mechanochemical activation route of synthesis has been
known to be a viable method for the production of ceramic materials
and can be used to produce ultrafine particles with uniform distribu-
tion, high purity and controlled morphology. Such a uniform distribu-
tion of grains combined with ultrafine particle size are suitable and well
suited for use in modern green fabrication technique namely inkjet
printing, tape casting, etc. Moreover, the sintering temperature re-
quired to synthesize the material is lower than those needed to sinter
conventionally produced materials (up to 100–250 °C lower in some
cases) [11]. In the present study, we have made an attempt to solve the
inherent problems occurring in BSZT by making composites of BSZT
and CFO. After a detailed literature survey, it has been found that this
composition had not yet been reported. The aim of the present study is
to investigate the structural, dielectric, ferroelectric and ferromagnetic
properties of (1-x)Ba0.9Sr0.1Zr0.1Ti0.9O3-xCoFe2O4 (x=0.0, 0.05, 0.1,
0.2 and 0.3). Apart from these studies, the authors have carried out a

detailed Rietveld refinement of all the synthesized compositions in
order to analyze the structural transition occurring in the composites.

2. Experimental

Composite materials with Ba0.9Sr0.1Zr0.1Ti0.9O3 (BSZT) as ferro-
electric phase and CoFe2O4 (CFO) as magnetic phase were synthesized
using mechanochemical activation method. Ba0.9Sr0.1Zr0.1Ti0.9O3 was
synthesized by using AR grade (Sigma-Aldrich make) BaCO3 (99.5%),
SrCO3 (99.0%), ZrO2 (99.99%) and TiO2 (99.0%) as the starting pre-
cursors. All the raw materials were taken in required proportion and
milling of the samples were carried out in air environment at 425 rpm
for effective 24 h. Retsch planetary ball mill PM100 was used to carry
out ball milling of raw materials. A cylindrical zirconia vial with ap-
proximately 45mm diameter and 120 Zirconia balls with 5mm dia-
meter were used as milling medium. The ferroelectric phase BSZT
powder was first calcined at 1050 °C for 4 h followed by sintering at
1200 °C for 3 h in a muffle furnace.

Highly pure AR grade CoO (99.9%) and Fe2O3 (99.9%) in stoi-
chiometric proportion were milled with toluene to prepare the mag-
netic phase CoFe2O4 for 25 h in zirconia media. CoFe2O4 was calcined
at 1100 °C for 5 h followed by sintering at 1250 °C for 10 h. Finally, the
multiferroic composites (1-x)Ba0.9Sr0.1Zr0.1Ti0.9O3-(x)CoFe2O4 (where
x=0, 0.05, 0.1, 0.2 and 0.3) were obtained by thoroughly mixing the
constituent phases BSZT and CFO in desired weight ratios in a ball mill

Fig. 1. Comparative and Rietveld refined X-ray diffraction (XRD)
patterns of (1-x)BSZT-(x)CFO composites: (a) combined XRD pattern
of five synthesized samples, (b) BC0, (c) BC5, (d) BC10 (e) BC20 and
(f) BC30.
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for 4 h. The resulting powders were then thoroughly mixed with 3 wt%
polyvinyl alcohol (PVA) solution and squeezed into disk-shaped pellets
of around 10mm diameter and nearly 1.2mm thickness by using a
hydraulic press. The cylindrical disks of BSZT-CFO composites were
annealed at 800 °C with heating rate of 6 °C/min for 2 h in air en-
vironment. Hereafter, these composites are identified as BC0, BC5,
BC10, BC20 and BC30 for x=0.0, 0.05, 0.10, 0.20 and 0.30, respec-
tively.

The crystallographic structure and phase identification of BCx
composites were analyzed by Bruker D8 Advance X-ray diffractometer
having CuKα1 radiation with the wavelength of 1.541 Å. Lattice con-
stants were evaluated by using X-ray diffraction data with the help of
X’Pert Highscore Plus software followed by Rietveld analysis. The mi-
crostructural features and surface characteristics of high temperature
sintered pellet samples were analyzed with the help of Hitachi S-3700N
scanning electron microscope. A computer program package ImageJ has
been used to perform grain size distribution of composite samples. The
pellet samples were polished to approximate thickness of 1mm and
slightly viscous silver paste was coated on both sides of sintered pellets
to form electrodes. Following the electrode formation, the pellets were
cured at 140 °C for 30min. These disk-shaped pellets were further used
to carry out dielectric measurement at multiple frequencies by using
Keysight E4980 LCR meter. Temperature dependent dielectric properties
were examined over a wide temperature range of 27–225 °C. The fer-
roelectric characteristics of the samples were investigated using a
Sawyer-Tower circuit based P-E loop equipment. Magnetic hysteresis
loops of the sintered pellets at room temperature were recorded using a
PAR 155 vibrating sample magnetometer (VSM).

3. Result and discussion

3.1. X-ray diffraction (XRD)

In order to clearly understand the phase and structural modification
on the substitution of CFO in BSZT, we have performed structural re-
finement by Rietveld method using X’Pert Highscore Plus software.
Figs. 1(a)-(f) shows the combined XRD patterns and Rietveld-refined
XRD pattern of (1-x)Ba0.9Sr0.1Zr0.1Ti0.9O3 - xCoFe2O4 (x = 0.0, 0.05,
0.10, 0.20 and 0.30) specimens. Clear intense peaks with high peak to
noise ratio are observed, indicating the high crystallinity of the syn-
thesized solid solutions as the intensity of XRD peaks is closely related
to the crystallinity of particles in sintered powder. Barium titanate
(JCPDS no. 00-005-0626) and cobalt ferrite (JCPDS no. 00-002-1045)
were taken as the reference patterns and the Pseudo-Voigt function was
used to refine diffraction peaks. The Rietveld refined X-ray diffraction
pattern of BC0 sample shows a well-recognized tetragonal phase with

P4mm space group. However, as the CFO content is increased, the peaks
of cobalt ferrite begin to appear. The BSZT-CFO composite samples
prepared through the mechanochemical activation method shows a
mixed perovskite-inverse spinal phase without any traces of impurities.
The calculated and observed d values in pure and CFO added BSZT
compounds indicate that there is no transformation in the basic crystal
structure (tetragonal) as x changes from 0.05 to 0.30. Although, the
tetragonality of the specimens i.e. lattice constants ‘a’ and ‘c’ varies
with the CFO addition. All of the diffraction peaks of (1-x)BSZT-(x)CFO
can be identified for the separate perovskite (BSZT) and inverse spinal
(CFO) phases and no other intermediate phase was found for the
composites. This confirms the successful synthesis of the di-phase
multiferroic composites and it also indicates that both the constituent
phases have retains their identity in the composites and no undesirable
reaction has taken place between the perovskite BSZT and ferrite CFO
phases during the final sintering process. In composite samples, the
BSZT retained a tetragonal perovskite structure with P4mm space group
while CFO crystallizes in a cubic inverse-spinal structure with Fd-3m
space group. It is also observed that the peak intensity of ferrite phase
increases as CFO concentration increases. The detailed structural
parameters obtained after Rietveld refinement are listed in Table 1.

The presence of individual phases in the composites also indicate
that a limited reaction takes place between ferroelectric BSZT and
ferrite CFO phase. This is because BSZT shows a perovskite structure
while CFO exhibits inverse spinal structure and therefore these com-
pounds demonstrate a little solubility with one another. Further, the
small change in lattice parameters and c/a ratio also confirms the
limited solubility of BSZT and CFO phases. Fig. 2(a) & 2(b) shows the
unit cell crystal structure of BSZT and CFO. The crystal structures have
been drawn using VESTA software from the atomic positions obtained
after the Rietveld refinement of BC5 sample. The crystal structures
shown in Fig. 2(a,b) further confirms that BSZT exhibits a tetragonal
phase and CFO displays an inverse spinel phase. The tiny grey stripes at
tetrahedral and octahedral positions of Fe and Co atoms signify the
deficit in occupancy that may be ascribed to weight loss of the com-
pound during high-temperature calcination and sintering process.

3.2. Microstructural studies

The typical SEM micrographs of sintered pellets of BSZT-CFO mul-
tiferroic composites are shown in Fig. 3(a)-(e). The images show that all
the samples possess a fairly homogeneous polygonal grain type mor-
phology and excellent dispersity. The grain size of BSZT-CFO compo-
sites did not show any definite pattern in terms of size and the average
grain size was found to be approximately 412, 468, 345, 376 and
334 nm for BC0, BC5, BC10, BC20 and BC30, respectively. A notable

Table 1
Rietveld refined XRD parameters for bare BSZT and BSZT-CFO composite samples.

Sample Space group Crystal structure Lattice parameters (Å) Cell volume (Å3) Theoretical density (gm/cm3) χ2 Rexp Rf RBragg

BC0 P4mm Tetragonal a= 4.0034 64.5031 5.4823 3.46 4.11 6.49 1.82
c= 4.0246

BC5 BSZT phase P4mm Tetragonal a= 4.0011 64.3889 3.15
c= 4.0222 5.5359 3.91 3.82 5.87

CFO phase Fd-3m Cubic a= 8.3632 584.948 2.64

BC10 BSZT phase P4mm Tetragonal a= 3.9926 64.0551 4.23
c= 4.0183 5.5214 2.88 3.10 5.22

CFO phase Fd-3m Cubic a= 8.3749 587.406 3.66

BC20 BSZT phase P4mm Tetragonal a= 3.9911 64.0038 2.44
c= 4.0181 5.4436 3.12 3.35 7.18

CFO phase Fd-3m Cubic a= 8.3792 588.311 3.94

BC30 BSZT phase P4mm Tetragonal a= 3.9878 63.8385 1.79
c= 4.0143 4.4241 3.67 3.62 5.72

CFO phase Fd-3m Cubic a= 8.3857 589.682 3.56
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increase in grain size is observed for BC5 sample however, the grain size
decreases on further CFO addition. These results do indicate that higher
CFO concentration inhibits the grain growth formation. It is worth
noting that CFO addition in BSZT compound leads to a significant
change in surface morphology of the material. In a polycrystalline
material, both intrinsic and extrinsic factors affect the ferroelectric and
piezoelectric properties of the material [12,13]. The grain size of the
material is an extrinsic parameter and it strongly influences the elec-
trical properties. Further, it is observed that coarse-grained ceramics
often exhibit better ferroelectric and piezoelectric characteristics as
compared to fine-grained ceramics [14]. The reason being that the
coarse-grained ceramics offer improved domain mobility as well as
polarization, resulting in higher degree of dipole movement and hence

Fig. 2. Crystal structures of (a) Ba0.9Sr0.1Zr0.1Ti0.9O3 and (b) CoFe2O4.

Fig. 3. SEM micrograph of high temperature sintered
pellets of (1-x)BSZT-(x)CFO composites: (a) BC0, (b)
BC5, (c) BC10 (d) BC20 and (e) BC30.

Table 2
Room temperature saturation polarization (Ps), remnant polarization (2Pr), electric
coercive field (2Ec), saturation magnetization (2Ms), remnant magnetization (2Mr),
Magnetic coercive field (2Hc) breakdown strength (Ebd) and piezoelectric constant (d33)
for (1-x)BSZT-(x)CFO composites.

Sample 2Ps
(μC/
cm2)

2Pr
(μC/
cm2)

2Ec
(kV/
cm)

2Ms

(emu/
gm)

2Mr

(emu/
gm)

2Hc (kOe) Ebd
(kV/
cm)

d33
(pC/
N)

BC0 16.38 4.70 16.22 —— —— —— 235 269
BC5 16.80 5.86 20.14 3.66 2.01 3.84 273 281
BC10 16.14 8.28 30.02 6.06 3.12 3.85 267 209
BC20 12.84 8.46 37.38 11.48 6.08 3.85 239 117
BC30 11.38 9.44 48.32 14.42 7.54 3.86 178 64
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improved electrical properties [15,16]. Additionally, it is observed that
the sintering temperature and soaking period at the peak temperature
also affect the grain size of the ceramics [17,18]. The above two factors
also modify the surface characteristics of the final sintered material and
consequently they affect the electrical properties of the ceramics. The
grains in all the sample are attached closely to each other and therefore
exhibit a very dense microstructure. The theoretical density measured
from XRD data shows an irregular variation and was found to be
maximum for BC5 sample and minimum for BC10 sample. The as ob-
tained theoretical density values are listed in Table 2. In composite
samples, the existence of two different kinds of grains may be due to the
fact that the grains of one compound (either BSZT or CFO) has a higher
probability of growing as compared to other and hence bigger grain
grows at the cost of smaller one. Moreover, in composite materials, it is
typically difficult to attain a homogeneous surface morphology because
of the substantial difference in thermal expansion coefficient and sin-
tering condition of two different compounds.

Further, on magnifying the SEM images of composite samples, two
types of magnetic domains i.e. circular and maze shaped domains with
180° domain wall structure can be observed. The difference in the
morphology of single phase BC0 and other composite samples as ob-
served from SEM images may be attributed to variation in the axis or-
ientation of the five synthesized samples. Generally, in order to reduce
the internal stray field energy due to demagnetizing field inside the
domains, a maze shaped structures are observed [19]. Whereas, circular
domain structures are observed due to the presence of substantially
high electric field [20,21]. Furthermore, the domain walls are dis-
continuous near to grain boundaries, which may be due to the presence
of non-magnetic BSZT phase resulting from high temperature sintering
process [22].

3.3. Dielectric studies

Dielectric constant and dielectric loss as a function of temperature at
multiple frequencies has been measured and is shown in Fig. 4(a)-(j).
The composite samples show a rather complex behavior as compared to
pure BSZT sample. In Fig. 4(a)-(j), it can be observed that the dielectric
constant decreases with increase in frequency. This observed behavior
can be explained by Maxwell-Wagner space charge polarization that
plays a key role in defining such composite (or heterogeneous) systems
[23]. The all four types of polarization namely, (i) electronic, (ii) ionic,
(iii) dipolar and (iv) interfacial polarization contribute to the total
polarization at low frequency and thus dielectric constant is found to be
maximum at low frequency. However, at higher frequencies, some of
the polarizations do not contribute. This is because at higher fre-
quencies the dipoles are not capable of aligning themselves in the di-
rection of the rapidly oscillating applied electric field and hence con-
tribution from different polarization components ceases to contribute
resulting in decrease of dielectric constant.

Two different regions of dispersion can be clearly seen in BC5
sample. At low frequency and high temperature, the dielectric proper-
ties are influenced by conductivity effects that can be identified as
gradual slope of dielectric constant curve. Further, at higher frequency,
this type of dispersion shifts to higher temperature region and another
type of dispersion begin to appear [24]. The primary characteristic of
this kind of dispersion is the maxima seen in both dielectric constant
and dielectric loss curves that is found to shift to higher temperature
with an increase in frequency. This kind of behavior of dielectric con-
stant curve may be ascribed to relaxor or dipolar glass like dispersion
[25]. It is worth mentioning here that similar anomaly has been stated
in a number of perovskite-based reports [24,26,27]. According to pre-
vious reports, this phenomenon is attributed either to interfacial po-
larization in which free charge carriers accumulate at both the di-
electric electrode interfaces or to clustering and migration of oxygen
vacancies [28]. Further, it has been observed that BC5 sample possesses
the highest dielectric constant among the five synthesized samples

which may be attributed to optimum heterogeneity (i.e. ferroelectric
and ferrite phase) of the composite. Heterogeneous interfaces in a
composite material are the boundary between the ferroelectric and
ferrite phases, which results in the occurrence of interfacial polarization
and thus contribute to the high value of dielectric constant. In a ma-
terial, as an electric field is applied, the space charges provided by CFO
phase gathers at the grain boundaries of the two constituent phases
because of the different permittivity and conductivity of the compounds
which results in interfacial polarization. In the present case, for BC5
sample, amount of space charge provided by CFO increases and con-
sequently a higher value of dielectric constant is achieved. Another
possible cause for an enhanced dielectric constant for BC5 sample is the
occurrence of hopping conduction mechanism in CFO [29]. Hopping
conduction in a material is a thermally activated process. With the in-
crease in temperature, the electron hopping between Fe3+ and Fe2+ get
enhanced. Further, as the electric field is applied, the dipoles Fe3+/
Fe2+ align themselves in the direction same as that of applied electric
field and thus resulting in high value of dielectric constant [30]. Be-
sides, in ferrites, at low frequency and high temperature of operation,
the ionic polarization also adds up to the polarization value [31].
However, as the temperature increases beyond a certain limit, the di-
electric constant begins to decreases which may be attributed to the
increased random vibration motion of ions and electrons [32].

The dielectric loss as a function of temperature at some selected
frequencies is shown in Figs. 4(b,d,f, h and j). It can be observed that in
all the samples, the dielectric loss is minimum at lower temperature and
increases abruptly at higher temperature. Interestingly, BC5 sample
shows the lowest value of dielectric loss among the five synthesized
samples. Pure BSZT sample shows the emergence of dielectric loss peak
at the phase transition temperature, however, other four composite
samples do not show any such peak. The dielectric loss of the samples
decreases for BC5 sample and increases with further increase in CFO
content. The density of a material plays a crucial role in determining
the dielectric properties. Further, the material with lower density dis-
sipates high energy and thus result in an increase in dielectric loss. It
can be seen that dielectric loss values are in good agreement with the
theoretical density results obtained from XRD analysis.

To further understand the observed dielectric behavior, degree of
diffuseness or diffuseness constant was calculated by using the tem-
perature dependence curve of dielectric constant. The insets of Fig. 4
shows the plot of diffuseness constant evaluated by plotting ln(T-TC) vs.
ln(1/ε-1/εmax). The increasingly diffused nature of phase transition
peak may be ascribed to perturbed localized dynamics and polar
structural distortion of TiO6/ZrO6 octahedra due to A-site and B-site
substitution in BaTiO3 as well as ferrite addition in the perovskite unit
cell. According to modified Curie-Weiss law, the diffuseness parameter
can be calculated using the equation as follows [33]:

− =
−

′ε ε
T T

C
1 1 ( )

m

c
γ

(1)

where, Tc signifies the Curie-Weiss temperature, γ represents diffuse-
ness parameter and Cˈ denotes the Curie constant. The diffuseness
constant γ provides necessary information on phase transition behavior
of any dielectric material. Normal ferroelectric behavior is observed
when γ = 1 and diffuse phase transition when 1< γ< 2 [33]. The BC5
sample with such superior dielectric properties can be used for the
production of multi-layered ceramic capacitors and low loss dielectric
materials.

3.4. Ferroelectric studies

Fig. 5(a–c) shows the variation in electric polarization against var-
iation in electric field at 20 Hz test frequency for all the five synthesized
samples. The hysteresis loops have been recorded at three different
temperatures of 27, 75 and 125 °C. The saturation polarization, rem-
nant polarization and coercive field values of the five synthesized
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Fig. 4. Temperature dependence of dielectric constant and dielectric loss; inset shows the Plot of ln(1/ε – 1/εm) as a function of ln(T-Tc) for the (1-x)BSZT-(x)CFO composites: (a & b) BC0,
(c & d) BC5, (e & f) BC10 (g & h) BC20 and (i & j) BC30.
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samples are listed in Table 2. At all the three temperatures, under a
maximum electric field of 30 kV/cm, the saturation polarization is ob-
served to be maximum for BC5 sample. (1-x)BSZT-xCFO samples with
up to x = 0.10 show a well-defined saturated hysteresis loop with
negligible leakage current indicating an improved ferroelectric char-
acter with CFO addition. However, in higher CFO content samples (i.e.
BC20 and BC30), the composites show relatively unsaturated oval
shaped hysteresis loop with high remnant polarization. The decrease in
saturation polarization for higher CFO content samples may be attrib-
uted to stronger pinning of domain walls caused by the relatively
smaller grain size of the sample. Smaller grain size results in smaller
individual ferroelectric domains and therefore contains a higher
number of grain boundary regions, which are known to be non-ferro-
electric areas [2]. Moreover, in higher CFO content samples, the ob-
tained polarization values indicate that the presence of non-dielectric
material considerably affect the polarization characteristics of BaTiO3

based ceramics. Further, other morphological properties such as low
defect density, compositional homogeneity, grain shape, etc. also affect
the ferroelectric properties of ceramics [2]. The occurrence of structural
transition due to CFO substitution also affect the stability of ferro-
electric phase and therefore at higher CFO substitution ferroelectricity
gets deteriorated. Further, it has been observed that with CFO addition,
the area of the loops has also been increased which may be due to
higher conductivity of ferrite phase compared to that of BSZT phase.
The variation in remnant polarization and Pr/Pm ratio is depicted in the
inset of Fig. 6(a–c).

At higher temperatures of 75 °C and 125 °C, the remnant and sa-
turation polarization decreases compared to room temperature and

shows nearly similar behavior with variation in CFO content. It has
been observed that small CFO addition in BSZT lattice leads to an in-
crease in coercive field of the samples which may be ascribed to the
occurrence of dipole friction due to domain orientation. Further, the
slight reduction in grain size with increase in CFO concentration have
also resulted in enhancing the dipole friction during the process of
domain orientation [30]. The approximate poling electric field needed
for the alignment of ferroelectric domains in BSZT-CFO composites has
been evaluated using the coercive field values. Moreover, the coercive
field results for the composites indicate that samples with higher CFO
content may require higher electric field to align ferroelectric domains.

3.5. Breakdown strength measurement

Dielectric breakdown strength, Ebd is of great significance for the
commercial applications of dielectric materials as this property governs
the maximum allowable energy storage density and operational range
of electric field for a dielectric material. The dielectric breakdown
strength measurement was carried out in a silicon oil bath at room
temperature by applying a rectified ac voltage signal to the disk-shaped
pellet sample. A brass made pin type electrode with a rounded tip was
used as the high voltage electrode. The ground electrode is made up of
stainless steel and consist of a flat surface and is in direct contact with
the sample. This whole arrangement is enclosed in a Teflon compart-
ment to avoid flashover. Prior to breakdown strength measurement, the
samples were coated with silver paste and heated in an oven at 150 °C
for 30min to ensure proper electrical contact between the electrode and
sample surface. The high voltage rectified ac signal was increased at a

Fig. 5. Ferroelectric hysteresis loops of (1-x)BSZT-(x)CFO composites at three different temperatures: (a) Room temperature, (b) 75 °C and (c) 125 °C; inset shows the variation of remnant
polarization (2Pr) and Pr/Pm ratio for the five synthesized samples, (d) shows the variation of dielectric breakdown strength and inset shows the effect of pellet thickness on Ebd value.
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rate of 0.5 kV/s until the specimen undergoes breakdown. The break-
down in the sample is characterized by shorting of the pellet.

Generally, the breakdown strength of ceramic materials is depen-
dent on various internal and external parameters. Grain boundary
nature, grain size and porosity comes under the category of internal
parameter while electrode configuration, sample area and sample
thickness signify external parameters. In the present work, external
parameters are kept identical and therefore the change in dielectric
strength value can not be ascribed to external effects [34]. Fig. 5(d)
shows the variation in dielectric breakdown strength for (1-x)BSZT-
xCFO samples. For each sample, the breakdown strength was measured
by taking average of the four measurements. The dielectric breakdown
strength of the materials increases with slight increase in CFO content,
becomes maximum for BC5 sample and decreases on further increase in
ferrite content. However, BC10 and BC20 samples show comparable or
even higher dielectric breakdown strength as compare to BC0 sample.
The increase in dielectric breakdown strength of BC5 sample which is
about 16% higher as compare to BC0 sample may be collectively at-
tributed to higher grain size, increased density and decrease in number
of pores in the sample. In addition to this, the compact and uniform
surface morphology of BC5 sample results in reduction of surface de-
fects and therefore contribute to the increase in dielectric breakdown
strength of the material. Following the Ebd measurement of whole cir-
cular pellets, the same pellets was broken down in few pieces and they
were checked for dielectric breakdown strength. Interestingly, some of
the broken pieces that are far from the vicinity of electrode pin did not
shorted and shown almost comparable dielectric breakdown strength.
This observation indicates that the partial discharges at any sectional
area did not instantly result in dielectric bulk breakdown and a sample
can sustain a certain number of partial discharges before complete
breakdown.

The dependence of dielectric breakdown strength on the thickness
of pellet sample has been observed for BC5 as it shows the highest di-
electric breakdown strength among the five synthesized samples. The
sample shows a gradual reduction in dielectric breakdown strength
with increase in thickness. Generally, thick dielectric materials possess
a higher number of defects like micropores and microcracks and
therefore breakdown occurs at relatively lower voltage [35].

3.6. Ferromagnetic studies

The room temperature magnetic hysteresis loops for the four BSZT-
CFO composite samples is presented in Fig. 6. The hysteresis loop of
BC0 sample is not shown here as it did not show any appreciable
magnetization. However, all the composite samples have shown well
saturated M-H curve and exhibit a typical ferromagnetic behavior. It is
worth mentioning here that the magnetic characteristics of BSZT-CFO
composites are solely attributed to ferrite phase. The obtained values of
saturation magnetization and coercive magnetic field are still higher
without significantly affecting the ferroelectricity of the material and
therefore these materials may found application in the field of multi-
ferroic devices. The remnant as well as saturation polarization of the
composites were found to increase with CFO addition. The inset of
Fig. 6 shows the variation of remnant and saturation polarization with
an increase in CFO concentration. The magnetic coercivity of a material
is the required magnetic field strength for taking over the magnetic
anisotropy energy barrier to switch the magnetization [36]. It is to be
noted that the coercive field of the composites did not show any sig-
nificant increase with an increase in CFO content. The addition of CFO
in BSZT lattice may have resulted in the origination of oxygen vacancies
so as to preserve the charge neutrality of the compound [37]. This in-
crease in number of oxygen vacancies leads to a subsequent increase in

Fig. 6. Ferromagnetic hysteresis (M-H) loop of (1-x)BSZT-(x)CFO composites and the inset shows the variation of remnant and saturation magnetization with an increase in CFO content.
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magnetization of the composites. Priya et al. reported the similar ob-
servation where Cu and Dy were doped in BiFeO3-BaTiO3 composite
[38]. Further, the enhancement in number of oxygen vacancies has
resulted in an increase in leakage current leading to the deterioration of
ferroelectric properties. Another possibility for the increase in magne-
tization of higher CFO content samples is the magnetization contribu-
tion by the grains of the ferrite phase. These ferrite grains acts as the
source of magnetization and therefore the sum of magnetization of
these individual grains contribute to the overall magnetization of the
materials [39]. Moreover, the coexistence of tetragonal and inverse
spinel phase leads to a more complex magnetic arrangement of dipoles
which causes a regular arrangement of space modulated spin structure
and therefore results in an improvement in ferromagnetism of the
composites. The presence of large ferroelectricity and appreciable fer-
romagnetism at room temperature in the composite samples can pro-
vide a possible application in the field of magnetic data storage, multi-
state memories, AC/DC magnetic field sensors, etc.

3.7. Piezoelectric studies

Fig. 7 shows the variation of different electromechanical coefficients
as a function of CFO content. It is observed that the piezoelectric
characteristics of ceramic materials are very much dependent on the
poling conditions. Generally, a high uniform electric field is desired for
aligning ferroelectric domains. However, at high electric field the ma-
terials are prone to electrical breakdown and therefore an optimum
electric field is necessary. In addition to this, the poling temperature
and time duration of poling also play a vital role in determining pie-
zoelectric properties. After the poling, the ferroelectric domains
get aligned in the direction of the electric field. In this work, the pellet
specimens were poled at an electric field of ∼ 15 kV/mm for 75min at
a poling temperature of TP ∼ 70 °C. The d33 value was found to saturate
after 75min of poling and did not show any significant change even on
further increasing the poling time. The poling of material at an ap-
propriate temperature leads to accumulation of positive and negative
charge carriers at the edges of the grains resulting in an internal electric
field that can enhance the piezoelectric properties of the material
[40,41]. The piezoelectric charge constant, d33 is observed to increase
slightly with increase in CFO content up to x = 0.05 and decreases on
further increase in ferrite content. The piezoelectric voltage coefficient,
g33 also shows similar trend and is observed to decrease at higher CFO
concentration. The maximum value of piezoelectric charge coefficient
and piezoelectric voltage constant for BC5 sample are observed to be
281 pC/N and 10.03mVm/N, respectively. The BC5 sample shows ∼
4.5% increase in d33 value compared to BC0 sample. The higher value

of d33 may be attributed to larger grain size, increased density and to a
little extent the increase in oxygen vacancy formation with the CFO
addition [42]. However, in the higher CFO content samples, the number
of oxygen vacancies increases but the effect of grain size and density
dominates and therefore the piezoelectric charge constant of the ma-
terials decreases. The obtained d33 and g33 values are relatively higher
compared to the previous reports on BaTiO3 based materials [43,44].
Further, the thermodynamic theory of ferroelectricity can be used to
relate piezoelectric constant and electrostrictive coefficient of the ma-
terial and is expressed as follows:

=d P Q ε2 r33 11 33 (2)

where, Pr is the remnant polarization, Q11 denotes the electrostrictive
coefficient, and ε33 signifies the dielectric permittivity of the specimen.
The electrostrictive coefficient of all the synthesized samples shown in
the inset of Fig. 7 has been calculated using Eq. 1 and it is found to
decrease with increase in CFO concentration. Finally, it can be estab-
lished that the material with better ferroelectricity and high dielectric
constant exhibits superior piezoelectric properties.

4. Conclusion

Mechanochemical activation method was employed to synthesize
BSZT-CFO composite ceramics. The effect of CFO addition in BSZT on
the microstructure, dielectric, ferroelectric, ferromagnetic and piezo-
electric properties have been studied. Rietveld refined XRD pattern of
composite samples confirms the formation of mixed phase without any
traces of impurity. The addition of CFO has resulted in a remarkable
change in surface morphology of the samples. The BC5 sample shows
the highest dielectric constant, high saturation polarization, excellent
dielectric breakdown strength and large piezoelectric constant among
the five synthesized samples. The superior electrical characteristics of
BC5 sample may be attributed to larger grain size, high density and to
some extent on the increase in number of oxygen vacancies due to CFO
addition. In addition to these, the BSZT-CFO composites show a well
saturated ferromagnetic characteristics which are solely attributed to
the ferrite phase. Finally, it can be concluded that BSZT-CFO compo-
sites with excellent electrical properties coupled with significant fer-
romagnetic properties can prove to be a promising material for multi-
ferroic applications.
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Abstract— In this work, the viability of different materials as 
the source region of a Double-Gate Tunnel FET (DG-TFETs) has 
been studied. The study essentially focuses on obtaining superior 
current switching ratio (ION/IOFF), threshold voltage (Vth) and 
subthreshold swing (SS) in DG-TFETs. In this regard, a 
comparative analysis of electrical and analog parameters of DG-
TFETs with Silicon (Si), Germanium (Ge) and Indium-Arsenide 
(InAs) sources has been carried out. Choice of materials has been 
made in such a way as to study the effects of both, elemental 
semiconductors from the 14th group and binary compounds of 
elements from the 13th and 15th groups of the periodic table 
respectively. Such a change in the source material allows for the 
creation of a heterojunction at the source-channel interface, 
which significantly modifies the band bending in the device on 
application of gate bias. Using numerical simulation techniques 
based on the Non-local Band-to-Band Tunneling (BTBT) model, 
the strong correlation between the properties of the source and 
the characteristics of the device is examined. While both Ge and 
InAs source DG-TFETs show significant improvement over 
standard Si source DG-TFETs, it is assessed that Ge clearly 
outperforms InAs as a preferable source material.  

Keywords—Band to band tunneling, Heterojunction, Source 
material, Silicon, Germanium, Indium-Arsenide, tunnel FET . 

I. INTRODUCTION 
 

The need for faster and more energy efficient computing 
devices has been a constant motivation for scaling MOSFETs 
down. While such scaling down of MOSFETs to obtain 
devices with increasingly impressive device characteristics has 
been extremely successful, an impasse seems to have been hit 
in this respect over the past few decades. This is primarily a 
result of the short channel effects that emerge due the 
fundamental physics governing the operation of MOSFETs. 
These effects lead to major difficulties while implementing 
low-standby power MOSFET devices [1, 2]. Another problem 
with MOSFETs, and concomitantly the CMOS architecture, is 
the limitation of SS of the device to a minimum of 60 
mV/decade. Since this limitation is fundamental in nature in 
that it is a consequence of the mechanism of majority carrier 
injection into the channel of MOSFET, it becomes difficult, if 
not impossible, to overcome it. Thermal injection is the 
primary mechanism of majority carrier injection into the 
channel of MOSFET from the source and this limitation arises 
as a direct consequence of the Fermi-Dirac statistics that 
governs majority carrier distribution. Reduction of SS of the 
device below this fundamental limit becomes imperative for 
improved switching action of the transistor [3, 4].  

These limitations have inspired researchers to explore 
other paradigms of transistor construction that differ from 
MOSFETs in the fundamental mechanism of carrier injection, 
and yet preserve the qualities that make MOSFETs successful 
candidates in the first place [5, 6]. Another important factor 
that must be taken into account is the compatibility of the 
device under consideration with the existing CMOS 
architecture [7]. A promising candidate in this regard is the 
Tunnel Field Effect Transistor (TFET). A TFET is a gated p-i-
n junction that is operated in reverse bias [8-10]. Majority 
carriers are injected from the source to the channel through 
quantum mechanical Band-to-Band Tunneling (BTBT) which 
is a result of finite, but non-zero, probability of tunneling 
through a potential barrier. This lifts the aforementioned 
fundamental limitation of a minimum SS of 60 mV/decade, 
allowing TFETs to have SS as low as 20 mv/decade [11].  

Here, the effects of variation in the material of the source 
to Germanium and Indium-Arsenide as opposed to the 
standard TFET design with a Silicon source have been 
studied. The channel and drain are made of Silicon in all three 
cases. This creates a heterojunction at the source-channel 
interface which is responsible for improved device 
characteristics as also reported earlier [12, 13]. Additionally, 
the improvement in the switching performance of the device 
on changing the work function (Ф) of gate electrode has also 
been demonstrated. This optimization leads to lower Vth and 
SS with a manageable tradeoff in the IOFF and ION for optimum 
current switching ratio.     

 
II. DEVICE STRUCTURE AND ITS DESCRIPTION 
 

Fig. 1 shows the two-dimensional view of the device under 
consideration i.e. DG-TFET. In this work, a standard DG-
TFET with three semiconductor regions: the source, the 
channel and the drain is considered. A second gate offers 
better gate controllability and thereby allows higher drive 
current and lower OFF-state current [14]. A p+ (n+) source 
(drain) with a length and width of 20 nm and 10 nm 
respectively has been considered. The uniform source (drain) 
doping is maintained at 1020 (5x1018) /cm3. The source 
material is changed from Si to Ge and InAs respectively in 
order to assess the feasibility of each material as the source, 
which is the principal study of this investigation. The channel 
is made of lightly p-doped Si with a dopant concentration of 
1015 /cm3. The channel length and width are 50 nm and 10 nm 
respectively. While investigating the impact of change of 



 
 

source material from Si to Ge and InAs respectively, other 
source parameters such as the doping, the length and the width 
are kept constant. All device parameters have been chosen and 
are carefully controlled to obtain optimum device 
performance. This investigation has been performed on 
Technology Computer Aided Design (TCAD) using ATLAS 
developed by Silvaco [15].   

The simulation environment of ATLAS requires the 
application of certain mathematical models in order to obtain 
results that are consistent and can be calibrated with 
experimental devices. Since the primary mechanism of carrier 
injection in TFETs is BTBT, it becomes imperative to use 
models of the phenomenon that are closest to the actual barrier 
that an electron moving from the source to the channel tunnels 
through. In this regard, there are two possible alternatives. The 
first is the Kane model that was developed independently by 
Kane and Keldysh. Although Keldysh obtained his expression 
for tunneling probability a year before Kane, Kane’s derivation 
of the expression is considered to be more mathematically 
rigorous [16].  This model approximates the potential barrier at 
the source channel interface as a triangular potential barrier. 
While this model has been widely used in earlier literature in 
this domain, this approximation can be done away with while 
using more modern simulators on faster computers. Therefore, 
here the second alternative, namely the non-local BTBT model, 
is used in consonance with the Band Gap Narrowing model to 
simulate BTBT. Non-local BTBT model accounts for the 
dynamic change in the barrier width at every point in the 
source-channel interface. Since this is the true physical nature 
of the potential barrier faced by the electron at the interface, 
this model provides exceptionally accurate simulation results. 
In addition, the recombination model used is the Shockley-
Read-Hall (SRH) recombination model which accounts for the 
recombination of majority and minority charge carriers in the 
device. To account for the heavy doping in the source and the 
drain, the majority charge carrier distribution is simulated using 
the Fermi-Dirac statistical model. The simulator solves Poisson 
and carrier continuity equations in order to simulate the drift 
and diffusion of charge carriers through the device under the 
mobility model.  All simulations have been performed at an 
absolute temperature of 300 K and only abrupt junctions have 
been taken into consideration. At the temperature at which the 
simulation is performed (300K), Si and Ge are indirect 
bandgap materials while InAs is a direct bandgap material. By 
implication, the only material capable of undergoing radiative 
recombination at 300 K is InAs. However, the high dopant 
concentration in the source explains the exclusion of any 
radiative recombination model in the simulation environment 
as the number of radiative recombination events remains fairly 
low. 

III. RESULT AND DISCUSSION 
 

Fig. 2(a) and 2(b) show the energy band profile of the 
heterojunction DG-TFET for Si, Ge and InAs sources 
respectively. Fig. 2(a) shows the profile in the OFF- state 
@Vgs = 0.0 V and Vds = 1.0 V while Fig. 2(b) shows the 
profile in the ON- state @Vgs = 1.2 V and Vds = 1.0 V. The 
inset of Fig. 2(b) shows the magnified view of energy band 
profile at the tunneling junction. It is observed that there is a  

 
Fig. 1: Schematic 2D view of the DG-TFET under consideration. 
 
distinct modification in the energy bands for Ge and InAs at 
the source w.r.t Si due to the creation of the heterojunctions. 
At Vgs = 0.0 V, the Fermi levels in all three regions are aligned 
and the energy gap at the source corresponds to that of Si (1.1 
eV), Ge (0.67 eV) and InAs (0.36 eV) respectively in the three 
cases. On application of gate bias, steep bending of bands due 
to displacement of the Fermi level by the applied potential is 
observed. Since the potential is applied to the channel alone, a 
drop in the Fermi level of the channel is observed that causes 
lowering of the barrier width at the tunnelling junction around 
the source-channel interface. In this respect, maximum band 
bending is observed with the Ge source followed by InAs and 
Si sources respectively. A thought-provoking observation is 
the presence of a kink in the conduction band of InAs source 
DG-TFET in both OFF and ON- state. This kink appears as a 
result of the difference in electron affinities of InAs and Si at 
the heterojunction. This is indeed the reason behind lower 
band bending (or higher tunnelling barrier width) in the case 
of the InAs source DG-TFET even though the bandgap of 
InAs (0.36 eV) is lower than Ge (0.67 eV). Fig. 3 shows the 
variation of Non-local BTBT rate of electrons with distance 
along the channel. 

  

 
Fig. 2: Energy band profile along the channel for Si, Ge and InAs source DG-
TFETs at (a) Vgs = 0.0 V and Vds = 1.0 V (OFF-state) and (b) Vgs = 1.2 V and 
Vds = 1.0 V (ON-state). 



 
 

Tunneling of electrons occurs at the source-channel 
interface due to lowering of the barrier width around the 
junction. Maximum electron tunneling is observed for the Ge 
source followed by InAs and Si sources. Quantitatively, the 
order of magnitude change in the Non-local BTBT rate of 
electrons is from 1027 /cm3s for Si to 1029 /cm3s for Ge. 
However, the tunneling rate in the InAs source DG-TFET is 
3.33 times that of the Si source DG-TFET. 

Fig. 4 shows a plot of the electric field with the distance 
along the channel for Si, Ge and InAs sources in the ON and 
OFF states respectively. The observed variation of electric 
field is a combined consequence built-up electric field at the 
interfaces in the device and the potential applied to the drain 
w.r.t the source. In the OFF-state, the built-up electric field at 
each interface is a result of the equilibrium of drift and 
diffusion processes on both sides of the junction. On 
application of gate bias, this equilibrium is disturbed leading 
to an overall change in the electric field. Since all equilibrium 
and non-equilibrium phenomena (like drift and diffusion) in 
semiconductors are dependent on material properties such as 
the effective masses of electrons and holes, the electric field 
changes with change in source material of the DG-TFET.  

Since the material of only the source is changed, a 
variation is seen only in the first peak of the electric field 
curve. In the ON-state, the electric field peaks further at the 
source-channel junction while it falls to negligible values at 
the channel-drain interface. This increase in the electric field 
at the source-channel interface is responsible for an increase in 
the electron tunneling probability through the junction. By 
implication, carriers moving from the channel to the drain face 

 
Fig. 3: Rate of Non-local BTBT along the channel for Si, Ge and InAs source 
DG-TFETs at Vgs = 1.2 V and Vds = 1.0 V.  

 
Fig. 4: Variation of electric field with distance along channel for Si, Ge and 
InAs source DG-TFETs at Vgs = 0.0 V and Vgs = 1.2 V. 

little resistance therefore contributing to drive current. Here 
again, maximum electric field at the tunneling junction is 
obtained for Ge followed by InAs and Si respectively. This 
leads to maximum tunneling probability in the case of Ge 
followed by InAs and Si respectively. 

Fig. 5 shows the variation of drive current (Ids) with gate 
voltage (Vgs) at constant Vds = 1.0 V. The tunneling junction 
width (LBW) is an important factor determining the tunneling 
probability. It is observed that maximum drive current is 
obtained when LBW is minimum i.e. for the Ge source DG-
TFET. Moreover, consistent with previous results in this work, 
the Ge source DG-TFET has highest drive current followed by 
the InAs and Si source DG-TFETs. The tunneling probability, 
however, is a result of the interplay of a variety of material 
properties. Interestingly, the drive current of InAs source DG-
TFET is lower than that of the Ge source DG-TFET although 
the energy bandgap of InAs is lower than that of Ge. This is 
attributed to the lower LBW for the Ge source DG-TFET than 
for the InAs source DG-TFET owing to the difference in 
electron affinities of InAs and Ge in comparison with Si. 
Therefore, the drive current of DG-TFET depends not only on 
the bandgap of source material, but also on the properties of 
the entire heterojunction. These results indicate that a 
substantial improvement in the drive current of a DG-TFET is 
observed by changing the material properties of the source. A 
detour was taken to examine the transfer characteristics of 
DG-TFET for different work function (Ф) of gate electrode. 
The motivation behind this detour was to examine the 
optimization of DG-TFET. It is observed that changing the Ф 
of the gate metal results in a lateral shift in the Ids-Vgs curves 
for all three source materials.  

 

 
Fig. 5: Influence of gate work function on transfer characteristics of Si, Ge and 
InAs source DG-TFETs for (a) Ф = 4.3 eV and (b) Ф = 4.5 eV. 



 
 

This is due to the change in the flatband voltage (Vfb) with a 
change in the Ф of gate electrode. The effective gate voltage 
i.e. (Vgs-Vfb) is enhanced for lower metal Ф of gate electrodes. 
Therefore, better transfer characteristics are observed for Ф = 
4.3 eV in comparison with Ф = 4.5 eV.  Furthermore, the 
influence of the gate Ф on the current switching ratio 
(ION/IOFF) for Si, InAs and Ge source DG-TFETs respectively 
is shown in Fig. 6. ION/IOFF is higher with Ф = 4.3 eV as 
compared to that of 4.5 eV which is attributed to early 
switching ON of the device for Ф = 4.3 eV. Further, ION/IOFF is 
highest for Ge followed by InAs and Si respectively. This is 
due to the highest drive current for Ge source DG-TFET 
followed by InAs and Si source DG-TFETs respectively for 
both values of Ф. Quantitatively, a fivefold enhancement in 
ION/IOFF is observed for Ф = 4.3 eV as compared to Ф = 4.5 eV 
for the Ge source DG-TFET. Additionally, the order of 
magnitude ION/IOFF increases from 1010 to 1012 for the Ge 
source DG-TFET as compared to the Si source DG-TFET.  

 
Fig. 6: Influence of gate work function on ION/IOFF of Si, Ge and InAs source 
DG-TFETs. 

 

 
Fig. 7: Influence of gate work function  of Si, InAs and Ge source DG-TFETs 
on (a) Vth and (b) SS. 

Vth is an important parameter that is essential for low 
power applications. Fig. 7 indicates the impact of Ф on the Vth 
and SS for Si, InAs and Ge source DG-TFETs respectively. 
The constant current method i.e. Vgs @Ids = 10-7 A is used for 
Vth calculation. For all three materials, Vth is lower for Ф = 4.3 
eV in comparison with Ф = 4.5 eV. Among the three materials 
under consideration, the Ge source DG-TFET shows the 
lowest Vth followed by the InAs and Si source DG-TFETs 
respectively. Another important performance parameter of a 
transistor is SS. A low SS is desirable for fast switching 
characteristics. The use of a lower Ф does not lead to an 
enhancement in SS as observed for all other electrical 
parameter in this investigation. There is a small degradation in 
SS in the case of Si and Ge source DG-TFETs when a gate 
with Ф = 4.3 eV is used. However, in the case of the InAs 
source DG-TFET there is a small improvement in SS when a 
gate with lower Ф is used. The InAs source DG-TFET has the 
most favorable SS followed by the Si and Ge source DG-
TFETs respectively. 
.   

IV. CONCLUSION 
 

In this work, the effects of the source material on the 
electrical parameters of a DG-TFET have been probed. A 
strong correlation between the electrical characteristics of the 
DG-TFET under consideration and the material of the source 
has been observed. Among the three candidates considered, 
the Ge source DG-TFET shows highest drive current and 
superior ION/IOFF followed by InAs and Si source DG-TFETs 
respectively. These results make the Ge source DG-TFET an 
attractive contender for use as transistors in computer chips. A 
higher drive current implies more current per unit area of the 
chip and a concomitant ease in scaling the device down with 
only a negligible performance trade-off. Additionally, the low 
Vth of the Ge source DG-TFET makes it ideal for low power 
applications. This possibility must be explored further so as to 
harness the true power of the TFET as a low power, high 
speed transistor.      
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ABSTRACT 

The job-shop problem (JSP) is an optimization technique, in which ideal jobs are assigned to resources at 

particular times. Practical view of deterministic scheduling process is not valid for every process in 

practice. In present study, stability analysis has been performed and to test the suitable techniques of 

optimization which will be applicable for job-shop problem also discussed how parametric relation are 

affected for two jobs. Comparative study of some existing techniques with present study is also discussed 

in this paper. 

Keyword -   Comparative study, Job-shop problem, Optimization, Parametric- relation, Stability 

analysis  

I INTRODUCTION 

The problem under consideration is to minimize the value of the given desired function of completion times of n 

jobs J = {1, 2, …,n} processed on m machines N = {1, 2, …, m}. First, we assume that processing time tj,k of job j ∈ 

J on machine k ∈ N (i.e., processing time of operation Oj,k) is known before scheduling.  

Operation preemptions are not allowed. This problem is denoted as J||  where   desired objective function. Let Ci,k 

denote the completion time of the job in position i on machine k ∈ N. We assume that desired function  (C1,m, C2,m, 

…¸ Cn,m) is non-decreasing function of job completion times. Such a criterion is called regular. 

For the job-shop problem J |n=1|Cmax with two jobs and make span desired function Cmax = max{C1,m, C2,m, 

…,Cn,m}, the geometric algorithm was proposed by Akers and Friedman [1] and developed by Brucker [2], Szwarc 

[7], Hardgrave and Nemhauser [4]. Sotskov [5] generalized the geometric algorithm for the problem J|n=1|  with 

any given regular criterion. Sotskov [6] proven that both problems: 

 

                                                     J |n=1|Cmax and J |n=2|ΣCi,m                                                                                   (1) 

are binary NP-hard. Hereafter, the criterion Σ Ci,m means minimization of total completion time 

 

                                                                                                                                                                       2. 2.  
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II METHODOLOGY 

Describing geometric model for the case of a flow-shop problem J|n=1| , i.e., when all n jobs have the same 

technological through m machines, namely, (1, 2, …,m). 

Let TMj,k denote the sum of the processing times of job j ∈ J = {1, 2} on a subset of k machines {1, 2, ..., k} ⊆N: 

          

                                                             TMj,k =                                              1≤ k ≤ m                                     (3)  

          

Assuming that TM1,0 = TM2,0 = 0. Introducing a coordinate system xy on the plane, and draw the rectangle with 

corners (0, 0), (TM1,m, 0), (0, TM2,m) and (TM1,m, TM2,m). In the rectangle , we draw m rectangles Hk, k ∈ {1, 2, 

…,m}, with corners (TM1,k-1, TM2,k-1), (TM1,k, TM2,k-1), (TM1,k-1, TM2,k), (TM1,k, TM2,k). 

South-west corner (TM1,k-1, TM2,k-1) of the rectangle Hk as SWk, north-west corner (TM1,k-1, TM2,k) as NWk, south 

east corner (TM1,k, TM2,k-1) as SEk, and north-east corner (TM1,k, TM2,k) as NEk. Obviously, point (0, 0) is SW1 and 

point (TM1,m, TM2,m) is NEm. 

Using Chebyshev’s metric, i.e., the length d [(x, y), (x’, y’)] of a segment [(x, y), (x’, y’)] connecting points (x,y) 

and (x’, y’) in the rectangle H is calculated as follows: 

 

                                             D [(x, y), (x’, y’)] = max {|x – x’|, |y – y’|}.                                                                   (4) 

The length D[(x1, y1), (x2, y2), …, (xr, yr)] of a continuous polygonal line [(x1, y1), (x2, y2), …, (xr,yr)] is equal to the 

sum of the lengths of its segments. Since  (C1,m, C2,m) is a increasing function, the search for the optimal schedule 

can be restricted to set S of schedules in which at any time of the interval [0, max{C1,m, C2,m}] at least one job is 

processed. A schedule from set S can be suitably represented within the rectangle H on the plane xy as a trajectory 

(Continuous polygonal line) τ = [SW1, (x1, y1), (x2, y2) , …, (xr, yr), NEm] where either xr = TM1,m or yr = TM2,m. Let 

a point (x, y) belong to the trajectory τ and let d be the length of the part of trajectory τ from the point SW1 to the 

point (x, y). The coordinate x (coordinate y) of point (x, y) defines the state of processing job 1 (job 2) as follows. 

If SWu ≤ x ≤ SEu and SWv ≤ y ≤ NWv, u ∈ M, v ∈ M, then job 1 (job 2) is completed on the machines 1, 2,…, u-1 

(on the machines 1, 2,…, v-1) at time d. Moreover at time d, job 1 (job 2) has been processed on machine u 

(machine v) during x - SWu (during y - SWv) time units. 

Since a machine cannot process more than one job at a time and operation preemptions are not allowed, each 

straight segment [(x, y), (x’, y’)] of a trajectory τ may be either 

 

 Horizontal (when only job 1 is processed) or 

 Vertical (when only job 2 is processed) or 

 Diagonal with slope of 450 (when both jobs are processed simultaneously). 
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It is clear that a horizontal segment (vertical segment) can only pass along south boundary (west boundary) of the 

rectangle Hk, k ∈ M, or along north (east) boundary of the rectangle H. The diagonal segment of trajectory τ can 

only pass either outside rectangle Hk or through point NWk or point SEk. Sotskov [5] proven that problem J|n=1|Φ 

of finding the optimal schedule or, in other words, of finding the optimal trajectory, can be reduced to the shortest 

path problem in the digraph (V, A) constructed by the following Algorithm 1. Again for simplicity, we describe this 

algorithm for the case of a flow-shop problem F |n=1| , when all n jobs have the same technological route through 

m machines. 

Vertex set V of the digraph (V, A) is a subset of set 

V0 = {SW1, NEm} ∪{NWk, SEk : k∈M}∪{(xk, TM2,m), (TM1,m, yk) : k∈M}. 

 

III ALGORITHM 

  

1. Set V = {SW1, SE1, NW1, NEm} and A = {(SW1, SE1), (SW1, NW1)}. 

2. Take vertex (x, y) ∈ V \ {NEm} with zero out degree. If (x, y) = SEk, go to step 3. If (x, y) = NWk, go to 

step 

3. If set V \ {NEm} has no vertex with zero out degree. 

               STOP 

       4.    Draw a diagonal line with slop 450 starting from vertex SEk until either east boundary [(TM1,m, 0), NEm] of  

               the rectangle H is reached in some vertex (TM1,m, yk) or open south boundary (SWh, SEh) of the rectangle 

                Hh, k+1 ≤ h ≤ m,  is reached. In the former case, set V: =V ∪ {(TM1,m, yk)} and A: =A ∪ {(SEk, (TM1,m, 

                yk)), ((TM1,m, yk), NEm)}. In the latter case, set V: =V ∪ {SEh, NWh} and A: =A ∪ {(SEk, SEh), (SEk, 

              NWh)}. Go to step 2. 

     5.   Draw a diagonal line with slope 450 starting from vertex NWk until either north boundary [(0, TM2,m), NEm] 

            of the rectangle H is reached in some vertex (xk, TM2,m) or open west boundary (SWh, NWh) of the rectangle 

           Hh, k+1 ≤ h ≤ m, is reached. In the former case, set V: = V ∪{(xk, TM2,m)} and A: = A∪{(NWk, (xk, TM2,m)), 

          ((xk, TM2,m), NEm)}. In the latter case, set V: = V∪ {SEh, NWh} and A: = A ∪ {(NWk, SEh), (NWk, NWh)}. 

          Go to step 2. 

In order to find the optimal path (i.e., optimal schedule) for the problem J|n=1|Φ we can use the following 

Algorithm, where the length of arc ((x, y), (x’, y’)) ∈ A is assumed to be equal to the length of the polygonal Line 

constructed by Algorithm with origin in the point (x, y) and with end in the point (x’, y’). 
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IV STABILITY ANALYSIS 

In what follows, we consider stability of an optimal schedule with respect to possible variations of the given vector 

t= (t1,1, t1,2, … , t1,m, t2,1, t2,2, …, t2,m) of operation processing times. 

Let (Vt, At) denote the digraph (V, A) constructed by Algorithm 1 for the problem F|n=2|  with vector t of 

operation processing times. Let Ρt be set of all shortest paths from vertex SW1 to the border vertices in the digraph 

(Vt, At). As follows from Algorithm 1, the same path may belong to sets Ρt constructed for different vectors t of 

operation processing times (since for any vector t we have Vt ⊆ V0). Notation su(t) is used for a schedule defined by 

path τu ∈ Ρt. The objective function value calculated for schedule su(t) is denoted as  (su(t)). A schedule is called 

active if none of the operations can start earlier than in this schedule, provided that the remaining operations could 

start no later. It is known (see Giffler and Thompson [3]) that a set of active schedules is dominant (i.e., it contains 

at least one optimal schedule) for any regular criterion. The following claim may be proven by induction with 

respect to number of machines m. 

To test whether optimality of the path τu ∈ Ρt is stable takes O(m log m) time for problem F |n=1|Φ and O(m2 log m) 

time for problem J |n=1| . Indeed, we can use Algorithm 2 for the vector t of the operation processing times and 

construct optimal paths with different border vertices. Number of the optimal paths which have to be tested due to 

theorem is restricted by the number of border vertices asymptotically restricted by O(m) for problem F |n=1|  and 

by O(m2) for problem J |n=1| . 

It is easy to convince that for the above sufficiency proof of Theorem 2 we can replace increasing function  by 

non-decreasing function . It should be noted that the most objective functions considered in classical scheduling 

theory are continuous non-decreasing functions of job completion times, e.g., 

 

 Make span Cmax, 

 Total completion time  

 Maximal lateness Lmax = max{ Ci,m – Di : i ∈ J} and 

 Total tardiness =  where Di denotes the given due date for a job i. 

And so sufficiency of applicable theorem may be violated in the break points of such a function . 
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