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2 5
a b s t r a c t

26The atrocious behavioral and physiological shift with aging accelerate occurrence of deleterious disor-
27ders. Contemporary research is focused at uncovering the role of genetic associations in age-related dis-
28orders (ARDs). While the completion of the Human Genome Project and the HapMap project has
29generated huge amount of data on genetic variations; Genome-Wide Association Studies (GWAS) have
30identified genetic variations, essentially SNPs associated with several disorders including ARDs.
31However, a repository that houses all such ARD associations is lacking. The present work is aimed at fill-
32ing this void. A database, dbAARD (database of Aging and Age Related Disorders) has been developed
33which hosts information on more than 3000 genetic variations significantly (p-value <0.05) associated
34with 51 ARDs. Furthermore, a machine learning based gene prediction tool AGP (Age Related Disorders
35Gene Prediction) has been constructed by employing rotation forest algorithm, to prioritize genes asso-
36ciated with ARDs. The tool achieved an overall accuracy in terms of precision 75%, recall 76%, F-measure
3776% and AUC 0.85. Both the web resources have been made available online at http://genomeinformatics.
38dce.edu/dbAARD/ and http://genomeinformatics.dce.edu/AGP/ respectively for easy retrieval and usage
39by the scientific community. We believe that this work may facilitate the analysis of plethora of variants
40associated with ARDs and provide cues for deciphering the biology of aging.
41� 2016 Elsevier Inc. All rights reserved.
42

43

44
45 1. Introduction

46 Aging is an inevitable biological phenomenon. The quality of life
47 in old age is usually far worse than in youth, since the elderly often
48 suffer from various age-related disorders (ARDs), like Arterioscle-
49 rosis, Diabetes, Dementia, Osteoporosis, Osteoarthritis and Cancer
50 [1]. For those who escape the disease, the cause of death may be
51 traced to subtle tissue atrophies, neuropathies or microvascular
52 leakage [2]. The focus of present day research has shifted from try-
53 ing to delay aging or achieving immortality, to achieving healthy or
54 successful aging. The inclusions of healthy aging are low probabil-
55 ity of disease or disability, high cognitive and physical function
56 capacity and active engagement with life [3].
57 Research on centenarians has been underway for many years to
58 find out the biological, sociological and psychological factors they
59 possess that enable them to survive longer [4]. Current research
60 on finding out the metabolic signature of extreme longevity cente-
61 narians has explored many unresolved factors behind their
62 extreme longevity [5]. A person’s genetic make-up plays a crucial

63role in the process of aging and determines how successfully an
64individual reaches old age. However, the role of genetics in aging
65and longevity is complex.
66Several public domain databases like HGMD [6], NHGRI GWAS
67catalog [7], SNPedia [8], dbGaP [9] and GWAS Central [10] contain
68information on phenotype associated mutations. In addition to
69these, locus specific databases focused on a single disease also
70exist. The AlzGene database for Alzheimer’s [11] and the SzGene
71database for Schizophrenia [12] are collections of GWAS results
72on these two disorders. However, there is no dedicated database
73that houses information on all ARDs.
74A need was therefore felt for a database to store genetic infor-
75mation on all ARDs. A Graphical User Interface (GUI) has been
76developed to enable experimental biologists to easily query the
77database for relevant information. The data collected has been sub-
78jected to machine learning analysis. The classifier predicts putative
79genes involved in age related disorders from all the proteins pre-
80sent in UniProt [13].

812. dbAARD

82dbAARD is a manually curated database aimed at providing a
83freely accessible interactive database of the relationships of human

http://dx.doi.org/10.1016/j.jbi.2016.01.004
1532-0464/� 2016 Elsevier Inc. All rights reserved.
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84 single nucleotide polymorphisms (SNPs) and age-related disorders
85 along with the supporting evidence. By doing so, dbAARD hopes to
86 facilitate access to and analysis of the relationships asserted
87 between human variation and observed disease conditions.
88 dbAARD collects disease-SNP associations as well as their signifi-
89 cance scores in the form of p-value and odds ratio.

90 2.1. Construction and content of dbAARD

91 The primary data in the dbAARD represents association of SNP
92 with various ARDs. All the complex genetic disorders that are
93 believed to be prevalent in old age have been considered as ARDs
94 for the purpose of this work. The information on ARDs was
95 obtained from the articles published in high-quality journals and
96 various online medical forums discussing aging and associated dis-
97 eases. All the compiled ARDs were then classified using the classi-
98 fication scheme proposed by Goh et al. for constructing the
99 diseasome [14]. Table 1 lists all the ARDs included in dbAARD

100 along with the supporting evidences [15–24]. The details on these
101 ARDs can be found in our recently accepted review article [25].
102 The disease-SNP associations for these ARDs were manually
103 curated from the relevant articles published in PubMed extracted
104 using the keywords such as ‘‘Disorder name AND Gene AND SNP”
105 or ‘‘Disorder name AND SNP” or ‘‘Disorder name AND Polymor-
106 phisms” and existing databases such as UniProt Humsavar [26],
107 HGMD [6], NHGRI GWAS catalogue [7], SNPedia [8], OMIM [27],
108 and dbGaP [9]. The last access date for these databases is provided
109 in Table 2. The data from the existing databases was carefully
110 assessed and corrected with reference to the original articles. All
111 SNP-disease associations which reached statistical significance
112 (p < 0.05) were mined and included in dbAARD. A data model
113 was then created using the free open-source version of the MySQL
114 Workbench to minimize redundancy.
115 Each entry in dbAARD contains the information on SNP, the
116 associated disease, p-value assigned to the association, the odd
117 ratio of the disease-SNP association and the literature reference.
118 It also contains information on ethnicity which describes the eth-
119 nic group on which the study was carried out, geographical loca-
120 tion in which the study was conducted and if large number of
121 countries were involved in the study then the location has been
122 considered as Mixed. Further, information about gene, chromo-
123 some, type of SNP, location of SNP on gene (such as exon, intron,
124 intergenic and untranslated region), reference/mutant nucleotide
125 and amino acid and protein change location has also been
126 included.

127 2.2. User interface

128 dbAARD provides a user-friendly interface to query detailed
129 information on each SNP-disease association (Fig. 1A). Users can
130 query the database through disease class, disease, genes or SNP
131 IDs. These categories that can be used to filter the records have
132 been listed in Table 3. Further, dbAARD interface allows for the
133 selection of the attributes, so that only the desired information
134 on SNP-disease association can be viewed without cluttering the
135 screen with data of least importance for the user.

136 3. Age-Related Disorders Gene Prediction (AGP) tool

137 The identification of the genetic markers/causative genes have
138 been of paramount importance in the biomedical research as many
139 medical conditions are influenced by human genetic variations.
140 However, the traditional methods of finding genes are time-
141 consuming, expensive and often suffer from the limitation of vari-
142 able disease penetrance. With lot of data already available in the

Table 1
Age-related disorders (ARDs) included in dbAARD.

Disease Disease class References

Age-related macular degeneration Ophthalmological [15]
Alzheimer’s disease Neurological [15]
Amyotrophic lateral sclerosis Neurological [16]
Atrial fibrillation Cardiovascular [15]
Basal cell carcinoma Cancer [15]
Bladder cancer Cancer [15]
Gastric ulcer Gastrointestinal [15]
Breast cancer Cancer [15]
Cardiac arrhythmia Cardiovascular [15]
Cardiomyopathy Cardiovascular [16]
Chronic obstructive pulmonary disease Pulmonary Disorder [15]
Colorectal Cancer Cancer [15]
Coronary artery disease Cardiovascular [15]
Crohn’s disease (late-onset) Gastrointestinal [17]
Deafness ENT [15]
Decreased bone mineral density Bone [15]
Dementia Neurological [15]
Diabetic retinopathy Metabolic [15]
Gastrointestinal cancer Cancer [15]
Gaucher disease Lysosomal storage [18–20]
Glaucoma Ophthalmological [15]
Gout Bone [15]
Graves’ disease Metabolic [15]
Hearing loss ENT [15]
Hypercholesterolemia Metabolic [16]
Hyperlipidemia Metabolic [16]
Hypertension Cardiovascular [15]
Insulin resistance Metabolic [15]
Lung cancer Cancer [15]
Melanoma Cancer [15]
Multiple sclerosis Neurological [15]
Myocardial infarction Cardiovascular [15]
Myopia Ophthalmological [15]
Obesity Metabolic [15]
Obstructive sleep apnea Neurological [15]
Osteoarthritis Bone [15]
Osteoporosis Bone [15]
Ovarian Cancer Cancer [15]
Paget Bone [15]
Pancreatic cancer Cancer [15]
Parkinson’s disease Neurological [15]
Presbycusis ENT [15]
Prostate Cancer Cancer [15]
Pulmonary fibrosis Pulmonary Disorder [21]
Restless legs syndrome Neurological [15]
Rheumatoid arthritis Bone [15]
Schizophrenia (late-onset) Psychiatric [22–24]
Stroke Cardiovascular [15]
Systemic Lupus Erythematosus Immunological [15]
Type-2 Diabetes Mellitus Metabolic [15]
Uric acid concentration Metabolic [15]

Table 2
Data resources for dbAARD database.

Source Link Version/Last Date
Accessed

HGMD http://www.hgmd.cf.ac.uk/ac/
index.php

2014.2

OMIM http://www.ncbi.nlm.nih.gov/
omim

Last Accessed in Sep
2014

dbGaP http://www.ncbi.nlm.nih.gov/gap Jan 2013
SNPedia http://www.snpedia.com/index.

php/SNPedia
June 2014

NHGRI GWAS
central

http://www.genome.gov/
gwastudies/

Sep 2014

PubMed http://www.ncbi.nlm.nih.gov/
pubmed

Sep 2014

Uniprot
Humsavar

http://www.uniprot.org/docs/
humsavar

Sep 2014
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143 databases, computational approaches can thus be exploited to
144 integrate information from these resources and reliably predict
145 disease-genes associations which are yet unknown. Predicting

146disease gene is typically a classification problem of distinguishing
147real disease genes from spurious non-disease genes. Machine
148learning techniques, have thus been exploited to solve the disease

Fig. 1A. Overview of dbAARD web interface. An example: (I) A screenshot of home page of dbAARD. (II) The query page of dbAARD representing the filters – Class, Disease,
Genes and SNPs. (III) The attribute page containing attributes such as Ethnicity, Geographical location, P-Value, Odd Ratio, Chromosome, Variant DNA, Variant RNA, Variant
Protein, Types of SNPs, Location of SNPs, Nucleotide/codon change, Amino Acid change, Variant no. (IV) Output page.
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149 gene classification problem using the confirmed diseases genes as
150 the positive training samples [28–31].
151 In the network analysis of genes associated with ARDs [25], Sri-
152 vastava et al. have shown that several genes associated with ARDs

153are highly interconnected. Similarly, Johnson et al. demonstrated
154that there are substantial number of GO terms are shared among
155different age-related diseases classes [34]. Based on the observa-
156tion that genes associated with similar diseases tend to show

Fig. 1A (continued)
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Fig. 1B. An overview of AGP web interface: An example: (I) a screenshot of home page of AGP. (II) Query page: input required are HGNC Symbol, entrez ID or uniprot/
swissprot accession ID. (III) Attribute group 1: Amino Acid Composition of proteins. (IV) Attribute group 2: Physiochemical properties of proteins. (V) Attribute group 3:
Subcellular localization of proteins. (VI) Attribute group 4: Network properties of amino acids. (VII) Output page.
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157 similar biological properties, we have developed a tool AGP that
158 prioritize genes associated with age-related disorder (ARDs). AGP
159 is a machine learning based prediction tool that calculates the

160probability of association for each gene with age related disorders
161(ARDs) in humans. The required input in AGP are HGNC gene sym-
162bol, Entrez ID or the UniProt/SwissProt Accession ID and the output

Fig. 1B (continued)
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163 is the probability of association of corresponding gene with age
164 related disorders. This section briefly describes the development
165 of AGP for disease genes prediction.

166 3.1. Dataset and feature selection

167 For robust gene prediction, it is desirable to include various bio-
168 logical data sources and it has been found that both sequence based

169and topological information are important for evaluating whether
170unknown gene is disease related or not. Genes associated with sim-
171ilar disorders are usually characterized with high similarity of
172sequence-based features, functional features and physical interac-
173tion between their gene products [29]. Various disease gene predic-
174tion tools have been reported in the literature that consider
175topological features in PPI networks, sequence-derived features,
176evolutionary age features, etc. for disease gene prediction [29–31].

Fig. 1B (continued)
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177 Therefore, for our model building purpose we included sequence
178 based and physicochemical based features along with the subcellu-
179 lar localization and network topology information of proteins. Pro-
180 tein sequences of all the human proteins were retrieved from
181 UniProt [13]. The sequence based parameters such as amino acid
182 composition and physiochemical properties like hydrophobicity,
183 normalized van der Waals volume, polarity, charge, secondary
184 structure, solvent accessibility, polarizability, etc. were calculated
185 using the PROFEATprogram [35]. The informationon the subcellular
186 localization of proteins such as cell junction, centrosome, cytoskele-
187 ton, mitochondria, golgi body, endoplasmic reticulum, nucleus,
188 lysosome, vesicle was obtained from The Human Protein Atlas
189 [36]. The proteins whose subcellular locations were not defined
190 were categorized as unknown. The information about the various
191 network features of protein–protein interaction network such as
192 betweenness centrality, closeness centrality, degree and cluster
193 coefficient were obtained by building PPI network in Cytoscape
194 [37] using data retrieved from HIPPIE [38].
195 For building the training set, both positive and negative
196 instances were constructed. All the genes present in dbAARD were
197 mapped to 2211 UniProt IDs using Biomart [39] and were used as
198 positive instances. All those genes that were not present in
199 dbAARD were treated as non-ARD genes and the corresponding
200 25,476 UniProt entries were used to build negative dataset. The
201 positive and negative dataset were balanced by generating 11
202 training sets using Cygwin. Each training set was built by including

2032211 positive instances and 2211 randomly selected negative
204instances from the negative dataset of 25,476 instances. All the
20511 training sets were used on previously used state-of-the-art
206classifiers to find the best performing classifier using 10-fold cross
207validation in the WEKA Experiment Environment [40].

2083.2. Classifier selection and validation

209Many different classification techniques have been used and
210reported in the literature for variousmachine learning applications.
211The state-of-the art methods such as Decision Tree, kNN, Naives
212Bayes, SVM, and Random Forest are known to be used for classifica-
213tion problems including disease gene prediction [30–33]. For the
214selection of the base classifier for ARD gene prediction we tested
215known classifiers already known to be used for disease gene predic-
216tion along with the ensemble based Rotation Forest algorithm [41].
217To the best of our knowledge, this is for the first time that Rotation
218Forest has been tested for disease gene prediction. For each classi-
219fier we used all the training sets created using Cygwin. In order to
220evaluate these classifying techniques and find the best performing
221classifier, we employed 10 fold cross validation and measured the
222performance in terms of Precision, Recall, Area under ROC curve
223and F-measure which are defined as follows:

224(1) Precision – It is the fraction of retrieved instances that are
225relevant [42].
226

Precision ¼ True Positives
True Positivesþ False Positives 228228

229230(2) Recall – It is the fraction of relevant instances that are
231retrieved. Both precision and recall are therefore based on
232an understanding and measure of relevance [42]. 233

Recall ¼ True Positives
True Positivesþ False Negatives 235235

Fig. 1B (continued)

Table 3
Filters used in dbAARD.

Diseases Select the disease(s) for which you want to know about the SNPs
or GWAS

Genes Filter records based on HGNC gene symbols
SNPs Filter records based on rsIDs as in dbSNP build 134
Disease

Class
You can restrict the records to only the subset that has disease-
SNP associations from a particular disease class
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236237 (3) Area under ROC curve – Area under ROC (Receiver Operating
238 Characteristic Curve) is a measure of accuracy and is a plot of
239 specificity versus sensitivity at various cut-off values [42].
240 (4) F-measure – This measure is harmonic mean of precision
241 and recall, so it reflects an average effect of both precision
242 and recall [43].

243

F-measure ¼ 2� Precision� Recall
Precisionþ Recall245245

246 Based on the highest recall, precision, F-measure and Area under
247 ROC curve, classifier rotation forest was found to perform well
248 and hence was used to build final model for predictions by integrat-
249 ing base classifier and suitable filters. The ensemble Rotation Forest
250 classifier was then trained further with the training set (the gold
251 standard) consisting of 2211 ARD associated genes and 2211 ran-
252 domly selected non-ARD genes in the explorer of WEKA.

253 3.3. Web implementation

254 For the ease of data retrieval, user-friendly web interface was
255 developed. XHTML and CSS was used for creating presentation
256 layer of dbAARD and AGP, the application server used was Apache.
257 For backend database, MySQL was used and PHP was used as a pro-
258 gramming language.

259 4. Results and discussion

260 4.1. dbAARD

261 dbAARD catalogues information about human genetic variants
262 associated with age related disorders like Alzheimers’ disease,
263 Parkinson’s disease, Diabetes, Cardiovascular disorders and Can-
264 cers, etc. (Fig. 1A). The database can be queried individually or in
265 combination of disease class, disease name, gene and rsIDs.
266 dbAARD currently has information on 3197 SNPs across 1297
267 genes associated with 51 diseases under 12 classes. The distribu-
268 tion of genes and SNPs in various classes of diseases has been rep-
269 resented in Figs. 2 and 3. The associated genes and SNPs can shed
270 light on common pathways associated with these diseases.
271 Analysis of SNPs associated with ARDs depicted 75.33% as non-
272 coding; 1.02% as coding – synonymous, 20.52% SNPs as missense,
273 and the rest were those SNPs whose locations were unknown in

274dbSNP. The data suggests higher contribution of non-coding SNPs
275in human ARDs risk.
276The database comprehensively includes genetic variants across
277all major populations and ethnicities. This information may
278therefore be used for associative studies to uncover the role of
279genetic variants in a particular population that make them more
280susceptible to an aging disorder. The fact that the genome has been
281mined for variations at single base resolution may further be used
282to map age related disorders to their gene loci.

2834.2. AGP evaluation

284The evaluation of the AGP tool was done on performance mea-
285sures as defined earlier to select the best classifier. Subsequently,
286the tool was used to predict ARD associated genes and were biolog-
287ically validated using Bioinformatics Resources 6.7 [44] and DisGe-
288NET [45].

2894.3. Performance comparison of base-classifiers and selection of the
290best classifier

291In order to determine the best performing classifier, we ana-
292lyzed 7 different classifiers and compared their performances in
293terms of precision, recall, F-measure and Area under the ROC curve
294(AUC). Fig. 4 shows the performance comparison of all the seven
295supervised learning algorithms for disease gene prediction. SVM
296was found to have the highest precision (82%) but the recall was
297found to be only 31%. On the contrary, Linear Regression was found
298to have the highest recall (90%), however the precision was found
299to be only 46%. Since having either too small a precision or too
300small a recall is unacceptable in disease gene-prediction [30],
301F-measure is generally used to evaluate the performance of classi-
302fiers. F-measure is the average effect of both precision and recall,
303and will be large only if both of them are large. Also, it has been
304suggested that AUC is the better measure of accuracy when
305comparing the performance of different classifiers [46]. Thus,
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306 considering both F-measure (76%) and AUC (0.85) Rotation Forest
307 performs better than other classifiers. Recent studies have also
308 shown that rotation forest classifier performs better than other
309 non-ensemble based classifiers [47]. Rotation Forest algorithms
310 are fast, scalable and can easily handle high dimensional spaces
311 as well as large number of training examples. Moreover, Rotation
312 Forest algorithm tends to overcome the issue of overfitting in noisy
313 data [41,47]. Hence to exploit the merits of Rotation Forest, we
314 trained it as the base classifier to build the final model for ARD
315 gene prediction (Fig. 1B) and tested it using all the genes in the
316 UniProt.

317 4.4. Performance comparison with known disease-gene prediction tool

318 To compare how well our tool performs with respect to other
319 machine learning tools for disease gene prediction, we compared
320 the performance of our tool with one of the known machine learn-
321 ing based tool PUDI [29] for predicting ARD genes. Using training
322 set consisting of 2211 ARD associated genes (POSITIVE DATASET)
323 and randomly selected 2211 NON-ARD genes (NEGATIVE
324 DATASET) and employing 10 fold cross-validation, we measured
325 the performance of AGP and PUDI in terms of F-measure. Our tool
326 achieved 73.6% F-measure which is 2.5% better than PUDI
327 algorithm (71.1%).
328 We also tested the ability of our tool (AGP) and PUDI to predict
329 genes associated with particular class of ARD. For this study, we
330 included 7 ARD classes and the performance measure on these

331classes is included in Table 4. It can be clearly observed that in
332terms of precision and F-measure, AGP performed better than
333PUDI. Thus, we can consider that AGP is robust enough to correctly
334predict genes associated with ARDs.

3354.5. Predicting novel ard genes and biological validation

336To evaluate the efficiency of AGP, we carried out analysis of all
337the genes in the UniProt and determined the ability of AGP in
338predicting ARD associated genes which are not listed in dbAARD.
339Subsequently biological evaluation of the predicted ARD genes
340was carried out using DAVID Bioinformatics Resources 6.7 [44]
341and DisGeNET [45]. We found 342 UniProt entries to be associated
342with ARDs with probability greater than 0.7. These entries mapped
343to 210 genes in humans. 14 predicted ARD associated genes, which
344were found to have probability of ARD association more than 0.8,
345were evaluated for their functional significance. The results indi-
346cated that 11 of these 14 genes were reported in GAD [48] and 7
347in OMIM database [27]. 82% of these genes were associated with
348age-related diseases included in dbAARD. Some of these include:
349CEBPA [49] and CREBBP [50] associated with acute myeloid leuke-
350mia; HNF4A with type 2 diabetes [51]; NFKB1 with Adenocarci-
351noma [52], Crohn’s disease [53], rheumatoid arthritis [54];
352TFAP2A [55] and ERBB3 [56] with schizophrenia (Supplementary
353Table 2). Further DisGeNET [45] was used to find the evidence
354for these putative genes for association with various ARDs. DisGe-
355NET [45] integrates information from expert-curated databases
356with text mined-data on various Mendelian and complex diseases
357and features a score based on the supporting evidence to prioritize
358gene-disease association with reference to relevant literature. The
359results of DisGeNET for 14 predicted ARD genes are attached as
360Supplementary File and are found to be in accordance with the
361results from DAVID tool [44].
362There is a need to have general applicability that form the basis
363for the evolving science of biomedical informatics of new method-
364ologies and techniques. Often a large amount of data needs to be
365collected for biomedical research on human subjects either by per-
366sonal interviews/internet based questionnaires/lab measurements
367or by extracting data from literature/electronic health records. Fur-
368ther this data needs to be comprehensively stored in standard for-
369mat, analyzed and interpreted for addressing wide range of
370biomedical problems. Our database, dbAARD enhance user’s ability
371to search, locate and evaluate information regarding ARDs in the
372ever-increasing network of the information search environment.
373This also calls for user-friendly software tools that can use col-
374lected information and quickly and reliably analyze unknown data
375to allow novel predictions. Although aimed at biomedical research,
376we are aiming to make the architecture more flexible, so that it
377may be used on different data for various medical problems such
378as identification of the genetic markers/causative genes as many
379medical conditions are influenced by human genetic variations.
380On the similar lines, our dbAARD database and AGP tool may be
381further exploited to predict novel diseases’ genes and also use
382the existing information to develop more efficient diagnostic tools
383and therapies.
384An important limitation of the present work is that the current
385work has only focused on the SNPs in the coding region for building
386the AGP Tool. As evident, large portion of the SNPs in ARDs are pre-
387sent in the non-coding region and the current approach cannot
388include the role of these SNPs in prediction of ARD associated genes
389and the ways by which these SNPs influence various ARDs. Exploit-
390ing the information from these regions as knowledge of these non-
391coding regulatory elements, mechanisms of action, cellular states
392and processes in which they function remains a challenge. How-
393ever, integrating information from all the regions (coding and
394non-coding) may provide holistic view of ARD causation.

Fig. 4. Bar diagram is representing the True Positive Rate (TPR), True Negative Rate
(TNR), Precision, Recall, F-measure and Matthews correlation obtained by various
classifiers.

Table 4
Performance comparison across different ARD classes.

Disease Class #
Genes

Tool Precision
(%)

Recall
(%)

F-measure
(%)

Bone 142 AGP 68.5 68.3 68.2
PUDI 60.2 69.3 64.2

Gastrointestinal 72 AGP 67.4 67.4 67.3
PUDI 57.6 70 60

Immunological 59 AGP 78 78 78
PUDI 85.2 64 69.7

Metabolic 150 AGP 61.1 61 60.9
PUDI 55.3 74 62.3

Neurological 226 AGP 70.6 70.6 70.6
PUDI 62.7 73.2 67.2

Ophthalmological 83 AGP 65.8 65.7 65.6
PUDI 50.2 68.7 57.4

Psychiatric 142 AGP 63.9 63.9 63.9
PUDI 67.5 71.4 69.2
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395 5. Conclusion

396 In the present work, we have developed a queriable online
397 repository of the genes associated with ARDs, dbAARD, made freely
398 available to the user at http://genomeinformatics.dce.edu/
399 dbAARD/. To the best of our knowledge, this is the first resource
400 that hosts genetic association information on human ARDs.
401 This data allows the user to retrieve genetic information on
402 ARDs at genome-wide systems level. Mining the database for bio-
403 logically meaningful information keeping these points in mind is
404 likely to reveal hitherto unknown facts about the underlying
405 causes of age-related disorders. This knowledge may eventually
406 be helpful in understanding the biology of aging itself.
407 Additionally based upon the knowledge of genetic associations
408 of ARDs, we have also developed an online tool, AGP, available at
409 http://genomeinformatics.dce.edu/AGP/ for the prediction of genes
410 associated with ARDs. The tool obtained an accuracy of 85%, area
411 under ROC curve of 0.85 by rotation forest. AGP predicts associa-
412 tion probabilities for the genes on the basis of physiochemical
413 properties of corresponding proteins, sub cellular localization of
414 proteins and protein–protein interaction network features.
415 The data from dbAARD and AGP may be used to construct net-
416 works of Gene-Disease as well as SNP-Disease associations, so as to
417 make it easier to detect genes and SNPs that are significantly
418 involved in different ARDs. These network based studies may pro-
419 vide a deeper insight into how various diseases are associated
420 together and which class of diseases share more common genes
421 and pathways thereby providing a means for better drug reposi-
422 tioning and further progress may be made in the field of personal-
423 ized medicines. We believe that exploring the role of genes and
424 genetic variations would be helpful in predicting the genes and
425 SNPs which confer susceptibility to various ARDs but are still
426 unknown. Further research on role of non-coding and synonymous
427 SNPs may ravel various unknown molecular mechanisms associ-
428 ated with ARDs. It is believed that the present database and tool
429 may be used to uncover hidden links between aging and various
430 age-related disorders providing valuable perspective to physicians,
431 counsellors and biomedical researchers.
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Abbreviations
Qu: Useful heat gain (Watt); Qu: Useful heat gain (Watt); ṁ:  

Mass flow rate (Kg/s); Cnf: Specific heat of MWCNT nanofluid 
J

kg k
 
 − 

; C: Specific heat of base fluid J
kg k
 
 − 

; t: Time interval (half an 
hour); Di: Internal diameter (m); Ul: Overall heat loss coefficient; 
F: Collector efficiency factor; FR: Collector heat removal factor; GT: 
Total solar intensity (W/m2) W

m k
 
 − 

; Tmax: Maximum temperature (K); 
Tmini: Minimum temperature (K); Tout: Outlet temperature (k); 
Tin: Inlet temperature (k); W: Width of collector (m); L: Length of 
collector (m); T: Total experimental duration; Do: Outer diameter 
(m); C: Concentration ratio; FR: Collector heat removal factor; hf: 
Convective heat loss coefficient; Knf: Thermal conductivity W

m k
 
 − 

; 
S: Absorbed heat flux

Greek symbols

φp: Weight fraction of MWCNT nano particles in nano fluid; 
ρnf: Density of MWCNT nanofluid 3

kg
m
 
   ; ρ: Density of base fluid

3

kg
m
 
   ; ρnp: Density of nano particles 3

kg
m
 
   ; µnf: Dynamic viscosity of 

MWCNT nanofluid Kg
m sec
 
 −  ; µ: Dynamic Viscosity of base fluid Kg

m sec
 
 − 

; νnf: 
Kinematic viscosity of MWCNT nanofluid 

2m
sec
 
 
 

; ν: Kinematic viscosity 
of base fluid 2m

sec
 
 
 

; Ei: Instantaneous energy production; ηth: Thermal 
efficiency; ηot: Overall thermal efficiency

Introduction
Parabolic trough collector is a prominent way to convert solar 

radiations into solar thermal energy and transfer this heat or thermal 
energy to working fluid for purpose of electric power generation. 
These days solar energy devices are in use widely and enhancement 
in performance of solar device are very necessary due to purpose of 
decrease down the effect of environmental pollutants released from 
conventional methods. From the last two decades scientists gave effort 
to improve the performance of solar parabolic trough collector and 
thermal storage systems for achievement of maximum power and there 
was a performance booster comes after the discovery of nanoparticles. 
Application of nanoparticles in conventional fluid also become a new 
approach to enhance the thermo physical properties of working fluid 
and among other nanoparticles, MWCNTs possess better thermal, 
mechanical and optical characteristics and MWCNTs based nanofluid 
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Abstract
An application of MWCNT nanoparticles and distilled water was used to prepare the nanofluid and this type of 

MWCNT based absorbing medium was found to be highly efficient in investigation of the performance of solar parabolic 
trough collector due to better thermo physical properties (i.e. thermal conductivity) acquired by the MWCNT based 
nanofluid. In present research study author decided to take volume concentration 0.01% and 0.02% and high quality 
surfactant Triton X-100 was used to enhance the dispersion quality of nanoparticles in conventional fluid. The test were 
performed under different volume flow rate conditions of nanofluid i.e. 160 L/h and 100 L/h. Experimental results show 
that with an incremental change in volume concentration from 0.01% to 0.02%, there is a substantial increment in 
efficiency of parabolic collector but observed only at 160 L/h.

An Experimental Appraisal on the Efficacy of MWCNT-H2O Nanofluid on 
the Performance of Solar Parabolic Trough Collector
Harwinder Singh* and Pushpendra Singh
Department of Mechanical, Production and Industrial Engineering, Delhi Technological University, India

as a working fluid has an capability to enhance the outcome of solar 
thermal devices. Suspension of metallic and non metallic particles in 
base fluid is simply known by nanofluid and this term is originated 
and investigated by Haddad and it has also been seen that nanofluid 
attain higher dispersion quality as comparison to microfluid [1]. Due 
to hydrophobic nature, MWCNT nanoparticles have poor dispersion 
quality in base fluid and stability of nanoparticles in base fluid can be 
increased with the help of surfactant, which has both hydrophobic 
and hydrophilic functional groups [2]. Davis et al. evaluate the shear 
thinning behavior in the viscosity of CNT nanofluid and they found 
that viscosity of CNTs based nanofluids is function of concentration 
of nanoparticles in base fluid, He also concluded that with increase 
in concentration of CNTs, interactions between nanotubes with 
each other increases and which results in movement between tubes 
will be stopped [3]. Ding et al. study about the heat transfer process 
with nano fluid containing CNTs and results concluded that carbon 
nano tubes enhance the heat convection coefficient as comparison to 
total enhancement in thermal conductivity. The reason behind more 
enhancements in heat convection coefficient is high aspect ratio of 
using CNTs [4]. Lotfi et al. studied experimentally that heat transfer 
can be enhanced due to presence of MWCNT nanoparticles in water 
as comparison to simple water and enhanced heat transfer due to 
MWCNT and water based nano fluids used in horizontal shell and heat 
exchanger applications [5]. Yousefi et al. evaluate the effect of MWCNT 
nanofluid on the efficiency of flat plate collector with different mass 
flow rate of nanofluid 0.0167 to 0.05 kg/s and also with decided weight 
fraction of CNTs was 0.2% and 0.4%, he concluded an substantial 
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The parabolic trough collector was experimentally tested at Thapar 
University (Punjab). The parabolic trough collector has a copper 
receiver tube in which working fluid is flowing and gets heated at outlet. 
Temperatures measure at inlet and outlet through thermocouples and 
flow in piping and receiver was forced convection due to electric pump 
with 18W capacity used at inlet side. Collector system also has a storage 
tank with certain 8L capacity and ball valve was used at inlet side after 
pump to control the volume flow rate of working nanofluid in solar 
concentrating collector system. Storage tank and piping system was 
fully insulated through glass wool and aluminium foil insulation to 
prevent heat loss from the solar system. Total solar heat flux throughout 
the day was measured by solar power meter (Tenmars TM-207) and also 
flowing wind speed was measured by CFM/CMM vane anemometer 
(PRECISE AM804). Temperatures at inlet and outlet was measured 
after half an hour as decided before initializing the experimental 
work and experimental readings were taken from forenoon 9:30 am 
to afternoon 3:00 pm according to Indian standard time (Table 2 
and Figure 4).

increase in efficiency with surfactant at 0.2% MWCNT nanofluid, 
while an incremental change in efficiency was observed at 0.4% 
MWCNT nanofluid without surfactant [6]. Kasaeian et al. conducted 
an experimental study on solar trough collector with the application of 
MWCNTat decided volume concentration 0.2% to 0.3% in mineral oil 
and he concluded that 4-5% and 6-7% enhancement in efficiency with 
MWCNT and mineral oil based nanofluid as comparison to pure oil 
[7]. Yousefi et al. studied experimentally that effect of Al2O3 nanofluid 
on flat plate collector with different mass flow rates 1, 2 and 3Lit/min 
and he concluded that 28.3% enhancement in efficiency at 0.2% weight 
fraction of nanoparticles along with 15.63% efficiency enhancement 
with the application of surfactant Triton X-100 due to enhancement in 
heat transfer [8].

Experimentation & Data Findings
Nanomaterial

In this experimental study high class MWCNT nanoparticles 
(97% purity) with 20-40nm in diameter were obtained from Nano 
Green Technologies LLP (India). The Triton X-100 was used to achieve 
high quality dispersion of MWCNT in distilled water as base fluid 
for investigation and it is non-ionic natural surfactant (Table 1). 
 The SEM (Scanning Electron Microscopy) image of MWCNT 
nanoparticles produced by secondary electron at different resolution 
and magnification is shown in (Figures 1 and 2).

Preparation of nanofluid

MWCNT with 0.01% and 0.02% volume concentration used in 
distilled water and Triton X-100 surfactant was used in sufficient 
amount to avoid aggregation and instability between nanotubes, which 
results in better dispersion behavior. BRANSON 3510 Sonication 
device followed by magnetic stirrer was used for homogeneous mixing 
of MWCNT particles in distilled water. Sonication time also affect to 
dispersion behavior and corresponding thermal properties of carbon 
nanotubes and after going through several literature study in this field, 
the soniaction time was decided 45 minutes for mixture amount of 
2 liters. Surfactant Triton X-100 due to its non ionic nature showed 
better dispersion quality for MWCNTs based suspension among other 
surfactants. Proper dispersion of carbon nanotubes in base fluid is 
not easy to maintain so that surfactant like Triton X-100 is necessary 
for better dispersion. It has been seen that Triton X-100 has acquired 
benzene ring in structure and absorb to graphitic surface in very strong 
manner due to π-π stacking type interactions [6]. In this experimental 
study Triton X-100 is used almost same in amount as calculated for 
MWCNT in base fluid after going through many research discussions. 
Surfactant is used to bring single phase in solution used as working 
fluid and fig showed MWCNT based nanofluid contain Triton X-100 
with it for proper suspension of MWCNTs throughout experimental 
span (Figure 3).

Experimental methodology
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Figure 1: XRD image of MWCNT nanoparticles.

 

Figure 2: SEM image of MWCNT nanoparticles.

Figure 3: Sample of mixture (φv = 0.01%) and bucket of MWCNT nano 
fluids at 0.01% and 0.02% volume concentration.

Item Description (MWCNTs)
Purity > 97%

Length of Nanotubes 1-10 micrometer
No. of Walls 3-15

Density 0.15-0.35g/cm3

Surface Area 350 m2/g [9]
Specific Heat 630 J/Kg-k [9]

Thermal conductivity 1500 W/m-k [9]

Table 1: Properties of MWCNT nanoparticles.
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Here ‘ρnf ’ & ‘ρnp’ is the density of nanofluid and nanoparticles. 
Instantaneous energy production is directly proportional to useful 
heat gain and is described as below:

 
u

i
T b

QE
G R W L

=
                                                                          

(6)

Here ‘GT’ is total solar intensity W/m2 and ‘Rb’ is bond resistance 
is taken as constant. Further thermal and overall thermal efficiency 
of solar parabolic trough collector is discussed in following 
equations:

mCnf (Tmax Tmini)      
Aot

aper avgG T
η −

=
                                               

(7)

Here ‘ηth’ is thermal efficiency of parabolic collector and further 
GT and t is total solar intensity (W/m2) and time interval (half an 
hour).

mCnf (Tmax Tmini)      
Aot

aper avgG T
η −

=
                                      

(8) 

Here ‘ηot’ is overall thermal efficiency of parabolic collector and 

further Gavg and ‘T’ is average solar intensity (W/m2) and total test 
time period for experimental work.

Also collector efficiency factor (F) and heat removal factor (FR) 
of collector system is discussed below:

  i f

i f O l

D h
F

D h D U
=

+                                                                        

(9)
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(10)

This equation almost matches with Hottel-Whillier-Bliss 
equation of flat plate collector. Here ‘h’ is convective heat transfer 
coefficient U

i

Kh N
D

 
= × 

 
& ‘FR’ is an important design parameter because 

it is measure of the thermal resistance comes in the path of absorbed 
solar radiation in reaching the collector fluid. In equation ‘FRUl’ is 
a negative efficiency parameter and it has negative effect on useful 
heat gain further effect encountered on instantaneous efficiency of 
collector, which is defined by the ratio of useful heat gain to the 
incident radiation coming on the solar collector.

Thermophysical properties of MWCNT nanofluid and 
water

Thermal properties like thermal conductivity and viscosity of 
water was calculated through various experimental test runs on KD2 
Pro conductivity meter and kinematic viscometer with different 
temperature. Experimentally measured density of water was found 
almost equivalent to standard density of water, therefore standard 
value of density was considered for research work. All experimental 
and standard results were used to calculate the thermophysical 
properties of MWCNT based nanofluid for both 0.01% and 0.02% 
weight fraction (Tables 3 and 4).

Results and Discussion
MWCNT based nanofluid used as working fluid

In this present study nanofluid was prepared at 0.01% and 0.02% 
of MWCNT in distilled water as base fluid with the application of 
Triton X-100 surfactant in appropriate amount. Prepared nanofluids 

Performance Testing of Parabolic Solar Collector
Thermal steady state analysis was employed to evaluate the 

performance of solar parabolic collector and further assume piping 
and storage system was fully insulated. Various experiments were 
performed on solar collector through different volume flow rate 
and at certain weight fraction of nanoparticles in distilled water 
i.e. 6L. Data related to performance of solar parabolic collector was 
evaluated through efficiency and also useful heat gain as discussed 
below:

( )u nf out inQ mC T T= −
                                                            

(1)

and

( )  ( )l
u R O fi a

UQ F W D L S T T
C

 = − − −                      
(2)

 

Here  is mass flow rate and Cnf is specific heat of nanofluid, 
which is calculated as follow:

        

1 –  ( )  
 
[ ]p f f p np np

nf
nf

c c
c

ϕ ρ ϕ ρ
ρ

+
=

                               

(3) 

       

Here ‘cf ’ & ‘cnp’ is specific heat of base fluid (water) and 
nanopartcles (MWCNT). Further ‘φp’ is volume concentration of 
nanoparticles. Density and viscosity of mixture can be calculated 
through given equations:

( )            1 –    nf p f nppρ ϕ ρ ϕ ρ= +
                                

(4) 

2.5 /  1 –nf f pµ µ ϕ                                                           (5)

 
Figure 4: Parabolic trough collector (location: Thapar university).

Length of collector 1.2 m
Breadth of collector 0.915 m

Aperture area 1.0188 m2

Rim angle 90˚
Focal length 0.3 m

Inside diameter of receiver tube 0.027 m
Outside diameter of receiver tube 0.028 m

Inside diameter of glass cover 0.064 m
Outside diameter of glass cover 0.066 m

Concentration ratio 9.66

Table 2: The specification of parabolic trough collector [10-13].
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Thermal conductivity (K)
31000 kg

m

Density (ρ)

31000 kg
m

Dynamic viscosity (µ) 
30.854 10 Kg

m sec
−∗

−
Kinematic viscosity (ѵ) 2

60.854 10 m
sec

−∗

Specific heat (CP)
4.187 KJ

kg k−
Table 3: Thermophysical properties of water.

Thermo physical 
Properties

Mixture I (φp= 0.01%)
(MWCNT+ Distilled 
Water)

Mixture II (φp= 0.02%)
(MWCNT + Distilled 
water)

Thermal Conductivity (Knf)
0.617369817 W

m k−
0.617369817 W

m k−

Dynamic viscosity (µnf)
0.000854213 Kg

m sec−
0.000854427 Kg

m sec−

Kinematic viscosity (ѵnf) 2
60.854 10 m

sec
−∗

2
60.854 10 m

sec
−∗

Specific heat (CPnf)
4186.91 J

kg k−
4186.82 J

kg k−

Density (ρnf ) 

3999.925 kg
m

3999.85 kg
m

Table 4: Calculated thermo physical properties of MWCNT nanofluid.

as working fluid was flowing through collector receiver tube at 
different volume flow rates. It has been seen that overall thermal 
efficiency outcomes from 0.02% weight fraction MWCNT nanofluid 
at 160 L/h was 5.45% and higher than as comparison to results found 
at different fraction and with different flow rates. Figure showed 
that thermal efficiency of 0.02% weight fraction MWCNT nanofluid 
at 160 L/h was 12.63% measured, which is greater than other results 
of thermal efficiency from nanofluid at different weight fraction and 
volume flow rates. Further this experimental study also include heat 
losses in collector and it has been seen that FRUl has a negative effect 
on instantaneous efficiency and useful heat gain, further calculated 
values of FRUl in case of MWCNT nanofluid at various flow rates are 
shown in (Tables 5 and 6). Surfactant Triton X-100 is a non-ionic 
and high foaming surfactant, which reduces heat transfer b/w water 
and nanotubes. Surfactant mixed at higher amount with MWCNT 
nanofluid has also considerable negative effects on performance of 
solar collector [6]. Overall thermal efficiency of 0.02% MWCNT 
based nanofluid at 100 L/h showed poor results as comparison 
to other results outcomes from various experiments conducted 

Different volume 
flow rate F FR FRUl

160 L/h 0.9754369 0.97186 12.9063
100 L/h 0.8586555 0.85422 11.3440

Table 5: FRUl for parabolic trough collector with 0.01% MWCNT nanofluid.

Different volume 
flow rate F FR FRUl

160 L/h 0.9754437 0.97178 12.9052
100 L/h 0.8586919 0.85426 11.3467

Table 6: FRUl for parabolic trough collector with 0.02% MWCNT nanofluid.

through MWCNT nanofluid and decrement in thermal efficiency 
can be due to higher viscosity of fluid and corresponding pressure 
drop at 100 L/h. It has also been seen that enhancement in thermal 
conductivity is dependent upon bulk temperature of nanofluid; 
Therefore Incremental change in mass flow rate has a considerable 
effect on bulk temperature and thermal conductivity of MWCNT 
nanofluid [6]. Further results of Thermal efficiency along with 
instantaneous energy production are shown graphically as below 
for different 0.01% & 0.02% volume concentration and at different 
decided flow rates 160 L/h and 100 L/h (Figures 5-8).

Water as working fluid

Water (base fluid) was used as working fluid in solar parabolic 
trough collector. Experimental study was done during 9: 00 am to 3: 
00 pm and data related to inlet and outlet temperature, temperature 
difference, useful heat gain and efficiency of collector was measured 
at various flow rates. (Figures 9 and 10) showed graphical variations 
in thermal efficiency and instantaneous energy production of 
collector through water at 160 L/h and 100 L/h. Figure 10 showed 
maximum thermal efficiency was 7.28% measured during the time 
interval 11: 00-11: 30 am for water at 160 L/h and further maximum 
thermal efficiency at 100 L/h was 6.39% measured during the time 
interval 10: 30-11: 00 am. FRUl is a negative efficiency parameter, 
which account an effect on performance of solar collector as 
discussed before and (Table 7) showed FRUl for water used as 
working fluid in solar collector device.

Water showed higher value of ‘FR’ at 160L/h as comparison to 
‘FR’ at 100 L/h. basically a heat removal factor is defined by the 
heat lost from the collector system and collector efficiency factor is 
completely opposite to heat removal factor, it means that how much 
heat absorbed by the collector system and denoted by ‘F’. Thermal 
losses from the receiver tube can calculate through loss coefficient 
‘UL’ and it depends upon area of receiver tube. Collector efficiency 
factor and loss coefficient can be calculated from similar expression 
as described for flat plate collector case. Parabolic trough collector 
is a type of concentrating collector and used to produce high 
temperature, which means that thermal radiations are important for 
evaluation of thermal losses and are temperature dependent.

Effect of inlet temperature and mass flow rate 

Inlet temperature of fluid has considerable effect on collector 
performance, when inlet temperature of fluid is increasing results 
in surface temperature of absorber tube and convective losses 
from absorber tube are also increases. These losses are increases 
continuously with change in day time and have a negative effect 
on collector performance or instantaneous efficiency as shown in 
graphical results of MWCNT nanofluid and water. Mass flow rate 
of fluid also showed great effect on system performance because of 
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Figure 5: Thermal efficiency of MWCNT nanofluid at 160L/h & 100L/h with 
0.01%.
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Figure 6: Instantaneous energy production of MWCNT nanofluid at 160L/h 
& 100L/h with 0.01%.
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Figure 7: Thermal efficiency of MWCNT nanofluid at 160L/h & 100L/h with 
0.02%.
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Figure 8: Instantaneous energy production of MWCNT nanofluid at 160L/h 
& 100L/h with 0.02%.

increasing coefficient of heat transfer increasing, which results in 
incremental change occur in collector efficiency factor and collector 
heat removal factor also increased as shown in Tables 5 and 6 for 
MWCNT nanofluid and also same behavior shown in Table 7 for 
water. 

Conclusion
In this experimental study effect of MWCNT nanofluid on solar 

parabolic trough collector performance was investigated. The effect 
of mass flow rate of MWCNT nanofluid mixture containing Triton 
X-100 at different weight fraction 0.01% and 0.02% was studied. The 
results showed that 0.02% MWCNT nanofluid possess highest value 
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Figure 9: Thermal efficiency for water at 160L/h and 100L/h.

Different volume 
flow rate F FR FRUl

160 L/h 0.975429002 0.97185 12.9061
100 L/h 0.858619195 0.85419 11.3436

Table 7: FRUl for parabolic trough collector with water as working fluid.

of thermal, overall thermal and instantaneous energy production 
among other concentration of nanofluid and water and further also 
at different flow rates. 0.02% MWCNT nanofluid at 160 L/h showed 
lowest amount of FRUl and highest value for collector efficiency 
factor among other concentration of fluid. Temperature difference 
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Figure 10: Instantaneous energy production for water at 160L/h and 
100L/h.

increased by increasing the mass flow rate of fluid was measured in 
this experimental study, which results in incremental change occur 
in efficiency.
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Abstract:- This paper proposes new positive feedback source-coupled logic (PFSCL) tri-state 

buffers suited to bus applications. The proposed buffers use switch to attain high impedance state 

and modify the load or the current source section. An interesting consequence of this is overall 

reduction in the power consumption. The proposed tri-state buffers consume half power than the 

available switch based counterpart. The issues with available PFSCL tri-state buffers based bus 

implementation are identified and benefits of employing the proposed tri-state buffer topologies are 

put forward. SPICE simulation results using TSMC 180 nm CMOS technology parameters are 

included to support the theoretical formulations. The performance of proposed tri-state buffer 

topologies is examined on the basis of propogation delay, output enable time and power 

consumption. It is found that one of the proposed tri-state buffer topology outperforms in terms of 

all the performance parameters. An examination of behavior of available and the proposed PFSCL 

tri-state buffer topologies under parameter variations and mismatch shows a maximum variation of 

14 %. 

Keywords 

SCL, PFSCL, Tri-state buffer, Bus  

1. Introduction 

Conventional CMOS circuits are widely used in digital integrated circuit design due to their design 

ease, high packing density and negligible static power consumption [1]. The large switching noise 

generation in CMOS circuits restricts their use in applications pertaining to mixed signal 

environment [2, 3]. Research efforts are therefore, made towards exploring alternate low-noise logic 

styles. These logic styles are based on the current steering principle [4-7] and draws a constant 

current from power supply and generates low switching noise in comparison to CMOS logic style. 

Positive feedback source coupled logic (PFSCL) style [6-10] is one among these styles that works 

on current steering principle and is used in high speed designs. 

This paper addresses implementation of PFSCL busses employed to transfer data between various 

peripherals inside the microprocessors based systems in mixed-signal environments. A typical bus 

system has many tri-state buffers attached to a common node. The study of PFSCL tri-state 

buffers/inverters reveals that only two topologies are available [11]. These topologies use either a 

switch or a sleep transistor to attain the tri-state behavior. The suitability of the sleep transistor and 

the switch transistor based PFSCL tri-state buffers [11] in bus system implementation is 

investigated and the drawbacks are identified. New PFSCL tri-state buffers for this purpose are 

presented in this work. 

The paper is organized in six sections including the introductory one. A brief review of available 

PFSCL tri-state buffers is presented in section 2. Design issues in implementing bus system using 



the available tri-state buffers are identified in section 3. Thereafter, the new PFSCL tri-state buffer 

topologies are presented in section 4. Their performance comparison and suitability in bus 

implementation are demonstrated through SPICE simulations by using TSMC 180 nm CMOS 

technology parameters in section 5. The impact of parameter variations and the effect of parameter 

mismatch are also studied for the proposed topologies. Lastly, the paper is concluded in section 6. 

2. Available PFSCL tri-state buffers  

A tri-state gate exhibits a high impedance state in addition to high and low logic levels attained by a 

regular gate. An additional Enable signal is employed to achieve the desired functionality. In 

literature, two topologies to implement PFSCL tri-state buffer are available [11]. These topologies 

use either a switch or a sleep transistor to attain a high impedance state. 

    

 
(a)                                   (b) 

Fig. 1: Available PFSCL tri-state buffers [11] a) switch based b) sleep based 

A switch based PFSCL tri-state buffer is shown in Fig. 1a. A transistor M6 is added to the output of 

the regular PFSCL gate to achieve tri-state operation. For low value of Enable signal, transistor M6 

is ON and the circuit acts as a regular buffer. Conversely, a high value of Enable signal turns 

transistor M6 OFF and provides a high impedance state at the output by disconnecting the regular 

buffer output to the actual output node Q. Therefore, it can be noted that this tri-state buffer 

maintains a current in the circuit irrespective of the state of gate. 

The other PFSCL tri-state buffer [11], drawn in Fig. 1b uses a sleep transistor M6 in series to the 

power supply terminal of the basic PFSCL buffer. It acts as regular buffer for low value of Enable 

signal by turning ON transistor M6 while providing a high impedance state at the output, otherwise. 

The sleep based tri-state buffer is claimed to be more power efficient over the switch based 

counterpart due to the fact that no current flows in the circuit (Fig. 1b) during high impedance state.  

 

3 Issue in Bus Implementation 

The discussion on the available PFSCL tri-state buffers indicates that the sleep based topology is 

more power efficient than the switch based counterpart. However, bus implementation using sleep 

transistor based PFSCL tri-state buffers suffers a major drawback of incomplete isolation of the 

common output node from the tri-state disabled buffers. 
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To illustrate this, a typical bus environment consisting of two tri-state buffers driving a common 

output node is considered. The test bench is shown in Fig. 2a. In this environment, for a low value 

of Enable signal, B1 is enabled while B2 operates in high impedance state and vice-versa. The test 

bench is simulated by using the sleep and the switch based tri-state buffers and the corresponding 

complete MOS based schematics are shown in Fig. 2b and 2c. When the sleep based tri-state buffers 

are employed (Fig. 2b), a low value of Enable signal enables B1 whereas B2 moves in high 

impedance state by disconnecting the output node from its power supply. In this condition, on 

careful examination of the circuit, it is found that as the pull down network (PDN) of B2 is still 

connected to the output node, a path for the current to flow from the power supply of B1 to ground 

via the output node Q and B2 still exists. To make this point clear let us consider both inputs A and 

B as high. In this condition transistor M1 of buffer B1 and both the transistors in PDN of buffer B2 

would be ON leading to drawing more bias current from power supply than that of an individual 

enabled buffer. It is pictorially represented in Fig. 2b by marking ON transistors by bold lines and 

OFF transistors by dotted lines. The tick mark in the figure signifies a current flow in the current 

source section. Hence, the isolation of the output node Q from the buffer B2 is not established. This 

causes malfunctioning of the whole bus system by altering the magnitude of the high and low logic 

levels. The degradation in the output levels will increase with the increase in number of gates 

connected to the common node Q. Also the functionality of the device which will be driven by the 

output of sleep based tri-state buffer may completely be disrupted.  

For the switch based tri-state buffer based bus implementation (Fig. 2c), a low value of Enable 

signal makes switch transistor M6 of buffer B1 ON and that in buffer B2 OFF. The ON and OFF 

transistors for input A and B high are shown by bold and dotted lines whereas a tick mark represents 

a current flow in the current source section in the Fig. 2c for the sake of completeness. It is, 

therefore, clear that the output follows input A and remains unaffected by input B. It, however, lacks 

in terms of power as both buffers draw current from the power supply irrespective of their state i.e. 

enabled or disabled. 

The timing waveforms demonstrating this behavior is shown in Fig. 3. The test bench is simulated 

with a power supply of 1.8 V and a voltage swing of 400 mV is considered for the inputs. It can be 

observed that correct voltage levels at the output is achieved for the switch based ones in contrast to 

the sleep based bus system. 

   

(a) 



 

    (b) 

 

(c) 

Fig. 2 a) Simulation test bench b) Bus operation by using sleep based tri-state buffers c) Bus 

operation by using switch based tri-state buffers 
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Fig. 3 Timing waveform for bus implementation (a) input signals: Enable, A and B (b) 

output of sleep transistor based bus c) output of switch transistor based bus 

4. New PFSCL Tri-state Buffer Topologies 

In this section, new PFSCL tri-state buffer topologies derived from the available switch based tri-

state buffer are presented. All the topologies use an output switch to attain the high impedance state 

and save power by not allowing the current flow in the high impedance state. The current flow is 

restricted by modifying either the load or the current source section of the PFSCL switch based tri-

state buffer. The resulting topologies are accordingly classified into two categories. The topology 

with the modified load section are presented first and is followed by the topologies with modified 

current source section. 

4.1. PFSCL tri-state buffer with modified load section (Proposed Topology 1) 

This topology modifies the load by driving the load transistors with an Enable signal instead of a 

fixed ground potential. The resulting topology is depicted in Fig. 4. For a low value of Enable 

signal, the circuit behaves as a regular PFSCL buffer. On the contrary, for high value of Enable 

signal transistors M3, M4 and M6 are OFF so the buffer enters in the high impedance state and 

restrict the current flow in the circuit thereby providing overall reduction in power consumption. 

 



 
Fig. 4 Proposed Topology 1 

4.2. PFSCL tri-state buffers with modified current source section 

4.2.1  Proposed Topology 2 

 

This topology modifies the current source section by adding a PMOS transistor M7 below the 

current source transistor M5 as shown in Fig. 5a. When Enable signal is low, the circuit behaves as 

a regular PFSCL buffer. Conversely, for high value of Enable signal, the transistors M6, M7 are 

OFF. This allows the circuit to enter high impedance and avoids any current flow in this duration. 

4.2.2 Proposed Topology 3 

 

In the proposed topology 2, the addition of the PMOS transistor below the current source requires a 

higher value of bias voltage (VBIAS) in comparison to the one required in conventional PFSCL 

buffer in order to maintain the same current value (ISS). This situation can be addressed by altering 

the placement of the transistors M5 and M7 as shown in Fig. 5b. A low value of Enable signal 

allows normal operation by providing a path to ground via transistor M7. Analogously, for a high 

value of Enable signal the path to ground is disconnected by turning OFF the said transistor. At this 

point, the transistor M6 is OFF therefore the circuit enters the high impedance state and does not 

consume power.  

 

4.2.3  Proposed Topology 4 

 

The proposed topologies 2 and 3 use stacking of the transistors in the current source section to 

reduce power consumption. In proposed topology 4, an alternate approach to avoid current flow in 

the circuit is presented. The availability of bias voltage to the current source is made dependent on 

Enable signal by using a PMOS transistor M7 and an NMOS transistor M8 as shown in Fig. 5c. For 

a low value of Enable signal, the transistor M5 receives the necessary biasing through transistor 

M7. At this point the transistor M6 is ON and the topology behaves as a regular buffer. Conversely, 

when Enable signal is high, the transistor M7 is OFF and the transistor M8 is ON. This discharges 

the potential of node X to the ground potential and consequently disables the current source. 

Therefore the buffer does not consume power and high impedance state is achieved as transistor M6 

is turned OFF.  
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                          (a)                                           (b)                                                            (c) 

Fig. 5 Proposed PFSCL tri-state buffer a) Topology 2 b) Topology 3 c) Topology 4

5. Simulation Results and Discussion 

The section first compares performance of proposed PFSCL tri-state buffers and thereafter verifies 

their suitability for bus system implementations through simulations. The TSMC 180 nm CMOS 

technology parameters and power supply of 1.8 V are taken in all the SPICE simulations. The bias 

current and voltage swing of 50 µA and 400 mV respectively are considered for all PFSCL tri-

state buffers uniformly. 

 

5.1. Performance Comparison 

The proposed PFSCL tri-state buffer topologies 1-4 (Fig. 4 and 5) and available switch based 

PFSCL tri-state buffer (Fig. 1a) are simulated with a load capacitance of 50 fF. The performance is 

compared in terms of propagation delay, output enable time, power consumption and power delay 

product. The simulation results are summarized in Table 1. 

 

It is found that all the proposed topologies consume half the power than the available switch based 

PFSCL tri-state buffer [11] due to the fact that they all possess the provision of disabling the current 

flow in the high impedance state. In terms of propagation delay, it can be observed that all the 

topologies have almost equal delays since all of these posses similar loads and maintains same bias 

current in the enabled state. These two factors account for the low power-delay product values for 

the proposed topologies in comparison to the available one. A maximum reduction of 47 % in the 

power delay product is obtained in proposed topologies. 

 

There is a variation in the output enable time of the tri-state buffers which, therefore, needs little 

more investigation on the behavior during high impedance state.  

 For proposed topology 1 (Fig. 4), wherein the load is modified, it is to be noted that, 

transistors in the pull down network (M1-M2) and current source (M5) sections are ON. 

This condition leads to discharging of node QX to the ground potential. Subsequently, when 

the gate is enabled, the node QX will attain the valid low or high voltage levels depending 

upon the applied input. This explains longer output enable time in proposed topology 1.  

 For the proposed topologies 2-4 (Fig. 5), current source section is modified. Out of these 



three, the topology-4 (Fig. 5c) shows the longest output enable time. It can be attributed to 

the fact that a proper VBIAS, at node X, will be established through M7 whereas in the 

remaining two topologies, the path from common source coupled point to the ground is 

instantly established the moment the buffer is enabled. The topology 2 uses larger bias 

voltage than topology 3 explains its longer output enable time. 

 The proposed topology 3 shows the best output enable time among the available and the 

proposed topologies which is due to interaction of internal node capacitances. 

 

Tab.1:  Summary of performance parameters for proposed and available PFSCL tri-state buffers 

 

The impact of parameter variations is also examined for all proposed and available switch based 

PFSCL tri-state buffers at different design corners and are plotted in Fig. 6. It is observed that the 

proposed tri-state buffer topologies show maximum variations in the propagation delay, the output 

enable time, the power consumption and the power delay product by a factor of 1.3, 4.35, 1.8 and 

1.31 between the best/worst and typical cases respectively. Similarly, the available switch based 

PFSCL tri-state buffer shows maximum variations by a factor of 1.08, 3.14, 1.55 and 1.14 for all 

above performance parameters respectively. 

 

The effect of width mismatch is also studied for all proposed and available switch based PFSCL tri-

state buffer topologies. The widths of the transistors are varied by 10% corresponding to which a 

maximum change of 11% is observed in propagation delay, 14%  in output enable time and 8% in 

power consumption. 

 

Further, to explore the feasibility of working of proposed topologies at lower potential, it is 

necessary to compute minimum power supply requirement. Using the method outlined in [12] it is 

found that the minimum power supply requirement for topologies 1 - 4 is respectively given as 

 

                                                                                      (1) 

                                         (2) 

                                          (3) 

                                    (4) 

 

where     and      is  threshold voltages of NMOS and PMOS transistors. The       is the biasing 

voltage of transistor M5 and RP is resistance of PMOS transistor. Assuming       of 0.8 V, the 

minimum supply voltage for topology 1 and 4 is 1.1V. It is equal to 1.6 V for topology 2 and 

slightly larger than 1.1 V for topology 3 as IBIASRP is very small in comparison to other terms in the 

expression. 

 

 

                  Parameter 

Tri-state  

 Buffer 

Propagation Delay 

(ps) 

Output Enable Time 

(ps) 

Power 

(µW) 

Power Delay Product 

(fJ) 

Proposed Topology 1 425 553 45 19.125 

Proposed Topology 2 419 348 45 18.855 

Proposed Topology 3 408 132 45 18.360 

Proposed Topology 4 428 438 45 19.260 

 Switch based buffer [11] 430 182 90 38.700 
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(a) 

 
(b)

 

(c) 

 
(d) 

Fig. 6 Impact of parameter variations on (a) propagation delay (b) output enable time (c) power (d) 

power delay product at different design corners 



5.2. Bus system implementation 

After performance comparison of the PFSCL tri-state buffers, their suitability in bus system 

implementation is now explored. The test bench shown in Fig. 2a is considered and is simulated 

with all proposed and available PFSCL tri-state buffer topologies. The simulation waveforms are 

shown in Fig. 7. It is found that all proposed tri-state buffers maintain the same voltage levels as the 

available one. Also, none of the proposed tri-state buffers exhibits the variation in the voltage levels 

as observed in the case of the sleep based PFSCL tri-state buffers. Hence, it can be stated that 

proposed tri-state PFSCL buffers conforms to the functionality. 

 
Fig. 7. Simulation waveforms of the proposed and available switch based [11] PFSCL tri-state 

buffer topologies.

6. Conclusion 

In this paper, implementation of a bus employing tri-state PFSCL buffers is presented. The 

drawbacks in the bus realization using the available PFSCL tri-state buffers are put forward and 

different switch based PFSCL tri-state buffer topologies are proposed. The load or the current 

source sections of the available switch based PFSCL tri-state buffer are modified which culminate 

in reduced power consumption. The performance of proposed buffer topologies is compared 

through simulations by using 180 nm TSMC CMOS technology parameters. The results indicate 

that one of the proposed buffer topology outperforms the others in terms of the propogation delay, 
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the output enable time and the power consmption. The impact of parameter variations and the effect 

of parameter mismatch are also included for completeness.  
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ABSTRACT 

Filled or un-filled multiwalled carbon nanotubes (CNTs) used in this study have been synthesized by the floating catalyst 
method and fixed catalyst method, respectively. The thermal stability of filled/un-filled carbon nanotubes has been investigated 
by using Thermogravimetric analysis (TGA) and Derivative thermogravimetric (DTG) analysis. In this report, we have 
developed a methodology to distinguish between filled and un-filled carbon nanotubes. Filled-CNTs are found to be more 
resistant to oxidation than the un-filled carbon nanotubes. The calculated activation energy of as-grown filled CNTs, by using 
differential method, determined to be 3.29 ± 0.04 eV, which is higher than that of highly ordered pyrolytic graphite (HOPG). 
Carboneous impurities; amorphous carbon, catalyst and CNT of different diameter, which are structurally different, are 
identified by their reactivity and the resistance to oxidation. Copyright © 2016 VBRI Press. 
 

Keywords: Carbon nanotubes; thermogravimetric analysis; derivative thermogravimetric analysis; highly ordered pyrolytic 
graphite. 
 

Introduction  

Carbon nanotubes since their discovery in 1991 [1] owing 
to their distinctive electronic and mechanical properties 
have raised much interest. Their astonishing properties: 
electrical conduction beyond copper, thermal conduction 
beyond diamond, tougher than diamond, and stronger than 
steel, etc. have generated a huge interest and 
engendered innumerous potential applications in various   

fields [2–6].  Besides these well-known applications 
recently much research interest has been shifted to 3D 

carbon nano-network [7], where CNT are connected 

through either by coating of amorphous carbon [8] or 

reduced graphene [9]. Recently this network has been 
envisioned as a superior architecture for lithium ion battery 

[7]. Further, development of carbon based 3D materials 

include aerographite [10] as well as 3D graphene networks 

[9] have been  demonstrated their utilization in flexible 

magnetic aerogels [11], stiff magnetic nanopaper [11], 

ultralight and flexible supercapacitor electrodes[12], Li 

batteries [7, 13], conducting composite materials for sensor 

and photonic applications [14]. Most promising application 

of CNTs is reported by Mecklenburg Matthias et al. [10]. 
They have reported the synthesis of 3D interconnected 
structure of carbon microtube called as aerographite of 
remarkable enhanced mechanical strength and conductivity. 
In order to further explore the applications CNTs possess 
high thermal stability, high mechanical strength, electrical 
or thermal conductivity as well as purity are prerequisite. 
Thus, many research groups have used various methods for 
the synthesis of CNTs, for example, thermal chemical 

vapor deposition [15-17], plasma enhanced chemical vapor 

deposition [18, 19], laser ablation [20] and arc discharge 

[21]. But, so far, synthesis of CNTs having quality and 
purity as needed for specific application is still a challenge. 
So, we need a simple method not only for synthesis but also 
to ensure the purity and quality of carbon nanotubes.  

Carbon nanotubes grown by using either physical or 
chemical routes have mainly two kinds of impurities one 
being the metallic impurities and the other being 

carbonaceous impurities [22]. Carbonaceous impurities 
include graphitic particles, amorphous carbon and CNT of 
different wall numbers. From the existing methods of 
analysis Thermogravimetric analysis (TGA) technique 
seems to be the most promising technique as it gives 
information about the presence of the metallic impurities, 
amorphous carbon and other carbonaceous structures and 
even the defect contents in carbon nanotubes. 
Thermogravimetric technique not only provides the metal 
contents, but also thermal stability of the contents can be 
studied in detail. However, oxidation temperature and 
thermal stability of un-filed CNTs have been studied in 

many reports [23-29]. Among all the reports to date, no 
reports have been published on how to identify the carbon 
impurities present in the as-grown CNT sample by using 
TGA. Furthermore, thermal stability of filled-CNT is also 

not much explored [30]. In filled-CNT, concave geometry 
of hollow core with confined space offers the tremendous 
possibility to generate the nanomaterial of superior 

electronic, physical or chemical properties [31]. This has 
been attributed to the fact that in filled-CNT, tube-walls not 
only protect the filled nanomagnets against harsh 
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environment but also prohibit coalescence. In previous 

reports [32,33], CNTs filled with ferromagnetic materials 
have been proposed as a novel material and have numerous 

potential applications such as biomedicine [34], spintronics 

[35], magnetic recording media [36] and magnetic force 

microscopy (MFM) [37]. Hence comparative study of 
thermal stability of filled as well as un-filled CNTs is 
desirable.  

In this work, we report a simple procedure to identify 
the crystallinity as well as purity of the plethora of CNT by 
merely studying the thermal stability and differentiating the 
activation energy of oxidation for various carbonaceous 
structures present in sample. In presented study we have 
identified the type of impurities present in the sample and 
activated energy was calculated for the different variants of 
MWCNTs. The calculated values of activation energy of 
filled-CNTs have been compared with activation energy for 
the oxidation of highly oriented pyrolytic graphite (HOPG) 

[38]. Here HOPG is used as reference to access the 
crystallinity of CNT because HOPG possess high 
crystallinity as well as low defect concentration.  If the 
activation energy of CNTs is found to be of the order of 
HOPG, then one can claim that the CNTs are of high purity 
and have low defect concentration. Furthermore, present 
work intend to confirm that thermogravimetric analysis 
(TGA) could be considered as a reliable technique to 
identify the crystallinity and purity of the plethora of CNT 
unlike Raman spectroscopy and high resolution 
transmission electron microscopy (HRTEM) which only 
probe the individual CNT. 

 

 
 
Fig. 1. SEM images (a) & (b) for Fe3C filled CNTs synthesized by 
floating catalyst method, (c) and (d) un-filled CNTs synthesized by fixed 
catalyst method. 

 

Experimental 

The Fe3C filled as well as un-filled CNTs were grown by 
thermal chemical vapor deposition method. The Fe3C filled 
CNTs were synthesized using ferrocene as a floating 
catalyst. The precursor solution of ferrocene/toluene was 
made to flow in the system’s pre heating zone with argon as 
a carrier gas. The temperature of the heating zone is kept 

825 °C. More details are given in [39]. The un-filled CNTs 

were grown by using Fe: Mo: MgO (1:1.5:10) as a catalyst. 
Ethanol was used as carbon precursor. Synthesis 
temperature for un-filled CNT is 840 °C. To carry the 
vapors of ethanol, argon gas of optimized flow rate 150 
sccm was used. The morphology and structure of CNTs 
were analyzed by XRD (Bruker D8 – Advance) and SEM 
(Hitachi S-3700N). 
 

Results and discussion 

Microstructural analysis 

SEM micrographs of Fe3C filled CNTs and un-filled CNTs 

have shown in Fig. 1, where plenty of CNTs can be clearly 

seen. CNTs in Fig. 1(a, b) are found to be straight in 

comparison to that in (c) and (d) in which the CNTs are 
twisted. This may be due to the fact that either CNTs are 
un-filled or are of lower diameter. The quality of CNT 
depends upon the growth parameters (temperature, 
precursor and catalyst).  
 
Structural analysis 

In order to confirm the crystallinity of both CNT as well as 
filled nanocrystal, XRD was performed. Peaks shown in 

XRD pattern (Fig. 2) are originating only from two 
components which are MWCNT and iron carbide. The 
peak which corresponds to the (002) crystallographic plane 
of graphitic structure of MWCNT (PCPDF: 89-8487), was 
observed at 26.2º.  
 

 
 
Fig. 2. X-ray diffraction pattern of Fe3C filled CNTs collected from the 
inner walls of the quartz tube. (Orthorhombic structure of Fe3C (PCPDF: 
89-7271)).  
 

This peak is known as the characteristic peak of 

MWCNTs. The diffraction peaks at 2 position of 30.2º, 
37.72º, 42.82º, 43.61º, 45.01º, 49.04º, 51.87º,54.42º, 
58.00º, 77.86º, 78.79º, 83.04º and 85.96º identified and 
found corresponding to the planes (111), (210), (211), 
(102), (031), (221), (122), (040), (301), (401), (133), (332) 
and (152) respectively of orthorhombic structure of Fe3C 
(PCPDF: 89-7271) are associated with Fe3C (indexed in 

Fig. 2). Hence, presence of Fe3C is clearly confirmed. No 
other peaks related to other phases of carbide and iron was 
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found. This confirms that MWCNT are filled with pure 
Fe3C. 

 

 
 
Fig. 3. TGA curves (a) Fe3C filled  CNTs (b) Un-filled CNTs; (c) and (d) 
DTG curve for Fe3C filled CNTs and un-filled CNTs.  
 

Thermal analysis 

The thermogravimetric analysis on both filled and un-filled 
CNTs sample was performed at a constant heating rate     

(10 ºC/min) and has plotted in Fig. 3 (a) and (b). From the 
TGA curves it is clearly depicted that oxidation process for 
both filled and un-filled CNTs is a single step process. The 
onset temperatures (To) were found to be 581 ºC and       

528 ºC for filled and un-filled CNTs respectively. With 
consideration of the onset temperatures, it can be confirmed 
that un-filled CNTs are less thermally stable because they 
started to oxidize early at 528 ºC as compared to filled 
CNTs which start to oxidize at 581 ºC. The DTG curve of 

the Fe3C filled sample is plotted in Fig. 3(c), it features 
four stepwise weight-losses which correspond to the peak 
oxidation temperatures for each sample fraction. Analysis 
of the DTG curve can be done by considering two 
temperatures being initialization temperature and 
oxidation/peak temperature.  The peak temperature is the 
oxidation temperature and the initialization temperature is 
the temperature at which carbonaceous impurities start to 
decompose. Gaussian fitting was applied to do the 
quantitative analysis of each part. Peak 1 at 569 ºC 
corresponds to the oxidation temperature of amorphous 
carbon. The other peaks were found to correspond to the 
different types of CNTs present in the sample: peak 2 at 
595 ºC of SWCNTs, peak 2 at 628 ºC of thin-MWCNTs 
(TWCNT) and peak 4 at 653 ºC of MWCNTs. Higher 
thermal stability for MWCNT may be due to the presence 
of low defects or low curvature i.e. to pure sp

2
 structure. 

The DTG curve for un-filled CNTs is shown in Fig. 3 (d) 
in which there is only one peak at 578 ºC corresponding to 
the un-filled CNTs. 
 

(a)

(b)

 
 
Fig. 4. The (ln(r/W) vs. (1/RT) and T) curve at heating rate 10 ºC/min (a) 

The regions I, II, III, and IV represents the dominating oxidation of 
amorphous carbon, SWCNTs, TWCNTs and MWCNTs (b) The region I 
represent oxidation of un-filled CNTs and region II of polyaromatic 
carbon shells. 
 

A ln(r/W) vs. 1/RT curve is plotted (as shown in Fig. 4) 
for determining the activation energies for the oxidation of 
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un-filled and filled CNTs together with the impurities of 

amorphous carbon, SWCNTs, TWCNTs as shown in Fig. 

4(a). By using equation (1) (differential method) [40] the 
activation energies can be calculated for both Fe3C filled 
CNTs and un-filled CNTs.  

 

                                       (1) 

 
where, W: Weight, R: rate of change of weight with respect 
to time, A: constant 

 

Table 1. Determined values of activation energy for filled as well unfiled 
CNT by using differential method. 

 
 Type of Sample Regions in the Curve Activation Energy (eV) 

 

Fe3C Filled CNTs 

Amorphous Carbon 2.50 ± 0.019 

SWCNTs 1.42 ± 0.002 

TWCNTs 1.65 ± 0.009 

MWCNTs 3.29 ± 0.04 

Un-filled MWCNTs Un-filled MWCNTs 1.41 ± 0.002 

Polyaromatic Carbon Shells 0.77 ± 0.005  
 

For Fe3C filled CNTs curve can be fitted with four 
regions representing region I for amorphous carbon, region 
II for SWCNTs, region III for TWCNTs and region IV for 
MWCNTs similarly, for un-filled CNTs the curve is fitted 
with two regions: region I for un-filled CNTs and region II 

for polyaromatic carbon shells [41]. The calculated 

activation energies are tabulated in Table 1. However, the 
calculated activation energies for filled CNTs are very high 
and not comparable to HOPG. Therefore, in order to 
calculate the accurate values of activation energy 
differential method have to be improvised to integral 

method [42]. An integral method cannot be applied to this 
data because it comprises only of one heating rate            
(10 ºC/min) and for better studies it is required to employ it 
for various heating rates. 

The comparative study of Fe3C filled CNTs and un-
filled CNTs confirmed that the filled CNTs have a higher 
oxidation temperature than un-filled CNTs so it can be 
stated that the filled CNTs are more thermally stable. Un-
filled CNTs presumed to have one open-end while another 

may be open or have a carbon cap at the tip [43]. Tip of 
CNT or open-end are reported to be energetically favored 

to initiate the oxidation [28, 44-47]. This may be a possible 
cause of low thermal stability in comparing to filled CNTs. 
In filled-CNT the open end is blocked by the filler and has 
minimum possibility of shortening the tubes at higher 
temperature. This possibility is high for un-filled CNTs. 
We believe that factors discussed above mainly affect the 
thermal stability of filled/un-filled CNTs.  

 

Conclusion  

A comparative TGA and DTG study on both filled and    
un-filled CNTs has been made. Filled CNTs are found to be 
more thermally stable and have high resistance to 
oxidation. This study reveals that different variant of 
MWCNTs do not exhibit same thermal stability but nearly 
same activation energy. This activation energy is found 
comparable to reported values of activation energy for 
HOPG. Detailed analysis of the DTG profile for the 
plethora of filled-CNTs reveals that different carbonaceous 

structures can be identified. These structures have followed 
systematic order of the thermal stability. We have 
demonstrated that TGA/DTG technique can be used to 
identify the nature of different variants of MWCNTs.  
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Abstract— The role of a database is indispensable in the 

successful running of any business. The advent of the internet has 

totally changed the business scenario and how industries operate 

which has led to the growing popularity of online database. There 

are many scenarios in which there are multiple DB queries fired 

at a single point on time as multiple clients can access database at 

the same time. It may be possible that thousands of clients are 

accessing same table using same stored procedure. So it is 

important to check database capabilities/performance and its 

stored procedures in multi threaded environment before 

launching it into real world. 

DB_Performance_Analyser_Software_Test_Tool is a tool that 

helps to simulate multiple clients’ environment and generate logs 

that can be use to analyze the capability of stored procedures 

created and database selected. This tool gives user a freedom to 

create as many clients as he wants that will interact with the 

database at the same time. By creation of this tool, we try to 

approach to non- functional quality attributes of DataBase ( DB) 

like reliability, robustness, etc.  In this paper , we are  focusing 

only on creating a simulated environment in which,   multiple 

queries will be fired on DB for simultaneous updation / deletion / 

addition of DB rows. There will be a possibility of some queries 

not entertained by DB because DB handling other query at that 

particular time. So , an error log will be generated which will 

depict total queries fired in a give span of time , total successful 

queries fired , total unsuccessful queries. The purpose of this 

paper is to run simulation and share the performance of the 

DB_Performance_Analyser_Software_Test_Tool. 

Keywords— DataBase ( DB), Software Testing (ST,. 

I.  INTRODUCTION 

 
Reliability has been prominently impacting human life ever 

since we learned to form the groups/societies among 
themselves.  Societies reflect the interdependence; and 
reliability is at the core of interdependence. Today, softwares 
have become the indistinguishable parts of our lives.  
Measuring or predicting reliability has always been an intuitive 
task. In case of softwares, researches have been done to make 
this task more scientific rather than intuitive.  The present 
thesis adds a bit in this series of researches. For critical 
business applications, continuous availability is a requirement, 
and software reliability is an important component of 
continuous application availability [1-7]. 

 

1)  Reliability:  
The probability of failure-free system operation over a 

specified time in a given environment for a given purpose is 
called the Reliability [1-7]. 

2) Availability:  
The probability that a system, at a point in time, will be 

operational and able to deliver the requested services is called 
the availability. 

 

It is sometimes possible to subsume system availability 
under system reliability. Obviously if a system is unavailable it 
is not delivering the specified system services. However, it is 
possible to have systems with low reliability that must be 
available [1-7]. 

 

3)  Software reliability engineering:  
Software reliability engineering is the application of 

statistical techniques to data collected during system 
development and operation to specify, predict, estimate and 
assess the software reliability of software-based systems. 

The three major classes of software reliability assessment 
are: 

a) Black box reliability analysis: 

 Estimation of the software reliability based on failure 
observations from testing or operation. These approaches are 
called black box approaches because internal details of the 
software are not considered. 

b) Software metric based reliability analysis:  

Reliability evaluation based on the static analysis of the 
software (e.g., lines of code, number of statements, complexity) 
or its development process and conditions (e.g., developer 
experience, applied testing methods). 

c) Architecture-based reliability analysis:  

Evaluation of the software system reliability from software 
component reliabilities and the system architecture (the way 
the system is composed out of the components[1-7]. 

 

B. Scope & Limitations 

DB_Performance_Analyser_Software_Test_Tool is a   be 
tightly coupled with the DB and this tool currently will only 
capture logs in multithreaded environment . The logs show the 
the queries which are successful and the queries which are not 
successful.  Error handling is not part of current tool . Only 
error logging and checking is performed [1-7].  
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II. PURPOSE OF TOOL 

 

 In order to scale successfully and handle a large number of 
concurrent users, database has to provide support for 
Multithreaded  environment.  In a heavy usage situation, many 
client requests may arrive at the DataBase simultaneously.  The 
question is to check whether or not the client query will receive 
a response, also to check the time of response; will the 
response time be acceptable to the user? That's where threading 
comes into the picture. In a single-threaded model, any DB can 
response very quickly, but all the clients must "pipeline" one 
behind the other.  If you are the fifth client to make a request, 
you must wait for clients one through four to be served first 
This process is surprising quick and not as bad as it sounds. In 
fact, unless our queries are really complex, this model will 
deliver the best performance for most applications.  But what 
happens when you are tenth in line, and the second client in 
line has made a time-consuming request? That is when multi-
threading delivers [1-7]. 

 

1)  Example 1 :  
One of the leading retail outlets of India has organized 

biggest sale day all over India.   This company has thousands 
of retail out let across the India. On the day of sale customer 
count, get increased by 200% as compare to normal days. 
Many of the customers pay via electronics card. This causes 
huge traffic on payment gateway that result in failure of 
payment server [1-7].   

Reason: Payment server database was not designed in a 
way that can handle this much of transition at single instance of 
time. Later on the whole Database design has been analyzed 
and modification done to handle this kind of situation [1-7]. 

 

2) Example 2:  
When India govt. has increased petrol prices. The prices 

was to be applicable by the mid of that night. This news leads 
to huge customer rush on fuel outlets. Some of these outlets are 
automated in order to provide best services to their customer. 
This automation system record each and every transaction done 
on each bay and later on these transactions are used to generate 
reports to check whether there is some false bulk receipt or not. 
On that evening due to huge rush on fuel outlets some of the 
transactions cannot be recorded because the database was not 
designed to handle multiple transaction insertion at single 
instance of time. This result in error in reports and Fule 
Company were not able to check for false bulk receipt [1-7].  

Reason: Transaction record server database was not 
designed in a way that can handle this much of Transaction at 
single instance of time. Later on, the changes are made to 
handle this kind of situation in database [1-7]. 

 

All these examples show those databases are installed in 
real world without proper testing in multi-threaded 
environment. To ensure this kind of situation will not occur 
during business all the database must be tested properly for 

multi threading operations. To facilitate this we have developed 
on tool called DB performance analyzer [1-7]. 

 

III. DESIGN & IMPLEMENTATION OF TOOL  

 

The design and implementation of the 
DB_Performance_Analyser_Software_Test_Tool is described 
below [1-7]: 

A. Architecture Diagram 

 

Figure: Architecture Diagram 

 

B. Class Diagram 

 

Figure: Class Diagram 
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C. Use Case Diagram 

 

 

 

Figure: Use Case Diagram 

 

 

D. File Logger Thread Class 

 

This class is derived from thread class explained above. 
The purpose of this class is to create a log file in which all the 
operations are registered in order to do analysis.  All the 
messages are stored in list and operations on that list are 
managed by mutex in order to maintain the consistency in 
multy-threaded application [1-7]. 

 

E. Table Operation Class  

 This class act as a client for operation on table. This 
class is also derived from thread class. User can create as many 
instance of this class as he wants.   We maintain a list of all 
the clients to manage them while start and stop of client.  Run 
function is override in this class to call the stored procedure of 
the database to perform operation on the table.  This will also 
report all the results of operation to the logger thread so that 
logging can be done [1-7]. 

 

IV. HOW TO USE TOOL 

Below are some screen shots of this tool along with the 
details:  

 

 

Figure: Analyzer Diagram 

 

A.  Steps to use 

1) Add to Batch 
 

Step 1:- Select the table operation, which you want to 
perform. 

Step 2:- Enter client count (number of client that will 
operate on table simultaneously) 

 

 

 

Figure: Batch Diagram 

 

Step 3:- Press Add to batch button this will create the client 
pool for the table operation. 

Note: - user can add more than one table operation. 

 

2)  Client Pool 
 This will show the client pool created by the user 
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Figure: Client Pool 

 

Step 4:- User can press start button that will run all the 
client thread and start performing operation on table. 

Step 5:- User can press stop button that will stop all the 
client thread. 

 

B.  Report 

Report will show the status of the table operations done by 
clients 

 

 

Figure: Report Diagram 

 

1) Report understanding  
  

Operation :- operation that will be done on table. 

Thread :-  the client ID 

Success :-  Is the success rate of any operation performed. 

Total :- Is the total operation performed on that table by 
that client. 

Failure :- No of fail case. 

V. CONCLUSION  

DB_Performance_Analyser_Software_Test_Tool has shown 

that, we can test various scenarios of multi client and database 

interaction. Using this tool we can reduce the real world failure 

as most of the scenarios can be produce using 

DB_Performance_Analyser_Software_Test_Tool. This also 

helps to reduce the cost of testing the database application and 

facilitate us to test the application in real world like scenarios 

with in a lab. Or org.  Enhancement of this tool can be 

extensive logs inclusion, time based client database testing and 

variation of number of client during that period of time.  

Variation on number of client during certain time will be 

helpful to test sales application that are using database as sales 

may vary during different hours of sale. For example, sale will 

be low during morning and night while the number of clients 

will be high during evening etc. We can enhance 

DB_Performance_Analyser_Software_Test_Tool  in a way that 

it will work as a varying sale terminal throughout the day and 

record performances of inserting record in best and worst 

cases. 
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Abstract—In recent years, it is evidently seen that the use of erotic 
stimuli and sexual themes have increased in advertising methods. In 
India also where showing sexual content publically is a taboo, this 
increase is significant. Despite the common intolerance in society for 
these practices, such kinds of advertisements are huge successes on 
social platforms. There have been a lot of studies on effect of using 
sexual appeal in advertisements on consumer behavior. However, 
little research has been done on what exactly consumer thinks about 
such kind of advertisements and why such kind of advertising 
practices are gaining popularity in a country like India, where there 
is an overall negative attitude towards this topic. The aim of this 
paper is to identify whether there is a change in thinking of Indian 
consumer towards sexual content or the perspective of consumer has 
changed when it comes to viewing an advertisement 

1. INTRODUCTION 

Sex in Advertising is basically the use of sex appeal to sell a 
particular product or service. The use of sexual content in any 
advertisement can vary from highly overt to extremely subtle. 
Initially illustrations of attractive women were used on the 
posters of tobacco, tonics and saloons. Pearl tobacco in 1871 
featured a naked maiden on its package cover. This was the 
first known use of sexual content in advertising. 

Early twentieth century was the era of mass media and modern 
society was involved in consumption of goods opposite to 
production. Middle class people pursued materialistic 
pleasures and goods with an aim of owning an item. 
Consensus of public on nature of shopping slowly and 
gradually shifted from “need driven activity” to “an intrinsic 
feature of standard urban living”. The advertising industry 
grew manifolds. 

“People are curious about sexuality”, this is the hypothesis on 
which sex in advertising is built on. Today’s consumer is more 
exposed to sexual content in advertisements than ever before. 
Generally nudity, romantic themes and attractive women are 
used in broadcast advertisements to draw the attention of 
consumers. In a country like India, where public consensus on 
this topic is negative yet advertisers seems to be in no mood to 
rectify erotic stimuli from the advertisements. Surprisingly 
this practice followed by the advertising and marketing 
experts seems to be apt and absolutely right in lieu to the 
success of such kind of advertisements. 

There are numerous examples in Indian advertising industry 
which prove that “sex sells”. Slice Aamsutra, despite being a 
mango drink uses this practice in its each and every 
advertising campaign. It is a well-known fact that a mango 
drink has nothing to do with sex. The question is why this 
practice is so evident? Then again, the advertisements for 
men’s underwear beg a very similar question. VIP, Rupa and 
Amul Macho rule this department. All their advertising 
campaigns use sexual content or messages in one way or the 
other. An example without which this list of examples would 
be incomplete is Indian advertising’s favorite product in the 
world: AXE. With time we’ve grown immune to ads that 
abandon logic for the sake of that historic formula – empty a 
can of AXE onto your shaved torso and the hottest women 
within a 100-mile radius will fly at you from every direction. 

Despite there is a common unacceptance of society for these 
practices yet such kind of advertisements are huge successes 
on social platforms. There have been a lot of studies on effect 
of using sexual appeal in advertisements on consumer 
behavior. The aim of this paper is to identify whether there is a 
change in thinking of Indian consumer towards sexual content 
or the perspective of consumer has changed when it comes to 
viewing an advertisement. 

2. LITERATURE REVIEW 

There have been several researches ascertaining that 
advertisement with sexual appeal can increase consumers’ 
congeniality. A strong affirmative correlation is also found 
between the degree of how well an advertisement is liked with 
the amiability to the brand advertised [1, 2, 3, 4]. In short, 
adding sexual aspects can increase one’s likability of an 
advertisement and ultimately escalate liking to the brand 
advertised. 

Advertising aims to persuade the way customers ponder 
themselves and how purchasing particular products can turn 
out to be helpful for them. The message expressed through 
advertising effects the buying decisions of customers [5]. 
Nonetheless, the advertising plea which has generated 
universal censure, and which has been stated as most 
unethical, is sex appeal. Belch and Belch (2004) [6] notes: the 
advertising appeals that have got the most reproach for being 
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in poor tang are those using sexual appeals or nudity. These 
methods are time and again used to get consumers’ attention 
and may not even be appropriate to the product being 
advertised. Even if the sexual appeal connects with the 
product, people may be affronted by it. Sometimes people 
complain about both nudity in advertisements and sexually 
reminiscent advertisements (p.755). 

According to Wikipedia, sex appeal refers to a person's ability 
to entice the sexual or erotic curiosity of another individual. 
The attraction can be physical or to such qualities in the 
environment in which they appear. The attraction may be to 
somebody looks, movements or to their voice or smell, above 
and beyond other factors. The attraction can be enhanced by a 
person's embellishments, attire, cologne, hair stylishness and 
whatsoever which can appeal the sexual interest of another 
individual. The competence of a person's corporeal and other 
capabilities to create a sexual curiosity in others is the base of 
their usage in advertising. 

There are several discrepancies regarding what is being 
considered as sex appeal. Sex appeal in advertising is the 
usage of sexual or sensual descriptions to draw curiosity to a 
specific product, for purpose of sale. A study was performed 
and discovered four features of sexy commercials: bodily 
features of models, comportment/movement, closeness 
between models, and circumstantial features such as camera 
effects (p.267) [7]. They strived to find to find what people 
thought as sexy in advertising and the most generic referent 
was physical features (66%), followed by a model's actions 
and verbal and nonverbal communication (39%), relative 
features (26%), and proxemics (15%). They made an 
imperative note that what people stated as sexy differed 
gender to gender (p.269). 

In an effort to attract customers, some advertisers have 
consistently pushed the boundaries of what is morally and 
socially tolerable. It line with this that, it was suggested that 
the increasing gathering in the advertising environment has 
made advertisers to endure to use sexual appeals and other 
methods that affront many people but catch the contemplation 
of customers and may even create advertising for their 
businesses [8]. Since the commencement of advertisements, 
sex appeal has often been exploited. The earliest forms of sex 
appeal in marketing are wood carvings and artworks of 
attractive women (often unclothed from the waist up), 
decorated posters, signs, and commercials for saloons, tonics, 
and tobacco. Sex appeals in advertising are used commonly 
and with cumulative explicitness. While the use of such 
explicit sex was improbable not many years ago, it now 
exemplifies part of the advertising landscape [9]. It is 
supposed that this form of appeal goes a long way in aiding 
advertisers accomplish their aims, "advertising research 
reveals that sexual requests are attention receiving, arousing, 
touching, persuading and notable" [10]. 

3. RESEARCH METHODOLOGY 

The paper is based on an empirical study of effects of sexual 
advertisements on consumers’ buying behavior. The paper 
takes into consideration the positive as well as negative 
aspects of using sexual advertisements over normal 
advertisements. Primarily, the focus is on recognizing the 
influential reasons that affects the consumer buying behavior 
following sexual advertisements. 

The data was collected through the source directly, i.e., 
Primary Data Collection was done. The data that has been 
collected directly from the source for a study purpose is called 
Primary Data. The data collected through the source was via a 
questionnaire or survey format. The questionnaire is one of the 
most significant and widely used data collection methods. A 
questionnaire is set of questions used for gathering 
information and data from individuals. The questionnaire has 
been designed keeping in view the general views and 
perceptions that a consumer has while watching sexual 
advertisements. The survey was specifically focused on 
respondents who are much into advertisements and are 
frequent buyers. Demographic factors such as age, income 
level, gender and profession have also been considered. 

The questionnaire was based on a 5-Point Likert Scale. Likert 
Scale is a highly common and widely used scale for 
questionnaires that encourage the respondents to rank the 
options / quality from either high to low or low to high [11]. 
The 5-Point Likert Scale chosen for the study has labels 
attached to each point on the mentioned scale and the mid-
point of the scale has been set as the point of neutrality. The 
label are as follows : 1 : Strongly Disagree ; 2 : Disagree ; 3 : 
Neutral ; 4 : Agree ; 5 : Strongly Agree. 

The questionnaire was tested through a pilot study on 40 
consumers. The pilot study helped in making the needed 
changes in the questionnaire and allowed the researchers to 
have a more clear knowledge of what consumers’ perception 
is towards the usage of plastic money, thereby, leading to an 
improved questionnaire. The refined questionnaire was then 
sent to 300 eligible respondents out of which only 219 
responses came back. Out of the received 219 responses, 19 
responses had missing data. Therefore, only 200 responses 
qualified for the data analysis done. Therefore, overall 
response rate was 66.6%. 

4. DATA REPORTING AND ANALYSIS 

Among 200 qualified respondents, 68% were male and 32% 
were female. Our sample was spread across different age 
groups. 63% belong to the age group of 20-30 years, 22% 
belong to the age group 30-40 years and the remaining 15% 
are from the age group of 40+ years. We did not 
question/consider responses from people belonging to the age 
group below 20 years, due to the nature of our topic. 
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Now, we questioned our respondents on certain factors such as 
viewing habits, behavioral aspects and more. When the 
respondents were asked about their preferred mode of 
entertainment, 21% answered FM Radio, 37% responded with 
Television and the remaining majority of 42% chose Internet 
(Laptop/Mobile). 

21%

42%

MODE OF ENTERTAINMENT

FM Radio TV Internet (Laptop/Mobil

 

The sample was also questioned about their viewing timings in 
two ways – the preferred time to view and the amount of time 
spent in viewing. When asked about the preferred timing, a 
mere 7.5% answered morning, a substantial 22.5% chose the 
afternoon, surprisingly just 11% chose the evening time and a 
whopping 59% answered the night time. Regarding the second 
part i.e. the amount of time spent viewing their mode of 
entertainment, 28% replied 0-1 hours, 39% answered 1-3 
hours and the remaining 33% chose 3+ hours. 

Getting on topic, we asked whether people switch channels 
when such advertisements play. 83% responded with a yes and 
only 17% said no. Next we asked that, whether people feel 
that the nature of advertisements has grown to be more 
sexual/erotic in nature. As expected 71% said yes and 29% 
thought that it hadn’t. As a follow up question, we asked on a 
scale of 1-5, how uncomfortable it made them. 11% chose 
very uncomfortable, 30% chose uncomfortable, 27% felt 
comfortable watching such ads, 4% were very comfortable 
and 28% weren’t affected and felt neutral about such 
advertisements. Moving on to content, we asked how relevant 
they felt this content was to the product/service being 
marketed. This was again done on a scale of 1-5, 1 being very 
irrelevant and 5 being very relevant. Only 3% thought it was 
very irrelevant, 19% felt that it was irrelevant, 23% were 
indifferent, 39% thought that it was relevant and the remaining 
16% thought that the advertisement really needed that nature 
of the content. 

In addition to this we asked whether the same advertisement 
could have been done without using sexual content or 
innuendos. To this 69.6% said that it could have been done 
and 30.4% said it was essential. Moving on to the relation 

between such content and the buying behavior, we categorized 
our question in 2 parts. We noticed that a majority of such 
advertisements were deodorant and perfume ads and the others 
were a smaller part. So we asked whether the sex appeal in 
deodorant advertisements attracted our respondents and gives 
the product an edge over others. To this a huge majority of 
88.2% replied that it does and only 11.8% people said that 
they’re unaffected. In the next part we asked the same 
question but in context of retail and FMCG (fast moving 
consumer goods). We asked whether the sex appeal in 
advertisements about clothing, food, drinks etc. were more 
attractive as compared to normal ads. To this an equally 
opposite response was gathered with 75.5% responding with a 
no, and 24.5% replying as a yes. 

11%

30%

27%

4%

COMFORT LEVEL

Very Uncomfortable Uncomfortable Neutral

Comfortable Very Comfortable

 

5. CONCLUSION 

From the data analysis done on the respondents’ answers, we 
found out that people of India have actually broadened their 
mindsets. With a majority of people feeling comfortable with 
erotic advertisements, the times have really changed. Our 
assumptions about the consumers, that they are still shy and do 
not accept of such advertisements, were shattered with these 
findings. But a change in mindset does not give a reason to 
exploit the consumer’s desires. As our respondents replied too, 
that these sexual innuendos were not essential and the 
advertisements can be made without them too. So, we 
conclude that the effect of sex appeal in advertisements, 
neither has a negative effect (as we assumed), but nor it has a 
positive effect (as the advertisers feel), barring only one 
category i.e. the deodorants and perfumes. In this sector, the 
sex appeal in advertisements does seem to work for the benefit 
of the companies. 
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Graphical Abstract 

 

 

We present a straightforward method to fabricate functional micron, submicron and nano-

channels embedded in a porous carbon film and the use of this microfluidic platform for 

electrochemical sensing. Carbonization of a composite of electrospun PMMA nanofibers 

embedded in in a PAN film produces microchannels in the PAN derived amorphous monolithic 

carbon electrode. The platinum nanoparticles decorated carbon micro-channels are used to detect 

aflatoxin B1 (AFB1; food toxin) by surface biofunctionalization of antibody of AFB1 (anti-

AFB1) via electrochemical impedance technique. The fabricated immunsensor is found to be 

highly sensitive to 1 pg/mL of AFB1 concentration with a range of 10
-12 

g/mL to 10
-7

g/mL. 
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ABSTRACT 

We present a straightforward method for fabricating functional micro-, submicro-, and nano-

channels embedded in a porous carbon film and the application of this microfluidic platform for 

electrochemical sensing. A skin layer of poly(methyl methacrylate) (PMMA) fibers was first 

electrospun on a thoroughly cleaned Si wafer substrate, followed by spin coating of a 

polyacrylonitrile (PAN) film on top of the skin. High-temperature carbonization of the composite 

film decomposed the PMMA fibers and produced embedded microchannels in the PAN-derived 

amorphous monolithic carbon electrode. The channels were decorated with Pt nanoparticles by 

in situ thermal decomposition of a precursor metal salt to enhance functionality of the carbon 

electrode. Carbon electrodes decorated with Pt nanoparticles (carbon-Pt), with and without 

embedded microchannels, were used to detect the food toxin aflatoxin B1 (AFB1) by surface 

biofunctionalization with the antibodies of AFB1 (anti-AFB1) via an electrochemical impedance 

technique. The aligned nanochannels in the porous carbon film act as a reaction chamber for 

antigen–antibody interactions and provide channels for fast electron transport toward the 

electrode from the electrolyte, resulting in improved electrochemical performance of the 

biosensor. The fabricated immunosensor is highly sensitive to 1 pg/mL of AFB1 with a 

concentration range of 10
−12

 to 10
−7

g/mL. 

 

Keywords: Microchannel fabrication; Spin coating; Porous carbon film; Electrospinning; 

aflatoxin B1 detection. 
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1. INTRODUCTION 

There is increased demand in the biomedical field for the integration of smart nanomaterials with 

functional microfluidic devices [1, 2]. The fabrication of micro/nanochannels is an important 

issue in the development of state-of-the-art microfluidic devices. A number of lithography-based 

microfabrication methods have been used for many applications, in which the shape, size, and 

structure of a microchannel can be varied [3-5]. The microchannels can be used for processes 

such as the separation, sorting, and counting of biological samples or assays. However, the 

microfabrication of channels in porous carbon and surface functionalization of microchannels are 

still challenging [3, 4]. Much work has centered on microchannel fabrication in 

polydimethylsiloxane (PDMS) [5, 6]. PDMS-based replica molding and near-field elctrospinning 

have expanded micro/nanochannel fabrication by enabling fast, simple, cost–effective 

prototyping, and direct transfer of microfluidic patterns into the elastomer [7, 8]. However, 

solvent compatibility is a major concern with materials that swell in the presence of non-polar 

solvents such as hydrocarbons, toluene, and dichloromethane [9]. The lithography-free 

production of microchannels using electrochemically stable carbon materials can be useful in 

overcoming some of these limitations [10]. The fabrication of micro/nanochannels based on 

electrospun micro/nanofibers without lithography has recently been used for development of 

nanoelectronic devices [11]. The desired shape and size of microchannels can be achieved by 

controlling the electrospinning parameters [12]. This technique is a suitable method for long 

microchannel fabrication without diffusion of etchants into long and narrow channels.  

Carbon materials such as carbon films, nanofibers, nanotubes, and grapheme sheets have 

been explored for the development of point-of-care biosensors, and in other fields, including 

bioimaging, conjugated materials, and nanoelectronics [13-15]. Carbon films, in particular, have 
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good electrochemical activity/stability and are excellent biomolecule absorbents for biosensor 

fabrication [16]. Metallic nanoparticles can be used to enhance the electrochemical activity of a 

biosensor [17]. Hrapovic et al. explored the use of carbon tubes decorated with Pt nanoparticles 

(Pt NPs) as an electrochemical glucose biosensor with a detection time and limit of 3 s and 5 

µM, respectively [17]. Ha et al. fabricated an array of ordered mesoporous carbon nanochannels 

with cobalt nanoparticles, which can be regarded as a nanochannel reactor for high-performance 

Fischer–Tropsch synthesis [18]. The scanned coaxial electrospinning of silica nanochannels (20 

nm) was used for single-molecule detection by Wang et al [19].  

The integration of microfluidic channels into a porous carbon film may improve the 

surface functionality for biomolecule immobilization, resulting in enhanced stability, 

reproducibility, and sensitivity, as a result of improved hydrophilicity. A network of microfluidic 

channels in a porous carbon film provides greater binding affinity (such as rapid attachment of 

enzyme molecules) than in a planar dense carbon film [20, 21]. In this context, a nanochannel 

decorated with Pt NPs can act as a reaction chamber for antigen–antibody interactions and 

provide a conducting channel for electron transport from the electrolyte to the electrode, 

resulting in improved electrochemical performance of the biosensor. Catalytic 

micro/nanochannels in a porous carbon film are, therefore, suitable platforms for the 

development of point-of-care microdevices, an example of which we have developed in this 

study, as discussed below.  

The aflatoxins (B1, B2, G1 and G2) are toxic, mutagenic, and carcinogenic substances; 

they are produced by Aspergillus flavus and A. parasiticus under certain conditions [18, 22]. 

Aflatoxins can be present in cereal grains, dried fruits, corn, nuts, oil seeds, wine, apple juice, 

and meat products, and they pose a risk to human health [23]. AFB1 is the most toxic aflatoxin 
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and can cause human hepatocellular carcinoma. A number of techniques have been developed 

for the quantification of aflatoxins in foods and feed [24]. Thin-layer chromatography, liquid 

chromatography, and enzyme-linked immunosorbent methods have been used for the detection 

of aflatoxins for the past two decades [25]. However, these methods have long detection times 

and requre costly instruments [26]. User-friendly, low-cost, and environmentally friendly point-

of-care devices may overcome these limitations and provide alternative methods for the detection 

of food contaminants. There is thus an urgent need to develop rapid and sensitive point-of-care 

devices for AFB1 detection. 

We developed an easy and lithography-free fabrication of aligned micro/nanochannels 

embedded within highly macroporous Pt-decorated carbon (carbon-Pt) electrodes. We fabricated 

microchannels by placing electrospun poly (methyl methacrylate) (PMMA) fibers directly on a 

Si wafer, followed by spin coating of polyacrylonitrile (PAN) films. We exploit different thermal 

stabilities of PAN and PMMA polymers which allow their different roles in electrode fabrication 

[27]. Pyrolysis of the fiber-templated composite film created continuous channels by sacrificial 

removal of polymer fibers by thermal decomposition. Carbon electrodes decorated with Pt NPs, 

with and without embedded microchannels, were used for the detection of aflatoxin B1 (AFB1) 

via antigen–antibody interactions. Covalent interactions between antibodies (amino terminal) and 

the carbon electrode exposed to plasma treatment were achieved via 1-ethyl-3-(3-

dimethylaminopropyl) carbodiimide (EDC)–N-hydroxysuccinimide (NHS) coupling, resulting in 

the formation of a stable amide bond on the transducer surface. This method is simpler and more 

economical than other conventional techniques. This method enables efficient and label-free 

detection of AFB1 using a Pt-NP-decorated porous microchannel-based microfluidic biosensing 

platform. 
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2. Experimental 

2.1 Materials. Polyacrylonitrile (PAN; MW = 150,000), poly (methyl methacrylate) (PMMA; 

MW= 120,000), and chloroplatinic acid hexadydrate salt were obtained from Sigma–Aldrich 

Inc., USA. N, N-dimethyl formamide (DMF), acetone were obtained from Fischer Scientific, 

India. HPLC grade water was supplied by Merck Pvt. Ltd., India. All reagents were of analytical 

grade. Aflatoxin B1 (AFB1), monoclonal anti-aflatoxin B1 (anti-AFB1) antibody, N-ethyl-N-(3-

dimethylaminopropyl) carbodiimide (EDC), N-hydroxysuccinimide (NHS) and bovin serum 

albumin (BSA) were purchased from Sigma-Aldrich, USA. 

2.2 Synthesis of porous carbon films with impregnated Pt NPs. Three Pt/carbon hybrid films 

were prepared, using a similar strategy as that used for the PAN film, but with addition of 

chloroplatinic acid hexahydrate salt (0.25 equiv with respect to the PAN monomer) during 

preparation of the PAN:DMF solution. The PMMA fibers were synthesized using an 

electrospinning technique, as described in the literature [28]. Briefly, 30 wt% PMMA (Mw = 120 

000, Sigma-Aldrich Inc., USA) solution was prepared by dissolving PMMA in DMF in a capped 

bottle; magnetic stirring was performed for 4 h to ensure uniform mixing. This precursor solution 

was transferred to a plastic syringe, which was connected to a high-voltage DC power source 

(Gamma High Voltage, Inc., High Bridge, NJ, USA) by a metallic needle tip. A stainless-steel 

rotating electrode with attached Si wafers was used as the collector for the electrospun fibers. 

The distance between the needle tip and collector was 7 cm, and a solution flow rate of 80 

µL/min was maintained using a syringe pump (Harvard Apparatus, Holliston, MA, USA), with a 

constant high voltage of 14 kV. The collection time and collector speed were optimized so that 

the minimum number of fibers was deposited on the Si wafer. The electrospun PMMA fibers 

were stabilized in air at 150 °C. 
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After electrospinning the PMMA fibers on the Si wafer, spin coating was used to deposit 

PAN (Mw =150 000, Sigma-Aldrich Inc., USA) films on top of the fibers, using a previously 

reported standard protocol.[29, 30] Briefly, an 8 wt% solution of PAN:DMF was prepared by 

dissolving a known quantity of PAN in DMF, and heating at 65 °C with constant stirring for 45 

min to obtain a transparent viscous solution. This polymer solution (200 μL) was spin coated at 

5000 rpm for 40 s on a thoroughly cleaned Si wafer (1.5 cm × 1.5 cm). After covering the 

electrospun PMMA fibers with a PAN film, the composite film (Si wafer/PMMA fibers/PAN 

film) was stabilized in air at 200 °C for 1 h. The thickness of the spin-coated films was varied 

from micrometers to a few hundred nanometers by simply varying the PAN polymer 

concentration and the speed of the spin coater. 

2.3 Fabrication of microchannel-embedded electrodes. Scheme 1 shows the concept of 

micro/nanochannel fabrication. Among the various fiber preparation procedures, electrospinning 

has attracted much interest because it is a high throughput, continuous process and the fiber 

diameter can be controlled from the nanometer to micrometer scale. 

The use of electrospun fibers has mainly focused on biomedical uses such as drug 

delivery and tissue-engineering scaffolds, and as substrates for functionalizing the channels of 

microfluidic devices. Spin-coating techniques are used to deposit uniform thin films on flat 

substrates, and are extensively used in the microfabrication of metal oxides using polymeric 

blend precursors, and in photolithography for photoresist coatings. Here, we used this technique 

to create a polymeric thin film on a substrate containing pre-deposited sacrificial fibrous layers. 

Channel widths ranging from a few micrometers to a few hundred nanometers were attained by 

simply varying the sacrificial electrospun fiber diameter; the channel height could therefore be 

controlled by controlling the thickness of the deposited film. The channels were cleaned and 
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residual polymer debris was removed by washing in acetone and deionized water. The channel 

functionality was enhanced by decorating the channels or nearby films with Pt NPs, which were 

deposited during electrospinning using chloroplatinic acid hexahydrate salt as the precursor. This 

method was successful for micro/submicro/nanochannel networks and straight channel 

fabrication. It is important to note that the functional platinum nanoparticles are uniformly 

deposited over the porous carbon electrode when PAN/chloroplatinic acid blend is used for spin 

coating and it is only present in the channels when the PMMA/chloroplatinic acid is used for 

electrospinning. 

2.4 Biosensing platform. The fabricated electrodes consisting of porous carbon on a steel 

substrate, with and without microchannels, were exposed to oxygen plasma treatment to create –

COOH groups on their surfaces. The oxygen plasma treatment was performed in a vacuum 

pressure of 0.005 mbar and the oxidation voltage was kept at 450 V for 0.5 h. Prior to covalent 

surface functionalization, the –COOH groups of the porous carbon were activated using EDC as 

the coupling agent and NHS as the activator. A monoclonal antibody (anti-AFB1) solution was 

prepared in phosphate buffer (pH 7.4). The anti-AFB1 solution (10 μL) was spread on the porous 

carbon surface and incubated in a humid chamber for about 4 h at 25 °C. The –COOH groups on 

the carbon surface and –NH2 groups of the anti-AFB1 interacted covalently to form strong amide 

bonds (C–N). BSA (1 mg/mL) solution was used to block the non-specific active sites on the 

antibody-functionalized carbon electrode. The antibody-functionalized electrode was then 

washed with phosphate-buffered saline and stored at 4 °C when not in use. 

2.5 Characterization. The field emission scanning electron microscopy (FESEM, Quanta 200, 

Zeiss, Germany) was utilized to characterize the surface morphologies of microchannels on 

porous carbon film decorated with platinum nanoparticles.  
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EDX (Oxford Instruments, England) was performed for elemental analysis of the carbon 

and platinum nanoparticles decorated within the microchannels. The powder X-ray diffraction 

(XRD) measurements were conducted on an X’Pert Pro, PAN-analytical, Netherlands, X-ray 

system with Cu Kα radiation to get the structural information of the pure component and the Pt 

hybrid films. Raman spectral analysis was performed on WiTec, Germany using laser light of 

543 nm wavelength to characterize the graphitic nature of the carbon material. The surface 

topography of the carbon film was further established by the atomic force microscopy (AFM) 

using an Agilent Technologies atomic force microscope (Model 5500) operating in the non-

contact/ACAFM mode. Micro-fabricated silicon nitride cantilevers with a spring constant (C) of 

50 N/m and resonant frequency (f) of 175 kHz were used. The average thickness (T), width (W), 

and length (L) of the cantilever were approximately 700, 38, and 225 μm, respectively. Data 

acquisition and analysis were carried out using PicoView 1.4 and Pico Image Basic software, 

respectively. Surface profiling and the thicknesses of the PAN film were analyzed using an 

optical profiling system (Nano Map-D, AepTechnlogy, USA).  The electrochemical 

investigations of the fabricated biosensors were carried out via Autolab Potentiostat/Galvanostat 

(Model AUT-84275) in a three electrode electrochemical cell system consisting of a working 

electrode, Ag/AgCl as a reference electrode and platinum as a counter electrode. 

 

3. RESULTS AND DISCUSSION 

3.1 Fabrication and characterization of micro/nano channels. The thermal stabilities of 

PMMA and PAN were investigated using thermal gravimetric analysis (TGA); the results are 

shown in Figure 1a. TGA of PMMA shows that there is a gradual decrease in weight with 

increasing temperature, reaching a weight loss of 98.5%. The remaining 1.5% is char. TGA of 
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PAN shows that a weight loss of 50% occurs upto  700 °C, after which there is no further loss. 

This is because PAN is converted to amorphous carbon at that temperature. The thermograms of 

the polymers show that there are two weight-loss steps. Stage 1 involves the decomposition of 

residual N, N-dimethylformamide (DMF) solvent, and polymer degradation occurs at stage 2. 

The temperature at which 50% weight loss occurred (T50%) is 364 °C for PMMA and 648 °C for 

PAN; these results show that PAN has good thermal stability. On the basis of this difference 

between the thermal stabilities, we chose PMMA fibers as a sacrificial template for making 

channels underneath PAN-derived carbon films.  

Figure 1b shows field-emission scanning electron microscopy (FESEM) image of 

submicrometer PMMA fibers after electrospinning. The fiber diameter was varied from several 

micrometers to a few hundred nanometers by simply varying the solution viscosity, applied 

electric field strength, and solution flow rate during electrospinning. The FESEM images (Figure 

1c, 1d) show PAN films of thicknesses of 2 µm and 700 nm, respectively, produced by varying 

the rotation speed of the spin coater. 

A low-viscosity polymer solution and high spin coater rotation speed produce thinner 

films, and the thickness increases with increasing viscosity and decreasing rotation speed [29]. 

The PAN film porosity can be optimized by optimizing parameters such as viscosity of the 

polymer solution, spin coater rotation speed, nature of the solvent for the polymer, and humidity 

[29, 30]. Figure 1e shows a few submicron electrospun fibers covered with a PAN film of 

thickness 500 nm. The composite film was placed in a tubular furnace for carbonization. 

The samples were carbonized for 1 h in an argon gas atmosphere with a constant flow 

rate of 0.15 L/min; the heating rate was maintained at 5 °C/min up to 900 °C, followed by 

ambient cooling to form micro/submicro/nanometer channels embedded in the porous carbon 
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film. TGA analysis shows that PMMA is thermally stable up to 300 °C and then undergoes rapid 

decomposition, but PAN is stable and converted to carbon. Figure 1f shows decomposed PMMA 

fibers within the PAN film (the decomposed fiber track is indicated by a red dashed line). 

Finally, after 400 °C, the PMMA fibers are removed, leaving behind voids, which create 

channels embedded in the PAN-derived carbon film. Carbonization at 900 °C produces 

amorphous macroporous carbon films. 

We carbonized the PMMA/PAN composite at 900 °C to ensure complete removal of 

PMMA and to obtain a good-quality carbon film by PAN carbonization. Figure 1g shows the 

parallel microchannels fabricated on the Si substrate. After carbonization at high temperature, 

sacrificial PMMA polymer fibers were preferentially decomposed, but debris was produced 

(Figure 1h) because of the carbon residue. This debris (indicated by an arrow in Figure 1h) was 

easily removed by cleaning the channels with acetone and deionized water. Figure 1i shows 

completely clean channels after debris removal (the arrow in Figure 1i indicates a debris-free 

channel). 

The channel alignment was controlled by alignment of the electrospun fibers. Random 

unaligned channels were created by electrospinning of PMMA fibers on a static collector (Figure 

2a shows randomly oriented channels). Partially aligned electrospinning fibers are obtained using 

a rotating collector, which produces highly aligned parallel microchannels,( Figure 2b). In this 

spinning procedure, the electrospun fibers undergo alignment and undergo mechanical stretching 

because of the high-speed rotating cylindrical electrode [31, 32].  

 We believe that these features distinguish our method for fabrication of the 

micro/nanochannels from the existing techniques [33, 34]. The width and number density of the 

channels can be easily controlled by optimizing the electrospun PMMA fiber diameter and 
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deposition time. The channel number density increased with increasing electrospinning time. The 

calculated channel densities were ~1 × 10
8
, 2 × 10

8
, and 8 × 10

8
 per square meter for electrospun 

fiber deposition times of 1, 2, and 5 min, respectively. 

 After prolonged electrospinning, the fibers overlapped and stuck together, leading to non-

uniform, broken, short channels, or even no channel formation. The carbon film porosity can be 

varied by varying the spin coating speed and polymer concentration, as previously reported [29, 

30]. Figure 2c shows the microchannels embedded in a thick (thickness ~1.2 µm), non-porous 

carbon film, formed by spin coating a 16 wt% PAN film at 1000 rpm. However, a 4 wt% PAN 

film (Figure 2d) spin coated at 10 000 rpm produced a thin macroporous (thickness ~150 nm) 

carbon film. We also varied the channel width (the width was estimated using optical 

profilometry, as discussed later) from a few hundred nanometers to tens of micrometers; the 

FESEM images in Figure 2e, f, and g show the fabricated channels. 

  The minimum channel diameter obtained was ~200 nm (Figure 2g); this required careful 

control of the fiber diameter and thickness of the deposited film. However, fabrication of the 

microchannels was relatively easy.   

The fabrication technique proposed here is not only a proficient method for the synthesis 

of micro/submicro/nanochannels, but can also be used to enhance the functionalities of the 

channels and/or the films. For example, we easily decorated the microchannels with Pt NPs 

(Figure 2h) by modifying the sacrificial electrospun PMMA fibers with chloroplatinic 

hexahydrate salt, which is used as a precursor for Pt NPs. Chloroplatinic hexahydrate salt 

undergoes thermal decomposition during high-temperature carbonization and produces Pt NPs 

[29, 35]. The channels in the carbon films can also be modified. In this case, the Pt NP precursor 

was introduced directly during spin coating of PAN (Figure 2i). This method is highly 
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reproducible as we can easily control the electrospinning and spin-coating technique along with 

the carbonization process.  

The amorphous nature of the porous carbon films was investigated using Raman 

spectroscopy. The Raman spectra obtained from the porous carbon films are shown in Figure 3a; 

they consist of two major peaks, at 1350 and 1595 cm
−1

, corresponding to the fundamental D and 

G bands, respectively, for sp
2
 carbon. The intensity ratio of the D band to the G band (ID/IG) can 

be used to determine the degree of disorder in carbon films [29, 30]. The calculated intensity 

ratio is 0.94; this indicates that the film is amorphous. 

The porous morphology and film thickness were determined using atomic force 

microscopy (AFM); the results are shown in Figure 3b. The AFM analysis confirms the presence 

of macropores in the film. The height profile analysis shows (in Figure 3b) that the pore size is 

~2 µm. 

The microchannel filled with Pt NPs was examined using energy-dispersive X-ray 

spectroscopy (Figure 3c); the spectrum, along with the quantitative data listed in Table 1, 

confirms the presence of spherical Pt NPs in the microchannels. 

The widths and thicknesses of the microchannels and the thicknesses of the carbon films 

were measured using an optical profiler in non-contact mode (Figure 3d). Figure 3d(i) shows an 

array of parallel microchannels on the carbon film. Figure 3d(ii) shows an optical three-

dimensional profiling image of the carbon film containing microchannels of average width and 

depth ∼20 ± 1.5 µm and 550 ± 30 nm, respectively. A single microchannel within the porous 

carbon film is shown in Figure 3d(iii). The optical micrograph in Figure 3d(iv) shows the D 

topography of Figure 3d(iii), which can be used to estimate the channel width and depth. 
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The hydrophilic nature of the functionalized carbon films was investigated using contact 

angle measurements (Figure 4). The porous carbon-Pt film has a contact angle of 68.5°, and this 

decreases to 46° after plasma treatment. This may be caused by the introduction of hydrophilic 

functional groups (e.g., –COOH, –OH, –CHO) on the carbon-Pt film surface. The hydrophilicity 

of the carbon-Pt film increased more when a surface-embedded network of microchannels was 

present (contact angle: 20.1°). A carbon-Pt film with a microchannel network has superior 

hydrophilicity, which helps antibody immobilization on its surface.  

3.2 Electrochemical properties. Figure 5 shows the impedance spectra (Nyquist plots) obtained 

by measuring the charge-transfer resistance (Rct), constant phase element at the 

electrode/electrolyte interface, and heterogeneous electron transfer (HET) rate constant. The 

carbon electrode decorated with Pt NPs has a larger semicircle diameter, leading to a higher Rct 

(173.0 Ω× cm
2
) compared with a carbon electrode with embedded microchannels. The Rct of the 

carbon-Pt electrode with embedded microchannels is lower (139.7 Ω× cm
2
) than that of the bare 

carbon-Pt electrode. Perhaps the microchannels embedded in the carbon electrode act as 

conduction paths for the flow of electrons generated from oxidation/reduction of the 

[Fe(CN)6]
3−/4−

 redox probe, resulting in enhanced electrochemical reactivity. The enhanced 

electrochemical reactivity in the case of the microchannel-embedded carbon electrode is caused 

by a higher HET rate constant (3.05 × 10
−4

 cm/s) and the lower time constant (99.5), resulting in 

a lower Rct compared with that of a carbon-Pt electrode without microchannels integrated on its 

surface. Anti-AFB1 immobilization on the carbon-Pt electrode increases the Rct value (7.8 kΩ), 

because of the higher HET (0.26 × 10
−4

 cm/s) rate constant toward the current collector, 

compared with that of the bare carbon-Pt electrode. The antibodies may establish an insulating 

layer on the carbon-Pt electrode surface, which enhances the impedance signal, resulting in a 
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higher Rct. However, the time constant for a carbon-Pt electrode with immobilized anti-AFB1 

was higher than those for other fabricated electrodes (Table 1), because of the slow diffusion of 

electrons via oxidation/reduction of the [Fe(CN)6]
3−/4−

 redox probe at the electrode/solution 

interface. The Rct value for the anti-AFB1/carbon-Pt electrode with integrated microchannels (4.7 

kΩ) is higher than that of the anti-AFB1/carbon-Pt electrode. The microchannels embedded in 

the carbon film therefore enhance the electrochemical conductivity and HET rate constant.  

3.3 AFB1 detection. Electrochemical impedance spectroscopy (EIS) was used to determine the 

AFB1 concentrations on fabricated immunoelectrodes with and without integrated 

microchannels. The impedance response of the immunoelectrode (anti-AFB1/carbon-Pt) was 

investigated (Figure 6i) as a function of AFB1 concentration (1 pg/mL to 0.1 µg/mL). The 

corresponding impedance spectra (or Nyquist plots), and sensor calibration plot for the 

immunoelectrode as a function of AFB1 concentration, are shown in Figure 6(ii). The impedance 

response curves and sensor calibration plots for anti-AFB1/carbon-Pt with integrated 

microchannels are shown in Figure 6(iii) and (iv). In both cases, Rct increased with increase in 

AFB1 concentration from 10
−12

 g/mL to 10
−7

 g/mL. The Rct value is proportional to the AFB1 

concentration. The antigen–antibody interactions on the functionalized electrode surface may 

create a capacitive layer, which is in series with a double-layer capacitance. This capacitive layer 

acts as a barrier to electron transfer on the electrode surface, resulting in an enhanced impedance 

signal. The impedance signal was higher at higher concentrations of AFB1. The electrode 

response became saturated at an AFB1 concentration of 10
−7

 ng/mL for the carbon-Pt electrode. 

However, the impedance signal did not become saturated for the carbon-Pt electrode with 

microchannels; this is probably because of the higher loading of anti-AFB1. Within the testing 

range of 10
-12

-10
-7

 g/mL, these proposed immunosensors do not show an equilibrium adsorption 
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of AFB1. Compared to previous reported literature [Table 2], the proposed immunosensors thus 

have a higher detection range. The sensitivities of the fabricated immunoelectrodes for AFB1 

detection are comparable, as shown in Figure 6.  

The slightly better sensitivity of the microchannel/carbon-Pt electrode-based 

immunosensor is due to the presence of microchannels in the carbon surface; these provide an 

electrochemical conduction path for better transport of electrons from the bulk solution 

compared with that in the bare carbon-Pt electrode, as shown by the impedance studies (Figure 

6ii and iv). This immunosensor can detect both high (0.1 µg/mL) and low (1 pg/mL) AFB1 

concentrations, with a wide detection range. The reproducibilities of the results obtained using 

the fabricated immunosensors were investigated by EIS using different working electrodes at an 

AFB1 concentration of 1 ng/dL (Figure 6i). The immunosensors with and without microchannels 

provided good reproducibilities for five different electrodes, as shown by their low relative 

standard deviations (RSDs), namely, 2.32% and 5.32%, respectively. The low RSD value of the 

fabricated immunosensor with microchannels indicates good precision. The stabilities of the 

immunosensors were monitored at regular time intervals for 50 d. The impedance responses of 

the immunoelectrodes with and without microchannels at 40 d decreased by 5.3% and 8.9% from 

their initial values, indicating good stability after incorporation of microchannels on the carbon 

film. Table 2 shows the AFB1-sensing characteristics of the fabricated immunoelectrodes and 

those reported in the literature. 

The selectivities of the immunosensors were investigated in the presence of ochratoxin A 

(1.0 ng/dL) using EIS. We did not observe any significant change in the current response, as 

shown by the very low RSDs of 2.1% for microchannel/carbon-Pt and 2.2% for carbon-Pt. These 

results indicate that the immunosensors are highly selective. The selectivity is derived from the 
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presence of adsorbed bovine serum albumin (BSA) molecules, which block non-specific sites, 

and specific recognition of the antibody and antigen of AFB1.  

4. CONCLUSIONS 

We developed a novel, simple, and easy method for the lithography-free fabrication of aligned 

micro/nanometer functionalized channels on porous carbon films using eletrospinning and spin-

coating techniques. PMMA fibers acted as a sacrificial polymer for the creation of channels 

embedded in a PAN-derived porous carbon film. The alignment of the fabricated microchannels 

on the carbon film was controlled by electrospinning on a rotating collector. The channel width 

was varied by changing the diameter of the electrospun fibers. Channels of widths in the range 

200 nm to tens of micrometers were fabricated. We improved the channel functionality by 

modification with preloaded Pt NPs. The microchannels decorated with Pt NPs gave an 

electrochemical biosensor with improved electrocatalytic properties. The electrochemical 

activity of the carbon-Pt electrode with microchannels showed excellent conductivity, because of 

the higher diffusivity and HET constant, compared with the carbon-Pt electrode without 

microchannels. Anti-AFB1 functionalization of the carbon-Pt films with and without 

microchannels was performed using conjugation chemistry (EDC–NHS) via oxygen plasma 

treatment, for AFB1 detection. The higher electrochemical conductivity of the carbon-Pt 

electrode with integrated microchannels had lower impedimetric sensitivity compared with that 

of the bare carbon-Pt electrode for AFB1 detection. The performances of these biosensors are 

highly reproducible, and the biosensors are stable and capable of detecting picomolar 

concentrations of AFB1 in foods. Efforts should be made to extend this microfluidic platform for 

the development of pressure-driven and electric-field-driven fluid flows for catalytic, 

photocatalytic, drug-delivery, and diagnostic devices.  
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Figure Captions 

Figure 1. (a) TGA curves of PMMA and PAN shows the stability of polymers against 

temperature, (b) partially aligned PMMA fibers electrospun at 80 µL/min flow rate, (c) a 

2 µm thick, and (d) a 150 nm thin PAN film deposited on a Si wafer. Electrospun PMMA 

fibers covered by PAN film, (e) after stabilization at 150 
o
C, and (f) pyrolysis at 400 

o
C. 

Array of parallel microchannels embedded in porous carbon film, (g) parallel 

microchannels within porous carbon film, (h) a single microchannel with residue debris, 

and (h) a clean channel after removal of debris. 

Figure 2. FESEM image of (a) unaligned micro channels while sacrificial PMMA fibers 

were electrospun on a static collector, (b) highly parallel micro channel array, (c) parallel 

micro channel array with decomposed PMMA derived residue, (d) parallel micro 

channels after cleaning. (e) A micrometer, (f) a submicrmeter, and (g) a nanometer size 

clean embedded channel within the porous carbon film. (h) A micro channel loaded with 

functional platinum nanoparticles delivered during electrospinning of PMMA fibers, and 

(i) porous carbon film impregnated by platinum nanoparticles delivered during the time of 

spin coating of PAN polymer.    

Figure 3.  (a) Raman spectra confirm the amorphous nature of the carbon film.  (b)  AFM 

micrograph with height profile analysis of the thin porous carbon film. (c) EDX spectra for the 

elemental analysis of platinum nanoparticles decorated microchannels. (d) [i] Optical 

profilometry image showing parallel microchannel array within carbon film, [ii] 3D micrograph 

of ‘i’ shows the estimation of the channel width and depth, [iii] a single micro channel within the 

porous carbon film, and [iv] 3D micrograph of ‘iii’ estimate the channel width and depth.  
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Figure 4. (a) Porous carbon-Pt film, (b) plasma treated porous carbon-Pt film, (c) porous carbon-

Pt film with microchannels.  

Figure 5. Impedance spectra of various electrodes. 

Figure 6. (i) Impedance spectra of the prepared immunosensor (anti-AFB1/Carbon-Pt) as a 

function aflatoxin concentration (1pg/mL-1µg/mL) and (ii) the corresponding Rct value and 

concentration plot. (iii) Impedance spectra of the prepared immunosensor (anti-

AFB1/µchannel/Carbon-Pt) as a function aflatoxin concentration (1pg/mL-1µg/mL) and (iv) the 

corresponding Rct value and concentration plot to the evaluation of sensor parameters. 

Scheme 1. Schematic shows the fabrication of micro/nano channels on carbon-platinum 

electrode. 
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Tables 

Table 1. Quantitative EDX data for the elemental analysis of platinum nanoparticles decorated 

microchannels with porous carbon electrode. 

Element 
Weight 

% 

Weight 

% σ 

Atomic 

% 

Carbon 43.919 1.130 65.769 

Silicon 52.525 1.093 33.638 

Platinum 3.556 0.634 0.593 
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Table 2: Sensing characteristics of the proposed BSA/anti-AFB1/µchannel/Carbon-Pt  immunosensor, 

summarized along with some result reported in literature. 

Electrode Sensitivity 

µA/(ng/mL) 

Detection 

Limit 

(ng/mL) 

Detection 

range 

(ng/ml) 

Stability 

(days) 

References 

Ni-ITO 59 0.327 0.05-1 60 Kalita et 

al.[36] 

SPCE  0.15 0.05-2 30 Piermarini et 

al.[37] 

Au NPs 1.4 0.1 0.5-10 12 Liu et al.[38] 

Au Nps/PTH-GCE 1.23 0.07 0.6-2.4  Owino et 

al.[39] 

MMB 0.046 0.006 0.05-12 17 Tang et 

al.[40] 

Nano 

Au/TiO2/RTIL/Nafion 

0.12 0.05 0.1-12 19 Sun et al.[41] 

BSA/aAFB1-C-

AuNP/MBA/Au 

45 0.18 0.1-1 - Sharma et 

al.[42] 

MWCNTs/ITO 95 0.08 0.25-1.375 42 Singh et 

al.[43] 

RGO/ITO 68 0.15 0.125-1.5 45 Srivastava et 

al.[18] 

Pt/PANi–PSSA 869.6Ω/ng/mL 100 1-6 56 Owino et 

al.[44] 

GO/Au 639Ω/ng/mL 0.23 0.5–5 35 Srivastava et 

al.[45] 

BSA/anti-

AFB1/µchannel/Carbon-

Pt 

717.1Ω/g/mL 1 pg/ml 1 pg/ml-1- 

µg/L 

40 Present work 
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Abstract
After Independence, the city of Delhi became a major center of commerce, industry and education. The rapid 

urbanization of Delhi along with the level of growth in economic activities in the city and its surrounding areas 
stressed the natural environment significantly. Among the environmental problems, air pollution, water pollution, loss 
of biodiversity, municipal waste and noise pollution are major environmental challenges that the city is facing. The 
city suffers from air pollution caused by transportation, road dust, industries and pollutant emissions. Noise pollution 
comes mainly from industries, transportation, aircraft etc. Water pollution and lack of adequate solid waste treatment 
facilities have caused serious damage to the river on whose banks Delhi grew, the Yamuna. Several steps have 
been taken in the recent past to improve the environment condition which includes massive focus on afforestation, 
universal use of CNG by commercial vehicles, ban on plastic use, better management of solid waste, treatment of 
waste water and improvement of sewage system etc. But still many challenges remain to contain the environmental 
pollution. This paper summarizes the major environmental concerns and the present status of pollution in NCT of 
Delhi.
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years. (Figures 1-4) Year-wise annual mean ambient air quality levels 
in Delhi during 1997 to 2014 is presented in the following table: (Table 
1) The values for 1997 to 2010 are of the monitoring stations of CPCB 
while the values of 2011 to 2014 are of the monitoring station network 
developed by Delhi Pollution Control Committee. DPCC presently 
monitors air quality through six online continuous ambient air quality 
monitoring stations at 6 locations. The stations can be classified in two 
categories i.e. residential Puram RK, Mandir Marg & Punjabi Bagh and 
hot spots I.G.I Airport and Anand Vihar. Civil Lines is also influenced 
by traffic emissions [6] (Table 2). 

Increasing levels of air pollution are responsible for higher incidence 
rate of respiratory diseases, cancer, and heart diseases in the capital. 
Various studies carried out for Delhi reflect the correlation between 
air pollution and health impacts. A study by AIIMS reconfirmed the 
point that respiratory symptoms are more frequent amongst people 
residing in highly polluted areas. To tackle the problem of air pollution, 
a number of measures have been taken in the past, such as switching 
to cleaner fuels, tightening vehicular emission limits, phasing out of 
old vehicles and maintenance of in-use vehicles, closing or relocating 
polluting industries, plantation activities etc. However, a lot more still 
needs to be done if the capital desires to breathe clean air.

Water environment

With the population of Delhi increasing from 0.4 million in 1911 to 
18.24 million in 2015, there is an ever increasing pressure on the water 
resources. Improvement in living standards and access to sanitation 

Keywords: Environmental concerns; Pollution; Atmosphere; 
Hazardous wastes

Introduction
Environment of any city is the asset of that city and for a city like 

Delhi-NCR, the significance of a clean and pleasing environment is as 
beneficial as it can be. Delhi being hub of political, social, economic 
and other national/international affairs of India portrays the image 
of India to the world. Being the national capital, plethora of national 
and international migration takes place from and to Delhi resulting 
in increasing pollution stress on natural resources viz. Air Water and 
Land. The overutilization of these resources makes Delhi prone to all 
types of pollution making lives of people difficult here. With Delhi 
expanding its boundaries each day and National Capital Region (NCR) 
getting to nearby states, the whole effect is quite evident in this area. 
Proper water use techniques need to be brought in place to make Delhi 
efficient and making water available to its masses. First step in this 
direction can be controlling water pollution levels. Similar stress needs 
to be made to control rising air pollution levels. Noise pollution and 
Land degradation too makes Delhi unviable and unsustainable. Delhi 
as a sustainable city needs proper planning and operation to make it as 
pleasing as cities of the world.

Air environment

The air pollution levels in Delhi are strikingly high and the 
transport sector is a major contributor. Besides the transport sector, 
domestic and power sectors are also major sources of air pollution in 
the capital. Nearly 421.84 tons of CO, 110.45 tons NOx, 184.37 tons HC 
and 12.77 tons particulate matter is released in Delhi’s atmosphere per 
day (Department of Environment and Forests, 2010). 

The CO emission has dipped drastically post-CNG use [1]; SPM 
and RSPM have increased, SO2 has declined marginally and NO2 is 
still high over 1997-2011 [2]. The composition of pollutants have 
changed with the introduction of CNG, new pollution standards and 
phasing out of old vehicles. The concentration of CO, SO2 and PAHs 
has declined, while NOx and SPM increased [3-5]. The rise in NOx is 
attributed to CNG use and SPM to the diesel vehicles’ growth.

The Central Pollution Control Board has been monitoring ambient 
air quality at six locations in Delhi under NAAMP for the past many 



Citation: Singh SS, Singh SK, Garg S (2015) Environmental Concerns in National Capital Territory of Delhi, India. J Climatol Weather Forecasting  
3: 147. doi:10.4172/2332-2594.1000147

Page 2 of 5

Volume 3 • Issue 3 • 1000147
J Climatol Weather Forecasting
ISSN: 2332-2594 JCWF, an open access journal

facilities increases the per capita water demand levels. For sustainable 
development of Delhi, it is essential to ensure adequate supply of water 
in terms of reliability, quality and quantity. Although Delhi has an 
average water availability of 225 lpcd, the distribution is not uniform. 
Some areas get 24 hrs. Water supplies, whereas some get hardly 1-2 hr. 
water supply in a day.

Delhi depends on river Yamuna and partially on river Ganga for 
its share of raw water. Surface water contributes to over 86% of Delhi’s 
total water supply. Yamuna, a perennial river, provides the major 
share of this water supply. Urban agglomeration of NCT Delhi is the 
major contributor of pollution load in Yamuna followed by Agra and 
Mathura. The stretch between Wazirabad Barrage and Chambal River 
confluence is critically polluted and there is significant fluctuation in 
dissolved oxygen level from nil to critically low levels. This reflects 
presence of organic pollution load and persistence of eutrophic 
conditions in the river. Pollution load in the river Yamuna added from 
various sources like industries and domestic and long dry season, has 
virtually converted it into a nala. Najafgarh drain along with its 70 sub-
drains is the biggest polluter of the river. 

DPCC has been conducting monthly water quality monitoring 
of river Yamuna (at 9 locations) and major drains (24 drains) falling 
into river Yamuna. Recent water quality monitoring reports of river 
Yamuna indicate that the water quality parameters, BOD & DO, are 
in the desirable/prescribed norms, with respect to Water Quality 
criteria of “C” class, at Palla, which is upstream of Wazirabad Barrage. 

Figure 1: Concentration of SO2 in ambient air.
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Figure 2: Concentration of NO2 in ambient air.
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Figure 3: Concentration of CO in ambient air.
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Figure 4: Concentration of PM10 in ambient air.
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S. No Years  Ambient Air Quality 
(µg/M3) 

So2 No2 Co Rspm (Pm10) 
1 1997 18.7 44.9 4410 -- 
2 1998 20.4 42.2 5450 -- 
3 1999 19.5 40.1 4241 -- 
4 2000 18.0 41.8 4686 191 
5 2001 14.1 41.8 4183 150 
6 2002 11.3 50.8 3258 192 
7 2003 9.5 55.8 2831 170 
8 2004 9.3 57.4 2581 160 
9 2005 8.8 55.9 2541 168 

10 2006 10.2 55.9 2531 177 
11 2007 4.0 38.0 2460 161 
12 2008 5.0 43.1 2461 201 
13 2009 5.0 47.03 1768 248 
14 2010 5.0 46.0 1937 249 
15 2011 15.0 66.0 2020 281 
16 2012 18.2 82.4 2020 293 
17 2013 20.1 77.5 2100 282 
18 2014 16.9 79.0 1700 318 

Standard 50 40 2000 60 

Table 1: Year-Wise Annual Mean Ambient Air Quality Levels in Delhi During 1997 
To 2014.

R. K. Puram 13.6 51.6 263 140 41 1.45 
Mandirmarg 12.5 87.4 203 125 51 1.28 

Punjabi Bagh 17.3 106.4 248 139 39 1.86 
Igi Airport 17.7 66.8 289 176 85 1.48 

Anandvihar 20.4 84.5 583 191 32 1.73 
Civil Lines 19.7 79.4 318 141 96 2.64 

Table 2: Annual Average of Critical Pollutants at Six Stations in Delhi (In µg/M3) 
For the Year 2014.
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However, the water quality of River Yamuna at the downstream of 
Wazirabad barrage after confluence of Nazafgarh Drain is not meeting 
the desirable/prescribed norms.

The annual average of DO has ranged from 0.20 mg/l at Shahdara 
(Downstream) to 8.48 mg/l at Palla. The annual average of BOD has 
ranged from 1.99 mg/l at Palla to 60.33 mg/l at KhajuriPantoolpul. 
The water quality standards for DO and BOD as per CPCB norms are 
4 mg/l and 3 mg/l respectively for class ‘C’ of river water. The water 
quality monitoring results in Delhi stretch clearly indicates river water 
is grossly polluted (Table 3). 

Water quality monitoring results of the drains indicate that most of 
the drains are not meeting the standards with respect to Bio-chemical 
Oxygen Demand (BOD), Chemical Oxygen Demand (COD) and Total 
Suspended Solids (TSS) (Table 4). 

As per CPCB, the contribution of pollution load from NCR & non-
NCR states are in the proportion of 80:20, i.e. over 3/4th of the pollution 
load in River Yamuna is contributed by the NCR [7].

Besides surface water sources, groundwater contributes a substantial 
quantity of water supply in Delhi. Inadequate and intermittent supply 
of piped water has led to unchecked exploitation of the groundwater 
resource. A comparison of existing groundwater levels in different 
administrative blocks with levels in 1960 shows a decline of 2-30 m. 
Levels in Alipur and Kanjhawala blocks have declined 2-6 m, in the 
Najafgarh block by 10m, and in the Mehrauli block by 20 m. In addition 
to quantity, the quality of groundwater is also deteriorating and in 
several places it has been found to be unfit for human consumption.

Municipal and hazardous wastes

Solid waste includes commercial and residential waste generated 
in municipal or notified areas. As per the data available with DPCC 
records, solid waste generation in Delhi was around 8360 MTD. 
This is expected to increase due to economic and population growth. 
700 MGD sewage is also generated, which generates organic sludge. 
Municipal waste of Delhi is disposed in three landfill sites namely 
Bhalswa GT Road, Ghazipur and Okhla.

Hazardous waste means any waste which by reason of any of its 
physical, chemical, reactive, toxic, flammable, explosive or corrosive 
characteristics causes danger or is likely to cause danger to health or 
environment. The most critical hazardous waste generated in Delhi is 
from small-scale enterprises such as pickling units, electroplating units, 
anodizing units, and sludge from CETPs.

Bio-Medical Waste (BMW) means any waste, which generated 
during the diagnosis, treatment or immunization of human being 
or animals or in research activities. With the increase in the number 
of hospitals and nursing homes in Delhi, hospital waste has become 
another area of concern. This waste is sent to common biomedical 
waste facilities in the city. Delhi is having 3 CBWTF operators who 
collect the waste from HCEs of Delhi and dispose the BMW after its 
treatment.

Electronic Waste, means any waste, which is generated due to 
product obsolescence and discarded electronic items, and may include 
data processing, telecommunications or entertainment in private 
households and businesses. The quantity of e-waste generated in the 
city is going to be much higher than hazardous waste and healthcare 
waste and thus requires proper management.

The most acceptable strategy for solid waste management in Delhi 
would be to categorize waste streams as biodegradable, recyclables, 
and inert matter to maximize recovery and minimize the quantity of 
waste generation. Efforts should also be made towards reclaiming and 
redeveloping the abandoned and filled landfill sites.

Forest 

The vegetation cover is imperative for balanced atmospheric 
temperature and sustenance of life. As per the reports of Forests Survey 
of India (2011), total area of forest and tree cover was 40 and 111 km2 
respectively in 2001 that increased to 120 and 176.2 km2 in 2011 [8]. 
Total vegetative cover doubled in a decade from 10% to 19.97% on 
account of substantial increase in tree cover under the Green Action 
Plan of Delhi Government. Open forests have coverage share of 119.96 
km2 and dense forests are merely 6 km2 [9]. The National Forest Policy, 
1988 provides that a minimum of 1/3rd of the total land area of the 
country should be under forest or tree cover. Taking this into view, the 

S. No. Locations Ph 
(Mg/L) 

Cod 
(Mg/L) 

Bod 
(Mg/L) 

Do 
(Mg/L) 

Water Quality Criteria   6.0- 9.0 3 (Max) 4 (Min) 
1 Palla 7.63 14 1.99 8.48 
2 Surghat 7.5 22.66 4.51 5.78 
3 Khajuri  Pantool Pool 7.40 200.33 60.33 Nil 
4 Kudesia Ghat 7.45 125.67 37.00 Nil 
5 Ito Bridge 7.53 100.67 31.80 Nil 
6 Nizamudin Bridge 7.30 88.70 27.10 1.00 
7 Agra Canal Okhla 7.50 96.20 29.90 0.90 
8 Shahdara (Down Stream) 7.45 138.67 38.80 0.20 
9 Agra Canal Jaitpur 7.45 108.83 28.83 0.60 

Table 3: Annual Average Water Quality of River Yamuna at Different Locations: 
April 2014 to March 2015.

S. 
No Drains Ph Tss 

(Mg/L) 
Cod 

(Mg/L) 
Bod 

(Mg/L) 
1 Najafgarh Drain 7.39 269.67 241.00 70.75 
2  Metcalf House Drain 7.53 113.17 85.58 24.00 
3  Khyber Pass Drain 7.51 40.17 42 10.30 
4  Sweeper Colony Drain 7.33 55.83 100.83 27.42 
5  Magazine Road Drain 7.39 212.83 298.33 87.92 
6  Isbt Drain 7.40 148.00 283.33 87.92 
7  Tonga Stand Drain 7.55 161.33 333.50 114.17 
8 Moat Drain No Flow No Flow No Flow No Flow 
9  Civil Mill Drain 7.42 167 302 94.42 
10  Power House Drain 7.43 268.33 350.17 117.83 
11  Sen Nursing Home Drain 7.48 302 389.33 132.08 
12 Drain No. 12a No Flow No Flow No Flow No Flow 
13  Drain No. 14 7.54 58.67 45.67 11.97 
14 Barapulla Drain 7.37 163.67 164.50 49.08 
15  Maharani Bagh Drain 7.25 454.67 395.50 135 
16 Kalkaji Drain No Flow No Flow No Flow No Flow 

17 Saritavihar Drain   
(Mathura Road) 7.34 272.00 438.00 146.67 

18 Tehkhand Drain 7.34 289.67 470.08 150 
19 Tuglakabad Drain 7.34 265.67 314.75 98.83 
20  Drain Near Lpg Bottling Plant No Flow No Flow No Flow No Flow 
21  Drain Near Saritavihar Bridge 7.43 102.00 130.17 39 
22 Shahdara Drain 7.44 376.33 509.67 151.67 
23  Sahibabad Drain 7.31 606.33 817.58 271.67 
24 Indrapuri Drain 7.42 355.33 476.33 128.42 

Table 4: Annual Average Water Quality of Drains at Different Locations in Delhi: 
April 2014 To March 2015.
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Govt. of NCT of Delhi is making all endeavors to meet the national goal 
as set by the Central Govt. and is constantly adding to the green cover 
of the State [8] (Table 5).

 The forest and tree cover area increased to 297.81 km2 in 2013 
increasing thereby the share of forests in the total area to 20.08 per cent. 
Of the total 297.81 km2 of forest area in NCT of Delhi, nearly 272 km2 
has been added during the period 1999 to 2013 [8] (Table 6). 

South Delhi district has the highest forest cover area at 79.02 sq. 
km, South West Delhi has 44.63 sq. km, that of North West Delhi is 
16.50 sq. km and New Delhi has 16.31 sq. km. The lowest forest cover is 
in North West Delhi of 3.75 sq. Km.

Composition of forests in terms of its density is shown in Chart. 
Out of the total geographical area of NCT of Delhi, very dense forest 
is spread over 0.45 percent, moderately dense forest is spread over 3.33 
percent, open forest is spread over 8.34 percent and scrub is spread 
over 0.15%, which is almost negligible [8] (Figure 5). 

Delhi has 42 city forests. Fifteen city forests are in South-West 
district, Ten in North-West district, five each are in North-East and South 
districts, three each in East and North districts and one in West district.

Noise environment

The major contributors to noise pollution are industries, vehicular 
traffic, festivals, construction activities, diesel generating sets etc. Use of 
high sound loudspeakers during festivals and many social gatherings in 
public place directly increases the noise pollution in the affected areas.

Noise levels in Delhi exceed permissible levels in all areas except 
industrial areas according to a study by Delhi Pollution Control 
Committee in 1996. Another study carried out by CPCB in Delhi during 
2006 revealed that during daytime ambient noise levels exceeded the 
prescribed residential area standard at all the locations. The ambient 

noise levels in commercial and industrial locations were below their 
respective standard values.

The ambient noise levels permitted by Central Pollution Control 
Board for different areas:-

(Table 7) [10-14]. Noise levels observed at 40 different residential 
locations have been tabulated below. The data shows ambient noise 
levels being exceeded in all the selected residential areas. (Day time 
standard for residential area 55dB (A), Night time standard for 
residential area 45dB (A), All values in Leq dB (A)) [14-17] (Table 8).

Discussion and Recommendations
Growing urbanization and migration of population in search 

for better employment opportunities to Delhi is constantly putting 
pressure on city’s limited environmental resources. Though the green 
cover has increased in past several years due to massive plantation 
drives and awareness schemes, other assets like lakes, groundwater, 
river etc. are under constant threat due to their over exploitation. 
To make an informed, scientific decision about saving these natural 
and environmental resources and to retain them to their closest 
pristine form, urgent measures are required. Measures like easing out 
transportation services are needed to deal with problems pertaining 
to air pollution. Initiatives by government of Delhi to only ply those 
private vehicles on road which have even numbers on dates having even 
count and same with odd is a noble step which needs to be executed 
with few exceptions. Waste management is one such area which needs 
to be dealt with care and urgency. Segregation while collection should 
be the desired practice for municipal authorities. Different colour bags 
should be assigned for different kind of wastes which can be directly 
sent to processing plants. Principle of Recycle and Reuse should be 
adopted which can help Delhi get rid of tons of pollutants. Zero net 
waste should be the objective which can only be attained if proper care 
is taken of the waste. For increasing and maintaining the forest cover, 
the horticulture department should make proper road map. Large scale 
plantation drive and maintenance of existing plants should be done. 
This can be helpful in dealing with the menace of Air pollution. To deal 
with pollution of river Yamuna in Delhi, one needs to take care of all 

S. No. Year Forest  and Tree 
Cover 

Absolute 
Increase in Area 

% of  
Total Area 

1. 1993 22 -- 1.48 
2. 1995 26 4 1.75 
3. 1997 26 -- 1.75 
4. 1999 88 62 5.93 
5. 2001 151 63 10.2 
6. 2003 268 117 18.07 
7. 2005 283 15 19.09 
8. 2009 299.58 16.58 20.20 
9 2011 296.20 -3.38 19.97 

10 2013 297.81 1.61 20.08 

Table 5: Forest and Tree Cover Area of Delhi 1993-2013.

Sl. No. Districts Geographical 
Area 

Forest Cover 
Area 

% of Geographical 
Area 

1. Central Delhi 25 5.05 20.20 
2. East Delhi 64 3.05 04.77 
3. New Delhi 35 16.31 46.60 
4. North Delhi 59 4.81 8.15 
5. North East Delhi 60 4.02 6.70 
6. North West Delhi 440 16.50 3.75 
7. South Delhi 250 79.02 31.61 
8. South-West Delhi 421 44.63 10.60 
9. West Delhi 129 6.42 04.98 

Total 1483 179.81 12.12 

Table 6: District-Wise Forest Cover in Delhi-2013 (Sq. Km). 

Figure 5: Composition of Forest Cover (%AGE) in NCT of Delhi in 2013.

S. No. Area Leq/Db (A)
Day Time *                                                        Night Time **

1. Industrial Area 75 70
2. Commercial Area 65 55
3. Residential Area 55 45
4. Silence Zone*** 50 40

Notes: *Day Time-6 Am To 10 Pm
 **Night Time-10 Pm to 6 Am
*** Silence Zone is an Area Comprising Not Less Than 100 Meters around 
Hospitals, Educational Institutions, Courts, Religious Places or Any Other Areas 
Which Is Declared as Such by Competent Authority. 

Table 7: Prescribed Ambient Noise Standards.
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the drains falling out in Yamuna. Interceptor drains should be made 
to process waste water reaching Yamuna. Any wastewater reaching 
Yamuna should be processed beforehand so that sanctity and water 
quality of Yamuna improves. Recreational models should be developed 
near Yamuna which will help build connection of Yamuna with 
residents of Delhi. Conclusively, joint efforts need to be made on part 
of government machinery and citizenry which will enable overcome 
the environmental concerns of Delhi.
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ABSTRACT 

Neurological disorders are known to show similar phenotypic manifestations like 

anxiety, depression and cognitive impairment. There is a need to identify shared genetic 

markers and molecular pathways in these diseases, which lead to such comorbid conditions. 

Our study aims to prioritize novel genetic markers that might increase the susceptibility of 

patients affected with one neurological disorder to other diseases with similar manifestations. 

Identification of pathways involving common candidate markers will help in the development 

of improved diagnosis and treatments strategies for patients affected with neurological 

disorders. This systems biology study for the first time integratively uses 3D- structural 

protein interface descriptors and network topological properties that characterize proteins in a 

neurological protein interaction network; to aid the identification of genes that are previously 

not known to be shared between these diseases. Results of protein prioritization by machine 

learning have identified known as well as new genetic markers which might have direct or 

indirect involvement in several neurological disorders. Important gene hubs have also been 

identified that provide an evidence for shared molecular pathways in the neurological disease 

network. 

 



INTRODUCTION 

Seizures, comorbid conditions like anxiety, depression, and cognitive impairment are 

some of the shared symptoms in patients with neurological disorders. This observation 

implies that these neurological disorders have certain shared genetic markers and molecular 

pathways that lead to their common clinical manifestations. There might be genetic markers 

associated with one disease, the mutations in which result into over or under expression of 

associated genes and interconnected molecular pathways. Such aberrations can cause similar 

observable symptoms in patients with different neurological disorders. For example, there are 

reports that suggest, that epilepsy occurs in approximately 8 to 20% of children with autism 

spectrum disorders with an increasing prevalence of seizures occurring in the late adulthood 

[1]. Also, as compared to general population, in which the incidence/probability of 

developing bipolar disorder is 0.07, the same in patients with epilepsy is 1.69 cases per 1000 

persons-year, which is significantly high [2]. There have been reports of episodic attacks in 

chronic disorders: epilepsy and migraine. The diseases commonly occur together and share 

overlapping pathophysiological mechanisms and common clinical features. Recently 

identified common genetic markers and molecular substrates for epilepsy and migraine 

include mutations in genes like CACNA1A, ATP1A2, SLC1A3 and POLG. However, both 

conditions also have several distinct and important differences. Hence, the diagnosis and 

treatment of each of these diseases must take into consideration a potential presence of the 

other [3]. 

Keeping this in mind, we implement a strategic systems biology approach for 

structural and functional analysis of neurological protein interaction network. We aim to 

identify novel putative genetic markers through network analysis that could be the cause of 

comorbid conditions in neurological disorders. The approach followed for network analysis 

of neurological disorders in this study is unique and novel in several ways. 



We have targeted the human neurological proteome for this study. Proteins function 

by interacting with one another and also with other molecules of the cell like, DNA and 

RNA; and mediate vital metabolic pathways, signalling cascades, cellular processes and 

organismal systems. The unique function that each protein interaction confers to the system, 

determines its affinity and specificity. Protein interactions therefore have a central role in the 

biological functioning of an organism and a perturbation of such interactions that might 

include gain of an inappropriate interaction or the loss of an important association controls 

the healthy and diseased state of an organism. Disease mutations affect the protein’s binding 

interface causing biochemically dysfunctional allosteric changes in the protein’s binding site. 

Studying protein interactions provides insights into the molecular basis of the disease, and 

this information can be used to devise better methods for prevention, diagnosis and treatment 

of diseases [4]. 

The prioritization of novel candidates by machine learning in our study, takes into 

consideration the structural descriptors of proteins in an interaction network. Machine 

learning techniques have been successfully used to find informative genes and mining critical 

information from raw data supplied to the machine. These prediction models have an 

increased interpretability and retain high accuracy to exploit the supplied data and figure out 

the required information effectively. Our work specifically deals with prioritizing novel gene 

products, that is, proteins that are previously not known to be associated with neurological 

disorders. This was done by identifying the characteristic protein network topological 

properties and 3-dimensional protein interface structural properties that are inherent of 

proteins that are known to be associated with neurological disorders. Protein interactions take 

place through protein interfaces. And differences in the structure of protein interface can lead 

to varied interactions. Hence, the structural properties of the protein interface play an 

important role in determining its interactions in a network. A similar study in which binding 



site structural characteristics were used to describe cancer associated human protein-protein 

interfaces in a cancer network; shows that cancer protein interfaces have characteristic 

interface properties as compared with interfaces of normal proteins. Interface structural 

properties like accessible surface area (ASA), planarity, gap volume index, interface surface 

area, percent polar residues in the interface, percent non polar residues in the interface, and 

percent charged residues were used to describe cancer protein interfaces [5]. Our study used 

the same set of properties, calculated through the web tool 2P2I inspector (see methods), to 

characterize interfaces of proteins involved in neurological disease network. Two additional 

properties are used, namely; Gap Index and Interface size- that are calculated from the above 

mentioned seven properties. 

To understand the global behaviour of proteins, the network graph representation with 

characteristic properties that define the participating proteins has been used previously. These 

are called network topological properties and include degree, betweenness, closeness, 

centrality, shortest path length etc. The inclusion of protein interface structure and using 

network topological properties to describe their effect on the interacting proteins has been 

shown to identify essential hub proteins with better accuracy than before [6]. We have taken 

into consideration ten network topological properties that were calculated by the network 

analyser plug-in of cytoscape (see methods). 

 Studies have shown that these protein descriptors (protein interface structural 

properties and network topological properties), individually, are optimal features of 

prioritizing novel candidates [7]. We have therefore considered both these structural 

descriptors together for the first time to describe and characterize known and novel potential 

neurological proteins under study. It was also observed that there was a decline in 

performance and accuracy of the classifiers at the cost of eliminating some of these features. 



And therefore, all the 19 descriptors together were considered optimally fit to be included in 

the study. 

 Machine learning classifiers were trained on these parameters and subjected 

onknown set of neurological gene products to identify their unique underlying patterns and 

relationship in a network and then use these to identify previously unknown markers of 

neurological disorders from a list of human proteins that are not known to be associated with 

such disorders. This structural level analysis provides important clues about the affinity and 

specificity of protein interactions, and hence only the proteins whose 3D structure is 

available, were considered. Identified risk markers could be considered important to 

determine patient prognosis for neurological diseases. Identifying such markers by taking into 

consideration the properties of known genes and proteins involved in the disorders under 

study is known as gene prioritization [8]. 

Further, from the prioritized gene list, we identified proteins hubs that have highest 

number of interacting partners in the network, and can be thought to participate 

simultaneously in most neurological pathways.  

 

 

 

 

 

 

 



METHODOLOGY 

 

 

 

 

 

 

 

 

 

Figure 1.Flowchart of the methodology followed. KSOPs is the Known Set OfProteins, and 

USOPs is the Unknown Set Of Proteins. 

Screening of genes under study 

Gene sets known to be associated with several neurological disorders namely Epilepsy, 

Alzheimer’s, Parkinson’s, Autism, Schizophrenia, Bipolar Disorder, and Migraine were 

downloaded from Genotator (http://genotator.hms.harvard.edu/) [9],which is an online 

available real-time aggregation tool that has a multi-query engine. It automatically integrates 

data from 11 external clinical genetics resources to provide reliable ranking of genes in order 

of disease relevance and covers both historical genetics research and recent advancements 

and discoveries in disease genetics. Total number of unique genes associated with these 

disorders was 2,807. A list of 4,538 proteins corresponding to these genes was downloaded 

from Uniprot (http://www.uniprot.org/) [10]. For gene prioritization one of the parameters 
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into consideration was interface structural properties of the interacting proteins in 

neurological disease network. To calculate the structural properties, the three-dimensional 

structures of all the proteins were downloaded from RCSB Protein Data Bank (PDB) 

(www.rcsb.org) [11]. Therefore the PDB Id list for 4,538 proteins was extracted from a total 

number of 47,532 available human protein structures on PDB.17, 457 3D-protein structures 

corresponded to our list 4538 proteins associated with the group of neurological diseases 

under study. This was considered as the known set of proteins (KSOPs). Remaining 30,075 

protein structures from PDB were listed as the unknown set of proteins (USOPs), that is, the 

proteins not considered to be associated with the group of diseases under study. The list of 

17,457 KSOPs included a number of structural variants associated with each protein. Hence 

this list was then manually sorted and only the protein structure with highest resolution was 

considered. Each protein chain structure was taken into account, as the protein structural 

interface that takes part in interacting with other proteins can be an assemblage of any 

combination of the available chains of a protein. Also, mutant and recombinant structures 

were avoided. If multiple structures were available for each chain, a single high resolution 

structure was considered specific to the protein chain. This is mainly because, high resolution 

crystal structures of proteins enable understanding of their associated molecular mechanisms 

with high degree of precision and accuracy. Such accurate structures help in addressing 

biological questions of fundamental importance, as well as aid in the study of drug designing 

and pharmacological research. Increase in the resolution of a structure increases the 

confidence about positions of atoms in the respective conformation. Accurate positions of 

atoms in a high resolution structure would help in specific and physiologically relevant 

interactions with other proteins in an interaction network. However, considering high 

resolution has minimum effect on the errors arising from multiple conformations of the 

protein. Therefore, taking the high resolution structure of all the conformations of each 



protein into consideration is important [12]. Excluding the independent chain structures 

would mean losing out information on any putative protein interface structure. This left us 

with a list of 2,487 KSOPs, each associated with its available chain structure. Similarly, 

30,075 USOPs were sorted and screened for available high resolution chain structures of all 

proteins, and the final list reduced to 9,434 proteins. The unique set of proteins from 2,487 

KSOPs and 9,434 USOPs was used for construction of a protein-protein interaction network 

that was further used to analyse network topological properties of these proteins. And, the 

entire set of 2,487 KSOPs and 9,434 USOPs was used to fetch the structural properties of 

each possible interface that could be formed by different combinations of protein chains for 

each protein. 

Protein-protein Interaction network and analysis of protein network properties  

881 and 4,073 unique set of total 2,487 KSOPs and 9,434USOPs respectively were 

used as input for STRING (http://string-db.org/) to identify the potential protein-protein 

interactions that might have been predicted experimentally, computationally or published in 

literature [13]. A total of 683,159 interactions for all the proteins were extracted from 

STRING. The interactions were subsequently used as input to visualise and analyse a 

network using cytoscape (v 3.1.0) [14]. The final network had 4,954 nodes (corresponding to 

number of proteins in the network) and 683,159 edges (number of interactions between 

proteins).The Network analyser, a well-known cytoscape plugin was used to compute 

specific network topological properties of the protein-protein interaction (PPI) network [15]. 

The 10 network properties that were analysed for 4,954 proteins by this tool are listed in 

Table 1. The functional protein interactions extracted from STRING, were also used as input 

for web based tool-HUBBA (http://hub.iis.sinica.edu.tw/Hubba/index.php) that analyses 

potential hubs in the network [16]. Also, the set of 881 KSOPs was used as a separate input 

for STRING, and the resulting interactions were subject to HUBBA analysis, in order to 



identify known protein hubs, that is, the proteins that have the maximum number of 

interactions in the known neurological protein-protein interaction network. 

Inclusion of protein interface structural properties 

Protein-protein interactions take place through the binding site of the proteins 

contained in the protein interface. Multiple conformations of particularly the key residues in 

the binding sites make these interactions possible. However, in contrast to the numerous 

protein-protein interactions that are possible, there are only limited and specific binding site 

conformations that favour protein binding. Protein interface properties are therefore useful to 

describe the preference of protein interaction that could take place through that surface of the 

protein. A protein interface is formed from a couple of protein chains that provide the most 

favourable binding conformation to the protein. Only certain possible combinations of a 

couple of the number of protein chains associated with a single protein can form the protein 

interface. The list of favourable protein chain combinations that were involved in forming the 

interface of each protein, was extracted from PIFACE (http://prism.ccbb.ku.edu.tr/piface/) 

[17]. The input for this included the PDB Id of the protein and any associated two protein 

chains at a time. PIFACE combinations were extracted for 2,487 PDB Ids corresponding to 

KSOPs and 9,434 PDB Ids corresponding to USOPs. The number of favourable protein chain 

combinations was 2,179 and 5,550 for KSOPs and USOPs respectively. The favourable chain 

combinations were used for calculating interface structural properties-to be used as protein 

structural descriptors, with the help of an online available tool 2P2I inspector 

(http://2p2idb.cnrs-mrs.fr/2p2i_inspector.html) [18]. Input to this tool is a PDB Id and a 

combination of protein chains known to form a potential binding interface from PIFACE. The 

9 protein structural descriptors that were assessed using 2P2I, are listed in Table 1.  



 

Table 1. Protein structural descriptors considered for machine learning. 

Gene Prioritization by machine learning 

The network properties and interface properties for the KSOPs and USOPs were 

combined together to prepare files for machine learning using WEKA. Altogether there were 

19 descriptors for all the proteins. WEKA (http://www.cs.waikato.ac.nz/ml/weka/) is a data 

mining software that includes a collection of machine learning algorithms [19]. For preparing 

the training file, the list of 2,179 KSOPs was divided into half after random shuffling. And 

same number of protein entries was taken from the unknown set after randomly shuffling it. 

The resulting training file had 1,090 KSOPs and 1,090 USOPs. Various available algorithms 

from WEKA like Bagging, Naïve Bayes, Random Forest, Rotation Forest and K*star, were 

trained upon a specific set of features (network topological properties and interface 

descriptors) associated with the KSOPs using ten-fold cross validation. Building more than 

one model helps explain how different classifiers make varied predictions on the training set. 

The models predict the Recall, ROC area, accuracy, precision, true positive rate and the false 



positive rate for the training set. The models were individually applied to the test file to 

identify proteins that had features similar to those of KSOPs. The test file included 1,089 

remaining KSOPs and 4,460 USOPs. The model that made predictions on the test set with 

highest precision, recall, ROC area, and accuracy was considered as the best fit model. The 

predictions of this model were taken for further analysis. 

The combined list of resulting putative neurological candidates from the test set and 

the list of KSOPs from the training and test sets were used as input for STRING to identify 

corresponding protein-protein interactions. These interactions were then used to identify hub 

proteins using HUBBA. This gave a list of important proteins with most interacting partners 

in the new network, which includes additional identified protein candidates.  

The three identified hub protein lists are compared to understand the essentiality of 

common hubs in all the three protein networks, namely, human structural protein interaction 

network, neurologically associated structural protein interaction network, and the final 

network of known and putative neurologically associated proteins. DAVID 

(http://david.abcc.ncifcrf.gov/ ) analysis of hub protein list from the third network which 

includes neurologically associated and newly predicted protein candidates was performed, to 

identify common pathways between new candidates and existing neurological pathways [20, 

21]. 

The strategic systems biology approach to identify novel neurological candidates 

followed by applying the above methodology also extends the machine learning predictions 

for analysing hubs protein candidates and has been illustrated in Figure 1. 

 

 

 



RESULTS AND CONCLUSIONS 

Results for gene prioritization by machine learning 

WEKA classifiers were used to build models on the training set. The training set was 

built by random selection of 1,090 KSOPs and equal number of USOPs. Known proteins 

were the ones that are associated with neurological disorders. The unknown list consists of all 

other known human proteins whose 3-Dimensional structures were available on the Protein 

Data Bank (PDB). There are 19 training features in both the training set and test set, for 

quantified description of the proteins. The features used for describing known proteins and 

evaluating novel candidates were an integration of protein network properties and interface 

structural properties. Five machine learning classifiers from WEKA, were applied to the 

training set, to obtain five corresponding models. These include: Naïve Bayes, Random 

Forest, Bagging with J48, Rotation Forest, and K-star. After 10 fold cross-validation, the 

predictions of the above classifiers on the training set are shown in Figure 2a. Machine 

learning performance metrics show that the classifier random forest has the best predictions 

of precision, that is, the number of instances that have been predicted correctly as known 

proteins. Receiver operating characteristic (ROC) curve is a graph that illustrates the 

performance of a classifier as its discrimination threshold varied and random forest has the 

maximum value for the same. Maximum recall and accuracy has been achieved by Bagging 

combined with J48. Sensitivity/recall is the number of known proteins that have been 

predicted correctly as being known. Accuracy is the proportion of true results, that is, the 

known proteins, and the unknown proteins classified as known. The performance of a single 

test/ classifier prediction can be calculated using the precision and the recall. The F-score is a 

single measure of the performance of the prediction, where, 

 F = 2(PRECISION*RECALL/PRECISION+RECALL) 



The performance/F-score for all the classifiers on trainings set were calculated by the above 

formula, and are depicted in Figure 2c [22]. The graph shows that the classifier Bagging_J48 

has the best performance.  

 

Figure 2 a. Comparative representation of the performance metrics of five model for their 

predictions on the training dataset. b. Comparative representation of the performance metrics 

of five model for their predictions on the test dataset. c. Comparison of performance/F-score 

values for five models on training set. d. Comparison of performance/F-score values for five 

models on test set. 

The models that were built on training set after 10 fold cross were applied on the test 

dataset individually to obtain the results. The following result predictors like precision, 

accuracy, recall, and area under ROC curve describe how successful the models have been to 

mine candidate proteins involved in neurological disorders, from a set of proteins that are 

previously not known to be associated with neurological disorders. The test file included 

1,089 remaining KSOPs and 4,460 USOPs. Values of all the four performance metrics on the 



test set data for the 5 classifiers used is shown in Figure 2b. Amongst the five models used 

for predictions on test set data, the K-star algorithm gave best result for precision, recall, area 

under ROC curve as well as for the accuracy of predictions. Performance/ F-score was 

calculated for all the models, and is depicted in Figure 2d. Different models might perform 

variedly depending upon the dataset and the information contained. For the present test set, 

the model that gave best results was K-star. However, it can be noted that Bagging_J48 has 

better overall performance on the training set; whereas K-star has the third best performance 

in the same dataset after Bagging_J48 and Random Forest. From these results it can be 

concluded that K-Star algorithm makes a better discretion of noise and signal; whereas other 

algorithms have overfitted in the present data leading to inclusion of random error/noise. K-

star specifically learns the heterogeneity and relatedness/relationship of training set data more 

accurately than any other algorithm; and gives the best performance in test set data by 

identifying maximum true positives. 

The best predicted putative candidate proteins from the results of K-star algorithm are 

used for further analysis. Table 2 shows the list of best 10 predictions of putative protein 

candidates from the unknown test set as obtained from the WEKA results of all five 

classifiers. Many putative candidate protein predictions were found to be common in all five 

model results. However, they have different prediction probabilities in all results. The fact 

that some proteins were commonly predicted by all the classifiers increases the probability of 

those proteins as potential candidates, as they got mined by all classifiers. Since in certain 

classifier results, they might have lower prediction probabilities, they will not be taken as 

putative markers. Best prediction probabilities describe how accurately the previously not 

considered a neurological disorder candidate protein is predicted to be associated with 

neurological disorders. 

 



 

Table 2. Ten best putative candidate predictions with a probability of 1, from all five machine 

learning algorithms used. 

Results from Hub-Object Analyser 

The Hub Object analyser (HUBBA) is a web based tool that finds hub proteins from 

the input protein interaction data. Hub proteins have characteristic greater number of 

interactions in a network, than other non-hub proteins. In other words these proteins have 

more interaction partners, making them physiologically important for the individual. Hub 

proteins are essential elements, and are indispensable for an individual’s survival [23]. 

The first set of analysed hub proteins is from the human protein interaction network. 

All the protein interactions that were used for hub identification include proteins partners that 

have an available 3D structure in PDB. The HUBBA results for the same are shown in Figure 

3a.  



 

Figure 3a. Hub proteins identified in the human structural protein interaction network. b. Hub 

proteins identified in the human neurological protein interaction network. The hubs are 

ranked in the decreasing order of priority. 

The hubs are ranked on the basis of decreasing order of priority, marked by the color 

coding. We then find out how many of these hubs are common to hubs in the protein 

interaction network of neurological disorders. That is, the list of KSOPs involved in 

neurological disorders. The list of hub proteins from KSOPs is given in Figure 3b. There are 

21 neurologically important hub proteins that are present in the first 100 hub protein list of 

the human interaction network. The third hub proteins list is predicted from protein 

interaction data of known proteins and candidates prioritized by K-star algorithm of machine 

learning. K-star has been shown to predict novel neurological candidates with maximum 

accuracy; therefore the list of genes prioritized by this algorithm can be relied on with more 

confidence and has been used for prediction of hub proteins in the neurological network. 

Therefore in addition to known neurological disease candidates, this list includes previously 

unknown putative neurological candidates. Their interaction data is extracted from STRING, 



and the same is used as input for HUBBA. This analysis informs if any of the previously 

unknown neurological candidates act as hub proteins in human neurological protein 

interaction network. The network and list of first 100 hub proteins from this analysis is shown 

in Figure 4a and 4b respectively. Out of these 100 protein hubs, 44 are the predicted putative 

neurological candidates by machine learning, that tend to play important role in neurological 

protein network and are highlighted in Figure 4b. 

 

Figure 4a. Hub network of KSOPs and putative candidates. The proteins at the centre of the 

network are the ones that form most interactions with other proteins. b. Hub proteins 

identified in the human neurological protein interaction network that includes newly 

identified gene products. The predicted gene candidates that are behaving as hubs have been 

highlighted. 

The identified 100 high ranking hubs from the third hub protein list were used as 

input for DAVID for pathway and gene ontology analysis. The most enriched pathways, 



biological processes, cellular components and molecular functions are represented in Figure 

5. 

 

Figure 5a. Most enriched KEGG pathways from DAVID analysis. b. Enriched biological 

processes. c. Enriched cellular components. d. Enriched molecular functions. 

DISCUSSION 

The present study describes a structural systems biology approach for gene 

prioritization of novel protein candidates involved in neurological protein interaction 

networks. We have considered neurological disorders like epilepsy, Alzheimer’s, 

Parkinson’s, bipolar disorder, autism, migraine and schizophrenia for building a neurological 

protein network. These disorders share symptoms like depression, cognitive impairment, and 

anxiety. Experimental studies have shown that aberrations in the same gene or genomic area 

could increase the risk of acquiring several complex neuropsychiatric disorders owing to the 

fact that there a number of underlying mechanisms and complex pathways associated with 

multiple diseases [24].The interplay of numerous specific and non-specific risk factors that 



result incoexistance of psychiatric and medical conditions makes diagnosis and treatment 

difficult that often results in other abnormalities, as in case of schizophrenia [25]. 

Gene prioritization for neurological disorders is an important area of research. Several 

studies that identify putative candidates in disorders like autism and epileptic encephalopathy 

have been carried out [26,27]. Scoring systems have been developed previously, using gene 

prioritization based on human population genetics data to identify common de novo 

functional variants across four neuropsychiatric disorders; namely epileptic encephalopathies, 

severe intellectual disability, schizophrenia and autism spectrum disorders. The authors in 

this paper have identified hot zone de novo mutations in these disorders that occur in the most 

intolerant genes [28]. 

 In our study we use structural protein descriptors for prioritizing novel shared genetic 

markers in several neurological disorders owing to the specificity and characteristic structural 

properties of genes involved in similar phenotypic expression. 

Exome sequencing studies on over thousand patient samples have identified the 

importance of de novo and gene-disruption events in neurological disorders. Deciding on 

potential candidates for study is dependent on many factors including recurrence of mutation 

and involvement of the gene in the disease protein network [29].  For example, recurrent 

microdeletion at the locus 1q21.1 has been associated with numerous phenotypic 

abnormalities including of the brain, the heart, and the eye. This emphasizes the relevance of 

a genotypic approach to clinically manage the treatment of different patients [30]. The 

method used for gene prioritization is machine learning, and the features that are used to train 

the machine are structural descriptors of proteins. Therefore, only the proteins whose 3D 

structure is available on the Protein Data Bank are used for the study. The structural 

descriptors include protein network properties and protein interface structural properties. 



Various studies have shown that the protein network topological properties and interface 

structural properties are essential features for protein prioritization [31]. This study for the 

first time integrates these both features for gene prioritization of novel neurological 

candidates. Five machine learning algorithms were used for protein prioritization by WEKA. 

These included Naïve Bayes, rotation forest, random forest, bagging-j48 and K-star. 

Maximum accuracy of 81.84%, a precision of 88% and recall of 76.6% was achieved by the 

K-star algorithm on the test set, making its predictions the most reliable to use for further 

study and analysis.  

Previously also certain genetic markers and pathways have been identified that are 

shared in these disorders. However, a lot of scope remains. Our work identifies markers that 

are important in the network of these diseases. Also, previously unknown markers that might 

lead be involved in shared pathways of these neurological disorders have been identified 

using HUBBA. The hubs identified in the neurological disease network are the ones that have 

highest number of interactions in the network, and therefore might be involved in multiple 

neurological pathways. DAVID analysis identifies the involvement of novel candidates in the 

existing neurological interaction network, wherein multiple signalling pathways like receptor 

binding, pathways in cancer and cell proliferation among others, get enriched. Previous 

studies also suggest that there are overlapping molecular pathways implicated in neurological 

disorders and cancers. Genes associated with these two groups of diseases are associated with 

kinase signalling, control of cell cycle and cellular processes and DNA repair [32]. 

This comprehensive neurological disease protein network analysis has therefore 

identified significant candidates that could be responsible for existence of shared clinical 

manifestations between these diseases that makes diagnosis and treatment difficult and also 

leads to resistance to treatment in certain cases. We present a larger network view that takes 

care of multiple interactions and molecular pathways associated with such diseases of 



comorbid phenotype. Novel protein hubs that have been identified are important potential 

candidates for studying neurological disorders. The promising pattern of observations from 

this study and the procedure followed sets an example to conduct such more comprehensive 

analysis which can then be taken to next level of experimental validation.  
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This paper proposes hybrid dynamic current mode logic (H-DyCML) as an alternative to existing dynamic CML (DyCML) style
for digital circuit design in mixed-signal applications. H-DyCML introduces complementary pass transistors for implementation
of logic functions. This allows reduction in the stacked source-coupled transistor pair levels in comparison to the existing DyCML
style. The resulting reduction in transistor pair levels permits significant speed improvement. SPICE simulations using TSMC
180 nm and 90 nm CMOS technology parameters are carried out to verify the functionality and to identify their advantages.
Some issues related to the compatibility of the complementary pass transistor logic have been investigated and the appropriate
solutions have been proposed.The performance of the proposed H-DyCML gates is compared with the existing DyCML gates.The
comparison confirms that proposed H-DyCML gates is faster than the existing DyCML gates.

1. Introduction

There has been tremendous boost on the design and devel-
opment of portable electronic goods in recent past [1–4].
As the battery life is critical in these systems, there has
been a paradigm shift towards low power designs. Though
the CMOS logic circuits consume negligible static power,
the dynamic power consumption increases sharply as the
operating high frequencies are increased [5–8]. The MOS
current mode logic (MCML) is a promising alternative to
CMOS logic, in both reducing power consumption at high
frequencies and providing high performance for mixed-
signal applications [9–14]. Due to the presence of static
current source, the power consumption of these circuits is
high. Therefore, a new logic family called dynamic CML
[15, 16] is suggested in literature which used dynamic current
source and operate on precharge evaluate method prevailing
in dynamic CMOS logic. The multiple input logic realization
requires stacking of transistors leading to significant delay.

In this paper, a new method to realize the logic function
in DyCML gate for reducing the stacking of transistors is pre-
sented. A dynamic logic style employing the complementary
pass transistor logic (CPL) for implementing the logic

functions is proposed. This new logic style is named hybrid
dynamic CML logic and is abbreviated as H-DyCML style.
The paper first briefly describes the existingDyCML style and
highlights its advantages over the MCML style in Section 2.
Thereafter, the architecture of the proposed H-DyCML style
is presented and investigated in Section 3. The power con-
sumption of the proposed style is formulated in Section 4.
The functionality of the proposed H-DyCML gates and the
performance comparison with the existing DyCML gates are
carried out in the simulation Section 5. Lastly, the conclusions
are drawn in Section 6.

2. Dynamic Current Mode Logic
(DyCML) Style [15, 16]

A DyCML gate uses dynamic current source, instead of
constant current source employed in conventional CML, and
achieves low power consumption. It operates on precharge
and evaluate logic wherein in the output node capacitance
is first precharged and subsequently evaluated according to
the applied inputs. It has a pull-down network (PDN) to
realize the logic function, a precharge circuit operating in
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Figure 1: DyCML inverter [15, 16].

the precharge phase, a dynamic current source working in
the evaluation phase, and a latch circuit for maintaining the
voltage levels at the output.

The schematic of the DyCML inverter (𝑀1–𝑀8) is
shown in Figure 1. In the circuit diagram, the transistors
(𝑀1,𝑀2) and capacitor𝐶

1
form the dynamic current source

and the transistors (𝑀3,𝑀4) constitute the PDN, while the
transistors (𝑀5,𝑀6) and (𝑀7,𝑀8)make the precharge and
the latch circuit, respectively. During the precharge phase, the
CLK is low, the transistors 𝑀2, 𝑀5, and 𝑀6 are On, and
the transistor𝑀1 is Off. Both the output nodes 𝑄 and 𝑄 are
precharged to the high voltage level (𝑉OH = 𝑉DD) through
the transistors𝑀5 and𝑀6, respectively. Also, the capacitor
𝐶
1
is discharged to the ground potential via transistor 𝑀2.

In the precharge phase, the differential input𝐴 is applied and
does not cause any change in the output level as the precharge
transistors𝑀5,𝑀6 are On and the transistor𝑀1 is Off. The
circuit enters in the evaluation phase for high value of the
CLK signal.The transistor𝑀1 is On in this phase and output
is evaluated according to the input.

The DyCML gates offer significant power saving and are
able to achieve smaller delays in comparison to the basic
MCML gates. Also DyCML gates inherit the advantageous
features such as high performance, noise immunity, and
robustness to supply voltage scaling of MCML gates due
to the fact that these are derived from the MCML gates
[15, 16]. The circuit diagrams for different DyCML gates are
shown in Figure 2. It can be observed that the PDN consist
of multiple levels of source-coupled transistor pair arranged
in accordance with the series-gating approach which adds to
the delay of the gate. In this paper, an alternate arrangement
to reduce the delay of the DyCML gates is proposed.The new
gates are built with an aim of reducing the number of source-
coupled transistor pair levels in the PDN. To accomplish
this, the complementary pass transistor logic is introduced in
DyCML style and nomenclature hybrid dynamic CML (H-
DyCML) gates are used for the resulting logic style.

3. Proposed Hybrid Dynamic CML
(H-DyCML) Style

The basic architecture of a H-DyCML gate is shown in
Figure 3. The precharge, dynamic current source, and the
latch circuits are similar to those of the existing DyCML
gate. The only difference is in the way of realizing the logic
function. The complementary pass transistor logic (CPL) is
used to realize a part of functionality while the remaining
part is implemented in the PDN. To illustrate the concept,
the implementation of two- and three-input XOR gates in
H-DyCML style is considered and is shown in Figure 4. In
the two-input H-DyCML XOR gate (Figure 4(a)), the CPL
implements the XOR functionality and whose output is given
as the input to the DyCML inverter. The realization of the
three-input XOR gate consists of two levels of stacked source-
coupled transistor pair in contrast to the three levels in
existing DyCML XOR gate. The input to the lowest level
is provided by the CPL logic that realizes the XOR of two
inputs and the upper level is then formed by applying the
series-gating approach as followed for DyCML gate. The
resulting implementation is shown in Figure 4(b). Another
implementation of the three-input XOR gate can be obtained
by realizing the complete XOR functionality in the CPL
network and then connecting its output to the DyCML
inverter. This implementation of the three-input XOR with
only single level of source coupled transistor is drawn in
Figure 4(c).

The operation of a H-DyCML gate in general can be
divided into the precharge and the evaluation phase. The
operation of the two-input XOR gate is elaborated as an
example. In the precharge phase, when the CLK is low, both
the output nodes 𝑄 and 𝑄 are precharged to the high voltage
level (𝑉OH = 𝑉DD) through the transistors 𝑀5 and 𝑀6,
respectively. Also, the output of the complementary pass
transistor logic is applied to input 𝐴 but it does not cause
any change in the output level as the precharge transistors
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Figure 2: DyCML gate: (a) two-input XOR; (b) three-input XOR.
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Figure 3: Basic architecture of H-DyCML gate.

𝑀5, 𝑀6 are On and the transistor 𝑀1 is Off. For high
value of the CLK signal, the circuit enters in the evaluation
phase and the transistor 𝑀1 is On. The output of the CPL
is now evaluated and is appropriately reflected at the output
node. The reduction in the source coupled level reduces the
resistance offered by the transistors for charging the capacitor
𝐶
1
and in turn reduces the delay of the gate.

It may be noted that the implementation of the logic
function through the CPL approach involves the use of
NMOS transistors. As already known the maximum voltage
obtained from an NMOS transistor is one threshold voltage
less than the gate voltage. Therefore, if a high input (𝑉DD) is
applied to an NMOS transistor having its gate connected to
high potential (𝑉DD) then the output can attain maximum
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Figure 4: Proposed H-DyCML gates: (a) 2-input XOR gate; (b) 3-input XOR gate with two levels of source-coupled transistor pair in the
PDN; (c) 3-input XOR gate with single level of source-coupled transistor pair in the PDN.

voltage (𝑉OH) of 𝑉DD − 𝑉𝑇,𝑛, where 𝑉𝑇,𝑛 is the threshold
voltage of NMOS transistor. This reduction in output voltage
may lead to erroneous operation of dynamic gate. So three
techniques to address the problem are proposed.

Technique 1: Use of Level Restorer. The maximum voltage
obtained from the CPL can be raised by using cross-coupled

PMOS transistors operating as level restorer. To illustrate the
operation of a level restorer, the CPL implementation of a
two-input XOR gate with inputs 𝐴 and 𝐵 is considered and
is shown in Figure 5. Consider that the input 𝐴 is high (𝑉DD)
and the input 𝐵 is low (𝑉DD − 𝑉SWING) where 𝑉SWING is the
voltage swing of the CML gate. For this input condition,
the output of the branch representing XOR functionality (𝑓)
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Figure 6: CPL logic with multiple threshold voltage transistor: (a) NMOS transistors; (b) PMOS transistors.

will be high (𝑉DD − 𝑉𝑇,𝑛) whereas the other branch (𝑓) is
low (𝑉DD − 𝑉SWING). If the gate-source voltage of the PMOS
transistor 𝑀5 (𝑉SG = 𝑉SWING) is less than the threshold
voltage (𝑉

𝑇
), it gets turned On and raises the voltage level of

the XOR function (𝑓) to𝑉DD.The other PMOS transistor𝑀6
will not conduct and the output of the other branch (𝑓) will
remain low (𝑉DD − 𝑉SWING).

It may be noted that this technique poses a restriction on
the voltage swing 𝑉SWING of the gate. This can be explained
from the fact that the cross-coupled PMOS transistor 𝑀5
will be On only if gate-source voltage is less than the
threshold voltage (i.e., 𝑉SG < 𝑉𝑇). In other words, the
voltage swing of the gate should be greater than the threshold
voltage (𝑉SWING > 𝑉𝑇). Therefore for the CML gate having
lower voltage swing, this technique is not suitable. Another
technique to handle the lower CML gates is presented in the
following.

Technique 2: Use of Multiple Threshold Voltage Transistor. The
above technique has the limitation on the voltage swing of
the CML gate due to the threshold voltage of the transistor.
Therefore, this technique suggests the use of lower threshold
voltage transistors in the circuit. This can be implemented
in two ways either by using lower threshold voltage NMOS

transistors in the CPL network or by employing lower
threshold voltage PMOS transistors in the level restorer. The
same is depicted in Figure 6 for the two-input XOR gate.
The transistors with bold lines denote low threshold voltage
transistor. Thus, the H-DyCML gates with low voltage swing
can also be implemented.

An alternate approach which neither having any limita-
tions on the voltage swing of the gate nor putting any con-
straint on threshold voltage is also possible and is elaborated
further.

Technique 3: Use of Transmission Gates. The drop in the
high voltage level at the output of the CPL network can be
overcome by realizing the logic function through transmis-
sion gates. An implementation of the XOR gate by using
transmission gate is shown in Figure 7.Though this technique
will increase the number of transistors it does not pose any
restrictions on the voltage swing of the H-DyCML gate.

4. Power Consumption of H-DyCML

In the proposed H-DyCML gate, the transistor pairs 𝑀1
and 𝑀2 (Figure 3) never turns On simultaneously. As
a consequence, a direct path between the power supply
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Figure 7: XOR function realization for H-DyCML gate.
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Figure 8: Performance of the two-input H-DyCML XOR gate by varying the voltage swing: (a) delay results: (b) power results.

and the ground is not established resulting in negligible static
power consumption. The proposed H-DyCML gate however
consumes dynamic power due to the presence of the load
capacitors. In general, the dynamic power is given by

𝑃dyn = 𝛼𝐶OUT𝑉DD𝑉SWING𝑓CLK, (1)

where 𝐶OUT is the total load capacitance at the output node
which includes the parasitic capacitances of the transistors
and the external load capacitance 𝐶

𝐿
, 𝑓CLK represents the

frequency of the CLK signal, 𝑉DD is the power supply, and
𝑉SWING and 𝛼 correspond to the voltage swing and switching
activity of the circuit, respectively.

InH-DyCMLgates, due to the inherent differential nature
of the inputs, it may be noted that one of the output nodes
will make a high-to-low transitionwhich requires subsequent
precharging to𝑉DD.This observation indicates that the power
consumption of the H-DyCML gate is data-independent. In
other words, irrespective of the differential inputs, in every
clock cycle one of the output nodes will be charged. This
signifies that, for a H-DyCML gate, the switching activity is
unity. Equation (1) reduces to (2) for power consumption of
H-DyCML gates as follows:

𝑃dynH-DyCML
= 𝐶OUT𝑉DD𝑉SWING𝑓CLK. (2)

5. Simulation Results

DifferentH-DyCMLgates such as two-inputAND, two-input
OR, two-input XOR, and three-input XOR are simulated
by using 180 nm and 90 nm CMOS technology parameters
with a supply voltage of 1.8 V. The three techniques to realize
H-DyCML gates are considered. So for the sake of fair
comparison all the gates are designed to operatewith a voltage
swing greater than the threshold voltage of the transistor.
A voltage swing of 700mV is chosen. The other simulation
settings are 𝐶OUT = 40 fF, 𝑓CLK = 333MHz. The values of
performance parameters such as power, delay, and power-
delay product are noted and are summarized in Tables 1–5.
The theoretical value of power consumption in H-DyCML
gate is computed using (2) which is found to be 16.78𝜇Wand
is very close to the values reported in Tables 1–5.

It may be noted in Tables 1 and 2 that the maximum delay
reduction of 37.87% is observed for the proposed H-DyCML
gates in comparison to the existing DyCML gates. Analo-
gously, the H-DyCML two-input and three-input XOR gates
show a delay reduction of 48.23% and 49.4%, respectively, as
compared to existing DyCML XOR gate counterparts.

To include design choices as per the suggestion, the
performance of the proposed H-DyCML gates is investigated
through simulations for different voltage swing and aspect
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Table 1: Performance comparison of the existing DyCML and the proposed H-DyCML AND gate.

Parameter
Style

DyCML H-DyCML (Technique 1) H-DyCML (Technique 2) H-DyCML (Technique 3)
PMOS NMOS

Technology node 180 nm
Delay (ps) 192.31 176.01 167.92 162.13 180.54
Power (𝜇W) 20.31 15.57 15.58 15.02 15.58
PDP (fJ) 3.90 2.69 2.61 2.43 2.81

Technology node 90 nm
Delay (ps) 180 156 129 164 168
Power (𝜇W) 14.2 13.36 13.1 13.9 13.4
PDP (fJ) 2.55 2.08 1.68 2.27 2.25

Table 2: Performance comparison of the existing DyCML and the proposed H-DyCML OR gate.

Parameter
Style

DyCML H-DyCML (Technique 1) H-DyCML (Technique 2) H-DyCML (Technique 3)
PMOS NMOS

Technology node 180 nm
Delay (ps) 236.24 172.28 162.12 219.03 170.25
Power (𝜇W) 32.11 13.762 13.83 13.88 13.94
PDP (fJ) 7.58 2.37 2.24 3.04 2.37

Technology node 90 nm
Delay (ps) 180 156 129 164 168
Power (𝜇W) 14.2 13.36 13.1 13.9 13.4
PDP (fJ) 2.55 2.08 1.68 2.27 2.25

Table 3: Performance comparison of the existing DyCML and the proposed H-DyCML 2-input XOR gate.

Parameter
Style

DyCML H-DyCML (Technique 1) H-DyCML (Technique 2) H-DyCML (Technique 3)
PMOS NMOS

Technology node 180 nm
Delay (ps) 237.93 160.63 160.00 171.31 158.33
Power (𝜇W) 29.28 14.84 14.84 13.23 15.20
PDP (fJ) 6.96 2.37 2.37 2.26 2.4

Technology node 90 nm
Delay (ps) 201 143 140 145 147
Power (𝜇W) 24 14.8 14.8 14.91 13
PDP (fJ) 4.84 2.11 2.07 2.16 1.91

Table 4: Performance comparison of the existing DyCML and the proposed H-DyCML 3-input XOR gate with two levels of source-coupled
transistors in the PDN.

Parameter
Style

DyCML H-DyCML (Technique 1) H-DyCML (Technique 2) H-DyCML (Technique 3)
PMOS NMOS

Technology node 180 nm
Delay (ps) 326.39 211.02 180.00 191.31 199.05
Power (𝜇W) 26.54 14.84 14.84 13.23 12.32
PDP (fJ) 8.66 7.35 5.56 5.69 6.37

Technology node 90 nm
Delay (ps) 226 175 163 169 190
Power (𝜇W) 23 16.2 16.8 18.4 16.7
PDP (fJ) 5.2 2.83 2.73 3.1 3.17
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Figure 9: Performance of the two-input H-DyCML XOR gate by varying the aspect ratio of the transistors in the PDN: (a) delay results; (b)
power results.
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Figure 10: Performance of two-input H-DyCML XOR gate by varying the aspect ratio of the transistors in the CPL network: (a) delay results;
(b) power results.

Table 5: Performance comparison of the existing DyCML and the proposed H-DyCML 3-input XOR gate with single level of source-coupled
transistors in the PDN.

Parameter
Style

DyCML H-DyCML (Technique 1) H-DyCML (Technique 2) H-DyCML (Technique 3)
PMOS NMOS

Technology node 180 nm
Delay (ps) 326.39 166 170 187 193
Power (𝜇W) 26.54 18 17.5 19 17.6
PDP (fJ) 8.66 2.9 2.9 3.5 3.3

Technology node 90 nm
Delay (ps) 226 125 141 176 187
Power (𝜇W) 23 16.2 16.8 18.4 16.7
PDP (fJ) 5.2 2.0 2.3 3.2 3.1

ratio values. The results have been summarized for a two-
input XOR gate based on technique 3 in Figures 8–10.
Following are the observations:

(i) In Figure 8, the power consumption increases with
the increase in voltage which is supported with the
theoretical formulations discussed in Section 4. Also,
an increase in voltage swing requires more charge

to be transferred from the output load capacitance
making a corresponding increase in the delay as
indicated in Figure 8.

(ii) Figure 9 shows the dependence of the delay on the
aspect ratios of the transistors in the PDN network.
There is a decreasing trend in delay with aspect ratio
increase. To explain this, the transistors in the PDN
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Figure 12: (a) Full adder schematic; (b) H-DyCML half adder schematic; (c) complete schematic of D-HyCML full adder.

can be viewed as resistor. When aspect ratios of
transistors in PDN are increased it results in smaller
resistance and lower delay values.

(iii) Lastly, the power and the delay of the proposed H-
DyCML gate remain almost constant for different
values of aspect ratio of the transistors in the CPL
network (Figure 10). This is due to the fact that the
changes in the CPL network occur in the precharge
phase which has no effect in determining the perfor-
mance of the H-DyCML gate.

In order to present an application of the proposed style,
a 4-bit RCA (Figure 11) implementation is considered. The
implementation requires cascading of four full adder (FA) cir-
cuits wherein the full adder is realized by cascading two half
adders (HA) and an OR gate as shown in Figure 12(a). The
realization of half adder uses the schematic in Figure 12(b)
and its H-DyCML realization is placed in Figure 12(c). The
signals DC𝑖 (𝑖 = 1, 2) represent voltage across capacitor 𝐶

1
of

H-DyCML XOR and AND gates. In dynamic CML style, the
direct cascading of various gates is not possible [16]; there-
fore self-timed buffers (STs) [16] are placed intermittently.

The operation of ST is to trigger the evaluation process in
subsequent stages upon receiving a completion signal from
preceding stage via DC1.

The performance parameters such as power, delay, and
PDP are noted for the 4-bit RCA using different techniques
and are noted in Table 6. It may be noted that the delay is
almost the same for all the proposed topologies which may
be attributed to the same number of total cascaded stages
used for realization. Further, there is significant reduction in
delay and power consumption in comparison to the existing
DyCML style. The delay reduces by 63.43% in the proposed
H-DyCML based design in comparison to existing DyCML
RCA design.

6. Conclusion

In this paper, a new hybrid dynamic current mode logic
(H-DyCML) is presented as an alternative to the existing
DyCML style. The use of complementary pass transistors in
logic function realization is proposed in H-DyCML style.
This is done to reduce source-coupled transistor pair levels
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Table 6: Performance comparison of the existing DyCML and the proposed H-DyCML 4-bit RCA.

Parameter Style
DyCML H-DyCML (Technique 1) H-DyCML (Technique 2) H-DyCML (Technique 3)

Delay (ps) 967.74 339.57 326.39 357.08
Power (𝜇W) 250.88 130.362 129.52 131.11
PDP (fJ) 242.78 44.354 42.27 46.82

in the PDN of the gate which results in an improvement
of delay of the gate. Different gates in H-DyCML style are
implemented and simulations are performed to compare
their performancewith the existingDyCMLgates.TheTSMC
180 nm and 90 nm CMOS technology parameters are used.
The issues related to the compatibility of the complementary
pass transistor logic with CML gates are identified and
appropriate solutions have been proposed. An application
example is also taken to demonstrate the benefit of employing
proposed H-DyCML gates over the existing DyCML gates. A
maximum improvement of 63.43% was observed in delay by
employing proposed H-DyCML gates. Hence, it is confirmed
that the proposed H-DyCML gates offer significant speed
advantage over the existing DyCML gates.
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ABSTRACT 

Selecting a college to pursue higher education (especially professional) is a highly complex process, especially 

when one has not been able to secure a position in the elite institutions of the country. The decision is very 

crucial as career of the individual is at stake and at the same time it sweeps lump-sum amount, for some it does 

not matter much but for some it is their life time savings. Every student aspires for the best institution, but is 

disheartened when he/she is not able to secure a seat there. As a result, they seek for other available avenues; 

they experience varied sources of inputs like influence of family, peer group, alumni, influence of institutional 

factors like infrastructure, quality of faculty, past placement records and influence of promotional tools like 

advertisements, direct marketing, public relations and sales promotion tools. So it is imperative for the 

administration of these private engineering institutions to comprehend students’ expectations from them and 

accordingly strategise their usage of promotional tools to reap out maximum benefit through quality enrolment. 

The objective of the study is to ascertain the influence of promotional tools on student consideration sets during 

selecting a private engineering college in Delhi NCR. Four thousand and forty first year students enrolled in 

ninety-five private engineering colleges participated in this study. Questionnaire was used comprising selective 

demographical data and various promotional tools ministering to selection of a college. The result indicated 

that promotional tools have significant influence on selection of a private engineering college along with other 

factors. These findings will enable private colleges to formulate effective promotional strategies to provide them 

competitive advantage over other players, in terms of brand value as well as quality enrolment. 

Keywords: Promotional Tools, Students, Selection, Private Engineering College 
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1. Introduction 

Higher education (especially technical education) plays an impertinent role in economic growth and social 

development of the nation by spawning innovative knowledge and raising the standard of living. Despite of the 

fact higher education is facing predicament like shortage of funds, quality of teachers, staffs, research and 

infrastructure there is an upsurge in demand. This amelioration in demand for higher education has led to an 

unplanned expansion of private higher education. The proliferation in private engineering education has led to 

an intense competition among the private players to tantalize quality enrolment. They embraced themselves 

with numerous promotional tools to entice the potential students and their convoy.  

Individual behaviour is largely influenced by the incentive structure consequent to the institutional structure 

(Dhesi, 1998). So it is required to inspect the expectations of benefits associated and factors influencing 

decision regarding college selection. These private engineering colleges lack behind from their government 

counterparts, in terms of number of applications. As a consequence to get their seats filled on time with good 

quality stuff, these private engineering colleges employ a miscellany of promotional tools to communicate and 

beguile the potential students and other prospects like family, relatives and many more. Thus the objective of 

the study is to understand the role of promotional tools in the selection of private engineering education with 

special reference to Delhi NCR.  

1.1.  Statement of the Problem 

In the past couple of decades, India has remarkably advanced in the field of engineering and technical 

education. Engineering has contributed significantly in the growth of the nation and has improved the living 

standards of the masses contributing to the country’s economical development. There has been a significant 

increase in the number of colleges and with it has increased competition.   

Due to intense competition prevailing among these private engineering colleges, past several years have seen a 

tremendous growth in college marketing through the media (Ming, 2010). Both traditional (print) as well as 

modern (electronic) media, in form of newspaper and magazine advertisements, advertisements on billboards on 

roads and important buildings, advertisements on the display panel of some important events like cricket, 

hockey or other sports events, advertisements in metro train coaches, shopping malls, cinema halls and other 

available spaces have been beleaguered by all possible advertisements mediums. Hefty budgets are allotted to 

these advertising campaigns in order to grab the attention of the potential consumers. In the initial years of set 

up of these private colleges, heavy budgets were limited to advertisements both traditional and electronic but it 

was observed (Kitchen, 2003) that the marketing budgets had moved from mass media and traditional 

advertising to more direct consumer and trade promotions.  

The current study therefore is based on the objective to investigate advertising as an influential factor in the 

choice of private engineering college in Delhi NCR. There are 260 private engineering colleges in Delhi NCR 

with the total enrolment of 156000 as per 2014-15 and for the purpose of study 4040 students in their first year 

are considered as respondents. First year Bachelor in Technology (B. Tech) students were considered for study 

under the assumption that they had gone through this process and it must be fresh to recollect the answers.  The 

above assumptions were used to obtain the accurate result. 

1.2.Purpose of Study 

The purpose of the study was to determine the impact of promotional tools on the choice of private engineering 

college in Delhi NCR. The trends in the past are a witness to increase in enrolment which indicates that there 

are factors behind increase in enrolment that will help the concerned stakeholders. 
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1.3.Objectives of the Study 

The objectives of the study were: 

a. To understand the demographic profile of the respondents opting for private engineering college 

b. To study the impact of promotional tools used by college to communicate with the potential stakeholders in 

selection of a college. 

 

1.4. Significance of the Study 

Since the research was concerned with engineering students pursuing their bachelor degree and the setting of 

the study was in Delhi NCR, it would be beneficial to the following viz.: 

a. Management of the college would benefit from the study as they will get an idea as to what are the tools 

influencing students decision-making so that they are able to utilise the resources (monetary as well as 

non-monetary) in the best possible manner. 

b. Stakeholders will also benefit from the study as there will be clarity in information.  

c. The study will be of help to the marketing department as they can lay more emphasis on those tools 

which are having more influence as compared to those that have less influence, thus saving the expenses 

also. 

 

2. Literature Review 

2.1.Marketing of Education 

Marketing of education started way back in 1990s but with an increase in the competition most educational 

institutions, especially private have fiercely got into the arena of intensive marketing. In the competitive 

environment in which higher education institutions operate, enhanced customer satisfaction may be one of the 

ways in which institutions can create and sustain a competitive advantage. This can be achieved with effective 

application of the marketing mix elements.  

Kotler and Armstrong (2006) provided the following marketing model: (a) Understanding the marketplace and 

customer needs and wants; (b) Design a customer-driven marketing strategy; (c) Construct a marketing program 

that delivers superior value; (d) Build profitable relationships and create customer delight; and (e) Capture value 

from customers to create profits and customer quality. This study focused on the need to understand the 

marketplace, more specifically the variables students use to choose to attend a small, Midwest private college. 

Research in the areas of college choice, academic major, and market conditions was used to provide the 

theoretical framework and aid in determining the variables that were used in this study. 

2.2.Students Choice and Decision-making Process 

Every person is constantly affected by a complex totality of social relations. A number of authors in various 

fields of science (psychology, sociology, economics) emphasize why the school-leaver views the studies as an 

investment into the future, what expectations drive the school-leaver to choose studies granting status in the 

society, what is the impact of the environment. 

 

Student college choice is defined as “a complex, multistage process during which an individual develops 

aspirations to continue formal education beyond high school, followed later by a decision to attend a specific 

college, university or institution of advanced vocational training” (Hossler, Braxton & Coopersmith, 1989) 

 

Research studies on college choice have primarily been categorized according to four models of college choice 

(Hossler et al., 1989): econometrics, sociological, consumer and combined. The econometrics model is derived 

from the human capital theory (Schultz, 1963; Thurow, 1972), which views college choice as a result of an 
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investment decision in the hopes of a higher rate of return on future earning and social capital. The sociological 

model focuses on the factors of socioeconomic status and personal predispositions, such as family background, 

parental education, educational aspirations, and preparation for attaining a higher socioeconomic status 

(Jackson, 1982; Litten, 1982). The consumer model views college choice as a value added, decision-making 

process. This model considers the cost and risk of alternatives of attending college and which college will 

provide the most benefits (Kotler, 1995). 

 

The combined model takes a multi-stage and multi-discipline approach rather than a single decision-making 

process (Hossler, Braxton, & Coopersmith, 1989), which includes predispositions, search and choice. 

McDonough, Antonio, Walpole, and Perez (1998) used education, business, marketing and economic theories to 

examine the college choice process. Chapman (1981) suggested that student college choice is influenced by a 

set of student characteristics (level of educational aspiration, high school performance, socioeconomic status 

and aptitude) combined with a series of external influences (influences of significant people, general 

characteristics of an institution, and an institution’s effort to communicate with prospective students). Research 

by Jackson (1982) concluded that economic variables, such as future income and costs associated with attending 

college, impacts the college choice process more than social factors. A recent conceptual model proposed by 

Perna (2006) assumes that an individual’s college-choice decisions are shaped by four contextual layers: (1) the 

individual’s habitus; (2) school and community context; (3) the higher education context; and (4) the broader 

social, economic, and policy context. 

It is not easy to understand the pupil`s decision-making process because it process encompasses plenty of 

factors which affect the school-leaver at one time. This paper will present groups of factors affecting the school-

leaver`s choice of studies. 

 

2.3.Factors Influencing choice of College 

In the late 1970s and early 1980s, colleges were faced with a declining pool of traditional age college students, 

increased competition, growing demand for state and federal financial aid and a decline in public confidence 

concerning the value of higher education (Hossler, Braxton, & Coopersmith, 1989). These factors resulted in an 

increased focus on college choice in higher education research. Research on student choice of a college is 

diverse in both methodology and focus. Studies on college choice tend to focus on several broad categories: (a) 

students’ predispositions, such as high school GPA, socioeconomic status, parental income, educational 

aspiration, and others (Alba & Lavin, 1981); (b) institutional attributes, such as geographic location, distance 

from home, size, program of study (Chapman, 1981); and (c) economic factors, such as financial aid, tuition, 

career services (Welki & Navartil, 1987). 

 

(Hooley and Lynch, 1981) conducted a study on the selection process of a university by students with high 

prospects in the higher institutions of United Kingdom and came across the following influential factors viz.: 

appropriateness of study program, location of university, academic reputation, distance/ proximity from home, 

type of university and advice from parents and teachers 

(Krampf and Heinlein, 1981) are among the first to pursue research on marketing the university among 

prospective students at the university in United States. Using the factor analysis method, the study found that 

respondents gave high importance to the following factors viz.: attractive campus atmosphere, informative visit 

to the campus, influence of family members, field of studies that are comprehensive and attractive, distance/ 

Proximity from home and a peaceful study environment 

There are numerous factors that students consider when determining their preference for a particular university 

(Soutar and Turner, 2002), including: type of course, academic reputation of the institution, atmosphere inside 

the campus, quality of teaching staff and type of university. 
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Other than the above stated factors, there are other personal factors like proximity to home, access to public 

transport, availability of parking space, influence of family members and peer groups. 

(Maringe, 2006) conducted a study on Southampton students regarding the dominant factors affecting the 

decision-making for selection of a particular university among the respondents and the findings stated the 

influential factors in terms of percentage. Most influential factor was type of study program (7.8%) followed by 

price value in terms of fees and flexibility in payment (7.5%), location (6.2%), reputation of the university and 

website of the university (6.1%), promotional/ marketing communication tools (4.8%), corporate literature and 

exhibition material (4.6%) and the last was alumni and counsellors (4.5%). 

(G. Sudha & D. Ashok, 2012) questionnaire was circulated among public relations officers/ administrative 

officers/ principals of 50 schools, colleges, industrial training institutes and management institutes in and 

around Vellore, Karnataka to study the factors influencing marketing communication related to six important 

aspects, viz.: age of institutions, ownership of institutions, intake of students, frequency of advertisements, 

nature of media and quantum of money spent. Data analysis tools like percentage analysis, chi square test and 

weighted average method was used to derive to the following conclusion: 70% of the institutions are using only 

“print media” and 30% are using other broadcasting media like television and radio commercials; 45% of the 

institutions participated in inter and intra institutional activities; 50% of the institutions used these marketing 

communication tools to achieve their goals i.e. to get their seats filled to the maximum capacity and 53.33% 

respondents admitted that integration of old and new system harmoniously is a major challenge along with 

others like financial constraints and continuity and consistency in the usage. With the help of chi-square test at 

(0.05 level of significance) there was no significant relationship between age of the institution and frequency of 

advertisement, intake capacity, turnover of the institution, quantum of money spend on promotional activities 

and nature of media chosen, Along with other conclusions like there was no significant relationship between 

ownership of the institution and frequency of advertisement as well as on quantum of money spend on 

promotional activities. 

(K.Usha & Sheena, 2015) Management of the college uses email moderately (mean 4.00 ± 0.63) but students 

found to give low importance to these emails in the selection criteria. Also it is found that students consider 

employees, faculties and existing students of college and their recommendation as very important factor in the 

college choice decision but management occasionally uses (mean 2.83 ± 1.83) this as the promotional tool. 

College website (mean 5.00 ± 0.00) and social media (mean 4.17 ± 0.41) are highly used by management as a 

promotional tool but students gave neutral opinion (mean 3.26 ± 1.20 and 2.95 ± 1.33) to both these tools in 

making decision and overall management gives moderate importance for publicity and promotion (mean 3.50 ± 

0.44) but students give low importance (mean 2.87 ± 0.81) to these promotional tools. 

3. Research Methodology 

The current study is a part of a bigger study conducted on promotional tools in education institutions. The 

objective of the study is to understand the influence of marketing factors in choice of private engineering 

college in Delhi NCR. The data was collected using survey method and it was distributed in the private 

engineering colleges in Delhi NCR comprising of NCT of Delhi, parts of Uttar Pradesh (Ghaziabad, Noida, 

Greated Noida), parts of Haryana (Faridabad and Gurgaon) and parts of Rajasthan (Alwar). 

Stratified random sampling method was executed to ensure sufficient, balanced and unbiased data collection. 

The instrument used in the study was a structured questionnaire, developed on the basis of past research and 

concentrated on the demographic profile of the students as well as promotional tools as an influential factor 

comprising of major tools. These tools/ factors were print advertisements, digital advertisements, press release, 

counselling sessions, direct conversation with institute representatives, fees waiver and free laptops and 

institutes websites. 
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4. Analysis and Discussion 

4.1.Demographic Profile of respondents 

The (table. 1) below depicts that majority of respondents belonged to the age group of 17 to 19 years, 72.7% 

respondents were male and 27.3% were female respondents. Major portion comprising of 46.3% respondents 

hailed from Delhi NCR and Uttar Pradesh and Bihar were the states from where 28.2% and 11.8% respondents 

migrated to pursue their engineering education respectively and 91.7% respondents used Hindi as their mother 

tongue. 67.8% respondents scored more than 70% in their twelfth standard, 99.1% respondents attended English 

medium school and 78.2% respondents attended private schools as compared to 17.9% respondents attending 

government school. 

(Table 1.) Demographic profile of respondents 

Particulars Frequency Percentage 

(in%) 

Age of respondents < 17 years 61 1.7 

>= 17 years to < 18 years 1511 41.5 

>= 18 years to < 19 years 1856 51 

>= 19 years to < 20 years 209 5.7 

>= 20 years 3 0.1 

Gender Male 2646 72.7 

Female 994 27.3 

Hometown Delhi NCR 1685 46.3 

Uttar Pradesh 1027 28.2 

Bihar 429 11.8 

West Bengal 83 2.3 

Haryana 167 4.6 

Punjab 33 0.9 

Rajasthan 48 1.3 

Any North-eastern State 7 0.2 

Any South Indian State 46 1.3 

Any other State or Union Territory 115 3.2 

Mother Tongue Hindi 3338 91.7 

English 6 0.2 

Any other 296 8.1 

Management of previous 

school attended 

Private 2847 78.2 

Government 651 17.9 

Not sure 142 3.9 

Marks scored in twelfth Less than 49% 1 .0 

50- 59% 87 2.4 

60-69% 1083 29.8 

70-79% 2112 58 

80% and above 357 9.8 

Medium of previous school 

attended 

Hindi 32 0.9 

English 3608 99.1 

 (Source: Compilation by author based on a survey) 

4.2. Respondents college preference 

67.9% respondents considered management of the college as an important factor of which 47.8% preferred 

government aided college as compared to 20% respondents whose first choice was private college. IIT Delhi 

ranked first among other institutes with 49.7% preferring it over the others followed by other IITs (32.8%). The 

most sought after discipline among the respondents were Information Technology followed by Environmental 

Engineering opted by 22.4% and 17.6% respondents respectively. 82% respondents preferred IIT Delhi on the 

basis of institutions rank followed by good infrastructure (3.6%), 3.2% respondents preferred a large variety of 
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courses offered, 2.4% preferred the above institutions due to visibility of its advertisement in various media, 2% 

preferred because of good faculty, 1.4% preferred the above institution due to memorandum of understanding or 

other collaborations with world class universities, 0.9% preferred the above institution because of institution’s 

publicity through news and newspapers others being college popularity in social media and information 

provided at counselling sessions. 

(Table 2.) Respondents college preference  

Particulars Frequency Percentage 

(in %) 

Institute’s Management as an 

important factor 

Yes 2472 67.9 

No 1168 32.1 

Institute’s management 

preferred 

 

Private 728 20 

Government 1739 47.8 

Management did not matter 1173 32.2 

Top Institute preferred IIT Delhi 1810 49.7 

Other IITs 1194 32.8 

NIT Delhi 216 5.9 

Other NITs 96 2.6 

BITS (Pilani, Hyderabad & Goa) 106 2.9 

Other government-aided institute 88 2.4 

Other private institutes 70 1.9 

Current institute 60 1.6 

Reason for preferring the 

above institute 

Ranking of the institute 2989 82.1 

Information provided at counselling 

sessions 

13 0.4 

College popularity on social media 20 0.5 

Best faculty 73 2 

Good infrastructure 132 3.6 

Collaboration with foreign universities 52 1.4 

Variety of courses 118 3.2 

Advertisement in various media 89 2.4 

Institutes work or events always in 

news 

32 0.9 

Institutes website 119 3.3 

Any other 3 0.1 

Preferred discipline Computer Science 511 14 

Environmental Engineering 642 17.6 

Information Technology 817 22.4 
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Electrical Engineering 475 13 

Polymer Technology 417 11.5 

Mechanical Engineering 272 7.5 

Electrical & Instrumental Engineering 287 7.9 

Civil Engineering 118 3.2 

Automobile Engineering 60 1.6 

Automotive Engineering 33 0.9 

Chemical Technology 4 0.1 

Any other 4 0.1 

 (Source: Authors compilation based on survey) 

4.3.Factors Influencing choice of college 

4.3.1. Promotional Tools effect on choice of college 

The promotional tools effecting choice of college were identified based on previous research and current trends 

as print advertisements, digital advertisements, press release, counselling sessions, direct conversation with 

institute representatives, fees waiver and free laptops and institutes websites.  

(Table 3. Promotional Tools influencing choice of college) 

Promotional Tools Mean Standard Deviation 

Print Advertisement 3.97 0.81 

Digital Advertisement 3.89 0.75 

Press release 3.95 0.75 

Counselling sessions 4.27 0.71 

Direct conversation with institutes representative 4.01 0.73 

Monetary incentives like fees waiver and free laptops 4.06 0.76 

Institutes websites  4.06 0.73 

    (Source: Authors compilation based on a survey) 

The popular influential factor was counselling sessions with the score of (mean 4.27 ± 0.71), followed by 

monetary incentives (like fees waiver and free laptops) (mean 4.06 ± 0.76), institute websites (mean 4.06 ± 

0.73), print advertisements (mean 3.97 ± 0.81), press release (mean 3.95 ± 0.75) and digital advertisement 

(mean 3.89 ± 0.75). 

Pearson correlation was carried out on all the internal/ institutional, external and marketing factors generated 

positive and modest results. These findings were in synchronisation with the earlier findings score of mean and 

standard deviations.  
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4.3.2. Other factors effect on choice of college 

(Table 4) below depicts other factors influencing the choice of private college.  

(Table 4.) Other factors influencing choice of college 

Influential Factors Mean Standard Deviation 

Vicinity to hometown 3.68 0.82 

Location advantage 2.99 0.63 

Fees structure 4.04 0.59 

Hostel facility 3.27 0.59 

International collaboration 2.46 0.59 

Past placement 4.69 0.53 

Overseas placement 1.62 0.55 

Reputation of the institute 4.12 0.76 

Variety of courses available 2.03 0.59 

Student faculty ratio 1.93 0.50 

Good infrastructure 4.08 0.70 

Educational background of faculty 1.73 0.62 

Father 4.14 0.80 

Mother 2.37 0.59 

Siblings 1.64 0.86 

Friends/ Peer Group 3.87 0.84 

Coaching Institute 1.97 0.72 

Relatives 2.33 0.72 

Alumni 3.21 1.97 

    (Source: Authors compilation based on a survey) 

The most popular institutional/ internal factor was past placement record (mean 4.62 ± 0.53) followed by 

reputation of institute (mean 4.12 ± 0.76) and father (mean 4.14 ± 0.80)   preceding factors are good 

infrastructure (mean 4.08 ± 0.70), fees structure (mean 4.04 ± 0.59), friends/ peer group (mean 3.87 ± 0.84), 

vicinity to hometown (mean 3.68 ± 0.82), hostel facility (mean 3.27 ± 0.59), alumni (mean 3.21 ± 1.97), 

location advantage (mean 2.99 ± 0.63), international collaboration (mean 2.46 ± 0.59), influence of mother 

(mean 2.37 ± 0.59) and relatives (mean 2.33 ± 0.72), variety of courses available (mean 2.03 ± 0.59). The least 

popular factors were influence of coaching institute (mean 1.97 ± 0.72), student-faculty ratio (mean 1.93 ± 

0.50), educational background of faculty (mean 1.73 ± 0.62), siblings influence (mean 1.64 ± 0.86) and 

overseas placement (mean 1.62 ± 0.55).     

5. Recommendations and Conclusion 

Government colleges were the preferred choice of the respondents surveyed. But private colleges need not be 

disheartened that students prefer government colleges over private ones because their still subsist a substantial 
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fragment of students preferring private colleges. Reputation of academic strength can be maintained if more 

stress is laid on the quality of faculty, pedagogy and fees structure. 

 

The study also revealed that there was enormous influence of father in the decision making regarding the choice 

of private college. Institutions should frequently interact with the present family members of the current 

students as it will develop faith and would thus carry positive word of mouth in the society. 

 

Promotional tools like print advertisements, press release and digital advertisements were rated higher than 

other counterparts thus inflicting the importance of promotional tools in influencing the decision of selection of 

private college. This implies that promotional tools are dominant medium that can be used by private colleges to 

attract potential students. The private engineering colleges should review, reformulate and communicate their 

marketing strategies in synchronization with the demand of the market in order to maximize the impact of the 

factors on students decision making.  
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1 Introduction

Continuously scaling down the MOSFETs dimensions to 
sub-nanometer region lead to escalation in the power con-
sumption (active and passive) in modern microelectronic 
circuits. Reducing the applied bias (according to the scal-
ing factor) to solve this dilemma leads to reduction in gate 
overdrive. Along with higher power density, the funda-
mental limit of kT/q (due to thermal process) which cor-
responds to a subthreshold swing (SS) of 60 mV/dec also 
hindered further scaling of threshold voltage (Vth) and off 
current. To overcome these limitations, there is a renewed 
interest in exploring new devices that uses a new current 
mechanism, and that does not involve carriers traveling 
over a potential barrier. Among various new devices Tun-
nel FET has been studied extensively in the past few years. 
TFET uses BTBT mechanism at the tunneling junction (the 
source channel junction) and normal drift diffusion mecha-
nism away from the tunneling junction (Cho et al. 2011).

TFET has the potential to lower the SS beyond the 
60 mV/dec limit of conventional MOSFETs along with the 
extremely low OFF-current. Therefore, TFET seems to be a 
well adaptive candidate for ultimately scaled switches and 
low power devices with excellent immunity to short chan-
nel effects (SCEs) (Bhuwalka et al. 2006; Born et al. 2006; 
Nirschl et al. 2006; Mookerjea et al. 2009). The major road-
block with the planar TFETs is its lower ON-state current 
(ION), which results in lower operating speed. In order to 
resolve this issue, numerous kinds of TFETs with various 
structures and materials such as double-gate, delta layer, 
SiGe, and PNPN structures have been proposed (Toh et al. 
2007; Boucart and Ionescu 2007a, b; Toh et al. 2008; Mal-
lik and Chattopadhyay 2011; Jhaveri et al. 2010; Cho et al. 
2011; Lee et al. 2010; Noguchi et al. 2015). To enhance the 
ION, Silicon nanowire TFET has already been fabricated 
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(Gandhi et al. 2011). Further, a high-k material has been 
locally inserted (near the source side) in the gate dielectric 
to form heterogate-dielectric (HD) TFETs (Choi and Lee 
2010; Mallik and Chattopadhyay 2011). The presence of 
high-k dielectric results into a higher band bending due to 
increase in surface potential (at a constant gate bias) (Jha-
veri et al. 2010; Lee et al. 2012; Madan et al. 2015a, b). 
This higher band bending leads to reduction in tunneling 
barrier width, which further increases the generation rate 
and hence the ION.

Another major problem with TFET is ambipolarity. The 
ambipolarity in the device is the conduction for both high 
positive and high negative Vgs while keeping the VDS only 
in one direction (negative for p-type devices and positive for 
n-type devices) (Cho et al. 2011; Conde et al. 2014; Hraziia 
et al. 2012; Lee et al. 2010; Shaker et al. 2015). Ambipolar-
ity can be reduced by using a HD structure, in which the 
gate dielectric is split into two regions; high-k dielectric 
near the source side and low-k dielectric near the drain side. 
The higher value of dielectric improves the electrical cou-
pling between the gate and the tunneling junction and hence, 
increases the tunneling rate. The DMG further helps in the 
improvement of ON and OFF current characteristics. Lower 
work function metal near the source side increases the band 
overlap and hence reduces the tunneling barrier width. This 
reduced tunneling barrier increases the tunneling probability, 
and the generation rate which results in higher ION and the 
higher value of work function near the drain side increases 
the tunneling barrier width and hence helps in reducing the 
IOFF. So an optimum value of metal work function value at 
source and drain side should be chosen to trade-off between 
ON and OFF characteristics. In this work, a heterogate die-
lectric, Dual material gate, gate-all around (GAA) structure 
has been applied to TFET to enhance analog performance of 
the device (Madan et al. 2014).

The paper is structured as follows: Sect. 2 describes the 
device structure, parameters and simulation models used 
in this work, Sect. 3 describes the model formulation for 
the device Sect. 4 describes the results verification and dis-
cussions in which the effect of DMG configuration on the 
analog performance of the device has been studied. Finally, 
the conclusions are drawn in Sect. 5.

2  Device structure, parameters and simulation 
models

The device structural parameters used in both simulations 
and analytical model are fixed: channel length is 50 nm, 
with L1 (20 nm) and L2 (30 nm), gate oxide thickness 
(tox) = 3 nm and radius (R) = 10 nm. Further, the source 
(p+), drain (n+) and channel doping (p) are 1020, 5 × 1018 
and 1016 cm−3 respectively. To reduce ambipolarity effect 

source and drain are doped asymmetrically. In this analy-
sis the analog performance is studied for the three differ-
ent cases of DMG scheme to optimize the device for better 
analog performance and the cases are as stated below.

Case 1. ΦM1 = 4.1 eV and ΦM2 = 4.8 eV
Case 2. ΦM1 = 4.3 eV and ΦM2 = 4.8 eV
Case 3. ΦM1 = 4.4 eV and ΦM2 = 4.8 eV

Region 1 consists of dielectric constant ε1 = 21 HfO2 
(near the source) and region 2 consists of ε2 = 3.9 SiO2 
(near the drain) for all the cases. The source and drain junc-
tions are abruptly doped for an effective band to band tun-
neling and the interface of high-k and SiO2 is abrupt. The 
simulation device structure i.e. HD-DMG-GAA-TFET 
consisting of heterogate dielectric and Dual material gate 
is shown in Fig. 1. All simulations have been performed 
using the ATLAS device simulator. The most important 
model for TFET simulations is the band-to-band tunneling 
(BTBT) model. Non-local models have a more physical 
basis and don’t depend on the electric field at the individual 
mesh points in the simulated device structure, but rather 
on band diagrams calculated along cross-sections through 
the device. According to BBT.NONLOCAL, the tun-
neling happens through the 1D slice, at the tunnel junction, 
where each slice and the tunnel junction are perpendicular 
to each other. These slices are parallel to themselves. For 
nonlocal BTBT model, the quantum tunneling meshing 
has been used at the source-channel junction. In n-TFET, 
the electrons tunnel through the valence band of the source 
to conduction band of the channel by BTBT mechanism 
and then the carriers drift from channel to drain. Thus, to 
incorporate the transport away from the tunneling junction 
drift diffusion model is used (Boucart and Ionescu 2007a, 
b). The bandgap narrowing model is used in the simula-
tions to incorporate the effect of heavily doped source and 
drain regions (as tunneling current is a sturdy function of 
bandgap). Instead of Boltzmann statistics, Fermi–Dirac sta-
tistics have been used for the same reason (heavily source 
and drain doping). The models activated during simulation 

Fig. 1  Structure of n-type heterogate dielectric-dual material gate-
Gate all around-tunnel FET (HD-DMG-GAA-TFET)
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are as follows: concentration and field dependent mobil-
ity model, Shockley–Read–Hall for carrier recombination, 
non-local band to band tunneling, band gap narrowing, 
Fermi–Dirac statistics and drift diffusion (Fukuda et al. 
2013; Atlas User’s Manual 2014). The parameters used in 
simulation along with their values are listed in Table 1. 

3  Model formulation for HD‑DMG‑GAA‑TFET

Assuming that the influence of the charge carrier and fixed 
carriers are uniform in the channel, it can be neglected. 
The parabolic potential profile along the radial direction is 
assumed and based on the following boundary conditions, 
the Poisson’s equation is solved.

1. The surface potential is only z-dependent

2. The Electric field at the center of the channel is zero

3. Electric field at Si/SiO2 interface is continuous

where; VFBi = φmi − φs is the flatband voltage. 
i = 1and 2 for region 1 and 2 respectively and Φs is the 
semiconductor work function.

and φF = kBT/q(ln(NCh/ni)) is the fermi potential.
Where the parameters, symbols and their values are as 
listed in Table 2.

Cf1 and Cf2 are the capacitances per unit area of the gate 
dielectric for region 1 and 2 respectively and are given by

(1)�si(R, z) = �si(z)

(2)
d�si(r, z)

dr

∣

∣

∣

∣

r=0

= 0

(3)
d�si(r, z)

dr

∣

∣

∣

∣

r=R

=
Cfi

εsi
[VGS −�si(z)− VFBi]

(4)φs = χsi + Eg/2q + φF

(5)Cf 1 =
ε1

R ln
(

1+ t1
R

) and Cf 2 =
ε2

R ln
(

1+ t2
R

)

where t1 = t2 = tox, is the gate oxide thickness.
Solving Eqs. (1)–(5) we can obtain

The general solution of (6) is

Now using the following boundary conditions at the 
interface of each region, coefficients Ax and Ay can be 
determined.

At the source end

And at the drain end

At the interface of region 1 and region 2,

The lateral electric field (2D) is given by

The lateral surface electric field is given by

Transverse electric field (2D)

The tunneling generation rate determined by Eq. (13) 
is integrated over the volume (πr2wT) to obtain the drain 

(6)
∂2�si(z)

∂z2
− k2i �si(z) = ηi

(7)�si(z) = Ax exp(kiz)+ Ay exp(−kiz)− ηi/k
2
i

where k2i =
2Cfi

RεSi
and ηi =

qNi

εSi
− k2i

[

Vgs − VFBi

]

(8a)�s1(0) = −
kBT

q
ln

(

Nsource

ni

)

= Vbi1

(8b)�s2(Lg) =
kBT

q
ln

(

NDrain

ni

)

+ VDS = Vbi2 + VDS

(8c)�s1(L1) = �s2(L1)

(8d)
d�S1

dz

∣

∣

∣

∣

z=L1

=
d�S2

dz

∣

∣

∣

∣

z=L1

(9)Ez(r, z) = −
d�si(r, z)

dz

(10)Esz(r, z) = AxK1e
K1z − AyK2e

K2z

(11)Er(r, z) = 2rP2(z)

Table 1  Model parameters used in simulation

Physical model Parameter Value

Shockley–Read–Hall for car-
rier recombination  
(SRH)

TAUN0 1.0 × 10−7 s

TAUP0 1.0 × 10−7 s

Bandgap narrowing (BGN) BGN.E 6.92 × 10−3 V

BGN.N 1.3 × 1017 cm−3

Nonlocal band to band 
tunneling model (BBT.
NONLOCAL)

BB.A 4.0 × 1014 V−2 s−1 cm−1

BB.B 1.9 × 107 V cm−1

γ 2

Table 2  List of constant parameters

Parameters Symbol Value and unit

Electron affinity χsi 4.17 eV

Permittivity of silicon εSi 11.8

Bandgap of silicon Eg 1.08 eV

Temperature T 300 K

Boltzmann constant kB 1.38066 × 10−23 J K−1

Elementary charge q 1.60219 × 10−19 C

Plank’s constant h 6.63 × 10−34 J s
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current. Where wT is the tunneling barrier width defined 
as the shortest distance between the valence band of the 
source and conduction band of the channel. It is determined 
from the surface potential profile, by taking the difference 
between the points where the surface potential falls by an 
amount equal to Eg/q below the surface potential and where 
the potential is Φs and is calculated as:

The tunneling generation rate can be evaluated as

where A, B and γ are the parameters dependent on the 
effective mass of electron and hole.

where mtunnel is the effective mass = 0.25m0 and m0 is the 
rest mass of an electron. The values of A (BB.A) and B 
(BB.B) are listed in Table 1. The average electric field Eavg 
is calculated by integrating the total electric field ETot over 
the barrier width wT as:

The expression for drain current (Ids) is obtained as:

4  Result verification and discussion

Figure 2 shows the comparison of proposed device i.e. 
HD-DMG-GAA-TFET with the gate all around tunnel 
FET as reported by Ying et al. (2014). As evident from 
Fig. 2 that the Vth of GAA-TFET is high as compared 
to the proposed device. Moreover, the ION of proposed 
device is 219 times enhanced in comparison to the GAA 
TFET. Both the lower Vth and higher drain current makes 
the DMG scheme beneficial for VLSI/analog applica-
tions. Therefore in this work, critical analog parameters 
such as transconductance gm, output conductance gd, 
early voltage VEA, device efficiency gm/Ids, intrinsic gain 
Av, channel resistance Rch and output resistance Rout has 
been studied to analyze the effect of DMG on the device 
performance.

The effect of gate bias and metal work function on 
electric field near source and drain side is shown in 

(12)
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(13)GBBT = AEγ e−B/E

(14)A =
q2
√
2mtunnel

h2
√

Eg
,B =

π2E
3/2
g

√
mtunnel/2

qh
and γ = 2

(15)ETot =
√

|Ez|2 + |Er |2 and Eavg =

∫

wT

ETotdz

wT

(16)Ids = qπR2wTG(Eavg)

Fig. 3a. As expected, the electric field is enhanced (near 
both source and drain side) with an increase in gate bias. 
Further, as the metal near drain side is constant; hence, 
the electric field near the drain is almost same for each 
case. With the increase in the difference in metal work 
function, the electric field near the source side enhances, 
which results in an additional lowering of barrier width 
and thus an increase in tunneling rate is obtained, which 
eventually leads to greater tunneling current and sought 
out the primary obstruction of TFET. Further, the SS 
is the amount of gate voltage required for one decade 
change in the drain current. In order to reduce the switch-
ing power of CMOS circuits, SS of the device should be 
as low as possible. Moreover, to accurately predict the 
circuit behavior, the Vth is an important parameter. The 
influence of metal work functions on the SS and Vth of the 
device is shown in Fig. 3b.

According to the previously reported work (Choi and 
Choi 2013), the ION can be enhanced by using a gate metal 
of lower work function near the source in comparison with 
metal used near drain side and to reduce the IOFF, metal 
work function near drain should be high as compared to the 
metal used near the source. So in order to achieve an opti-
mum device performance, metal near drain is kept constant 
(ΦM2 = 4.8 eV) and the metal near source side is varied. 
As we increase the work function of metal near source side 
from 4.1 to 4.4 eV, the SS of the device is decreasing, but 
the Vth of the device is increasing. So the metal work func-
tion should be chosen such that the device is optimized in 
terms of both SS and Vth.

The transfer characteristics (Ids–Vgs) are shown in Fig. 4a 
in both log scale and linear scale for each case. The graph 
shows the IOFF of the order of 10−17 A and ION of the order 

Fig. 2  Drain current–voltage comparison of proposed device HD-
DMG-GAA-TFET with gate all around tunnel FET data from Ying 
et al. (2014)
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of 10−4 A, which results in IOFF/ION ratio of the order of 1013. 
The lower value of IOFF leads to a lower value of static power 
dissipation. Again, an increase in difference in metal work 
function leads to enhancement of ION by 1.5 times in case 1 
as compared to case 3, but simultaneously IOFF has also been 
increased significantly. So we need to optimize the values 
of metal work function to obtain an optimum value of ION/
IOFF ratio depending on the application. The increase in ION 
is the main advantage of heterogate dielectric and dual mate-
rial gate. Also, it can be clearly seen from the graph that the 
model prediction and ATLAS device simulation are in good 
agreement. Figure 4b shows the variation of ION/IOFF with 
different metal work function configurations of DMG. It is 
apparent from the bar graph that as work function of metal 
1 increases from 4.1 to 4.3 eV the ION/IOFF ratio enhances by 

an order of 105 times. Moreover for ɸM1 = 4.4 eV, the ION/
IOFF ratio reduces by 0.47 times w.r.t. case 2 and increases 
w.r.t. case 1. The reduction in ION/IOFF ratio in case 3 w.r.t. 
case 2 is mainly attributed to enhanced IOFF as shown in 
Fig. 4a. Transconductance gm, which is basically the first 
order derivative of the drain current with respect to the 
gate voltage at constant drain voltage, is shown in Fig. 4c. 
Transconductance decides the current driving capabil-
ity of the device for a given input voltage swing. It is clear 
from Fig. 4c that among the three cases, the higher value of 
transconductance is achieved for case 1. In each case, the 
transconductance of the device is very much higher in the 
case of on state as compared to off state. So for enhanced 
tunneling current and transconductance, the difference of 
metal work function should be possibly large.

Fig. 3  a Electric field near source and drain side at constant Vds = 1.0. b SS and Vth for different metal work function of HD-DMG-GAA-TFET

Fig. 4  a Transfer characteristics (Ids–Vgs) in log and linear scale, b ION/IOFF ratio, c transconductance as a function of Vgs for different metal 
work function for HD-DMG-GAA-TFET at constant Vds = 1.0 V
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The output characteristic (Ids–Vds) for each case is 
shown in Fig. 5a. The saturation mechanism of output 
characteristics in the case of TFET is mainly attributed to 
the saturation of tunneling barrier width for higher drain 
bias at a constant gate bias (Boucart and Ionescu 2007a, 
b, Madan et al. 2015a, b). It is evident from the figure that 
the device predicts a qualitative agreement in linear regime 
and also shows a good saturation in drain current for higher 
drain voltages. Among the three cases, the tunneling cur-
rent is enhanced by 2.7 times in case 1 with respect to case 
3; thus makes it suitable for analog applications. Figure 5b 
illustrates the effect of DMG configurations on drain/out-
put conductance gd. Further, in order to achieve high gain, 
transistors should have low output conductance for analog 
applications. The output conductance is increasing with 

an increase in drain bias and then attains maxima and fur-
ther increase of drain bias reduces the drain conductance 
because of higher drain resistance at higher drain bias. As 
we reduce the metal work function difference, output con-
ductance decreases, as is evident from Fig. 5b.

Figure 6a illustrates comparison of the device efficiency 
gm/Ids for each case. Device efficiency is the ability to con-
vert dc power into ac gain performance at a particular drain 
bias. For each case, the highest value of gm/Ids is obtained 
for the weak inversion region and then a linear decrease 
is obtained with an increase in gate bias. Among the three 
cases, case 3 has higher device efficiency. For each case, the 
device efficiency has reached a value greater than 40 V−1 
(the fundamental limit of conventional MOSFET) in the 
subthreshold region. Intrinsic gain is a valuable analog 

Fig. 5  a Output characteristics (Ids–Vds) and b output conductance for different metal work function of HD-DMG-GAA-TFET at constant 
Vgs = 1.2 V

Fig. 6  a Device efficiency and b Intrinsic gain as a function of gate voltage Vgs for different metal work function for HD-DMG-GAA-TFET at 
Vds = 1.0 V
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circuit design parameter used for designing amplifiers such 
as an operational transconductance amplifier (OTA). For 
better analog performance, an intrinsic gain of the device 
should be as high as possible. Comparison between of the 
intrinsic gain for different metal work function configura-
tion with respect to gate bias is presented in Fig. 6b. The 
intrinsic voltage gain is obtained at the constant drain bias 
Vds = 1.0 V, making use of the relation Av = gm/gd. Highest 
intrinsic gain for a metal work function difference of 0.4 eV 
is attributed to the dominated decrease in output conduct-
ance in comparison with the increase in transconductance.

The influence of gate voltage and dual material gate 
configurations on channel resistance Rch is demonstrated 
in Fig. 7a. For Vgs = 0 V, no band bending is there, ensur-
ing into higher tunneling barrier width at the tunneling 
junction, resulting into very high Rch of the order of 
1015 Ω. As the gate bias increases, bands in the channel 
move downwards resulting in lowering of the tunneling 
barrier width as if a conductive channel is formed and 
thus drops the Rch to a value of several KΩ’s. Moreover, 
at lower gate bias, higher Rch has been obtained for the 
case when metal work function difference is 0.4 eV, which 
shows a better OFF state characteristics for this configu-
ration in comparison with the rest of the cases when the 
metal work function difference is 0.7 and 0.5 eV. Another 
important parameter for analog application is the output 
resistance or the drain resistance Ro. Drain resistance is 
numerically equal to the inverse of the output conduct-
ance. The variation of output resistance with the drain to 
source voltage is shown in Fig. 7b. It is clearly shown in 
the figure that in the linear region, the output resistance 
is very small, because of strong dependence of the drain 
current on drain voltage. But as the drain current saturates 
for the higher drain bias, Ro increases monotonically. It is 

evident from the figure that for the case when metal work 
function difference is 0.4 eV, Ro is found to be extremely 
high due to the better output saturation current as shown 
in Fig. 7b.

5  Conclusion

The present work is the detailed mathematical modeling 
insight for the analog performance of HD-DMG-GAA-
TFET. The results obtained by simulations and analytical 
modeling are in good agreement. The tuning of metal work 
functions has been done to optimize the effect of Dual 
metal gate on the analog performance, which shows that 
both device efficiency and device gain are improved for a 
metal work function difference of 0.4 eV. Decrease in SS 
and increase in Vth is found on decreasing the difference 
between work functions of two metal used near source and 
drain junction. Moreover, IOFF/ION ratio of the order of 1013 
has been obtained for the same DMG configuration, mak-
ing it suitable for low power applications. Enhancement of 
channel resistance and output resistance is obtained as we 
decrease the difference of the metal work functions. Moreo-
ver, it has been evaluated that SS is less than 60 mV/decade 
in each case, and device efficiency is more than 40 V−1 in 
the subthreshold region. This indicates that the developed 
model also validates with the fact that TFET overcomes the 
fundamental limit of MOSFET.
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Fig. 7  a Channel resistance and b output resistance for different metal work function of HD-DMG-GAA-TFET
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ABSTRACT: Polyurethane (PU) production with the use of vegetable oils is greatly appreciated by researchers due to their low
cost, easy availability, and nontoxic nature. The addition of TiO2 in castor oil–based PU adhesive led to a remarkable enhancement in
its mechanical and chemical resistance, an increase in Tg value, and the adhesion. TGA analysis was done to study the thermal
stability of prepared adhesive. The adhesive was also characterized by differential scanning calorimetry (DSC) and FT-IR
spectroscopy. Influence of various factors such as the NCO/OH molar ratio, hydroxyl value of polyols, and the amount of filler on
the properties of adhesive were studied in detail. The adhesive with a mole ratio of NCO/OH equaling to 1.2, filled with 3 wt% TiO2,
was found to be much better than the commercial adhesive used for bonding wood, when tested for single lap shear strength in
various environmental conditions. C© 2016 Wiley Periodicals, Inc. Adv Polym Technol 2016, 00, 21637; View this article online at
wileyonlinelibrary.com. DOI 10.1002/adv.21637
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Introduction

P olyurethane (PU) adhesives are well known for their prop-
erties such as excellent adhesion, flexibility, good perfor-

mance at low-temperature conditions, and cure speeds that can
be varied according to need of manufacturer.1 PU is synthesized
by reacting isocyanates with compounds containing active hy-
droxyl groups like polyols.2 Considering this reactivity factor,
the adhesive industry has taken benefit, thus leading to the fast
cure two-component adhesives. By enhancing the functional-
ity of the polyols and isocyanates, branching or cross-linking
can be increased in an organized way leading to the mate-
rials with improved mechanical properties. 1,3 PU adhesives,
both waterborne and solvent based, are reported to be the high-
performance adhesives due to their excellence in adhesion prop-
erties, heat and chemical resistance, fast curing time, early green
strength, high bond strength, and low shrinkage. PU adhesives
made from petrochemicals are costly and nonbiodegradable. To
avoid these problems, biomaterial-based PU adhesives have at-
tracted much attention of researchers.2–6 Castor oil, a naturally
occurring triglyceride of ricinoleic acid, can be employed for the
synthesis of PU.7,8

Mechanical properties of castor oil–based adhesive shows a
high dependency on the NCO/OH molar ratio due to higher or

lower cross-linking achieved during a reaction.9 Somani et al.
studied the properties of PU adhesives from three different
polyester polyols, obtained by reacting a castor oil derivative and
diols (glycols) with diisocyanate adducts in different NCO/OH
ratios.10 They reported that the NCO/OH ratio 1.3 gave excel-
lent lap shear strength. Silva et al. prepared solvent-less cas-
tor oil–based PU adhesives to evaluate the influence of the
NCO/OH molar ratio and the chemical nature of the substrates
(wood/wood and foam/foam) on the adhesive force.9 They re-
ported that resulted PU adhesive foam joints showed peeling
strength values 75% and wood joints showed lap shear strength
values 20% higher than that of a commercialized solvent-based
adhesive. The physicochemical and mechanical properties of ad-
hesives can also be altered by the incorporation of the fillers.11

Fillers are reported to impart improved adhesion, improved re-
sistance to ageing, and reduce cost. Commonly used fillers in PU
are talc, calcium carbonate, silica, titanium oxide, carbon fiber,
clay, etc. In the recent past, research has been focused on the
development and incorporation of nanosized fillers, which can
uniformly disperse in organic matrix.12

The influence of nanosized TiO2 filler on various proper-
ties of PU adhesive has been taken into account in the present
study. The TiO2 had been reported to improve surface adhe-
sion, solar reflectance, and crack resistance in PU adhesives.13

In the present study, PU adhesive was synthesized by the

Advances in Polymer Technology, Vol. 00, No. 0, 2016, DOI 10.1002/adv.21637
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FIGURE 1. Scheme of polyol synthesis.

reaction of glycerol-modified castor oil with diphenylmethane-
4,4’-diisocyanate (MDI). The main focus and aim is to improve
the overall performance of adhesive by the addition of nano-
sized TiO2 as filler, and it was found to have direct influence
on mechanical, physical, and chemical properties of the resulted
adhesive. The adhesive formulation was characterized by FT-
IR, thermal gravimetric analysis (TGA), differential scanning
calorimetry (DSC), and single lap shear testing. In addition, tests
for impact strength, viscosity change ,and chemical resistance
under various test condition had been carried out.

Experimental

MATERIALS

For the synthesis of PU adhesive, castor oil having a hydroxyl
value of 160 (CDH, India) was heated in an oven for 24 h at
100ºC to remove the moisture, if any. MDI (Sigma-Aldrich) was
supplied by Shivathene Linopack (Parwanoo, India). Catalyst
dibutyltin dilaurate (HMEDA, India) and methyl ethyl ketone
(CDH, India) were used as received. Nanosized TiO2 (particle
size 15–18 nm) was synthesized in our research laboratory by
the method reported in the literature.14 Commercial adhesive,
FevicolTM (PU resin), was purchased from local market for the
comparison purpose.

Methodology

SYNTHESIS OF POLYOL

Polyol was obtained by the modification of the castor oil, as
reported in the literature 15,16 (Fig. 1). The polyols with hydroxyl
values of 500, 400, 300, and 200 were prepared using the castor oil

to glycerol ratios of, respectively, 1:1, 2:1, 3:1, and 4:1. The acetic
anhydride-pyridine method was used to find out the hydroxyl
value of polyols.17

PREPARATION OF ADHESIVE

The calculated amounts of polyol and MDI were added and
stirred continuously for 30 min under nitrogen atmosphere at
room temperature. The solutions of different NCO/OH ratios
were prepared by following the same procedure. Methyl ethyl
ketone was added to adjust the adequate flow of the resulted so-
lutions. In another flask, a mixture of polyol along with requisite
amount of TiO2 and DBTDL (0.05 w/w%) was prepared. Both
the mixtures (as prepared above) were mixed in a separate clean
beaker and stirred for 1 min, before applying to the substrate.

SUBSTRATE PREPARATION

Teak wood without knot, decay, insect, or fungal infection,
was cut into 300 × 25 × 3 mm3 strips. Surfaces of wood strips
were cleaned with sandpaper grit no. 60 (to ensure good quality
of adhesion). Strips of wood were retained at 50 ± 5% relative
humidity for 7 days at room temperature.

BONDING OF SUBSTRATES

The prepared adhesive solution was spread over an area of
25 × 30 mm2 on both pieces of wood that to be joined with the
help of a glass rod. After keeping the adhesive joint undisturbed
for 1 min, a load of 2.5 kg was applied over it and was maintained
for next 24 h.

CHARACTERIZATION

The wood specimens glued by castor oil–based PU adhesive
as mentioned in the section Substrate Preparation:, were sub-
jected for lap shear strength after 5 h, 10 h, 1 day, 2 days, and 4
days (for green strength). Specimens were retained at 50 ± 5%
relative humidity at room temperature and were tested for lap
shear strength at particular intervals (days). The measurement
of adhesive strength was carried out using a universal testing
machine Instron 3369 in accordance with ASTM D 906–82(1987),
with a crosshead speed of 5 mm/min. Five samples for each
formulation were tested, and visual observation was done for
the kind of locus failure at adhesive joints. Impact strength of
specimens was calculated by obtaining average of 10 samples
before and after TiO2 doping as per ASTM D-256 using a digital
impact tester (International Equipments, Mumbai, India).

FTIR spectra of solid PU adhesive were recorded on a Nico-
let 380 FT-IR spectrophotometer at 25ºC by crushing the sample
with KBr. Polyol characterization was done using a liquid as-
sembly by putting a drop of it on the crystal surface. Thermo-
gravimetry analysis (TGA) of resulted a PU-based adhesive was
done on a Perkin-Elmer instrument (Diamond SDTA; Shelton,
CT, USA) from 25 to 800ºC at a heating rate of 10ºC/min in in-
ert atmosphere by taking 1 mg of sample. Calorimetric analysis
was done on a DSC (TA Instruments) analyzer. Aluminum pans
containing 10–12 mg of samples were subjected to a temperature
range of 70 to 100ºC at a heating rate of 10ºC/min under inert
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FIGURE 2. FT-IR spectrum of polyol and PU adhesive at different
time durations.

atmosphere. The viscosity change with addition of TiO2

nanoparticles was examined using a Brookfield viscometer using
spindle no. 2 at 100 rpm. Morphology of TiO2-doped PU was an-
alyzed using a scanning electron microscope (S-3700N; Hitachi,
Japan) and for elemental characterization of TiO2-doped sample,
the sample was examined with the EDXS analyzer unit attached
to the scanning electron microscope. TEM images were obtained
using a F 30 S twin 300 HRTEM at 300 kV after preparing a
sample on copper grid for HRTEM.

For chemical resistance testing, specimens of wood adhered
with PU adhesive were kept in water (30ºC) for 24 h and then
tested for lap shear strength after drying at room temperature
(30ºC) for 1 day. Similarly, another sets of bonded wood pieces
were tested after keeping in hot water (100ºC) for 1 h, in acid
solution of pH = 2 at 80ºC for 1 h, and in basic solution of pH
12 at 80ºC for 1 h. The weight loss and dimensional changes
in PU specimens with and without TiO2 were also observed in
above-mentioned conditions.

Result and Discussion

IR SPECTRA

IR spectra of the castor oil–based polyol and PU samples after
5 and 15 min (Fig. 2) showed a broad band at 3334 cm−1 due to
the OH group. IR bands at 2924 and 2854 cm−1 are due to alkyl
C-H stretching of aliphatic segment of fatty chain as discussed
in previous studies.18 It was observed that the reaction was not
taking place spontaneously after the addition of isocyanate and
catalyst, but some significant changes were observed. IR spectra
taken after 5 min indicated the presence of free available NCO by
showing stretching frequency at 2270 cm−1. The intensity of this
signal decreased with time, but some amount of NCO remained
unreacted, even after a reaction with polyol was completed (as
MDI was taken in excess), which is desirable for a reaction with
the hydroxyl group of wood substrate. The IR spectra of solidi-
fied PU adhesive (after 15 min) had shown a characteristic peak
at 3417 cm−1 due to NH stretching, peak at 1530 cm−1 due to

TABLE I
Effect of Hydroxyl value on Adhesion

Hydroxyl
Value (mg
of KOH/g)

Avg. Lap Shear
Strength MPa

(± 5) Locus of Failure

160 18 Cohesive
200 39 Cohesive
300 43 Cohesive +

adhesive
400 51 Cohesive +

adhesive
500 56 Substrate failure

TABLE II
Effect of Isocyanate-Hydroxyl (NCO/OH) Ratio on Adhesion

NCO/OH Ratio
(Polyol with
Hydroxyl Value
of 400 mg of
KOH/g)

Average Lap
Shear Strength

(MPa)(± 5) Type of Failure

1.0 23 Cohesive
1.1 41 Cohesive
1.2 51 Adhesive +

cohesive
1.3 47 Adhesive +

cohesive
1.4 43 Adhesive

NH bending of the urethane group, and at 1720 cm−1 due to
the carbonyl stretching. The addition of nanosized TiO2 had no
effect on IR spectra of PU adhesive.

EFFECT OF HYDROXYL VALUE

It is evident from the results shown in Table I that as the hy-
droxyl value of polyol increases, the lap shear strength of bonded
wood joints also increases. This increase in strength of prepared
adhesive might be because of an increase in cross-linking density
due to more linkage between the hydroxyl group and isocyanate
moiety. As castor oil has low hydroxyl value (160), adhesive
containing more amount of castor oil, resulted in weak adhe-
sion strength whereas the polyols with higher glycerol content
showed a rapid increase in adhesive strength along with their
increase in the hydroxyl value.

EFFECT OF NCO/OH RATIO ON ADHESION
PROPERTIES

It is evident from Table II that the value of lap shear strength
increased with an increase in the NCO/OH ratio upto 1.2. Af-
ter further increasing the NCO/OH ratio, a reverse effect on
bonding strength of adhesive was observed. This trend showed
that a slight excess of isocyanate is favorable, as free NCO can
react with hydroxyl groups present on the wood surface, thus
leading to higher bond strength. However, the lower value of
lap shear strength at low NCO/OH ratio is due to complete
consumption of isocyanate by hydroxyl group of polyol, show-
ing cohesive type of failure. Nevertheless, the higher NCO/OH
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FIGURE 3. SEM and TEM (inset image) micrograph of TiO2-filled PU.

FIGURE 4. EDXS of TiO2-filled PU.
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TABLE III
Effect of Amount of filler on Adhesion

Filler(wt%) in Polyol
(Hydroxyl Value 300
mg of KOH/g)

Average Lap Shear
Strength (MPa)(±5)

1 43
2 44
3 46
4 45
5 39

ratio, beyond a critical value resulted in an increase in brittleness
of adhesive resulting, in a mixed mode, i.e., cohesive as well as
adhesive type of failure.

MORPHOLOGICAL STUDY

The particle size of TiO2 nanoparticles and morphology of
TiO2-doped PU were examined from micrographs obtained from
HRTEM and SEM as shown in Fig. 3. It is clearly seen that TiO2

nanoparticles of size ranging from 15 to 18 nm were uniformly
distributed in the adhesive sample. From SEM images, no bubble
formation or nanocracks were observed on the adhesive surface.
The TiO2 doping in adhesive was confirmed by chemical com-
position study using EDXS analysis (Fig. 4).

EFFECT OF THE ADDITION OF THE FILLER

The lap shear strength of adhesive filled with nanosized TiO2

in different amounts ranging from 1 to 5 wt% was measured,
and the results of the adhesion strength of each composition
are shown in Table III. The results reported in Table III are the
average of adhesion strength of five samples tested for each com-
position. It had been observed that, by incorporating TiO2 upto a
concentration of 3%, adhesion strength of bonding wood sample
was found to be increased. This might be due to effective trans-
fer of stress between polymer matrix and filler. Furthermore,
with increased filler content, i.e. upto 4%, no improvement in
lap shear strength was observed. On further addition of filler
(5%), the lap shear strength had shown a declining trend, also
evident from increased brittleness of adhesive at joint. It was
found nearly impossible to disperse more filler uniformly in the
adhesive sample.

No significant change was observed in impact strength of
adhesive before and after doping of TiO2 nanoparticles when
an average of 10 samples was taken for both. The viscosity of
system was found to increase with the addition of TiO2 as shown
in Table V.

CURING TIME AND GREEN STRENGTH

Green strength is an important property of adhesive, which
shows the capability of adhesive to grip the substrates together
when brought into contact at time when it is not fully cured,
i.e. before achieving its full strength. For determining the green
strength of prepared adhesive, polyols of different hydroxyl val-
ues were selected with the NCO/OH ratio 1.2. Bonded wood
specimens were subjected to the lap shear test at different time

TABLE IV
Green Strength

Time after
Adhesive
Application

Average Lap
Shear Strength

(MPa)(± 5)
(without TiO2)

Average Lap
Shear Strength
(MPa)(±5) (3%

TiO2)

5 h 14 12
10 h 31 35
1 day 38 43
2 day 47 50
4 day 51 51

TABLE V
Viscosity Change and Weight Loss Data before and after Doping
with TiO2

Weight Loss (%) (±1)

Type of
Adhesive
System

Viscosity
(mPa�s)
(25° C) In Acid

In
Alkali

Cold
Water

Hot
Water

PU without TiO2 190 2.30 2.90 1.20 1.50
PU filled with 3%

TiO2

220 2.20 2.43 1.10 1.40

TABLE VI
Chemical Resistance of Different adhesive Formulations

Average Lap Shear Strength (MPa)
(± 5) (After Exposure)

Hydroxyl
Value (mg
of KOH/g)

Average Lap
Shear Strength

(MPa)(±5)
(Before

Exposure)
Cold

Water
Hot

Water
Acid,
pH 2

Alkali,
pH 10

200 39 39 36 33 31
300 43 42 40 39 37
400 51 51 47 46 45
400 (TiO2

-3%)
52 51 49 47 47

Commercial
adhesive

34 28 24 22 19

intervals, and the results obtained are as given in Table IV. From
these results, it is evident that the curing speed of adhesive varies
linearly with hydroxyl values of polyol and filled PU adhesive
showed a little slow curing rate as compared to correspond-
ing adhesives without any fillers. Prepared adhesive exhibits
excellent curing speed, attained 29% of its ultimate strength
within just 5 h of bonding and 70% of its final strength in 1 day.
Adhesive is found to be fully cured in 4 days; thereafter, no
significant change in bonding strength occurred with time.

CHEMICAL RESISTANCE

Prepared adhesive was tested in different conditions such as
cold water and hot water, alkali, and acid. The results of varia-
tion in bonding strength of adhesive after treatment are shown
in Table VI. Adhesive exhibit good resistance to both hot and
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TABLE VII
Gel Time

Hydroxyl Value
of Polyol (mg of
KOH/g) Gel Time (min)

160 65
200 58
300 45
400 39
500 26

cold water, whereas acid and alkali have some deteriorating ef-
fect on adhesive strength. This might be due to penetration of
these solutions in the sample. Result of lap shear strength in
the filled PU adhesive sample showed lesser loss in adhesion
strength in different test conditions. No major changes in di-
mensions of specimen were observed (i.e., less than 2%) in all
the samples. Visual inspection showed more dimensional stabil-
ity in the TiO2-doped PU sample as compared to undoped PU.
It might be due to the high thermal coefficient of expansion after
the addition of nanostructured TiO2 filler, which was reported
in previous studies,21 for the incorporation of nanostructured
inorganic fillers in epoxy adhesives. The percent weight change
in samples under different chemical environments is presented
in Table V. The results showed that hot and cold water has very
little effect on prepared PU, but in comparison with acid and
alkali environment it resulted in slightly higher weight loss in
specimens. The TiO2-filled sample showed comparatively higher
resistance in all chemical environments.

GEL TIME

The pot life or gel time specifies the maximum time through-
out which an adhesive still available in fluid state for use with

respect to its application on the substrate. The gel time of pre-
pared adhesive was found to be decreased with the increase in
the hydroxyl value of polyol. This might be due to the increased
ability of polyols for forming cross-links with isocyanate groups,
as shown by results in Table VII.

COMPARISON WITH COMMERCIAL ADHESIVE

The performance of synthesized PU adhesive was compared
with commercially available PU adhesive (FevicolTM) in India.
In accordance with the result shown in Table VI, the synthesized
PU adhesive had much better performance in terms of adhesion
strength as well as against different deteriorating conditions than
commercial adhesive.

THERMAL CHARACTERIZATION

Thermogravimetric analysis of castor oil–based PU adhesive
is shown in Fig. 5. It can be seen from the curve that syn-
thesized PU adhesive is stable upto 250ºC as evident from no
degradation in weight below this temperature. It was found
that adhesive degrades in two stages, the first degradation
starts at 270ºC due to breaking of urethane bonds, results in
the formation of carbon dioxide, carbon monoxide, amines,
and aldehydes whereas the decomposition at higher temper-
ature around 470ºC is due to breaking of high energy dou-
ble bonds and single bonds such as C=O, C=C, C–O, C–H
bonds. These results are similar to the results shown by the
studies of Somani et al 10 for stage I and that of Callister19

for stage II. The TGA curve showed that the onset of decom-
position of both unfilled and filled PU adhesive was nearly
same, but difference lies in the amount of residue left which
is much higher in case of filled adhesive. It is also noticed in the
curves that unfilled adhesive showed decomposition in three
steps but the filled PU had shown the two-step decomposition,

FIGURE 5. TGA of unfilled PU adhesive and TiO2 filled adhesive.
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FIGURE 6. DSC Thermograms of the unfilled (a) and 3 wt% TiO2-filled PU s (b).

indicating a better stability at midrange temperature (around
350ºC).

It is apparent from DSC thermograms (Fig. 6) of unfilled
and TiO2-filled (3 wt%) castor oil–based PU adhesive that there
are two glass transition temperatures, one is around –55ºC and
second is around –20ºC ,which correspond to transitions due to
soft segment of PU adhesive. It has also been found that addition
of TiO2 filler increased the glass transition temperature slightly,
which indicated that the filler has some interaction with polymer
chains, thus favoring the phase separation between the hard and
soft segments of PU, as previously studied in case of other fillers
reported in the literature.20

Conclusions

In this research work, nanosized TiO2 was added to castor
oil–based PU adhesives. These resulted adhesives were used for
bonding wood substrates and the following conclusions were
drawn:

� The isocyanate-hydroxyl ratio (NCO/OH) of 1.2 and 4 days
for curing is required to develop the best performing ad-
hesive.

� The castor oil–based PU adhesive had showed better per-
formance than commercially available adhesive with re-
spect to adhesion strength and long-term performance in
different conditions.

� The introduction of TiO2 upto 3 wt% to PU adhesive led to a
remarkable increase in the lap shear strength and chemical
resistance.

� Thermal analysis showed that the addition of TiO2 in-
creased the Tg values of PU adhesive, resulting in an in-
crease in thermal stability of adhesive.
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ABSTRACT   

Photovoltaic (PV) properties of bismuth ferrite (BFO) and barium titanate (BTO) multilayered 

ferroelectric BFO/BTO/BFO/BTO thin film structure deposited on Pt/Ti/SiO2/Si substrates using 

chemical solution deposition technique are presented. X-ray diffraction analysis confirms pure 

phase polycrystalline nature of deposited perovskite multilayered structures. Simultaneously both 

distorted rhombohedral (R3c) and tetragonal phases (P4mm) of the respective BFO and BTO 

components are also well retained. The ferroelectric sandwiched structures grown on fused 

quartz substrates exhibit high optical transmittance (~70%) with an energy band gap 2.62 eV. 

Current-voltage characteristics and PV response of multilayered structures is determined in 

metal-ferroelectric-metal (MFM) capacitor configuration. Considerably low magnitude of dark 

current density 1.53 × 10-7 A at applied bias of 5 V establish the resistive nature of semi-

transparent multilayered structure. Enhanced PV response with 40 nm thin semitransparent Au as 

top electrode is observed under solid-state violet laser illumination (l - 405nm, 160 mW/cm2). 
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The short circuit current density and open circuit voltage are measured to be 12.65 µA/cm2 and 

1.43 V respectively with a high retentivity. The results obtained are highly encouraging for 

employing artificial multilayered engineering to improve PV characteristics. 

INDEX TERMS — Multilayered structure, chemical solution deposition, perovskite, 

ferroelectric photovoltaic. 

 

Introduction  

Harnessing solar energy as an alternative to compensate the depleting non renewable energy 

resources is a technological field with great potential. Silicon-based photovoltaic (PV) 

technology [1] has dominated the Solar cell Industry over the years and continues to foster till 

date. Photovoltaic (PV) devices converting light into electrical energy mostly employ 

semiconducting materials; however ferroelectric materials are equally competent owing to their 

internal built-in electric field [1]. Unlike PV effect in the case of conventional p-n junction based 

photocells, ferroelectric materials do not involve fabrication of complex p-n junction and band-

gap constrained photo-voltage [1]. Ferroelectric materials exhibit unique features namely large 

photovoltaic voltage, photocurrent proportional to polarization magnitude and electric field 

controlled photovoltaic response, which make them favorable for Photovoltaic applications [2-8]. 

Several research groups have aimed at improving the polarization and tailoring the bandgap to 

harness energy in the visible wavelength range. Among various environment friendly 

ferroelectric materials available, BiFeO3 (BFO) and BaTiO3 (BTO) with perovskite structure 

exhibit large spontaneous polarization. BTO is one of the most exhaustively studied ferroelectric 

materials because of its superior dielectric and ferroelectric properties utilized for electronic and 

electro-optic device applications [6,9-10]. BTO in both crystal and bulk form has also been 
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studied for photovoltaic effect [10-11] however, not much work has been proposed for BTO thin 

film based devices. Furthermore, the wide band gap of BTO (~3.5 eV) limits its usage [6], and 

demands sincere efforts in the direction of tailoring its band gap for applications in the visible 

range. On the other side, BFO is the single-phase room temperature multiferroic material having 

high ferroelectric Curie temperature (∼1120 K) and antiferromagnetic Neel temperature (∼640 

K) [12]. Although, BFO due to its narrow band gap, is an efficient photovoltaic material 

functional in the visible spectrum [4,7], its high leakage current poses problems for reliable 

device performance [13-15]. Hence, properties of both BFO and BTO need to be modified for 

probable photovoltaic applications. Various efforts have been made either by doping the 

ferroelectric materials or by using modified design structure of photovoltaic cell to overcome the 

mentioned issues [16-21]. A plausible multilayered structure of BFO and BTO seems to be 

attractive for attaining high electric polarization and accomplishing band gap narrowing. Further 

the interfacial strain induced between the BFO and BTO thin films may result in a high value of 

open circuit voltage. Prihor et al. have investigated the functional properties of (1-x)BiFeO3—

xBaTiO3 solid solutions exhibiting magneto-electric coupling, with both magneto-capacitance 

and magneto-resistance phenomena [22]. Multiferroic studies on (BiFeO3)m/(BaTiO3)n 

superlattice structure overcoming the hindrances experienced in utilizing the individual BFO 

single layer thin films has been demonstrated by Ranjith et al. [23]. Enhanced values of 

polarization and photovoltaic parameters have been previously reported on either single crystal 

BFO or BFO thin films grown on epitaxially matched substrates like SrTiO3 (STO), Fluorine-

doped tin oxide SnO2:F (FTO) or SrRuO3 (SRO) only [17,18]. Polycrystalline BTO thin film is 

reported to possess more depolarization field compared to polycrystalline BFO thin film. The 

motivation of introduction of BTO layers into BFO material is to reduce the leakage current in 
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the resultant multilayer structure. Negligible efforts have been made towards the realization of 

photovoltaic response of BFO/BTO multilayered thin film system. Thus, in the present work, 

BFO/BTO multilayered structure has been prepared on Pt/Ti/SiO2/Si substrate by low cost 

chemical solution deposition technique and its photovoltaic properties have been investigated. 

Our preliminary results on enhanced photovoltaic response can be attributed to the high degree 

of polarization and reduced leakage current (dark current) achieved for the multilayered 

structure. 

Experimental details 

Multilayered structure of BFO/BTO were spin coated on platinized silicon 

(Pt(90nm)/Ti(10nm)/SiO2/Si) substrate in ambient conditions. High purity (>99.9%) raw 

materials barium acetate (Ba(CH3COO)2), bismuth nitrate pentahydrate ((Bi(NO3)3.5H2O), iron 

nitrate nanohydrate ((Fe(NO3)3.9H2O), titanium n-butoxide (Ti(C4H9O)4) as precursor and 

glacial acetic acid, 2-methoxyethanol as solvents with acetylacetone being chelating agent were 

procured from Alfa Alsar and used for preparing respective BTO and BFO solutions. To start, 

BTO solution was spin coated on Pt/SiO2/Si substrate at 3000 rpm for 20 seconds. Thus, 

deposited BTO first layer was pyrolysed at 300oC for 5 min and subsequently annealed at 800oC 

for 1 hour followed by deposition of BFO thin film as second layer, is described elsewhere [24]. 

Similar process is repeated to get four layered structure namely BFO/BTO/BFO/BTO on 

Pt/Ti/SiO2/Si substrate with total thickness 350 nm, keeping thickness of each layer 

approximately to 87 nm. For electrical and ferroelectric measurements, circular top electrodes of 

Au of 600 µm diameter and 40 nm thickness were thermally evaporated using a shadow mask on 

the surface of multilayered structure and subsequently in MFM capacitor configuration 

(Au/BFO/BTO/BFO/BTO/Pt/Si) is prepared. Figure 1 presents schematic cartoon of deposited 
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multilayered capacitor of BFO/BTO/BFO/BTO for better visualization, where the encircled area 

presents the magnified view of the capacitor configuration. The crystalline structure of prepared 

thin films was confirmed using X-ray diffraction (XRD) technique (Ultima 4 Rigaku). Optical 

transmission properties were studied by UV-Visible spectrophotometer (Lambda 35 Perkin 

Elmer). Precision ferroelectric workstation (Radiant Technology) was employed to determine 

room temperature ferroelectric behavior of prepared multilayered sample in MFM capacitor 

configuration at a frequency of 1 kHz and applied bias of 20 V. Current-voltage (I-V) 

characteristics were determined using semiconductor characterization system (4200 Keithley) 

with and without illumination of violet laser light (405 nm) of 160 mW/cm2 intensity. 

 

Results & discussion 

Figure 2 plots the XRD pattern of prepared BFO/BTO/BFO/BTO multilayered structure 

deposited on Pt/SiO2/Si substrate, obtained in range 2q = 20o- 60o under Bragg-Brentano 

geometry. Polycrystalline nature of both BTO and BFO component thin films in multilayered 

structure is clearly evident whereas perovskite structure of individual layers is also well retained. 

The BFO and BTO thin films in the multilayered structure crystallized respectively in distorted 

rhombohedral (R3c) and tetragonal (P4mm) phase [24-25] according to JCPDS/ICDD no. 01-

072-0138 and 01-072-2035 respectively. All peaks in XRD pattern corresponds to either BFO or 

BTO, affirms the absence of parasite and secondary phase [13, 24-25], indicating the growth of 

single phase materials owing to optimization of temperature processing and sol preparation. 

Whereas, the strong XRD peaks at 2θ ~ 40o and 54o corresponds to underneath Pt layer and Si 

substrate respectively. The lattice parameters of BFO and BTO in multilayered thin film 

structure were calculated by Le-Bail fitting using Bruker-Topas 3 software. The lattice 
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parameters (a, c) of bulk and multilayered film, c/a distortion ratio along with induced strain 

along ‘c’ axis in multilayered thin film, have been summarized in Table 1. The stress modulus in 

the BFO/BTO multilayer structures is obtained using equation stress = (co-c)/co in %, where “c” 

is the respective lattice constant of BFO or BTO in deposited multilayered film and “co” is the 

corresponding bulk value. The value of stress modulus (%) of BTO and BFO were found to be 

about 0.446% and 2.055% respectively for the BFO/BTO four layered thin film structure. The 

introduction of stress modulus in BTO and BFO increase the lattice distortion and thus lead to an 

improvement in ferroelectric properties. 

 

Figure 3 shows the optical transmission spectra of BFO/BTO/BFO/BTO multilayered structure 

deposited on fused quartz substrate grown under similar deposition conditions. Deposited 

multilayered structure on quartz substrate was found to be highly transparent (>70%) in higher 

wavelength region (> 600 nm) depicts good optical quality. Inset in Fig. 3 shows the Tauc plot, 

(αhn)2 versus photon energy (hn) calculated for multilayered structure where α is absorption 

coefficient, h is Planck’s constant and n is frequency of the incident photons. Thereby, 

extrapolation of the linear portion in Tauc plot results into optical band gap (Eg ~ 2.62 eV ± 0.01 

eV) of the multilayered structure, which is considerably lower than the reported values of optical 

band gap of BTO (3.5 eV) and BFO (2.67 eV) thin films available in literature [1,26]. The 

optical bandgap of multilayered film is determined by BFO layers with small optical gap because 

of the transparent BTO layers.  The low value of band gap obtained for the multilayered structure 

in the present work is not only advantageous for photovoltaic applications in the visible region 

but also outlines the role of artificial multilayer engineering for successful band gap tuning. In 

the optical bandgap modification, major role is being played by BFO with BTO being 
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transparent.  On the other hand, BTO is reducing the leakage current of the multilayered 

structure useful for obtaining enhanced ferroelectric polarization and photovoltaic response. 

Thus, the presence of BFO thin film has been beneficial in reducing the band gap of the 

multilayered structure. 

Figure 4 shows the room temperature polarization-electric (P-E) hysteresis loop of mutilayered 

structure obtained at an applied bias of 20 V and 1 kHz frequency. Multilayered structure 

exhibits non-lossy ferroelectric hysteresis loop with high saturation polarization (2Ps = 100 

µC/cm2), remnant polarization (2Pr = 67.26 µC/cm2) and low coercive field (2Ec = 13.42 

kV/cm). Such high value of saturation polarization obtained in the multilayered thin film 

structure is attributed to alternative presence of highly ferroelectric BTO layer with induced 

interfacial strain owing to lattice mismatch and low leakage current density. Furthermore, the 

observed asymmetry in the hysteresis loop may ascribed to the presence of different top and 

bottom metal electrodes in the multilayered capacitor structure. While the hysteresis loop is 

asymmetric, the hysteresis loop of the multilayer capacitor begins from a negatively polarized 

state ~a negative polarization value in Fig. 4 with increasing a positive voltage from zero. The 

hysteresis loop BFO/BTO multilayer capacitor also ends at a negatively pulsed state. Since any 

switching voltage has not been applied to the BFO/BTO multilayer capacitor before the initial 

hysteresis loop measurement, we conclude that the BFO/BTO multilayer capacitor is highly 

polarized with the positive end of the polarization to the top electrode of the multilayer capacitor 

~negatively poled state, as shown in Fig. 4. This kind of asymmetry in hysteresis loops have 

been shown by many other workers [27-31]. 

 Hence, it may be inferred that the multilayered structure of BTO and BFO exhibit better 

ferroelectric properties with low optical band gap for better ferroelectric PV response. 
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Figure 5 displays the room temperature current density – voltage (J–V) characteristics of 

Au/BFO/BTO/BFO/BTO/Pt multilayered capacitor measured under dark and light illumination 

(λ = 405 nm) condition as well. Present multilayer exhibit high resistive behavior with much 

lower dark leakage current density 1.53 × 10-7 A at applied bias of 5 V than reported results [17]. 

As expected, J–V curve under light illumination (λ = 405 nm and intensity = 160 mW/cm2) 

shows approx. two order enhancement in current density over the entire measured range of 

applied bias of ± 6V showing typical photovoltaic effect. The photovoltaic open-circuit voltage 

(Voc) and short-circuit current density (Jsc) are determined from the intercepts of the horizontal 

and the vertical axes, respectively of Fig. 5. The values of Jsc and Voc are measured to be about 

12.65 µA/cm2 and 1.43 V, considerably larger than those reported by other workers for 

photovoltaic cell having single layer of ferroelectric materials [BFO (0.4 V) and BaTiO3 (1.07 

V)] [6,7]. It is well known fact that the magnitude of Jsc and Voc, in case of ferroelectric thin 

films depend largely on the built-in electric field caused by the remnant polarization [1,7,24-25]. 

Thus, the enhanced photovoltaic response observed for multilayered structure having BFO and 

BTO layers is mainly credited to the higher internal depolarization field owing to large remnant 

polarization (2Pr = 67.26 µC/cm2). The larger depolarization field separate the photogenerated 

electrons and holes more effectively and enhance the photovoltaic output for the multilayered 

structure [1,7,24-25]. It is also important to highlight the negative Voc is observed due to the 

work function difference between BFO/BTO multilayered structures and top/bottom metal 

electrodes. Magnitude of photocurrent responsivity (PCR) described as ratio of the short circuit 

photocurrent density (Acm-2) to the input optical power density (mWcm-2) is also calculated 

from the J-V curve in Fig. 5 and is found to be 1.99 mAW-1 at an input laser power of 160 

mWcm-2. In addition, the transient response characteristics of the photocurrent density measured 
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at zero bias for BFO/BTO/BFO/BTO multilayered structure in MFM capacitor configuration is 

plotted in Figure 6. A sharp rise in the current density and subsequently a steady state condition 

is achieved under the illumination of sample with laser light (λ = 405 nm) at a regular intervals 

of 20s (Fig. 6). When the illumination of laser is turned off, the steady state photocurrent 

decreases sharply and attains the initial low value of dark current (Fig. 6). The observed increase 

in photocurrent under light illumination is attributed to the generation of electron-hole pairs and 

subsequently their separation due to the depolarization field. The reproducible transient behavior 

of photocurrent under repeated laser On and Off cycles confirms the high retentivity of the 

present multilayered structure capacitor, crucial factor for device fabrication. 

Conclusion 

Multilayered structure of BFO/BTO prepared via chemical solution deposition technique exhibits 

intense polycrystalline XRD reflections with no secondary phases. Experimentally obtained 

optical band gap (Eg ~ 2.62 ± 0.01 eV ) is found to be red shifted to when compared to 

component BFO and BTO thin films hints the successful band gap tuning. Also multilayered 

structure exhibited sound ferroelectric properties showing typical P-E hysteresis loop with high 

(2Ps = 100 µC/cm2) and (2Pr = 67.26 µC/cm2) respectively. As a consequence, notable 

improvement in Jsc ~ 12.65 µA/cm2  and Voc ~ 1.43 V for multilayered PV cell is observed, 

attributed to high depolarization field assisted efficient separation of photo-generated charge 

carriers induced by high remnant polarization and interfacial strain between BFO and BTO 

layers. Our studies reveal the potential scope of multilayer engineering for future thin film PV 

industry.    
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Table captions : 

 
Table 1. Lattice parameters “a” and “c”, c/a distortion ratio and stress modulus in BFO/BTO 

multilayer thin film structure 
 
 

 BTO BFO 

 Lattice 

parameter 
Stress 

Modulus 

(%) 

c/a 

distortion 

ratio 

Lattice 

parameter 
Stress 

Modulus 

(%) 

c/a 

distortion 

ratio 
 a (Å) c (Å) a (Å) c (Å) 

Bulk 3.999 4.033 --- 1.0085 5.876 13.867 --- 2.3599 

4 layers 4.229 4.051 0.446 0.9579 5.523 13.582 2.055 2.4591 
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Figure 1. Schematic diagram depicting separation of charge carriers after illuminating light on 
BFO/BTO multilayered photovoltaic cell due to ferroelectric photovoltaic effect 
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Figure 2. XRD pattern of the prepared BFO/BTO/BFO/BTO multilayered structure deposited on 
Pt/Ti coated Si substrate 
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Figure 3. Optical transmission spectra of BFO/BTO/BFO/BTO multilayered structure deposited 
on fused quartz substrate. Inset shows the Tauc plot of the prepared multilayered system 
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Figure 4. Room temperature ferroelectric P-E hysteresis loop of the multilayered structure in the 
MFM (Au/BFO/BTO/BFO/BTO/Pt) capacitor configuration 
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Figure 5. Current density–voltage (J–V) characteristics of the Au/BFO/BTO/BFO/BTO/Pt/Si 
multilayered sample under both dark condition and light illumination of λ =  405 nm and 

intensity = 160 mWcm-2 
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Figure 6.  Transient response of short circuit photocurrent density of multilayered structure of 
BFO/BTO when laser beam (λ = 405 nm and intensity = 160 mW/cm

2) is switched on and off at 
regular intervals of 20s 
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· Photovoltaic response characteristics were studied in metal-ferroelectric-metal (MFM) 

capacitor configuration (Au/BFO/BTO/BFO/BTO/Pt). 

· Enhanced ferroelectric photovoltaic properties are attributed to efficient separation of 

photogenerated charge carriers due to high depolarization field. 

· High depolarization field was due to higher remnant polarization and interfacial strain 

between BFO and BTO layers. 

· The prepared multilayers exhibits enhanced photovoltaic response indicating the realization 

of an efficient multifunctional structure. 
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a b s t r a c t

We report results of studies relating to the fabrication of a surface plasmon resonance (SPR)-based nu-
cleic acid sensor for quantification of DNA sequence specific to chronic myelogeneous leukemia (CML).
The SPR disk surface has been modified with octadecanethiol self-assembled monolayer followed by
deposition of the tri-n-octylphosphine oxide capped cadmium selenide quantum dots (QD) Langmuir
monolayer. The deposition is performed via Langmuir–Blodgett (LB) technique. For the sensor chip
preparation, covalent immobilization of the thiol-terminated DNA probe sequence (pDNA) using dis-
placement reaction is accomplished. This integrated SPR chip has been used to detect target com-
plementary DNA concentration by monitoring the change in coupling angle via hybridization. It is
revealed that this biosensor exhibits high sensitivity (0.7859 m0 pM�1) towards complementary DNA
and can be used to detect it in the concentration range, 180 pM to 5 pM with detection limit as 4.21 pM.
The results of kinetic studies yield the values of hybridization and dissociation rate constants as
9.6�104 M�1 s�1 and 2.3�10�2 s�1, respectively, with the equilibrium constant for hybridization as
4.2�106 M�1.

& 2016 Elsevier B.V. All rights reserved.

1. Introduction

Chronic myelogenous leukemia (CML) occurs in blood-forming
cells of the bone marrow and is characterized by specific reciprocal
translocation of chromosomes 9 and 22 (Nowell, 2007), producing
BCR-ABL oncogene in the abnormal chromosome 22 (Druker et al.,
2001). As BCR-ABL oncogene is tumor-specific, detection of this
gene may help in the diagnosis of CML and in monitoring of the
patients after bone marrow transplantation. Currently, CML diag-
nosis is performed via fluorescence in situ hybridization, flow
cytometry and real-time quantitative reverse transcription poly-
merase chain reaction (Lee et al., 2002; Saglio and Fava, 2012).
Since all these techniques are laboratory based, they require skil-
led clinicians and are time-consuming thereby causing delay in the
therapeutic treatment. Also, the testing of the patient sample
cannot be done on a regular basis. To obtain improved monitoring
efficacy, there is increased interest towards the development of
sensitive and miniaturized biosensors to enable the point of care
diagnostics and monitoring of the disease.

For fabrication of highly sensitive biosensors that can be used

for on-line monitoring of biomolecular recoginition event, surface
plasmon resonance (SPR) technique has recently gained much
attention (Nawattanapaiboon et al., 2015; Tahmasebpour et al.,
2015; Xiang et al., 2015). Not only does it offer real-time in situ
analysis of dynamic surface events, but it may also be used to
determine rates of adsorption and desorption for a range of sur-
face interactions. SPR sensor excites the metal/dielectric interface
via mono- or polychromatic polarized light and generates propa-
gating plasmonic waves. These palsmonic waves are highly sen-
sitive to the refractive index (RI) changes in the sample, which can
be directly correlated with the mass density changes on a metal
surface, and can be used to measure real-time biomolecular intera-
ctions and target quantification. In case of the DNA biosensor, the
SPR signal is produced by measuring the RI changes induced by
hybridization event. SPR based detection of DNA hybridization has
attracted much attention due to applications in medical diag-
nostics (Cennamo et al., 2015; Singh et al., 2014), biotechnology
and life-science research (Huang et al., 2015), agro-food sector
(Piliarik et al., 2009; Tran et al., 2013), security and environmental
monitoring (Šípová and Homola, 2013).

The SPR is not limited to metals but can also be achieved in
semiconductor nanocrystals with appreciable free carrier con-
centrations. The SPR signal enhancement of Au film has been
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reported by the electronic coupling of its surface plasmon wave
with the localized plasmon of QD. Zayats et al. have employed this
QD-modified Au-disk for the detection of acetylcholine esterase
using SPR spectroscopy (Zayats et al., 2003). Hoa et al. have re-
ported that patterned immobilization of QD enhances SPR signal
(Hoa et al., 2007). These researchers have demonstrated that
patterned immobilization of surface receptor probes, enhanced
with the attachment of QD onto zero-order lamellar grating, leads
to significant enhancement of the detection threshold of the SPR
biosensor. Qi et al. have demonstrated a layer-by layer surface
decoration of QD on Au substrate and investigated the interactions
between the QD and different proteins using in situ SPR technique
(Qi et al., 2009). It has been revealed that QD can be used to
enhance the SPR signal resulting in higher sensitivity and
selectivity for detection of desired biomolecules. Ali et al. have
recently reported application of the protein-conjugated QD inter-
face to investigate the binding kinetics using antigen�antibody
interaction (Ali et al., 2014) and compared the immunosensing
results obtained via electrochemical and SPR techniques.

The ordered arrangement of QD with controlled thickness and
interparticle spacing can be obtained through the Langmuir–
Blodgett (LB) technique. We have recently reported optimized
experimental conditions to obtain the stable Langmuir monolayer
of CdSe QD and their LB deposition in the form of thin film
(Sharma et al., 2012). These thin films are now explored for
the fabrication of an SPR based nucleic acid sensor by covalent
immobilization of the CML specific thiol terminated DNA as the
capture probe. The change in RI value of the sensor on interaction
of DNA probe with complementary target sequence identified
from BCR-ABL fusion gene, single-base mismatch and non-com-
plementary sequence has been monitored. Besides this, efforts
have been made to investigate the kinetics of DNA hybridization at
the sensor surface. The SPR response of this biosensor exhibits
highly specific interaction with the complementary target DNA
with hybridization constant of 9.6�104 M�1 s�1 and dissociation
constant of 2.3�10�2 s�1. To the best of our knowledge the pre-
sent work is the first report on application of QD-monolayer for
SPR-based detection of DNA hybridization.

2. Materials and methods

2.1. Biochemicals and reagents

All the reagents and solvents were of analytical grade and were
obtained from Sigma-Aldrich, India. Buffer solutions were pre-
pared in deionized water (Millipore, 18.0 MΩ cm) and were auto-
claved prior to being used. CML specific probe oligonucleotide
sequence (22 bases) identified from the BCR-ABL gene, com-
plementary, non-complementary and one-base mismatch target
sequence, were procured from Sigma-Aldrich, Milwaukee, USA.
This probe corresponds specifically to the P210 kDa of BCR-ABL
tyrosine kinase fusion product obtained from the reciprocal
translocation of 9; 22 (Philidelphia chromosome). DNA sequences
that were used for the studies are listed below.

Probe DNA:Thiol-5′-TGTCCACAGCATTCCGCTGACC-3′ (pDNA).
Complementary:5′-GGTCAGCGGAATGCTGTGGACA-3′.
One-base mismatch:5′-GCTCAGCGGAATGCTGTGGACA-3′.
Non-complementary:5′-TACTCGCAATAACGTGATCTCC-3′.
All oligonucleotides solutions were prepared in TE buffer (1 M

Tris–HCl, 0.5 M EDTA, pH 8.0) and stored at �20 °C.

2.2. Characterization

Monolayer depositions were conducted using an LB trough
(NIMA, UK; Model 601A). The surface chemistry measurements at

the air–water interface were conducted on an LB trough having
dimensions of 10 cm�30 cm. The computer controlled symme-
trically movable barrier was employed to regulate the surface area
and constant temperature was maintained using a temperature
controller (Julabo F5). The deionized water was used as the
monolayer subphase and the surface pressure was measured by
the immersed Wilhelmy plate. Fourier transform infrared (FT-IR)
measurements were conducted in the ATR mode, with germanium
waveguide, using a Perkin-Elmer Spectrum BX II spectro-
photometer. The FTIR signal was obtained by averaging 64 scans at
the resolution of 4 cm�1. The morphological characterization was
carried out using scanning electron microscope (SEM, LEO 440).
The immobilization and hybridization experiments using SPR
studies were recorded using an Autolab SPR, Eco Chemie (Neth-
erlands), based on Kretschmann configuration. In the SPR experi-
ments, linearly p-polarized light from a laser (670 nm) was
directed through a prism onto the Au substrate, and the intensity
of reflected light as a function of time was measured over a range
of 4000 millidegrees (m0) at 25 °C. In the experiments, an
Au-coated glass substrate was coupled with the plane face of the
prism via an index matching fluid.

2.3. Synthesis of CdSe quantum dots

TOPO-capped CdSe nanocrystals were synthesized according to
the modified Peng and Peng's method (Peng and Peng, 2000). For
the preparation of trioctylphosphine selenide (TOPSe) solution,
selenium powder (0.175 g) was dissolved in TOP (3 ml) and stirred
for 24 h. In another reaction, cadmium oxide(CdO; 0.220 g), hexyl
phosphonic acid (0.122 g) and tri-n-octylphosphine oxide (TOPO;
1.843 g) were mixed in a two-necked flask and heated to 320 °C
under argon atmosphere, until CdO powder was completely dis-
solved in the solution (Foos et al. 2006). After 6 h, the solution was
cooled down to 250 °C, and TOPSe solution was injected rapidly
into the flask. The solution was further cooled down to 50 °C, and
methanol (10 ml) was added for precipitation of the CdSe nano-
crystals. Thus obtained CdSe quantum dots were washed several
times with methanol to remove excess residues and in the end
TOPO-capped CdSe nanocrystal powders were obtained by drying
in a vacuum oven.

2.4. Pre-treatment of SPR disk

Prior to their immobilization, SPR disks were treated with
piranha solution followed by rinsing with de-ionized water and
subsequent ultrasonication in absolute ethanol (for about 2 min)
along with consecutive rinsing with de-ionized water. The SPR
disk was treated with 1 mM ethanolic solution of 1-octadeca-
nethiol (ODT) for 10 min (Ishida et al., 1997) to render it hydro-
phobic. The disk was again washed with ethanol to remove
un-bound ODT molecules.

2.5. Langmuir–Blodgett deposition of QD monolayer

The details of optimization conditions for the CdSe Langmuir
monolayer were presented in a previous report (Sharma et al.,
2012). Typically, 40 mL solution of CdSe (3 mg mL�1 in chloroform)
was vortexed with 20 mL of stearic acid (SA) solution (1 mg mL�1

in chloroform) for about 5 min followed by gentle spreading on
the water subphase. Incorporation of SA molecules in CdSe-QD not
only leads to reduction of the aggregate formation and improve-
ment of its spreading behavior (Cheung and Rubner, 1994) but also
prevents inter-digitation of the hydrophobic tails of TOPO mole-
cules, thus acting as a spacer (Sharma et al., 2012). The solution
was left for 30 min so that the chloroform could be evaporated.
The pre-hydrophobized SPR disk was positioned perpendicular to
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air–water interface and the monolayer was subsequently
deposited by vertical dipping at a rate of 10 mmmin�1. In order to
gain insight into the CdSe-QD arrangement over the SPR disk after
LB deposition, transmission electron microscopic (TEM) technique
was used. Under similar experimental conditions, the QDs were
deposited over the 200–mesh carbon coated Cu grid under and
TEM analysis of the sample was performed. The TEM image
indicates uniformly distributed particulates revealing that the
ordered arrangement of CdSe-QD at the air–water interface is
preserved at the solid substrate (Fig. S1).

2.6. Immobilization of DNA probe

The probe DNA molecules were immobilized on the surface of
CdSe-LB/Au disk (Fig. 1) and the binding was monitored using the
SPR technique. The pDNA solution (50 mM), prepared in auto-
claved de-ionized water, was allowed to interact with the QD
modified disk for 3 h at 25 °C. The thiol terminal of the DNA probe
displaced the TOPO molecules over the CdSe surface and allowed
their chemisorption over the SPR disk. The pDNA/CdSe-LB/Au disk
was repeatedly rinsed with water to remove any unbound pDNA
on the substrate surface and the fabricated disk was utilized for
CML detection using SPR technique.

2.7. Hybridization studies

For carrying out hybridization studies, the SPR experiment
proceeded in triplicate phase format and the corresponding signal
was monitored. Initially, before starting the experiment, the SPR
signal was recorded with deionized water. The recording was
performed for 300 s to obtain the baseline value. In the primary
phase, the solution of target sequence was introduced into the
channels and was allowed to interact with the sensor surface for
the next 1800 s. The hybridization process occurs during this
period and the phase is known as association (hybridization)
phase. The change in the coupling angle (θ) before and after the
hybridization phase corresponds to the amount of binding while
keeping all other parameters constant. The next is dissociation
phase, which involves the removal of un-hybridized DNA from the
sensor surface. For this, the unused solution was discarded and the
sensor was washed with de-ionized water through automated
process. The final phase involved the regeneration phase, where
the hybridized DNA strands were separated and the sensor was
made ready for the next hybridization cycle. The regeneration
could be achieved either by treating the sensor with strong acid
or strong base. Since better regeneration results were obtained in
acidic conditions (Prabhakar et al., 2008), we carried out the
sensor regeneration with 5.0 mM hydrochloric acid for 120 s.

3. Results and discussion

3.1. Monitoring of probe DNA immobilization

Fig. 2 shows the SPR response before and after LB deposition of

QD over the ODT-self assembled monolayer (SAM) modified Au
disk. The SPR curve can be seen to shift to the right (increased
value) as the QD are deposited at the Au surface. This is in
agreement with the results reported in literature (Hoa et al., 2007;
Zayats et al., 2003). The sensitivity of the SPR technique lies in the
propagation of an evanescent surface plasmon wave at the
boundary of metal/medium (dielectric) interface, which may be
perturbed due to adsorption of the biomolecules. This is the basis
of SPR spectroscopy wherein change in θ can be related to changes
in refractive index (i.e., the presence of thin adlayers) at the surface
of the metal. Fig. 3 shows SPR sensorgrams obtained for the
thiolated DNA immobilization over the surface of SPR disk and QD
modified SPR disk. It can be seen that the first phase of 120 s the
baseline, after which solution of the thiolated DNA is introduced

pDNA Complementary 
DNACdSe–LB/Au pDNA/CdSe–LB/Au

Fig. 1. Schematic showing the steps involved in the fabrication of pDNA/CdSe-LB/Au sensor disk.
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Fig. 2. Surface plasmon resonance curve for (i) the self-assembled monolayer of
ODT on a Au film and (ii) same after the deposition of QD monolayer.

Fig. 3. SPR sensorgrams for covalent immobilization of thiolated DNA probe on the
surface of (i) SPR disk and (ii) QD (CdSe-LB) modified SPR disk.
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for immobilization for 10,800 s at 25 °C, followed by a washing
step. The change in θ corresponds to the amount of binding of DNA
at the surface. It has been found that there is a large change in θ
(698 m0) during the initial 3000 s when DNA immobilization is
carried out directly at the SPR disk. The change is, however, less for
the QD modified disk during this period. This may be because
faster immobilization occurs at the Au surface as compared to the
CdSe surface. However, pDNA/CdSe-LB/Au disk yields comparable
θ value as that for pDNA/Au disk after about 15,000 s.

3.2. Characterization of pDNA/CdSe-LB/au disk

The FT-IR spectrum of pDNA/CdSe-LB/Au disk was recorded
and compared with that of CdSe-LB/Au disk to confirm the pDNA
immobilization (Fig. S2). The FT-IR spectrum of CdSe-LB/Au disk
(Fig. S2, curve i) displays peaks at 2954 cm�1, 2910 cm�1, and
2844 cm�1 that can be assigned to C–H stretching of the octyl
chains present in TOPO and octadecyl chain in the ODT moiety,
and a broad band in the range of 1420–1210 cm�1 exhibits peaks
corresponding to P¼O and C–O stretching (von Holt et al., 2008).
Further, a low intensity peak at about 1725 cm�1 corresponding to
carbonyl stretching vibrational mode of SA molecules is observed
and this peak gets intense after immobilization of pDNA (Fig. S2,
curve ii). The peaks seen at 1606 cm�1 and 1448 cm�1 in pDNA/
CdSe-LB/Au disk are assigned to –NH bending and –CN stretching,
respectively, and can be correlated with the presence of nucleoside
bases (Prabhakar et al., 2011; Sharma et al., 2012). Additionally, the
peaks found at 674 cm�1 arising due to –CS stretching and
1086 cm�1 correspond to phosphate stretching indicating suc-
cessful immobilization of oligonucleotide molecules over the
CdSe-LB/Au disk.

The morphological changes at the SPR disk, arising as a result of
surface modification, were examined using scanning electron mi-
croscopic technique and results are displayed in Fig. S3. As can be
seen (Fig. S3, panel i), the ODT-SAM on the Au surface makes it
slightly rough. After LB deposition, a uniform distribution of the
QD over the surface of Au-substrate can be seen (Fig. S3, panel ii).
A regularly arranged globular structure in the micron scale in-
dicates that ordered arrangement of the quantum dots onto the
transducer surface provides a favorable environment for im-
mobilization of pDNA in an oriented manner. When CdSe-LB/Au
disk is incubated with pDNA, the spherical shape is found to be
diminished (Fig. S3, panel iii). This change in morphology is due to
the immobilization of pDNA over the QD surface.

3.3. Hybridization detection using SPR technique

Fig. 4 shows results of the SPR studies of pDNA/CdSe-LB/Au disk
as a function of time for different concentrations of com-
plementary target DNA sequence. In the SPR signal of pDNA/CdSe-
LB/Au disk, 170 m0 change in θ is seen after incubation with the
complementary target (180 pM) for 1800 s, indicating hybridiza-
tion of the immobilized pDNAwith complementary DNA sequence
(Fig. 4, Curve i). The change in θ is found to be less as the com-
plementary DNA concentration is decreased (Fig. 4, Curve ii–vi).
Fig. S4 shows variation in θ as a function of complementary DNA
concentration. It is found that θ of pDNA/CdSe-LB/Au disk de-
creases linearly with decrease in complementary DNA concentra-
tion in the range from 180 pM to 5 pM. The sensitivity of
the pDNA/CdSe-LB/Au biosensor has been calculated to be as
0.7859 m0 pM�1 from the calibration curve with a lower detection
limit of 4.21 pM (3*SD/sensitivity).

Fig. 5 presents SPR curves obtained for the pDNA/CdSe-LB/Au
after hybridization with the complementary, one-base mismatch
and non-complementary sequences, respectively. As mentioned
earlier, the change in θ of 170 m0 is observed with the

complementary sequence (Curve i). The change in θ of about
45 m0 is seen after hybridization with one-base mismatched se-
quence (Curve iii) indicating some non-specific binding. However,
negligible change (45 m0) in θ occurs after hybridization with the
non-complementary sequence (Curve iv). This observed very small
change can be attributed to non-specific adsorption of non-com-
plementary DNA over the pDNA/CdSe-LB/Au disk. The results in-
dicate that the fabricated DNA sensor can be used to discriminate
even a single nucleotide variation in target DNA sequence. At-
tempts have also been made to detect the target complementary
DNA sequence among a pool of different DNA sequences. For this
purpose, solution containing 180 pM concentration of each of the
complementary DNA, non-complementary DNA, one-base mis-
match DNA and a few other synthetic DNA sequences was pre-
pared in TE buffer. These DNA sequences were selected in a way
that they do not hybridize with each other to form duplex. The
solution was then introduced into the channels and the sensor
chip was subjected to undergo hybridization and dissociation
process. A change in 161 m0 was obtained after 1800 s (Curve ii),
which is comparable to that obtained with sole complementary
DNA solution having 180 pM concentration. The results indicate
that the sensor could quantitatively detect complementary DNA
sequence among the pool of different DNA sequences.

Fig. 4. SPR response of pDNA/CdSe-LB/Au as a function of time for (i) 180 pM, (ii)
150 pM, (iii) 110 pM, (iv) 75 pM, (v) 40 pM, and (vi) 5 pM concentrations of com-
plementary DNA.

Fig. 5. SPR sensorgrams of pDNA/CdSe-LB/Au for hybridization detection with
(i) complementary DNA, (ii) pool of various synthetic DNA sequences, (iii) one-base
mismatch DNA and (iv) non-complementary DNA.
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3.4. Determination of rate constant

Attempts were made to calculate values of the hybridization
constant (ka) and dissociation constant (kd) for pDNA/CdSe-LB/Au
electrode. The kinetic analysis of the hybridization phase was used
to obtain the value of hybridization and dissociation rate constants
and the equilibrium constant (Ali et al., 2014; Prabhakar et al.,
2008). The binding reaction equation for the two macromolecular
interactants is given as

[ ] + [ ] = [ ] ( )A B AB 1

The rate of formation of complex in hybridization phase is
given by:

[ ] = [ ][ ] − [ ] ( )
d AB

dt
k A B k AB 2a d

and ka and kd follows relation given by Eq. (3).

= [ ]+ ( )k k C k 3s a d

The values of ks can be obtained by the integrated rate equation
for association phase presented in Eq. (4).

= ( − ) + ( )−R E e R1 4t
k t

0
s

where

=
+ ( )

E
k CR
k C k 5

a max

a d

Here, R0 represents the signal at zero time, C is the com-
plementary DNA concentration, and E is maximum change in the
response. The kinetic information can be obtained from Eq. (3) and
calculations have been done by nonlinear curve fitting using
kinetic evaluation software. The ka and kd are evaluated from the
plot of ks versus C where slope of curve gives the value of ka and
intercept yields the information about kd. The values of ka and kd
rate constants for complementary DNA hybridization are esti-
mated to be 9.6�104 M�1 s�1 and 2.3�10�2 s�1, respectively,
with the equilibrium constant for hybridization (ka/kd) as
4.2�106 M�1. This quantum dot monolayer based SPR biosensor
shows higher ka and ks values for the complementary target DNA
as compared to that obtained using direct immobilization of DNA
probe on Au disk (Prabhakar et al., 2008). This shows that appli-
cation of QD results in improved kinetics of the sensor. Table 1
shows results of these studies along with those reported in lit-
erature for SPR-based DNA hybridization sensors. It can be seen
that the fabricated sensor presents improved or comparable de-
tection limit and sensitivity as compared to sensors based on
streptavidin either employed as a signal enhancing agent or to

support the probe DNA immobilization. However, the observed
lower detection limit of this sensor as compared to sensors having
gold nanoparticles as the signal enhancing agent can be attributed
to the localized surface plasmon resonance phenomenon caused
by the collective oscillations of surface electrons in noble metal
nanoparticles.

4. Conclusions

In the present work, the SPR signal enhancement of Au film has
been observed via CdSe QD. The QDs are found to excite the sur-
face plasmons to particle plasmons when placed in close proximity
to the Au film. The QD monolayer has been deposited over the Au
substrate using Langmuir–Blodgett technique that provides orga-
nized assembly of QD over the substrate surface. This organized
assembly of QD has led to strong optical coupling of incident light
to resonance thus enhance the sensitivity (0.7859 m0 pM�1) of the
SPR biosensor. The pDNA/CdSe-LB/Au electrode is found to selec-
tively detect complementary target DNA in the concentration
range from 5 pM to 180 pM with a limit of detection as 4.21 pM.
The values of hybridization and dissociation rate constants for
hybridization event have been found to be 9.6�104 M�1 s�1 and
2.3�10�2 s�1, respectively, with the equilibrium constant for
hybridization (ka/kd) as 4.2�106 M�1. The selectivity of the bio-
sensor has been demonstrated by discrimination of single-nu-
cleotide mismatch and non-complementary DNA sequence. The
results of these studies clearly demonstrate efficacy of the QD-
based SPR sensor as a high throughput device for detecting the
specific DNA hybridization. The efforts should be made to utilize
this SPR sensor for analysis of clinical samples.
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Ranking of Barriers for Effective Maintenance by using TOPSIS approach 

1. Introduction 

Due to the rapidly changing scenario of globalized market, many organizations 
around the globe are facing problems due to increased number of competitors and 
volatility in consumer requirements for quality product at the lowest cost (Chandra 
and Shastry, 1998). In such scenario, many firms are losing their market share to 
multinational firms (Khanna and Sharma, 2011). Phusavat and Kanchana (2008) and 
Singh and Sharma (2015) have observed that some factors to achieve competitiveness 
are: quality, reliability, flexibility, ability to meet demand and delivery requirements. 
Most of the organisations are working towards improvement of manufacturing 
flexibility (Singh and Sharma, 2014). Therefore it became crucial for the firms to put 
focus on effective maintenance systems. Alsyouf (2007) and Ahmed et al., (2005) 
have observed that a common strategy to cut cost is by increasing the level of 
automation in operations. Automation will have fewer number of employees but due 
to the complex machinery, the work of maintenance department becomes very 
important (Ahuja and Khamba, 2008; Garg and Deshmukh, 2006; Hansson and 
Backlund, 2003). Thus an active maintenance management department will be very 
essential to excel in service and consequently increase the market share. As the 
technical developments are growing, the influence of productivity and quality, are 
also moving increasingly from man to machine. The importance of maintenance 
becomes further important aspect in the industry with the fact that high productivity 
and quality can be achieved by means of well developed and organized maintenance 
system. Therefore difficulties faced by the organization should be actively identified, 
evaluated and managed by the maintenance managers (Mohamed, 2005).  
In the era prior to industrial revolution in England near the mid of eighteenth century, 
maintenance mainly consisted of craftsman such as carpenters, smith, masons for the 
regular maintenance work, which was usually performed by repairing or making a 
new part to fit. As there was no concept of dimensional control the maintenance work 
used to be tedious job. But as the development grew in the maintenance field, 
Jefferson (1785) noted that the parts were being made accurately enough to be 
interchangeable. These small but accelerating developments gradually converted the 
maintenance work to be more diagnostic. Due to high share of maintenance system in 
operating budget of manufacturing firms, it has been also regarded as “necessary evil” 
by top management (Cooke, 2003; Eti et al., 2007). But this attitude is increasingly 
been replaced by the one which regards maintenance as the control of reliability and a 
strategic issue (Eti et al., 2006). Business leaders are increasingly realising the 
importance of maintenance in cost control, to save time and others resources by 
optimizing their productivity and maximizing the OEE. Business leaders are now 
using this as a competitive weapon or as a contributor to profit (Sherwin, 2000). As 
the production Technology is advancing too quickly, many models have came into 
existence like the Eindhovn University of Technology (EUT) model, Total productive 
maintenance (TPM), Total quality maintenance (TQM), Reliability Centred 
maintenance (RCM), Condition based maintenance (CBM). Further the improvements 
such as fewer defects and errors, reduced waste can be achieved by increasing 
maintainability of machines (Brah et al., 2002; Hansson and Eriksson, 2002; 
Hendricks and Singhal, 2001; Kaynak, 2003). 
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Cholasuke et al, (2004) have observed that even after adopting the appropriate 
maintenance models for achieving productivity goals, the organizations fail to achieve 
performance targets due to different barriers in implementation of maintenance 
systems. Cooke (2000) has identified organisational barriers in implementing TPM 
based on case studies but he has not ranked them. Therefore objectives of this study 
are to identify major barriers in effective maintenance management and then rank 
them using the TOPSIS methodology. Remaining part of the paper is organised as 
follows: Section 2 deals with literature review for identifying the barriers in 
maintenance management, section 3 deals with the methodology used to rank the 
barriers i.e TOPSIS approach, Section 4 presents the findings, finally section 5 is the 
concluding remark. 

2. Identification of barriers in maintenance management 

Now a day’s all the maintenance operations are within the reach of achieving the 
world-class level of maintenance delivery, and its credit is awarded to the automation 
in the industry (Ahmed et al., 2005; O’Sullivan et al., 2011). However, human inputs 
are still an important factor. Skills beyond the competence of the average maintenance 
supervisor or worker is required for the automated and technologically advanced 
equipment, and importantly an appropriate and effective maintenance organization is 
required to use it effectively (Mohamed, 2005). According to Poduval et al. (2015), 
time, money, manpower, resources and commitment from all the stake holders are 
required for implementing maintenance work in industries. The organization as a 
whole should be willing to change its outlook and adapt itself to the new practices and 
cultural changes that are required for the successful implementation of maintenance 
models. There are many barriers in implementing effective maintenance in 
organizations. Major barriers identified from the literature are discussed in following 
sections and summarized in a framework (figure 1) 

Insert figure 1 here 

Lack of Benchmarking   

Benchmarking is a continuous process to move towards best in class by achieving 
high maintenance effectiveness standard regularly (Åhrén and Parida, 2009; Raouf 
and Ben-daya, 1995). The initial benchmarking helps in bridging the gap between the 
prevailing equipment condition and the desired manufacturing excellence (Ahuja and 
Khamba, 2007). The main concern for benchmarking from maintenance point of view 
are unplanned downtime, defects in equipment or degradation in speed of 
manufacturing equipment (Raouf and Ben-daya, 1995). Effective benchmarking of 
different processes ensures product quality and customer satisfaction (Singh, 2011). It 
is possible by measuring ones performance with respect to the “Best in Class” 
performer (Hansson and Backlund, 2003). It helps in identifying its strengths and 
weaknesses and provides a sense of direction for the plan. It is five step process: 
planning; analysis; integration; action; and implementation and result (Rauof and 
Ben-Daya, 1995). Lack of benchmarking causes poor maintainability and reliability 
(Hansson and Backlund, 2003). 
 
Lack of communication and Information 

D
ow

nl
oa

de
d 

by
 D

el
hi

 T
ec

hn
ol

og
ic

al
 U

ni
ve

rs
ity

 A
t 2

0:
14

 0
1 

Fe
br

ua
ry

 2
01

6 
(P

T
)



Communication and information in an organization implies open and meaningful 
communication in such a way that information flows laterally thus creating an open 
atmosphere in the organization (Mosadeghrad, 2014). It includes informal meetings 
between management and union representatives to complement formal 
communications that helps in increasing interest and acceptance. Lad and Kulkarni 
(2010a) have proposed a mechanism to 
link operational requirements with machine tool reliability and maintenance 
parameters. Where employees understanding and involvement could be achieved 
(Abraham et al., 1999; Pintelon et al, 1999; Tsang and Chan, 2000; Hansson and 
Backlund, 2003). Due to lack of communication and information not flowing 
laterally, members of organization are not able to identify and report the sources of 
maintenance and reliability; and are not able to put their valuable suggestions for 
improvement (Hansson and Backlund, 2003). 
 
Lack of measurement of Overall Equipment Effectiveness (OEE) 

OEE is measure of effectiveness of the equipment or machine or it is a performance 
indicator (Rolfsen and Langeland, 2012). It depends on three parameters i.e. System 
availability rate, Performance rate and Quality rate. The real goal of maintenance 
activities is to increase OEE and due to lack of measure of OEE the maintenance 
activities can’t be implemented properly (Kumar et al., 2014). The progress of the 
company depends on these three parameters of OEE (Prickett, 1999). System 
availability refers to the rate of availability of machine tool. Availability depends on 
the system design which determines the systems reliability, maintainability with the 
aim that system performs all its functions throughout its life successfully (Lad and 
Kulkarni, 2008). Performance rate tells us about the losses incurred due to using the 
machine at low performance rate and the degradation of performance is mainly due to 
unfulfilled maintenance work (AI-Sultan, 1996). Quality rate refer to the losses 
occurred due to the low quality, bad quality means more rejections (Prickett, 1999). 
Elimination of waste such as scrap and rework can be easily achieved by quality 
improvement which increases productivity and thus leads to reduced cost. 

Continuous improvement of these three parameters of OEE should be an important 
target. The analysis of these factors can be used for improvement of individual tool 
reliability and importantly to prevent the recurrence of similar type of failures in a 
machine tool (Prickett, 1999). But if the organizations fail to measure OEE then they 
are not able to monitor most important factors influencing the system performance. 
Lad and Kulkarni (2010b) have suggested parameter estimation method for the 
machine tool reliability analysis to overcome the problem of unavailability of a 
well-defined failure data collection mechanism. 

Lack of Team work 

Team working means involvement of entire organizations to eliminate the defects, i.e. 
the company wide approach to achieve quality where the role of each and every 
employee is crucial (Graham, 2014; Ledet, 1999). It also helps in achieving better 
reliability at lower cost (Ledet ,1999) . Not only the maintenance department but the 
entire organization should ensure the reliable and dependable maintenance system 
(Madu. 2000).   Traditional factors of maintenance management like information 
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system, data collection etc. are still important and are key factors to improve 
maintainability and reliability. These factors must be coordinated in a cohesive form 
(Hansson and Backlund, 2003). But many organizations have reported that team 
working between the production and maintenance department is not only an issue of 
principle but also an issue of practicability (Cooke, 2000). Many experiments have 
shown that proper maintenance activities can be performed when the whole business 
unit works toward a common goal, otherwise sub-optimization will result in 
unachieved goals (Rolfsen and Langeland, 2012). 
 
Lack of effective performance measures 

For maintenance systems effectiveness apart from OEE, other performance measures 
are also equally important. Due to the substantial cost of maintenance as compared to 
operational cost, measuring of effective performance becomes very important to 
become competitive and cost effective. Usually maintenance measures are not part of 
performance framework. For this structural audits can be carried out to measure 
productivity and to identify area of improvement (Raouf, 1994, Raouf and Ben-Daya, 
1995). To monitor and to take timely decisions, the information about the 
performance of machine is very important and lack of this information causes 
ineffective and inefficient maintenance process (Parida and Kumar, 2009).  

Lack of Commitment of employees towards maintenance  

According to Davis (1997), many organizations failed to implement maintenance 
system properly due to reluctant and demoralized production department, who were in 
fear of losing job and were unwilling to do stressful work as they don’t see the 
benefits of implementations due to lack of knowledge (Hardwick and Winsor, 2001; 
Karlsson and Ljungberg, 1995; Shin et al., 1998). This can be overcome by 
recognizing the employees and visibly showing them the benefits of implementations 
(Allen and Kilmann, 2001; Hartman, 1992).  Since activities are actually implemented 
by the employees thus the employees who are having lack of positive attitude towards 
maintenance further increases the cost of maintenance (Hansson and Backlund, 2003). 
Due to this fewer resources are spent on other aspects of maintenance. 
 
Lack of Training 
 
Effective working of maintenance department requires that the managers and 
employees have the appropriate knowledge, skills and expertise in the field of quality 
management (Mosadeghrad, 2014). It helps in changing the mind set of employees 
from traditional maintenance approach to the new and modern approach. It further 
helps in reducing the maintenance crew and increases the flexibility as the small 
maintenance works could then be performed by the average maintenance personnel or 
the shop floor workers (Nembhard, 2014). It also increases the commitment and 
brings about the positive behavioural changes. Training is required with adequate 
amount of practical knowledge; otherwise employees tend to forget what they were 
taught (Hansson and Backlund, 2003). For example a untrained planner would not be 
able to determine job content, duration, number of workers required, number of spare 
parts required etc (Raouf and Ben-daya, 1995). 
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Lack of proper strategic planning and Implementation   

Strategies set directions for deciding operations  functions to ensure competitiveness 
(Singh et al. 2010). These are the functions that help in integrating the quality 
requirement with the business activities (Chin et al., 2002). These are the activities to 
develop and identify the obstacles in achieving the desired goals (Hartman, 1992; 
Hipkin and Lockett, 1995; Shin et al., 1998). They help in facilitating the follow-ups 
and monitoring the achievements like involvement of employees and understanding 
between management and workers by setting goals, and identifying solution 
(Abraham et al, 1999; Schawan and Khan, 1994). It also links maintenance 
programme with company’s mission, vision and strategies (Bardeol and Sohal, 1999; 
Riis et al., 1997). It is observed that lack of proper strategic planning and 
implementation can prove to be a bottleneck due to the unclear picture of benefits to 
organization from the improvements (Abreu et al., 2013). 
 
Lack of Top management support 

Atkinson (1990) and Jaehn (2000) have observed that 80% of firms fail due to the 

lack of top management support. Implementation of maintenance activities in 

organizations requires major resources like human resources, money and time. Top 

management is responsible for providing these resources (Shin et al., 1998; Hansson 

and Backlund, 2003). It has become very important to change traditional methods and 

organization structure to the new and modern one (Singh et al., 2008). Therefore one 

of the major job of top management in today’s business environment is to reorganize 

the traditional organization reporting system to obtain the quality maintenance and 

reliability information on timely basis (Hansson and Backlund, 2003). Major 

resources need proper implementation and clear understanding of objectiveness and 

methodologies of maintenance system (Clark, 1991; Hipkin and Lockett, 1995). Real 

goal of maintenance is to increase OEE and not to reduce the labour count.  Asjad et 

al. (2013) have suggested supportability based contract alternatives for operating life 

of mechanical systems. According to them supportability for a user is the ability of the 

manufacturer to execute all the support activities that are required for the upkeep of 

the system, in the most effective, efficient and timely manner throughout the 

operating life of the product, whenever and wherever needed. 

 
Lack of Empowerment  
 
For effective maintenance management, employee empowerment for taking different 
decisions at owns levels are very important.  Empowerment means to develop the 
teams and to build a matured staff (Mohamed, 2005). Employees should be active 
participants and satisfied with their job with feeling of ownership (Hansson and 
Backlund, 2003; Aghazadeh, 2002; Yamashina, 2000). To use maintenance for 
competitive advantage, organizations should empower employees to adapt processes 
as per environmental changes (Douglas and Judge, 2001). Lack of empowerment 
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means inactive participation of employees thus there is decrement in efficiency of 
maintenance program. 
 

Lack of Awareness about safety and health 

For the success of any enterprise an important prerequisite is the safety of people, 
environment and assets (Narayan, 2012). According to survey of European Agency 
for safety and health at work in year 2000, 10 to 15% of fatal accidents and 15 to 20% 
of all accidents were associated with maintenance work. Thus maintenance is usually 
regarded as critical to operators. They are more exposed to variety of hazards with 
potential harm to their health (Grusenmeyer, 2010).  Therefore one of the main works 
of the maintenance department should be to create a safe workplace with utmost 
importance of safety in the plant (Singh et al., 2013). Safety in plant refers to personal 
safety as well as process safety. Personal safety is important in the industries, but the 
more important factor is the process safety (Narayan, 2012). Therefore safety and 
health at work place should be everyone’s concern. Barriers identified based on 
literature review and experts opinion are summarised   table 1. 

 
Insert table 1 here 

 
  
3. Research methodology  
 
For ranking of different barriers, multi criteria decision making (MCDM) tool i.e 
TOPSIS is applied in this research. MCDM is very important tool to deal with 
unstructured problems containing multiple and conflicting objectives (Lee and Eom, 
1990). Many ‘MCDM’ techniques have been developed, but the TOPSIS approach is 
the most widely used technique. Technique for order preferences by similarity to ideal 
solution (TOPSIS) method was proposed by Hwang and Yoon (1981).  It is 
considered to give very reliable solution because in TOPSIS poor performance in one 
criteria can be negated by good performance in other criteria. Therefore many authors 
have been analysing their data with the TOPSIS methodology. 
Jothimani  and Sarmah , (2014) have used TOPSIS for measuring the supply chain 
performance (SCP) in the light of a real life case study. Ramezani and Lu, (2014) 
have used TOPSIS for identifying an optimal maintenance policy that can minimize 
the failures. Kumar and Singh (2012) have used this approach for evaluating 3 PL for 
global supply chains. Khanna and Sharma (2011) have used TOPSIS for ranking of 
CSFs for total quality management implementation. Strength of TOPSIS methodology 
over other MCDM techniques is that the both negative and positive criteria can be 
simultaneously used in decision making.  In addition to this, it is simpler and faster 
than other methods such as AHP, FDAHP and SAW. In this method two artificial 
alternatives are hypothesized: 
1. Ideal alternative: the one having the best level for all attributes considered. 
2. Negative ideal alternative: the one having worst attribute values. 
 
TOPSIS selects the alternative that is the closest to the positive ideal solution and 
farthest from negative ideal alternative. Thus providing a more realistic form of 
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modelling as compared to non-compensatory methods. Major steps in TOPSIS 
approach are as follows. 
 
 
Step 1: On the basis of ‘m’ alternative and ‘n’ criteria, a matrix with elements xij is 

made, where each element denotes the rating of ith decision maker (DM) with 

respect to jth criteria. 
This matrix is known as decision matrix denoted by ‘D’: 

D =  
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i =1, 2, 3,…, m is the number of alternative and j = 1, 

2, 3,…, n  is the number of criteria. 

Step 2: Now, the normalized matrix is calculated with elements rij = 
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∑
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 for i 

= 1, 2, …., n ; j = 1, 2, …., m . It is denoted by R. 
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Step 3: Construct the weighted normalized matrix with elements vij = wjrij, where wj 

= weights of different attributes. It is denoted by V. 

V =  
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Step 4: Determining the positive ideal solution v��and negative ideal solution v�� by 
finding the maximum and minimum values of weighted normalized elements in each 

column in the case of benefit criteria and just reverse for cost criteria. 

 

 Step 5: Calculate the Euclidean distance for each alternative. 

 

The Euclidean distance from positive ideal solution is represented by s	∗. 
s	∗= [∑ �v	�∗ − v����

� ]�/� 
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Where i= 1, 2, …., m; j= 1, 2, …., n 

 

The Euclidean distance from negative ideal solution is represented by s	�. 
s	�= [∑ �v	�� − v����

� ]�/� 
Where i= 1, 2, …., m; j= 1, 2, …., n 

 

Step 6: Calculate the relative closeness to the ideal solution	c	∗. If it is closest to 1, 
then it depicts the best solution. 

	c	∗ = s	� (s	∗ +	s	�)� , where 	0 < c	∗ < 1 

Where s	∗	represents distance from positive ideal solution and, 
s	�	represents distance from negative ideal solution. 
 

Step7: Rank the alternatives according to the preference order 

of		closeness	ratio		c	∗. The one that have the shortest distance to the ideal solution is 
the best alternative. Shortest distance to the ideal solution depicts longest distance 

from negative ideal solution. 

4. Results and Discussion 
  
A successful Maintenance management system plays a crucial role in improving 

machines productivity and overall performance. It gives an edge to the company over 

its competitors. To successfully implement the maintenance management, the 

managers should be aware about the barriers of maintenance management, and should 

try to overcome them. For obtaining input data, a team of three experts/Decision 

makers (DMs) was made in this study. These three decision makers (DM1, DM2 and 

DM3) are Maintenance department heads from top ranked companies in NCR Delhi 

India, each having experience of more than 10 years. These top ranking firms are 

mainly from manufacturing sectors.  On basis of their experience DM1 is given a 

weightage of ‘0.5’, DM2 a weightage of ‘0.2’ and DM3 a weightage of ‘0.3’. Barriers 

are given score in scale of 1-10 (1-Very low, 10-Very high). By using step 2 and 3, 

weighted normalized decision matrix is made as given in table 2.  By using step 4, 

positive and negative ideal solutions are determined as given in table 3.  By using step 

5, separation of each CSF from the positive and negative ideal solution is determined 

and shown in table 4 and 5. Now, by using step 6, the relative closeness of each 

barrier to the ideal solution (closeness ratio) is found as given in table 6 and based on 

closeness ratio i.e step 7, relative ranking of these barriers is shown in table 7.  

 
Inset tables 2 to 7 here 
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It is observed that lack of top management support is the biggest barriers in successful 
implementation of effective maintenance management. Willingness of top 
management can only bring about the positive changes in the culture and functioning 
of the company. Usually it is observed that top management especially in SMEs are 
not very supportive for maintenance initiatives because return is not short term and lot 
of changes are required (Kumar et al, 2015). It is usually observed that investing in 
preventive maintenance activities is considered as waste by management in many 
organisations. They are still following traditional breakdown maintenance systems. 
Next barrier as per importance is lack of awareness for OEE. As we know that the one 
of the main goal of maintenance system is to increase OEE therefore lack of 
awareness for measuring OEE is surely an unhealthy sign for a firm. Lack of OEE can 
cost a lot to them due to downtime and lost quality (Lad and Kulkarni, 2012). Usually 
organisations measures machines performance in terms of machines productivity and 
ignore other factors related with product rejections and speed, thus designating and 
using OEE helps in identifying causes of losses in manufacturing and helps in keeping 
a track of factors influencing the overall performance (Prickett, 1999). Next barrier 
for effective maintenance is lack of strategic planning and implementation. 
Organisations usually do not frame exclusive policies and strategies for maintenance 
which can help in increasing the commitment level of upper management and 
employees (Hansson and Backlund, 2003). It is the biggest reason for unsuccessful 
implementation of maintenance system (Newall and Dale, 1991). For successful 
maintenance systems, employees’ empowerment is essential.  It promotes 
involvement of employees, increases job satisfaction and creates a sense of ownership 
among employees (Aghazadeh, 2002; Yamashina, 2000). Lack of empowerment is 
the driving factor for the ‘lack of communication’ and ‘lack of teamwork’. Poor 
communication can lead to decrease in the growth momentum of the organization. To 
have the high employee morale and productivity, teamwork is an important factor. 
When the whole organization is working as a unit then obviously the chances of 
getting desirable result would increase. The next major barrier is the lack of proper 
training which is very important as proper training not only increases the skills of the 
employees but also their commitment towards the maintenance work. In addition to 
this for successful maintenance systems, employees should be trained to perform 
cross functional work in addition to routine work. Safe and healthy workplace is a 
prerequisite for a successful maintenance programme. Ignorance of this factors can 
lead to serious consequences for environment, company and man. The next important 
barrier is the lack of performance measure as to become cost effective and 
competitive it’s very important to know the areas of improvement. But as the 
activities are actually implemented by the employees’ thus uncommitted staff can 
become a serious issue for the maintenance work. The last major barrier is the lack of 
benchmarking. As benchmarking is a tool to keep the goal to be become “best in 
class” attainable. Thus it is very important to use benchmarking on continuous basis 
for sustainable competitiveness of any organisation. 
 
5. Concluding Remarks 
 
As the competition is rising in the world market and local markets around the globe, 
firms are increasingly realizing the importance of effective maintenance management. 
It can help to increase the market share by the means of improving product quality, 
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decreasing rejection, reducing cost and by providing superior service to the 
customers.  Many models such as TPM, RCM, and CBM are employed in the industry 
to solve maintenance related problems. Successful implementation of these models 
involves many difficulties. This study has identified eleven main barriers in the 
implementation of effective maintenance management system. These barriers are 
Lack of Benchmarking, Lack of Communication, Lack of empowerment, Lack of 
teamwork, Lack of commitment of employees towards maintenance, Lack of training, 
Lack of proper Strategic Planning, Lack of top management support, Lack of 
awareness about safety and health, Lack of effective performance measurement, Lack 
of proper OEE. Managers should address these barriers effectively to have a positive 
impact of the maintenance system on the performance.  
Analysis and findings have shown that lack of top management support, lack of focus 
on OEE and lack of strategic planning and implementation are the biggest barrier in 
effective maintenance management. Whereas lack of benchmarking is relatively 
ranked lower than the other barriers but it cannot be ignored. These barriers can only 
be overcome by the willingness and strong leadership which really wants to develop a 
quality oriented culture in the industry. These findings will help management in 
formulating maintenance strategies. However before generalising these findings, some 
empirical and case studies may be carried out as future scope of study. 
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Ranking of barriers for effective maintenance by using TOPSIS approach 

List of figures and tables 

            

Figure1: Barriers in implementation of effective maintenance management 

         

  

 

Table 1: Barriers in effective maintenance management 

Barriers References 

Lack of Benchmarking Adebanjo   et al (2010); Singh, (2011); Shaaban 

and  Awni , (2014) 

Lack of Communication and information Mohamed, (2005); Leong et al., (2012) 

Lack of empowerment Yongtao et al., (2014 ), Poduval et al., (2015) 

Lack of teamwork Rolfsen and  Langeland, (2012), Aspinwall and 

Elgharib, (2013) 

Lack of commitment of employees 

towards maintenance 

Singh and Ahuja, (2014); Mosadeghrad, (2014) 

Lack of training Singh et al., (2013); Mosadeghrad, (2014) 

Lack of proper Strategic Planning and 

implementation 

Singh et al., (2010); Abreu et al., (2013);  

Mosadeghrad, (2014), Ding et al. (2014) 

Lack of top management support Kodali et al., (2009); Singh et al.,(2008), Kumar 

et al. (2015) 
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Table 2: Weighted normalized matrix 

 

        Decision Makers DM1(0.5) DM2(0.2) DM3(0.3) 

Barriers     

1. Lack of benchmarking 0.051164 0.028834 0.0305 

2. Lack of communication 0.153493 0.06728 0.091499 

3. Lack of employee empowerment 0.204658 0.038446 0.106749 

4. Lack of team work 0.102329 0.057668 0.106749 

5. Lack of commitment of employee towards 

maintenance 

0.076747 0.057668 0.04575 

6. Lack of proper training 0.127911 0.057668 0.076249 

7. Lack of strategic planning and 

implementation 

0.204658 0.06728 0.091499 

8. Lack of top management support 0.23024 0.06728 0.137249 

9. Lack of effective performance measures 0.076747 0.048057 0.076249 

10. Lack of awareness about safety and health 0.127911 0.076891 0.04575 

11. Lack of measurement of OEE 0.179076 0.076891 0.121999 

 

Table 3:  Summary of +ve ideal solution and –ve ideal solution 

Positive ideal sol. 0.23024 0.076891 0.137249 

Negative ideal sol. 0.051164 0.028834 0.0305 

      

Table 4: Distance from the positive ideal solution (s�∗) 

                                                  

 

          Decision Makers  DM1(.5) DM2(.2) DM3(.3) Average  

Barriers      

1. Lack of benchmarking 0.179076 0.048057 0.106749 0.111294 

2. Lack of communication 0.076747 0.009611 0.04575 0.044036 

3. Lack of employee empowerment 0.025582 0.038446 0.0305 0.031509 

4. Lack of team work 0.127911 0.019223 0.0305 0.059211 

5. Lack of commitment of employee towards 

maintenance 

0.153493 0.019223 0.091499 0.088072 

6. Lack of proper training 0.102329 0.019223 0.060999 0.06085 

7. Lack of strategic planning and implementation 0.025582 0.009611 0.04575 0.026981 

8. Lack of top management support 0 0.009611 0 0.003204 

9. Lack of effective performance measures 0.153493 0.028834 0.060999 0.081109 

10. Lack of awareness about safety and health 0.102329 0 0.091499 0.064609 

Lack of awareness about safety and 

health  

Grusenmeyer, (2010); Singh et al., (2013); 

Narayan,  ( 2012) 

Lack of effective performance 

measurement  

Parida and Kumar, (2009), Lad and Kulkarni 

(2010a) 

Lack of measurement of OEE Pophaley and Vyas, (2010), Lad and Kulkarni 

(2010b) 
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11. Lack of measurement of OEE 0.051164 0 0.01525 0.022138 

 

 

Table 5: Distance from the negative ideal solution (s��) 
 

                                                                                                           

Decision makers   

DM1(.5) DM2(.2) DM3(.3) Average  

Barriers      

1. Lack of  benchmarking 0 0 0 0 

2. Lack of communication 0.102329 0.038446 0.060999 0.067258 

3. Lack of employee empowerment 0.153493 0.009611 0.076249 0.079785 

4. Lack of team work 0.051164 0.028834 0.076249 0.052083 

5. Lack of commitment of employee towards 

maintenance 

0.025582 0.028834 0.01525 0.023222 

6. Lack of proper training 0.076747 0.028834 0.04575 0.050443 

7. Lack of strategic planning and 

implementation 

0.153493 0.038446 0.060999 0.084313 

8. Lack of top management support 0.179076 0.038446 0.106749 0.10809 

9. Lack of effective performance measures 0.025582 0.019223 0.04575 0.030185 

10. Lack of awareness about safety and health 0.076747 0.048057 0.01525 0.046684 

11. Lack of measurement of OEE 0.127911 0.048057 0.091499 0.089156 

 

 

Table 6: Summary of closeness ratio 

 

  Decision maker            
   	c�∗ = s�� (s�∗ +	s��)� , 

Barriers   

1. Lack of  benchmarking 0 

2. Lack of communication 0.604328 

3. Lack of employee empowerment 0.716883 

4. Lack of team work 0.467974 

5. Lack of commitment of employee towards 

maintenance 

0.208656 

6. Lack of proper training 0.453246 

7. Lack of strategic planning and implementation 0.757569 

8. Lack of top management support 0.971213 

9. Lack of effective performance measures 0.271218 

10. Lack of awareness about safety and health 0.419471 

11. Lack of measurement of OEE 0.801084 
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Table 7: Ranking of barriers in effective maintenance management 

 

Barriers Ranks 

1. Lack of  benchmarking 11 

2. Lack of communication 5 

3. Lack of employee empowerment 4 

4. Lack of team work 6 

5. Lack of commitment of employee towards 

maintenance 

10 

6. Lack of proper training 7 

7. Lack of strategic planning and implementation 3 

8. Lack of top management support 1 

9. Lack of effective performance measures 9 

10. Lack of awareness about safety and health 8 

11. Lack of measurement of OEE 2 
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Abstract: Imagine if the data set provided for training an artificial neural network turns out to be corrupted. This paper presents a 

method that can be used to rectify the said neural network after it has been trained but on some corrupted data. In order to rectify the 

neural network we are provided with a replacement data set for the corrupted data. The proposed method uses the old weights of the 

corrupted neural network to determine the new weights of the rectified neural network model. Moreover, the proposed method is 

compared with the present typical method for solving the above stated problem. 
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1. Introduction 
 

Consider a simple example of statistics. Assume that there 

are 10 numbers in a set that have a mean value of x. But now 

we are informed that a number in the set was incorrect and 

should have been something else. Now we need to find a new 

mean. There is a typical way to find way the new mean. We 

replace the incorrect number with the correct number. Then 

we find the mean. But there is a much smarter way to do it. 

We could use the formula below: 

 

New mean = (Old mean*number of elements in the set – 

incorrect number + correct replacement number)/ number of 

elements in the set 

 

Now imagine this problem in an artificial neural network. 

Consider that we have already trained a neural network. After 

that, we realize (or come to know of) that some of the outputs 

in the data were incorrect. Later, we are given the 

replacement output values and asked to find the new correct 

weights for the neural network model. For example, consider 

the MNIST database of handwritten digits that has a training 

set of 60,000 examples, and a test set of 10,000 examples. It 

is a subset of a larger set available from NIST [1]. The digits 

have been size-normalized and centred in a fixed-size image. 

Now assume that about 1000 images in the training data 

turned out to be incorrectly classified (the output values were 

incorrect or the images were incorrectly labelled). A typical 

way to solve this problem is to simply replace the incorrectly 

classified output data with correctly classified output data 

and then train the neural network from the beginning (re-

initialize the parameters) [2].  

 

In this paper, a method is explained where we don’t need to 

apply the above typical method in order to get correct 

weights for the neural network. A new method is proposed 

that takes lesser computation to achieve the rectified neural 

network. The paper is organised as follows. Section 2 

explains the typical method that is usually used to solve the 

above stated problem. Section 3 explains the proposed 

method. Section 4 gives a brief about the implementation and 

analysis of the proposed method explianed in Section 3. 

Section 5 briefs about the applications of proposed method 

on different types of problems. Finally, section 6 compares 

the proposed method to the typical method used. 

 

2. Typical Solution 
 

Since we have already trained the artificial neural network 

before realizing that some of the data is corrupted, the typical 

method suggests that we need to train the neural network 

from the beginning (re-initialize the parameters) [2]. 

Consider an example of the MNIST data set [1] (say an 

image that displays the digit 7 but its output data shows that 

the image is a hand-written digit 1). Now this example is 

corrupted. Assuming that the neural network has already 

been trained on the data set that has some corrupted data 

examples (or examples with incorrect output value), we 

should know that our neural network has been corrupted. It 

means that the weights of each node of each layer have been 

corrupted. There is a typical way to solve this problem. After 

we are provided with the correct data set, we need to re-

initialize the parameters (or weights) of the neural network. 

Then we have to apply forward propagation [3] and back-

propagation [4] [5] method in order to train the neural 

network. In this method, the corrupted data set and the 

weights are discarded and replaced. This method requires the 

same amount of computation as required when the data set 

was corrupted. 

 

The accuracy and time required for this method and the 

proposed method (discussed in section 3) are compared in 

Section 6. 

 

3. The Proposed Method 
 

The proposed method can be explained by taking examples 

from MNIST data set [1]. We have to assume that some of 

the examples in the data set have incorrect output values like 

an image of a digit 7 has output value of 1. In the previous 

section, we have explained that the method requires the cost 

function values of the corrupted neural network in order to 

reverse the effects of the incorrect examples with the new 

correct examples. 

 

The proposed method can be explained in the following 

steps: 

 

1. Storing the corrupted data 

The corrupted data is the data set containing some examples 

that have incorrect output values (some images are 
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incorrectly labelled). The weights created while training the 

neural network with the corrupted data set are also stored so 

they can be used during the rectification process. Corrupted 

data set is compared with the new data set in order to check 

which examples have incorrect output values. Then these 

corrupt data set examples are stored along with their 

respective correct output values and their respective indices 

from the original data set (corrupt) in a separate file. This 

creates an incorrect-correct data set (i.e., the output values). 

This data set is then used further in the proposed method to 

reverse the effects on the corrupted neural network. 

 

2. Modified Back Propagation 

For the proposed method we have modified the back 

propagation algorithm. In the modified back propagation 

algorithm the error term for the first iteration is calculated as 

the difference in the incorrect and correct output values of 

the new (not corrupt) and courrpted dataset respectively. 

Then we follow the usual back propagation algorithm to 

update the weights. We use forward propagation to find the 

hypothesis term and subtract it from the output value (given) 

to find the error term δ. Then using the traditional back 

propagation algorithm we calculate the error terms of the 

previous layers. Then we calculate the numerical gradients of 

the respective layers using the respective error terms 

(denoted by δ). Following that we update the weights of the 

neural network using the respective numerical gradients. 

 

In short we can say that we backpropagate only once with the 

error term as the difference in the incorrect and correct 

output values.[6] Then we follow the usual back propagation 

algorithm to update the values. Usually the data set 

(incorrect-correct output data set) is much smaller than the 

original dat set it takes much lesser time to rectify the data 

set.[7] This can be seen from the results presented in the next 

section. 

 

In the proposed method, we use the saved incorrect-correct 

data set to create an array of respective error terms. For 

example, the hypothesis predicts the image as digit 7 and the 

incorrect ouput value is 9 whereas the correct output value is 

1. The error term of this example will be a vector δ = [-1 0 0 

0 0 0 1 0 -1 0]
T
. In the vector above, the values are assumed 

to be either 0 or 1 or -1. But in actual implementation, these 

values are usually floating-point values varying between -1 

and 1 and are usually very near to either -1, 0 or 1. After that, 

we can run a series of back-propagation and forward 

propagations (as explained above) to update the old 

weights.[8] We would just need the last updated weights of 

the neural network. Here the number of iterations required 

need not be equal to when originally training the neural 

network. Since the incorrect-correct example pair data set is 

smaller than the original data set, we can reduce the number 

of iterations because the smaller data set will require less 

amount of tuning and hence less number of iterations.[9] 

 

  
Figure 1: Proposed method 

 

4. Implementation and Analysis 
 

The proposed method was tested on several data sets. All the 

data sets were corrupted by replacing original values with 

random (output values within the range of the original set) 

values at random positions in the data sets. One of the results 

of our implementation have been shown below. These are the 

results are of the popular MNIST data set for Hand-written 

digit recognition problem. There were 5000 examples in the 

original data set and out those examples, 200 random 

examples were corrupted (incorrect output values). As you 

can see from the table below, the percentage accuracy 

dropped by nearly 5% when 4% examples were corrupted. It 

means that the weights in the neural network got corrupted. 

After rectification process the accuracy wasn’t exactly 

restored when the neural network was trained on the original 

(no incorrect outout values) data set but the accuracy 

increased by nearly 4% when the corrupted neural network 

(corrupted weights) was tested. 

 

Table 1: Percentage accuracies in different cases 
 Rectification 

Data set 

Before 

Rectification 

After 

Rectification 

Corrupted Dataset 90.56% 94.31% 

New Data set 

(original) 

95.7% ____ 

 

As the number of corrupted examples were increased, the 

accuracy of the corrupted neural network also decreased. 

Moreover after rectification the accuracy also increased from 

the corrupted neural network case but not in a linear fashion 

as expected. The reason might be due to random examples 

being chosen everytime the original output values were 

replaced with random values in order to make corrupted data 

set. 

 

Moreover, the relation between the time elapsed for the 

neural network to rectify and the number of examples being 

corrupted wasn’t linear either. This might also be due to the 

random examples being chosen everytime the original output 

values were replaced with random values in order to make 

corrupted data set. 
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5. Applications 
 

The proposed method is a solution to the problem when an 

artificial neural network is trained over a data set that 

consists of some examples that have incorrect output values. 

This improved backpropagation algorithm [10][11] can be 

applied to similar types of problems. For example, we have a 

data set that consists of a million images of very small 

number of people (say 20). And after training the network we 

realise that some of those images were incorrectly classified 

due to incorrect output values. Later we are provided with a 

correct data set. Rather than re-training the neural network 

from the beginning (re-initialising the parameters), we can 

simply apply the above proposed method to train the neural 

network. This method can be applied to almost any neural 

network that faces the above stated problem. Neural network 

can be for object images, hand-written images, data sets that 

require complex neural networks to learn, etc. 

 

The proposed method can be modified and used in Software 

Re-Engineering and Reverse Enginering problems. Where, if 

we need to change the testing data, we might not actually be 

required to compute all the values from the scratch typically 

and use the new method similar to the above discussed 

improved back propagation [10][11] to get the new values. 

For example, lets take the concept of black box testing. We 

don’t know what code lies inside the software but what we 

want is to test out a lot of values to see if any error comes out 

or not. Now assume that an error does come. What can we do 

in such a situation. We can use the basic approach of the 

above proposed method and modify the software without 

going too deep into the code of the software.  

 

6. Comparison between Typical and Proposed 

Method 
 

As explained in Section 2, the typical method involves the 

replacement of incorrect examples with correct examples and 

then trains the neural network from the beginning. And as 

explained in previous sections, the proposed method uses 

stored values of old neural network weights to rectify it using 

the new correct examples. As we can see from the 

explanations provided in above sections, the typical method 

uses slightly less memory usage because it doesn’t prefer to 

store the old weights of the neural network (corrupted). But 

the proposed method requires less computation. Firstly, it 

doesn’t calculate the cost function values of all the elements. 

It simply calculates cost function of the incorrect examples 

and the replacement correct examples. Moreover, while 

training the neural network, only the incorrect-correct 

example pairs are trained rather the complete data set. 

Suppose that we have a MNIST data set that consists of 

60000 images for training. Out of these we have 1000 

examples with incorrect output values. We can simply 

observe that the size of the array used for training the neural 

network (especially when using a vectorized implementation 

approach [5]). Moreover, there wasn’t any relation found 

between the number of examples being corrupted and the 

percentage increase in the accuracy after rectification, 

probably due to the randomness of the selection process. 
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ABSTRACT 

In this report, we have illustrated the synthesis of the Ni-filled multiwalled carbon nanotubes (MWCNTs) on both metallic and 
non-metallic substrates, by using thermal CVD technique. Scanning Electron Microscopy (SEM) and X-ray diffraction (XRD) 
have been used to characterize the surface morphology and crystalline nature of the MWCNTs encapsulated with Ni nanorod. 
These filled MWCNTs have exhibited strong magnetic response due to encapsulation of pure phase of Ni. Magnetic Force 
Microscopy (MFM) study of such filled tubes reveals the pole formation in the Ni nanorod and confirms magnetization 
direction perpendicular to tube axis. Filling occurs in a fragmented manner confirmed by MFM and each fragment found to 
have north and south poles along the axis perpendicular to the tube i.e. radial direction of tube. Copyright © 2016 VBRI Press. 
 

Keywords: Carbon nanotubes; thermal CVD; magnetic force microscopy (MFM); magnetization direction. 
 

Introduction  

Metal-filled multiwalled carbon nanotubes (MWCNTs) 
have potential industrial application in various fields of 
science and technology. The injection or filling of metal 
into the MWCNT may significantly amend their 

mechanical [1], electrical [2] and magnetic properties [3-7]. 
The metal-filled MWCNTs have variety of industrial 

applications such as catalysts [8], electronic devices [9], 

magnetic tape [10], and biosensors [11]. Filling of 

MWCNT can be accomplished either in-situ or ex-situ [12]. 
Among all, routes of in-situ filling have been preferred 
because of the easy way and filler exhibit high integrity in 
properties. In-situ filling can be made by various methods 

such as Arc discharge [13], Laser ablation [14], Plasma 

enhanced CVD [15] and Thermal CVD [16, 17]. Generally, 
in order to study the magnetic properties of ferromagnetic 
materials filled inside MWCNT, Fe, Co and Ni have 

selected as filler in the most of published reports [17-22]. 
Among all metals, which have been filled to the date, filling 
with Fe, or Fe3C has been reported by most of the 

researchers [20, 23-25]. This happens due the high 
solubility of carbon in Fe. However, due to low binding 
energy of carbon with Fe, crystalline quality of MWCNT 
grown by using Fe as catalyst is low as compared to 
MWCNT grown by using Ni or Co as catalyst. Filling of 
the pure phase of Fe is very difficult because of the rapid 
formation of Fe3C, which dominates over Fe phase 
formation. The carbide formation deteriorates the magnetic 
properties of the filled MWCNTs. MWCNTs filled with 
pure phase exhibit extraordinary magnetic properties. 
However, very few researchers have published the CVD 
method to grow pure Fe, Ni, Co; Ni/Pt filled MWCNTs 

[20, 21, 22, 26]. For the application of nanorod filled inside 

MWCNT as nanomagnet, it is important to first investigate 
magnetization behaviour and then pole formation in 
ferromagnetic nanorod filled inside the MWCNT. Another 
burning issue related to on-going research in area of 
MWCNT is to grow the MWCNT on conducting,          
non-conducting, magnetic or non-magnetic substrates. 
Among them MWCNTs grown on conducting substrate are 
of high importance. Reason is, if MWCNT follow root-

growth mechanism depending on catalyst nature [27] then 
substrate-MWCNT interface has low contact resistance and 
substrate can used as a one contact for the devices. 
Objective of present study is two folds: (1) to grow pure 
Ni-filled MWCNTs on various substrates, and (2) to study 
the magnetization behaviour in confined nanorod by using 
MFM. 
 

Experimental 

Materials and synthesis method 

Thermal chemical vapour deposition (Thermal CVD) 
technique was used to grow Ni- filled MWCNTs. In the 
technique quartz tube of inner diameter (ID) 3.5 cm and 
length of 60.0 cm was used as a reactor. The system has a 
10.0 cm pre-heating zone (100 - 150 

o
C) and 15.0 cm 

heating zone (800 – 900
 o
C). To grow samples on quartz we 

have taken mixture of nickelocene and benzene of ratio 
0.015 gm/ml. The mixture was first introduced in pre 
heating zone where solution vaporized and then vapour 
were introduced in to hot zone by using Ar/H2 mixture as a 
carrier gases. Flow of Ar/H2 gas mixture (Ar-100 sccm, H2-
50 sccm) was optimized for growth on all substrates. After 
the completion of reaction, system was set to cool down to 
room temperature in the presence of Ar. In order to grow 
MWCNTs on SiO2/Si, Copper (Cu) and Stainless Steel (SS) 
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temperature was set at 830 
o
C. When temperature of 

furnace reaches to reaction temperature, substrates were 
brought in to the hot zone in such a manner that the dense 
vapours immediately diffused on the substrates at set 
reaction temperature. After synthesis substrates were found 
to be fully covered by black thick layer of MWCNTs.  
 

Characterization techniques 

As-grown samples were characterized with Bruker D8 
Advance X-Ray diffractometer and Hitachi S3100 
Scanning Electron Microscopy. Very few amount of sample 
dispersed in Isopropyl alcohol (IPA) and then sonicated for 
20 minutes to make a uniform dispersion. A single drop of 
dispersion of MWCNTs was used to make thin film on Si 
substrate. The thin film of MWCNTs on Si substrate was 
used in MFM study. 
 

 
 
Fig. 1. XRD diffraction pattern of the as-grown Ni-filled MWCNTs, 
which grow on wall quartz reactor. 

 

 
 

Fig. 2. SEM Images of Ni filled-MWCNTs grown on (a) Cu substrate, (b) 

SS substrate, (c) SiO2/Si (300 nm/500 m) substrate, (d) quartz. 

 

Results and discussion 

X-ray diffraction (XRD) measurement was performed on 
the as-grown filled MWCNTs scratched from the walls of 

quartz reactor. In Fig. 1, signature peak of MWCNT at      
2θ =26.33° position, reflected from (002) plane of graphite 
(PCPDF 75-2078) was observed. Diffraction peaks at        

2θ = 44.62°,
 
51.9° and 76.50° positions are indentified and 

found to be of (111), (200) and (220) planes of the fcc Ni 
(PCPDF 87-0712). Filling of fcc Ni having symmetry with 
intimate walls MWCNT have been also reported in Ref. 

[26] and reported results are matched with observed values. 
XRD profile confirmed that MWCNTs filled with fcc Ni 
have high crystalline quality. This is evident by FWHM 
(2°) and intensity of peak observed at (2θ =26.33°) 
position. 

Growth possibility of MWCNTs on various substrates 
has been demonstrated and confirmed by SEM images as 

shown in Fig. 2. Variation in density of MWCNT with 
morphological change clearly depicts the influence of the 
substrates on MWCNT growth.  

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Fig. 3. MFM topography of Ni filled MWCNTs by using magnetic tip in 
taping mode.  

 

MWCNTs grown on Cu (Fig. 2(a)) are less curly than 
that grown on other substrates. MWCNTs are well 
separated while CNTs on SS grown in bunches of high 
density. On SiO2 coated Si substrate, MWCNTs are 
observed to be grown more vertical and have uniform 
morphology. In powder samples scratched from the walls of 
quartz reactor, MWCNTs are found to be grown randomly. 
As-grown MWCNTs have shown strong magnetic 
interaction when they are brought close to the bar magnet. 
This confirms the presence of Ni as either filler or catalytic 
impurities. Further, fragmented filling of Ni inside the core 
of MWCNT have been confirmed by MFM and shown in 

Fig. 3. Detailed MFM studies of Ni-filled MWCNT have 

shown in Fig. 4. In order to corroborate tip-sample 
interaction, MFM studies including amplitude and phase 
changes have been performed for hard disk also (shown in 

Fig.5). MFM measurement performed on Ni-filled 
MWCNT with the lift height of 50 nm.  

Image in Fig. 3 is the topographic image of Ni filled 
CNTs captured by using magnetic tip in taping mode. 
Bright contrast in topographic image, if captured by using 
the magnetic tip in taping mode, directly measures the 
dominating interaction between tip-Ni while other 
interaction like, between CNT and tip are minimized. So, 
intensity can be assumed as a direct measure of the 
interaction strength. Therefore, filled parts of MWCNT 
respond very strongly to the magnetized tip and have both 
vander waal and magnetic interaction. Consequently, filled 
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parts of MWCNT can be identified by the contrast 
variation. Filling inside the MWCNT was found to be 
fragmented as confirmed by the intensity variation along 

tube axis (as shown in Fig. 3). 
 

 
 

Fig. 4. MFM studies with lift height 50 nm (a) Topography, (b & C ) 
Phase, and (d) amplitude images of Ni filled MWCNT. (e-o) 
corresponding profiles of filled and unfilled regions represented by lines 
in planes (a-c).  

 
In the present study, MFM measurements were taken in 

two passes across each scan of the sample. In the first pass 
surface topography was scanned which is represented in 

(Fig. 4(a)). The topographical trace and retrace were 
performed in tapping mode of AFM. In second pass, the 
probe was lifted to the desirable height from the surface so 
that short-range forces (vander walls force) get minimize. 
At this height the tip was able to trace and retrace only 
magnetic responses. The magnetic interaction depends on 
the factors like: lift height, coercivity and the magnetic 
moment of the tip as well as magnetic stray field intensity 

of the sample [28]. In this scan mode, a force acts between 
magnetic tip and sample magnetic stray field and this force 
gradient results in change in phase as well as amplitude 

with which cantilever vibrates [28]. The shift in phase and 
amplitude are exceedingly informative in analyzing 

magnetic response. In Fig. 4 (b, c and d) these shifts are 
explained along with their corresponding line profiles. 

 

 
 

Fig. 5. MFM phase image of hard disk drive. 

 

Fig. 4(b) represents the phase profile of Ni-filled 
MWCNT captured in lift mode. Remarkable, phase shifts 
have observed as confirmed by line profiling in filled parts 

as shown in Fig. 4(g) and (i). Along the tube axis bright 
contrasts appeared to be uniform. In line profile if we 
moves from darker to brighter portion the phase is shifted 
from 0 to 12.5° and again it goes down to 0º in darker 
region. The same phenomenon occurs in other filled part 
where phase shift goes to 20° degree and vice-versa. 
Importantly, there is no significant phase shift observed in 

unfilled part of MWCNT (Fig. 4h). The contrast in phase 
image has been reported to depend on nature of interaction 
which present between tip and sample, either attractive or 

repulsive [29]. Bright contrast is presumed due to repulsive 
magnetic interaction, and results in positive phase shift. 
Therefore, in the studied sample strong repulsive magnetic 
interaction was found to be acting between probe and filled 
parts of MWCNT. Similarly, line profiles were taken along 

the radial direction of the tube as shown in Fig. 4(k, l and 

m). Nearly exact phase shifts in positive direction have 
been observed. Uniformity of contrast as well phase shift 
confirmed the existence of single domain in both radial or 
along the axis of Ni nanorod. Consequently, in studied 
sample nickel nanorod having single domain structure is 
confirmed. In order to study the phase shift behaviour more 
extensively, we have compared the MFM phase image of 

standard hard disk drive (Fig. 5). In Fig. 5(a) the profile 
shows that from darkest to brightest region the phase 
shifted from -2.5° to 2.5° while in darkest contrast it again 
fell down to -2.5°. Therefore, for each cycle (darkest to 
brighter contrast), phase shifted from -2.5° to 2.5°. The 
negative shift occurs due to attractive magnetic force while 
positive is due to repulsion. This confirmed that in hard 
disk poles were formed perpendicular to bit length. 

However, line profile along the length of bit area (Fig. 5b) 
the phase shift was not negative anywhere but was positive 

in brighter contrast area with the same value as in Fig. 5b. 
In the scanned image along length of bit area has the darker 

contrast with almost negligible phase shift (Fig. 5b) is not 
as dark as appeared in perpendicular to the bits length 
because the less darker portion does not show any pole in 
that direction. Therefore, it has been confirmed that 
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transition in the direction of magnetization is only observed 
along the width of the bits. 

In Ni-filled MWCNT, the direction of magnetization 
was found to be perpendicular to the tube axis. This is 
evident by the result, i.e. no negative phase shift either 
along or perpendicular to tube axis. The line profile of 
MFM phase is somewhat similar to the line profile along 

length of bit area (in Fig. 5) of the phase image of the hard 
disk where only one type of interaction is observed (in 
bright contrast) and rest part does not seem to have 
magnetic responses. If direction of magnetization is along 
the tube axis then magnetic contrast should be bright at one 
end and negative at the other end because poles would be 
formed along the tube axis. Lutz et. al. have reported the 
direction of magnetization in case of Fe and Fe3C nanowire 

inside MWCNTs [29]. In their report they have mentioned 
the MFM images of both types of nanowires and explained 
the direction of magnetization taking contrast into account. 
However, they have reported that in case of Fe poles form 
along the tubes axis but in our case filling of Ni inside 
MWCNT causes pole formation perpendicular to the tube. 
The studied Ni-filled MWCNT are grown randomly and 
mostly found to be lying in substrate plane. So we assume 
that radial direction is perpendicular to substrate plane. As 

reported in Ref [30], a magnetic field gradient in radial 
direction was applied in order to maintain the temperature 
during growth. Instead of shape or magnetocrystalline 
anisotropy this gradient may be controlling the direction of 
magnetization in Ni nanorod. 
 

Conclusion  

We have demonstrated the growth of Ni filled MWCNTs 
on metallic and non-metallic both kinds of substrates. The 
filling of metal inside MWCNT takes place in fragmented 
manner which is confirmed by probing the filled MWCNTs 
with MFM. Positive variation in the phase in both 
directions along as well as perpendicular to the tube axis 
confirmed that in Ni nanorod poles are formed in radial 
direction. In magnetization shape anisotropy is not playing 
a decisive role. The strong magnetic interaction proposes 
that filled MWCNT can be used for storage devices capable 
of storing data for long term. 
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ABSTRACT 

In this paper a new current comparator architecture is presented, which utilizes the concept of 

nonlinear feedback to speed up the operation. The analytical formulation for quantifying the 

effect of the feedback is put forward. The functionality of the proposed comparator is verified 

using simulations carried out on an Orcad Pspice tool using Taiwan Semiconductors 

Manufacturing Company (TSMC) 0.18 µm technology parameters. The resolution and delay are 

found to be ± 10 nA and 1.48 ns, respectively at a reference current of 1µA. The effects of 

parameter variations on the performance of the proposed comparator at different design corners 

is also studied. The usefulness of the proposed comparator is demonstrated through a 3-bit 

current mode flash Analog to Digital Converter (ADC) and its performance parameters are also 

calculated using simulations. The simulation results show that the 3-bit current mode flash 

Analog to Digital Converter exhibits no missing codes and has Differential Non-Linearity 

(DNL) of -0.25 Least Significant Bit (LSB) and Integral Non-Linearity (INL) of -0.19 LSB. 

 

Keywords:  Current comparator; Current mode analog to digital converters; High resolution; 

Nonlinear feedback 

 

1. INTRODUCTION 

Amplitude comparison of signals is an essential operation in numerous applications, such as 

front end signal processing, Very Large Scale Integration (VLSI) neural network,  quiescent 

supply current (IDDQ) testing, neuromorphic systems etc., (Banks et al., 2005). The overall 

performance of these systems depends heavily on comparator, therefore the desired features of 

comparator is high speed and accuracy and low power dissipation. The current comparator has 

received considerable attention as many sensors in System on Chip (SoC), such as temperature, 

Complementary Metal-Oxide Semiconductor (CMOS), Advanced Photo System (APS), etc., 

provide an output current signal. The current signals can be directly processed by current 

comparators whereas voltage comparator would require a current to voltage converters and 

therefore current comparator saves crucial power and area.   

The current comparator provides a voltage output using a process which involves injection of 

two currents and distinguishing whether the difference of two currents is positive or negative. 

The design of current comparators has to be done keeping the need for low input impedance, 

quick time response and accuracy in focus. A number of current comparators are available  
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in literature which can broadly be classified on the basis of current sensing mechanism 

(Toumazou et al., 1990; Freitas & Current, 1993; Traff, 1992; Banks & Toumazou, 2008; Chen 

et al., 2001; Tang & Toumazou, 1994; Min & Kim, 1998; Ravezzi et al., 1997; Tang & Pun, 

2009; Chavoshisani & Hashemipor, 2011). The first generation current comparators are based 

on sensing input current at a low impedance node followed by a voltage amplification 

mechanism (Frietas et al., 1993). This technique is known as a resistive input scheme. It has 

limited resolution and operational frequency. The input current sensing mechanism is capacitive 

in the second generation current comparators. This technique provides better resolution than 

that reported in Frietas et al., (1993) due to the larger voltage swing at input node, but it still 

suffers from low-speed characteristics. A remedy to these limitations was reported by Traff, 

(1992), where nonlinear feedback is introduced along with capacitive sensing, which lowers the 

input impedance and provides better speed.  Subsequently, many structures based on concept of 

Traff, (1992) have been reported in various researches, (Banks et al., 2008; Chen et al., 2001; 

Tang et al., 1994; Min et al., 1998; Ravezzi et al., 1997; Tang et al., 2009; Chavoshisani & 

Hashemipor, 2011) as an improvement over it. The comparators reported in Chavoshisani and 

Hashemipor (2011) are also based on capacitive sensing, but employ active elements, such as a 

current conveyor, second generation (CCII) (Chavoshisani & Hashemipor, 2011) and a 

differential current conveyor, second generation (DCCII)  as reported by Chavoshisani et al., 

(2011). As these structures accept the difference of input currents, an additional current 

subtraction circuit is required for complete comparison, which will cause the variation in the 

reported performance parameters. (Traff, 1992; Banks et al., 2008; Chen et al., 2001; Tang & 

Toumazou, 1994; Min & Kim, 1998; Ravezzi et al., 1997; Tang & Pun, 2009; Chavoshisani & 

Hashemipor, 2011).  In this paper, a current comparator is proposed that has an inbuilt current 

differencing circuitry. It uses three stage resistive load amplifiers in the gain stage and a 

nonlinear feedback to reduce impedance and voltage swing at an input node, which leads to 

improvement in the speed and resolution of the comparator. A CMOS inverter is used as output 

stage to provide rail-to-rail swing for lower currents.  

The paper is organized as follows: the proposed current comparator architecture along with 

analytical formulation to quantify the effect of feedback on the current comparator performance 

is presented. The performance of the theoretical proposition is verified through Pspice 

simulations using TSMC 0.18µm CMOS technology parameters. An application of the 

proposed current comparator is demonstrated by implementing a three bit current mode flash 

ADC. The functionality of the same is verified through simulations and performance parameters 

are calculated. Finally, conclusions are drawn. 
 

2. CURRENT COMPARATOR 

A current comparator compares an input current with a reference current and gives an output 

voltage. The concept of current comparator is reported by Traff, (1992), as shown in Figure 1. 

The current Iin shown in Figure 1 is the difference between input and reference currents. The 

output (Vout) is high when the input current is positive and vice versa. However, in general, a 

current comparator consists of a current difference stage, a gain stage followed by an output 

stage as reported by Chavoshisani et al., (2011) and depicted in Figure 2.  

The architecture of the proposed comparator is illustrated in Figure 3 in which transistors Mc1-

Mc12 form the current differencing stage, which provides output current Idiff as the difference 

of Iin1 and Iin2. The gain stage of the proposed comparator consists of three resistive load 

amplifier cascaded stages (M1-M4, M2-M5, M3-M6), respectively and a nonlinear feedback 

(Mpf - Mnf) around the gain stage for performance improvement. The type of nonlinear 

feedback is of a shunt-shunt type i.e., output voltage is sampled and fed to the input in the form 

of current. This is achieved by connecting the output node C to the gates of the feedback 
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transistors (Mpf-Mnf), while tying their sources to input node B. The output stage (Mz1-Mz2) 

provides rail-to-rail swing even under low input current differences. 

 

 

Figure 1 Current comparator concept (Traff, 1992) 

 

 

Figure 2 Differential current conveyor based current comparator (Chavoshisani et. al, 2011) 

 

 

 Figure 3 Proposed current comparator 

 

The input impedance Rin1 and Rin2 of the terminals IN1 and IN2 are as shown in Equation 1: 

 1 1 4

1

1
|| ||in oc oc

mc

R r r
g

  

 2 7 10

7

1
|| ||in oc oc

mc

R r r
g

   (1)  

where gmci and roci are transconductance and output resistances of transistors Mci.  

The overall operation of the nonlinear feedback is explained as follows: For low current 
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differences the transistors Mpf and Mnf do not turn ON. Thus the node B impedance is 

capacitive, which causes slow charging/ discharging of the node voltage to which the gain and 

the output stages respond. For high positive values of current Idiff, node B voltage increases, 

which results in a reduction in node C voltage, due to inverting nature of the cascaded amplifier 

stage. The transistor Mpf switches ON as its source (node B) and gate (node C) voltages are 

respectively high and low. Conversely, the high negative values of current Idiff cause a decrease 

in node B voltage and a subsequent increase in node C voltage. This makes Mnf ON, due to a 

low voltage at its source (node B) and a high voltage at its gate (node C). For high values of 

current Idiff the impedance of node B turns resistive. Thus, the circuit responds to a wide range 

of input difference currents. Further, nonlinear feedback helps in reducing the voltage swing 

and input impedance at node B, as discussed in the following section. 

2.1. Voltage Swing Reduction 

An expression for voltage swing is formulated in this subsection. The source voltage of Mpf 

and Mnf (node B) for positive and negative input current differences is given respectively as 

shown in Equations 2 and 3:  
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where VQ refers to Q-point voltage of the first amplifier (M1-M4) of the cascaded amplifier 

stage, VTP, VTN are the threshold voltage of the PMOS and NMOS transistors respectively and 

AOL represents the overall open loop gain of the cascaded amplifier stages.  

It may be noted from Equation 2 and Equation 3 that the voltage swing of the input node B (VB+ 

- VB-) is reduced, due to nonlinear feedback. The smaller swing leads to faster 

charging/discharging of node B and speeds up the response time. 

The overall open loop gain of the cascaded amplifier stages is given by Equation 4: 
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where AOi, Ri and Ci respectively represent low frequency small signal gains, equivalent 

resistance and capacitance associated with the input node of the i
th

  (i = 1,2,3) amplifier stage. 

The approximate gain AOi of the i
th

 stage amplifier is product of transconductance of driver (gmi) 

and resistance of load Ri (Razavi, 2000) and is written as shown in Equation 5: 

 imiOi RgA *   (5)  

for i = 1,2,3 

The equivalent resistances R1, R2 and R3 are given by Equations 6a, 6b, and 6c: 

 1411 |||| poo RrrR    (6a) 

 2522 |||| poo RrrR    (6b) 

 306033 |||| pRrrR    (6c) 

In Equation 6, oir
 represents the output resistance of the transistor Mi. The resistive load 

resistance of i
th

  stage (Rpi) (i = 1,2,3) is given by Equation 7: 
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The symbols used in Equation (7) have their usual meaning. 

The equivalent capacitances C1, C2 and C3 are given by Equations 8, 9 and 10: 
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where Cgdi, CgdZ1, CgdZ2 represent gate to drain capacitances associated with transistors Mi, MZ1 

and MZ2 respectively; Cgsi denotes gate to source capacitances associated with transistor Mi.   

and AZ is the gain of output stage inverter. 

2.2. Reduction in Input Impedance 

In this section analytical formulation for input impedance is developed. Figure 4a shows only 

one half of the feedback loop, as either Mnf or Mpf will be ON at a time. The corresponding 

small signal model of the gain stage is shown in Figure 4b where Zin,ol represent open loop input 

impedance and gmnf, ronf are transconductance and output resistance of transistor Mnf. 

 

  
Figure 4 (a) High gain inverter stage with part of non-linear feedback; (b) its equivalent small 

signal model 
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where 
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where |AOL| represents magnitude of open loop gain AOL. Solving Equation 11 and Equation 12, 

the input impedance is obtained as shown in Equations 14 and 15: 
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with approximation (1+|AOL|) ≈| AOL |), Equation14 reduces as follows in Equation 15: 
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Equation 15 shows that the input impedance at node B decreases due to nonlinear feedback by a 

factor |AOL| approximately. 

 

3. SIMULATION RESULTS 

The theoretical proposition is verified through simulations performed on an Orcad Pspice tool 

using TSMC CMOS 0.18 µm technology parameters and a supply voltage of 1.8 V. The current 

Iin was applied as input at IN1 in the form of current pulse and reference currents (Iref) was input 

at IN2 node. The functionality of the current comparator is shown in Figures 5a, 5b and 5c for 

Iref of 1 µA and Iin of (Iref ± ΔI) where ΔI =50 nA, 500 nA and 1000 nA, respectively. The 

comparator output exhibits rail-to-rail swing as the output equals the supply voltage for Iin>Iref 

and zero for Iin<Iref. The proposed circuit functions correctly for a minimum current difference 

of ± 10 nA, so the resolution is ±10 nA. 

 

  

 
Figure 5 Comparator output for Iref of 1µA and Input current difference of: (a) ±50nA; (b) 

±500nA; (c) ±1µA 

 

The variation of performance parameters namely delay, power dissipation and Power Delay 

Product (PDP) with input current differences (Iin is varied and reference current (Iref) is kept at 1 

µA and is studied through a number of simulation runs. To quantify the effect of nonlinear 

feedback on the proposed current comparator, the structure of Figure 3 was also simulated 

without nonlinear feedback (i.e., Mpf - Mnf) under the same simulation conditions.  

Figure 6 depicts various plots for performance parameters versus input current differences, 

specifically variations of input current difference with respect to delay in Figure 6a, power 

dissipation in Figure 6b and power delay product (PDP) in Figure 6c. Figure 6a illustrates that 

the propagation delay reduces with increasing current differences due to faster 

charging/discharging of the node capacitance. It may also be noted that there is significant 

improvement in the delay due to nonlinear feedback. The power dissipation remains the same 
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for the proposed comparator with and without feedback and the former circuit gives a better 

PDP. To study the effect of variation in power supply on the proposed comparator’s delay, 

simulations were carried out at supply voltages of 1 V, 1.2 V, 1.4 V, 1.6 V and 1.8 V, 

respectively and various current differences.  Figure 7 shows the delay as a function of both 

power supply and the current differences. 

 

 

Figure 6 Variation of: (a) delay; (b) power dissipation; and (c) power delay product versus current 

difference 

 

Figure 7 Delay versus variation in power supply and current difference 

 

Process corner analysis was also carried out on the proposed comparator to study its behavior 

under extreme cases of process mismatch between PMOS and NMOS during manufacturing. 

The impact of parameter variations on the performance of the proposed comparator at different 

design corners is also studied and the corresponding results for delay and power dissipation are 

depicted in Figures 8a and 8b, respectively. In this analysis, three corners exist, namely typical, 

fast and slow. Slow and Fast corners exhibit carrier mobilities that are higher and lower than 

normal respectively. Specifically, the corner FS represents both the fast NMOS and the slow 

PMOS.  

For the proposed current comparator, it is observed that the propagation delay is lower at the 

process corner FF, while the power dissipation is higher than at the process corner TT. 

Similarly, for process corner SS, a higher propagation delay is observed, while the power 

dissipation is lower than at the process corner TT.  
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Figure 8 (a) Effect of process corner analysis on propagation delay; (b) Effect of process corner 

analysis on power dissipation 

 

4. APPLICATION 

In this section the proposed comparator is used to implement a 3-bit current mode flash ADC. 

An N bit current mode flash ADC requires 2
N
-1 comparators, so seven current comparators are 

required for the 3-bit flash Analog-to-Digital Converter (ADC). The output of comparators is in 

the form of the thermometer code, so an encoder is needed to obtain desired binary output. The 

schematic of the 3-bit flash ADC is shown in Figure 9. The input range of the ADC is taken as 

0 to 3.5 μA and seven reference currents Irefi (i =1 to 7) are chosen as 0.25 µA, 0.75 µA, 1.25 

µA, 1.75 µA, 2.25 µA, 2.75 µA and 3.25 µA, respectively. The comparator outputs are C7 

(MSB), C6 to C2 and C1 (LSB). The encoder outputs are B2 (MSB), B1 and B0 (LSB), 

respectively.  

 

 

Figure 9 A 3-bit ADC 

 

The relation between comparator and encoder output is: 

 

 
76543210 CCCCCCCB    (16) 

 
64241 CCCCB    (17) 

 
42 CB    (18) 

 

where 
4C represents the complement of C4. 
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The functionality of the ADC has also been demonstrated by simulations on Pspice. The ADC 

response is shown in Figure 10 and Figure 11 for ramp and sinusoidal inputs respectively, 

which confirms the correctness of the comparator behavior. The ADC transfer characteristic of 

Figure 9 is shown in Figure 12a along with ideal ADC. The Differential Non-Linearity (DNL) 

is computed to be -0.25 LSB and was plotted as in Figure 12b. It is clear that ADC does not 

suffer from missing codes. To compute Integral Non-Linearity (INL), the ADC characteristics 

are redrawn in Figure 13a with the dotted line representing the switching point where code 

transitions should actually take place. The INL is calculated from Figure 13a and we get 

maximum INL as -0.19 LSB, as plotted in Figure 13b.  

 

 
 

Figure 10 ADC output for ramp input Figure 11 ADC output with sinusoidal input 

 

  
(a) (b) 

Figure 12 (a) 3-bit ADC transfer characteristic; (b) DNL versus output code 

  
(a) (b) 

Figure 13 (a) 3-bit ADC transfer characteristic with best fit line; (b) INL versus output code 
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5. CONCLUSION 

In this paper, new current comparator architecture is presented which utilizes nonlinear 

feedback around the gain stage and shown its application in a 3-bit current mode flash ADC. 

The analysis of the comparator around the feedback loop shows that the input impedance 

decreases approximately by a factor of loop gain. The proposed current mode comparator 

shows ±10 nA resolution and has a delay of 1.48 ns at reference current of 1 µA.  The 3-bit 

current mode flash Analog-to-Digital Converter (ADC) shows no missing code and has 

Differential Non-Linearity (DNL) and Integral Non-Linearity (INL) of -0.25 LSB and -0.19 

Least Significant Bit (LSB), respectively. 
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