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PREFACE 

 

This is the Thirty Sixth Issue of Current Awareness Bulletin started by Delhi 

Technological University, Central Library. The aim of the bulletin is to compile, preserve 

and disseminate information published by the faculty, students and alumni for mutual 

benefits. The bulletin also aims to propagate the intellectual contribution of Delhi 

Technological University (DTU) as a whole to the academia.  

 

The bulletin contains information resources available in the internet in the form of 

articles, reports, presentations published in international journals, websites, etc. by the 

faculty and students of DTU. The publications of faculty and student which are not covered 

in this bulletin may be because of the reason that the full text either was not accessible or 

could not be searched by the search engine used by the library for this purpose.  

 

The learned faculty and students are requested to provide their uncovered 

publications to the library either through email or in CD, etc to make the bulletin more 

comprehensive. 

 

This issue contains the information published during December 2015. The 

arrangement of the contents is alphabetical. The full text of the article which is either 

subscribed by the university or available in the web is provided in this bulletin. 
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and Nikhil Kumar, Student Member, IEEE 

 
Abstract— A single-stage differential-mode current-fed zero-

current-switching inverter has been designed. This inverter has 

two modules of dc/dc converters that are connected differentially 

to the input source. This inverter does not require 60-Hz 

transformer, front-end dc/dc converter, and can boost a low-

voltage input to ac output using a compact low-turns-ratio 

transformer because of the added voltage gain of the topology. 

Main switches of the inverter are soft-switched. The inverter 

requires a smaller high-frequency transformer because of high-

frequency switching, bipolar transformer current and voltage in 

every switching cycle, and because the transformer sees only half 

of the input current. The modularity of the inverter extends the 

scope of the topology to be used as a dc/dc converter, single-phase 

inverter, and also the possibility of extending the topology to both 

split-phase and three-phase. A harmonic compensation control is 

designed and implemented to reduce the total harmonic 

distortion of the output waveform using a proportional-resonant 

controller. The design and analysis of the inverter has been 

validated using simulation results in saber simulator. 

Keywords—differential-mode; high-frequency link; current 

source inverter; modulation; renewable/alternative energy; switch-

mode power supply (SMPS) 
 

I. INTRODUCTION  

Several single-stage inverters, both isolated and non-
isolated inverters have been proposed in the past for 
applications including solar energy. One of the single-stage 
topologies outlined in [1] achieves dc/ac conversion by 
connecting the inputs of two identical dc/dc boost converters in 
parallel with a dc source and the load is connected across the 
outputs of the two dc/dc converters. As opposed to a 
conventional buck voltage source inverter (VSI), this topology 
can generate an output voltage higher than the input voltage. 
However, the topology has a non-isolated architecture, the 
switches operate at a low switching frequency, and the size of 
the magnetics is large leading to a larger footprint for a non-
isolated topology. A differential buck-boost inverter, proposed 
in [2], operates similar to the differential boost inverter in [1]. 
This inverter can produce an output voltage either higher or 
lower than the input dc voltage. Another single-stage buck –
boost topology was outlined in [3] and overcomes the 
disadvantage of small input voltage range of the buck-boost 
topology proposed in [2].  However, this inverter requires a 
split input dc voltage source. Two sets of input voltage sources 
and buck-boost chopper type circuits are connected in anti-
parallel to the output capacitor, which generates the output. 
Both the chopper circuits are operated at fixed-frequency in 
discontinuous conduction mode (DCM). Both the buck-boost 
topologies do not provide a high-frequency galvanic isolation 
and operate at a low switching frequency; however, they have 

lower component count. Overall, one of the common 
challenges with the buck-boost derived topologies is the high 
peak inductor current stress due to the sudden transfer of 
energy through the inductors from source to load during each 
switching cycle. A single-stage flyback inverter topology was 
described in [4]. It comprised bidirectional flyback converters 
that are connected in parallel to the input voltage source and 
the load is connected across the two converters. The major 
advantage of this topology over the above mentioned 
topologies is the galvanic isolation provided by the high-
frequency transformers in both the flyback converters. 
However, the galvanic isolation in this topology requires 
increased foot print. The switches also incur switching losses 
and hence are limited to low switching frequency operation. In 
[5], a single-stage full-bridge buck-boost inverter is outlined.  
Even though the inverter topology has four power switches and 
two diodes, only two switches are soft switched. Also, the 
generated sinusoidal waveform consists of quasi-sinusoidal 
pulses. This topology also does not isolate the source and the 
load or grid. A single stage buck-boost PWM power inverter is 
provided in [6]. It has two buck-boost choppers forming a four 
switch bridge and an additional two more power switches for 
synchronous commutation in each half cycle of the output. The 
major advantage of this topology is the galvanic isolation 
provided by the high-frequency transformer. However, this 
topology is only suitable for low-power applications with a 
reported maximum power of 140 W. Finally, another single-
stage topology, employing differential Ćuk topology [7] 
achieves direct dc/ac conversion by connecting the load 
differentially across two bidirectional dc/dc Ćuk converters and 
by modulating them sinusoidally with 180 degrees phase 
difference. This topology utilizes only four main switches, 
making the inverter topology simple and reducing the cost. The 
differential Ćuk inverter also has room for magnetics 
integration, thereby reducing the foot print of the inverter. 
However, this topology while employing continuous 
modulation scheme does not employ any loss-mitigating 
techniques for the main switches and need special care for 
alleviating voltage spikes. 

Several single-stage direct-power-conversion (DPC) 

architectures proposed in the past [8]-[19] have increased foot 

print, no galvanic isolation, lower boost capability, stresses in 

the power switches due to hard switching, stress in the 

components due to spikes that arise because of difference in 

the energies between source and the load and are not suitable 

for medium-power applications. The proposed inverter (shown 

in Fig. 1b) is based on such a topological approach. It is a 

differential-mode (Fig. 1b) current-fed zero-current-switching 

(ZCS) based voltage-doubling PV inverter. This inverter has 

the following features:  
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 Fig. 1: (a) and (b) Architecture and topology of the proposed differential-mode zero-current-switched (ZCS) inverter. 

 Boosts low-voltage (30-60 V) input to a 120-V (RMS)/ 
60-Hz output; 

 Does not require a bulky line transformer; 

 Does not require a front-end dc/dc converter; 

 Has inherent voltage boost/gain property thereby 
reducing the reliance on the transformer turns ratio; 

 Voltage-doubling half-bridge reduces the need to two 
secondary switches and the transformer turns ratio to 
half;  

 A smaller isolation transformer is needed because the 
inverter switches at 100 kHz, the transformer voltage 
and current are bipolar in every switching cycle, and 

only half the input current flows through the 
transformer at any given instant of time; 

 Since the operation of the inverter is in differential 
mode, the ZCS scheme for individual dc/dc converters 
[20] retains in effectiveness for the inverter. 

II. PRINCIPLE OF OPERATION 

The basic inverter has two individual dc/dc converter 

modules as shown in Fig. 1a. The primaries of the two 

individual dc/dc converters, sourced by the photovoltaic 

energy source, are connected in differential mode and the 

output of the proposed current-sourced inverter is the 

difference of the outputs of the two individual dc/dc converter 
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modules. Each module has two primary-side switches, namely 

S1 and S2 and S3 and S4 and corresponding secondary-side 

switches Sr1 and Sr2 and Sr3 and Sr4 respectively. The switching 

frequency of the inverter is 100 kHz. The switches in each 

module are modulated so that the individual converters 

produce a dc-biased sine wave output so that each converter 

only produces a unipolar voltage. The modulation of each 

converter is 180º out of phase with the other, so that the 

voltage excursion at the load is maximized. That is, switch 

pairs S1 and S2 and S3 and S4 are operated in the same way but 

with a phase difference of 180º. Since the load is connected 

differentially across the converters, the dc-bias appearing at 

either end of the load with respect to ground gets cancelled 

and the differential dc voltage across the load is zero. Switch 

pairs S1-Sr1, S2-Sr2, S3-Sr3, and S4-Sr4 are triggered with 

complementary pulses. Under hard-switching condition, the 

output voltages of the individual converters are given by the 

following equations: 

,   

where d1 and d2 are the duty ratios of the primary-side 

switches of the first and second modules, respectively, 

described in Section III.B. The symbol n represents the turns 

ratio of the transformers in both the modules. The output 

voltage of the inverter is the difference in the output voltages 

of the individual dc/dc converter modules and is given by the 

following equations: 

,   ,   

 

Let  and , then the 

voltage gain of the inverter is given by the following equation: 

 

The voltage gain of the inverter depends on the transformer 

turns ratio and the duty ratio. Thus, an optimum balance 

between the turns ratio (n) and duty ratio is the key. The 

primary-side switches have a duty ratio range of 50% to 

100%. The inverter cannot be operated below a duty ratio of 

50% to avoid a condition of inconsistency in the input 

inductors currents. Finally, the overall timing sequence of the 

inverter (shown in Fig. 1a) is illustrated in Fig. 2. Using that 

as a reference, the hard- and soft-switching modes of the 

inverter are illustrated. 

A) Hard-Switched Inverter Modes 

The hard-switched modes of the topology in Fig. 1b are 

presented in Figs. 3a-3f. When S1 and S2 or S3 and S4 of each 

of the modules are turned on simultaneously, the boost mode 

of the individual converters is initiated. During this mode, the 

output capacitors of one module feed energy to the output 

capacitors of the other module through the load. For all other 

switching configurations, there is an exchange of power 

between the primary and secondary of the individual dc/dc 

converter module as well as from one dc/dc converter module 

to another. In addition, in these modes, there is a localized 

charging of output capacitor of one of the dc/dc converter 

modules. The direction of power flow between the individual 

modules depends on the time-domain voltage and current 

waveforms. For instance, for a unity-power-factor passive 

load, during a positive line cycle of the output voltage (across 

the load), power flows from the PV source via the upper 

module to the bottom module while during the negative half 

cycle, power flows via bottom module to the upper module. 

The operation of the inverter in the positive half cycle of the 

output is analyzed by the following modes: 

Mode 1: Fig. 3a represents this hard-switched mode of the 

inverter. During this interval, the primary-side switches of 

both the modules, S1, S2, S3 and S4 are turned on. Hence, 

current in both the transformers is zero. Power to the load is 

supplied by the output capacitors of the upper module Co1 and 

Co2. The output capacitors of the lower module, Co3 and Co4 

are charged in this mode. The lower dc/dc converter acts as 

the receiving module in this mode. The input current in the 

upper and the lower modules from the PV source is given by 

iin1 and iin2, respectively. The currents through the primary-

side switches are given by the following equations: 

,    

Mode 2: Fig. 3b represents this hard-switched mode of the 

inverter. In this interval, primary-side switches of the upper 

and the lower module, S1 and S3 respectively, and secondary-

side switches of the upper and the lower module, Sr2 and Sr4 

respectively are turned on. The negative current raises through 

the leakage of the upper module’s transformer, LS1 and the 

current through switch S1 raises with the same slope as the 

current through LS1. Output capacitor Co2 of the upper module 

is charged and capacitor Co1 discharges through the load, Co3 

and the secondary of the transformer of the lower module. 

Output capacitor Co4 of the lower module is also charged in 

this mode. The current through the leakage inductance Ls2 of 

the transformer in the lower module is positive and begins to 

increase with the same slope as the current through the 

leakage inductance LS1. The currents through the primary-side 

switches and the leakage inductors are given by the following 

equations: 

,   ,     

,     
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                                                     e) Mode 5                                                                                                           f) Mode 6 

Fig. 3: Hard-switching modes of the inverter shown in Fig. 1b.
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where  is the time interval for Mode 2. 

Mode 3: Fig. 3c represents this hard-switched mode of the 

inverter. This mode is similar to the mode1 where all of the 

primary-side switches in both the modules are turned on and 

all of the secondary-side switches of both the modules are 

turned off. The current through the transformers in both the 

modules is zero. The output capacitors of the upper module 

feed the load and the lower module. 

Mode 4: Fig. 3d represents this hard-switched mode of the 

inverter. In this mode, the primary-side switches of the upper 

and lower modules, S2 and S4 respectively and secondary-side 

switches of the upper and lower module, Sr1 and Sr3 

respectively, are turned on. The current through the primary-

side switch in the upper module, S1 in Mode 3 is diverted to 

LS1 due to the voltage across the primary of the upper 

transformer, which in turn, is due to the voltage across output 

capacitor of the upper module, Co2. Output capacitors Co1 and 

Co3 are charged by the PV source. Output capacitor Co2 

discharges through the load, the transformers’ secondary, and 

Co4. Current through S2 and the negative current through LS2 

rise with the same slope as the current through LS1. The 

currents through the primary-side switches and the leakage 

inductors are given by 

,   ,    

 ,      

Mode 5: Fig. 3e represents this hard-switched mode of the 

inverter. In this mode, primary-side switches of the upper 

module, S1and S2 and primary-side switch of the lower 

module, S3 and secondary-side switch of the lower module, Sr4 

are turned on. The current through the transformer in the 

upper module is zero. Output capacitors of the upper module, 

Co1 and Co2, discharge through the load, output capacitor of 

the lower module, Co3, and the secondary of the transformer of 

the lower module. Output capacitor Co4 of the lower module is 

also charged in this mode. The current through the leakage 

inductance of the lower module, Ls2 is positive. The currents 

through switch S3 and Ls2 are given by 

,     

Mode 6: Fig. 3f represents this hard-switched mode of the 

inverter. In this mode, primary-side switches of the upper 

module, S1 and S2, primary-side switch of the lower module, 

S4, and secondary –side switch of the lower module, Sr3 are 

turned on. The current in the transformer of the upper module 

is zero. Output capacitors of the upper module, Co1 and Co2, 

discharge through the load, secondary of the transformer of 

the lower module, and capacitor Co4. Output capacitor of the 

lower module, Co3 is also charged in this mode. The currents 

through Ls2 and switch S4 are given by  

,    

Modes 5 and 6 determine the maximum point and the zero 

crossing of the output. The zero crossing occurs when 

difference in the output of the two modules is zero; while the 

maximum point occurs when the difference of the individual 

outputs is maximum. The feasible switching states of the 

inverter are provided in Table. I. The first set of three 

switching states (i.e. a-c) form major part of a switching cycle. 

The last set of four switching states (i.e., d-g) exists for a 

shorter duration and may exist either in the positive half cycle 

or in the negative half cycle. Switching states, d-g, occur in 

the vicinity of the maximum, the minimum, or the zero-

crossing point of the output voltage. 

Table. I: Possible switching states of the inverter under hard-switched 
operation. 

 

Switching states of the 

inverter 

S1 S2 S3 S4 

a. 1 1 1 1 

b. 1 0 1 0 

c. 0 1 0 1 

d. 1 1 1 0 

e. 1 1 0 1 

f. 0 1 1 1 

g. 1 0 1 1 

B) Zero-Current-Switching (ZCS) Inverter Modes  
 

For the ZCS based soft-switched operation, in between the 

Modes 1-6, every time a primary switch has to be turned off, 

one secondary switch is also turned on for a very short 

duration, leading to additional modes, as illustrated in Fig. 4. 

For instance, secondary-side switch Sr2 is turned on before the 

turn off of primary-side switch S1 in the upper module. The 

duration for which Sr2 has to be turned on depends on the 

current through switch S1. The following modes are the 

additional ZCS modes of the inverter. The ZCS inverter 

modes build on [24], which addresses dc-dc converter; for the 

differential-mode inverter outlined in this paper, there are 

some operational difference since each dc-dc module is 

subjected to time-varying operation.  

Mode 1→2: (Fig. 4a) This mode is introduced to turn off 

primary-side switches S2 and S4 in the top and bottom modules 

respectively before Mode 2. Secondary –side switches Sr1 and 

Sr3 are turned on to aid ZCS of S2 and S4 in Mode 2. When Sr1 

is turned on, voltage across output capacitor Co1 is applied 

across the secondary of the transformer. This causes a voltage 

at the primary of the transformer and hence the current 

through switch S2 is diverted to leakage inductor Ls1, allowing 

the switch to turn off in ZCS condition. The capacitor Co2 

discharges through the load, Co3, and the secondary of the 

transformer. 
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Fig. 4: Soft-switching modes of the inverter shown in Fig. 1b. 

Mode 3→4: (Fig. 4b) This mode is introduced to turn off 

primary-side switches S1 and S3 in the top and bottom modules 

respectively before Mode 4. Secondary-side switches Sr2 and 

Sr4 are turned on to aid ZCS of S1 and S3. When Sr2 is turned 

on, the voltage across output capacitor Co2 is applied across 

the secondary of the transformer. This causes a voltage at the 

primary of the transformer and hence the current through 

switch S1 is diverted to leakage inductance LS1, allowing the 

switch to turn off in ZCS condition. In this mode the capacitor 

Co1 discharges through the load, capacitor Co3 and the 

secondary of the transformer. 

Mode 4→5: (Fig. 4c) This mode is introduced to turn off 

primary-side switch S4 in the bottom module by turning on 

secondary-switch Sr3 before Mode 5. When switch Sr3 is 

turned on, the voltage across output capacitor Co3 is applied 

across the secondary of the lower transformer. This causes 

voltage across the primary of the transformer and hence the 

current through primary switch S4 is diverted to leakage 

inductance LS2. Thus, S4 turns off in ZCS condition. 

Mode 5→6: (Fig. 4d) This mode is introduced to turn off 

primary-side switch of bottom module S3 by turning on Sr4 

before Mode 6. When switch Sr4 is turned on, the voltage 

across output capacitor Co4 is applied across the secondary of 

the lower transformer. This causes voltage across the primary 

of the transformer and hence the current through switch S3 is 

diverted to leakage inductor LS2, thereby enabling ZCS turn 

off of the switch S3. This additional duty ratio of the secondary 

side switches is represented as dr. 

III. INVERTER POWER-STAGE DESIGN 

The power stage specifications of the differential inverter 

are as follows: 

 Input voltage ( ): 36 V 

 Root-mean-square (RMS) output voltage ( ): 

120 V 

 Output power ( ): 500 W 

 Switching frequency ( ): 100 kHz 
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The lower limit of the duty ratios of the two modules,  

and  is 0.5 to avoid a condition of inconsistency in the 

currents through the input inductors. For further analysis, the 

constant offset  is fixed at 0.64 and the upper and lower 

limits of  and  vary between 0.5 and 0.78. The key factors 

that influence the design of the inverter are outlined below. 

A) Input Inductors 
 

The design of the input inductors for the current-source 

inverters has important trade-off with regard to the size. The 

larger the input inductors, the lower the current ripple and 

hence the photovoltaic average power loss. The input 

inductors in both the modules are identical. The average 

energy stored in the inductors is given by the following 

equation: 

 

where iL is the current through the input inductor. Larger 

energy storage (lower current ripple) ensures lower average 

PV power loss. But, larger the input inductor, the size and 

losses associated with the inductor also increases. Fig. 5 

shows various values of input inductors as a function of input 

current ripple and size (number of windings for a given wire 

dimension). The optimum value of input inductor is chosen as 

500 µH. 

B) Primary-Side Switches 
 

The primary-side switches S1, S2, S3 and S4 of both the 

modules are operated in a sinusoidal manner with a duty ratio 

range of 50-100% having a constant dc offset. The duty ratios 

of the primary-side switches are given by the following 

equations: 

,   

where D is the constant dc offset in the duty ratios. For the 

analysis, the dc offset D is fixed and the upper and lower- 

 

Fig. 5: Input inductor versus input current ripple versus number of turns in 
the input inductors. 

 

Fig. 6: Current through a primary-side switch. 

limits of d1 and d2 vary between 0.5 and 0.78. The maximum 

voltage across the primary-side switches in both the modules 

is given by the following equations: 

,    

where Vo1 and Vo2 are the output voltages at Module 1 and 

Module 2, respectively. The current through the primary-side 

switches in both the modules is given by the following the 

equations: 

,   ,    

 ,     

where , are the currents though the leakage 

inductances and iin is the current input to the inverter. Fig. 6 

shows the current through the primary-side switch during one 

switching cycle sunder hard-switching condition. The turn-on 

time of the switches during one switching cycle can be divided 

into three intervals for the ease of the analysis, namely ,   

and . Thus, the duty ratio, d1 (or d2) of the primary-side 

switches can be represented as the following equation: 

 

The switches are modulated such that  

 

Some important factors that govern the selection of a 

semiconductor device are the maximum voltage across the 

switch, the conduction and switching losses, and the switch 

capacitance. The conduction loss is the energy lost in the 

switch during the on-state and it depends on the voltage across 

the switch and the current through it. The power loss 

associated with a semiconductor device during conduction is 

given by the following equation: 



2168-6777 (c) 2015 IEEE. Personal use is permitted, but republication/redistribution requires IEEE permission. See http://www.ieee.org/publications_standards/publications/rights/index.html for more information.

This article has been accepted for publication in a future issue of this journal, but has not been fully edited. Content may change prior to final publication. Citation information: DOI 10.1109/JESTPE.2015.2506584, IEEE Journal
of Emerging and Selected Topics in Power Electronics

Table II: Theoretical [21] and Saber simulated values of the conduction losses in the primary-side switches calculated for a 500 W inverter with a 0.64 constant dc 

off set in duty ratio. 

 

 

RDSON in Ohms 

Theoretical projection of 

conduction loss per primary 

switch in Watts 

Simulated conduction loss per primary 

switch in Watts 

Single 0.02Ω switch 11.493 12.67 

Four 0.02 Ω  switches in parallel 2.88 3.17 
 

  

Fig. 7: Conduction loss in the primary-side switches for a 500 W load. Fig. 8: Duty ratio of secondary-side switches, dr in percentage as a function 

of leakage inductance, LS (for a 500 W load). 

 

where  is the on-state resistance of the switch,   is the 

switching period,  is the instantaneous value of the 

current through the switch and  is the rms value of the 

current through the switch.  

The RMS current of any one of the primary-side switches in 

Module 1 and Module 2 are derived as follows: 

 

Between the time interval TON to TOFF, the switch current is 0. 

The time interval between 0 to TON is divided into three 

intervals. Between the time interval 0 and TI, the current 

through the switch is half the input current to the particular 

module. The switch current between time interval TI and TII is 

. The switch current between intervals TII and TIII 

is half the input current to the particular module. Further, 

,  , 

Substituting these, the RMS switch current through each 

primary switch in each module is obtained as follows: 

, 

 

where,  is the rms switch current through each 

primary-side switch in Module 1,  is the current through 

the leakage inductance of the transformer in Module 1, 

 is the rms switch current through each 

primary-side switch in Module 2 and   is the current 

through the leakage inductance of the transformer in Module 

2. 

The chosen switch is IPP200N25N3 G, with an on-state 

resistance of 20 mΩ, maximum continuous drain current ( ) 

of 64 A and drain-source breakdown voltage ( ) of 250 V. 

Table II shows the theoretical and simulated conduction loss 

for the primary switches. Fig. 7 shows the conduction loss in 

all the primary-side switches for both modules for a single 

IXTP50N25T switch, single IPP200N25N3-G and four 

IPP200N25N3-G switches in parallel. The switch number 

IXTP50N25T has a 50 mΩ on-state resistance while the 

chosen switch IPP200N25N3 G has a 20 mΩ on-state 

resistance. 

C) Leakage Inductance 
 

When both the primary-side switches in a module are on, 

the current through the transformer (or leakage inductance) is 
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zero. For all other cases, the current through the leakage 

inductance is given by the following equations: 

,   

where  and  are the leakage inductance of Module 1 and 

Module 2 respectively and n is the transformers’ turns ratio. 

The leakage inductance of the transformer must be designed to 

divert the current through one of the primary-side switches 

within the additional ZCS duty ratio ( ) of the secondary-

side switches. The lower limit of the leakage inductance is 

primarily influenced by the ZCS duty ratio and the load. The 

difference in the energies between the input inductors and the 

leakage inductance restricts the use of a higher value of 

leakage inductance. The leakage inductance of individual 

modules is given by the following equation: 

 

where n is the transformer turns ratio, iin1 (iin2) is the input 

current through Module 1 (Module 2),  is the switching 

frequency of the inverter, Vo is the output voltage and  is the 

soft-switching duty ratio. From the above equation, it can be 

seen that the leakage inductance affects the soft-switching 

duty ratio (  and Fig. 8 shows the leakage inductance as a 

function of the soft-switching range. A leakage inductance of 

1 µH is chosen for the analysis of the inverter. 

D) Transformer 

Apart from providing a galvanic isolation to the source 

from the load, the transformer also affects two aspects of the 

inverter. The transformer’s turns ratio influences the 

conduction losses in the switches and the THD of the output. 

A higher turns ratio in the transformer reduces the voltage 

across the switches on the primary side, thereby eliminating 

the need for higher voltage switches. This reduces the on-state 

resistance of the primary-side switches, thereby bringing down 

the conduction losses on the primary-side, where the switches 

are turned on for a longer duration when compared to those at 

the secondary-side. On the contrary higher turns ratio results 

in higher switch current and also increased THD at the load, 

apart from increasing the size of the magnetics and the 

transformer losses. One of the major advantages of this 

topology is that the transformer sees a bipolar voltage and 

current whose average is zero, thereby reducing the size of the 

transformer. As the turns ratio increases the loss in the device 

also increase.  From Figs. 9 and 10, an optimum value of n is 

found to be 2. Fig. 10 shows the conduction losses in primary-

side switches as a function of transformer turns ratio. 

E) Secondary-Side Switches 

The secondary-side switches are operated complementarily 

to the primary-side switches. When the modules are operated 

as dc/dc converters, the secondary switches are only turned on  

 
Fig.  9: THD of the output current in percentage versus transformer turns 

ratio, n (for a 500 W load). 

 
Fig. 10: Conduction losses in a single primary-side switch as a function of 

the transformer turns-ratio for a 500-W load under soft-switching 

conditions. Each switch is a single chosen switch having an on-state 
resistance of 0.02 Ohms. 

during the turn off of the primary-side switches (to aid the 

ZCS of the primary-side switches), whereas in the inverter 

operation there is considerable conduction loss in the 

secondary-side switches, since they are turned on for a longer 

duration. Maximum voltage across the secondary-side 

switches is Vo. Fig. 11 shows the current through a secondary-

side switch during one switching cycle under hard-switched 

condition. The RMS current of any one of the secondary-side 

switches in Module 1 and Module 2 are derived as follows:  

  

Between the time interval  to , the switch current is 0. 

Between the time interval 0 and , the current through the 

switch is . Further, , where,  is 

the time for which any primary-side switch is turned on and 

 is the time for which it’s complimentary switch is 

turned on. Solving further, the RMS current through any 

secondary-side switch is obtained: 
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Fig. 11: Current through a secondary-side switch during a switching cycle. Fig. 12: Conduction loss in the secondary-side switches (for a 500-W load). 

Table III: Projected conduction losses in the secondary-side switches are calculated for a 500-W inverter. 

 

RDSON in Ohms 

Theoretical projection of 

conduction loss per secondary-

side switch in Watts 

Simulated conduction loss 

per secondary-side switch 

in Watts 

Single 0.045Ω switch 2.12 2.6 

Two switches in parallel 1.06 1.3 

Table IV: Impedances offered by different values of capacitors, for various orders of harmonics of the inverter for a 500-W load. 

Co in µF Xc  at n (Ω) Xc at 3n (Ω) Xc  at 5n (Ω) Xc at 7n (Ω) 

10 265.2 88.4 53.1 37.9 

25 106.1 35.6 21 15.2 

50 53 17.7 10.6 7.6 

100 26.5 8.8 5.3 3.7 

where,  is the current through the leakage inductance of the 

transformer in any module and  (or ) is the duty ratio of 

the Module 1 (or Module 2). The chosen switch is 

STY60NM50, with an on-state resistance of 45 mΩ and drain-

source breakdown voltage (VDS) of 500 V. Table III shows the 

theoretical and simulated conduction loss for the secondary-

side switches. Fig. 12 shows the conduction loss in all the 

secondary-side switches for both modules for a switch 

(IXFB100N50P) with on-state resistance 50 mΩ, single 

STY60NM50 switch and two STY60NM50 switches in 

parallel. 

F) Output Capacitors 
 

The voltage across the output capacitances is given by the 

following equations: 

,     

where Vo1 and  Vo2 are the output voltages of the individual 

modules. Output capacitors are chosen to balance the total 

harmonic distortion (THD) of the load current as well as aid 

the control strategy by not forming a low impedance path 

for the high-frequency components. A larger capacitor 

mitigates higher-order harmonics at the output. But, a very 

large output capacitor provides a low impedance path for 

the  fundamental  frequency  component. For a 500-W load,  

Table IV shows the impedances offered by different values of 

capacitors in open loop for various orders of harmonics. 

Symbol Xc represents the impedance offered by the output 

capacitor and n represents the fundamental-frequency, 60 Hz. 

Fig. 13 shows the rms output voltage of the inverter as a 

function of the output capacitor. 

G) Switching Losses 
 

Switching losses refer to the energy losses that occur 

during the switching transient as the conducting 

semiconductor device is changed from on to off state or vice 

versa. These losses depend on the voltage across the switch 

during the switching transient, the current through the switch 

during the transient and the time taken to move from one state 

to another (or the switching time). The energy associated with 

the turning on of a switch is given by the following equation: 

 

where  is the instantaneous value of the drain-source 

voltage of the switch,  is the drain current of the 

switch, Tri is the time taken for the current to rise from zero 

to  iD and  Tfv is the time taken for the voltage to drop from 

VDS to zero. The energy associated with the turning off of a 

switch is given by the following equation: 
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Fig. 13: Output voltage versus output capacitance of  

the inverter for a 500-W load. 

Fig. 14: Estimated switching losses for a switching frequency  

of 100 kHz (for a 500 W load). The chosen primary-side switch is 

IPP200N25N3 G and the chosen secondary-side switch is STY60NM50. 

 

 

Fig. 15: Output voltage in volts (vertical axis) as a function of time in seconds (horizontal axis) for the inverter operating  

in open-loop condition. It shows distortion in the output voltage due to nonlinear gain of the open-loop inverter. 

 

where Trv is the time taken for the voltage to rise from zero to 

VDS and  Tfi is the time taken for the current to drop from ID to 

zero. The power loss during the switching of the devices is 

given by the following equation: 

 

where fs is the switching frequency of the inverter. Fig. 14 

shows the estimated switching losses in all the primary-side 

switches and the secondary-side devices in both the modules. 

IV. INVERTER CONTROL SCHEME  

Fig. 15 shows the output voltage of the inverter under 

open-loop control condition. The clear distortion evident in 

the output voltage is reflective of the nonlinear gain of the 

inverter. Therefore, to reduce the total harmonic distortion 

(THD) of the load current of the inverter which has a 

nonlinear dc gain, a harmonic compensation control is 

implemented using a proportional-resonant (PR) controller. 

Further, the control scheme accounts for the dynamics of the 

primary-side inductors and the secondary-side capacitors. 

Essentially, and as implied in Fig. 16, a sinusoidal voltage 

reference yields additional harmonic components in the actual 

feedback. Therefore, while the fundamental current reference 

is extracted from the voltage loop, a zero reference is set for 

the higher-order harmonics that have tangible impact on the 

output voltage. The PR controller with harmonic 

compensators achieves high gain at the fundamental and 

harmonic frequencies thereby yielding low steady-state error 

and non-sinusoidal perturbation in the duty ratio thereby 

yielding a low THD output. The PR controller is represented 

as follows: 

 

where ω ( ) represents the line or fundamental (n = 

1) frequency and n (= 3, 5,..) represents the higher-order 

harmonics. For n = 1, the feedback voltage is compared with a 

reference 60-Hz sinusoidal voltage and the error is passed 

through a PR controller, which is tuned at the line frequency. 

The current command of this voltage loop is compared with a 

differential-current    feedback    and   passed   through   a   PR  
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Fig. 16: Closed-loop control scheme of the differential-mode inverter. One module of an experimental inverter operated using a DSP controller, which is currently 

underway, is shown on the top right. 

controller with harmonic compensators achieves high gain at 

the fundamental and harmonic frequencies thereby yielding 

low steady-state error and non-sinusoidal perturbation in the 

duty ratio thereby yielding a low THD output. The PR 

controller is represented as follows: 

 

where ω ( ) represents the line or fundamental       

(n =1) frequency and n (= 3, 5,..) represents the higher-order 

harmonics. For n = 1, the feedback voltage is compared with a 

reference 60-Hz sinusoidal voltage and the error is passed 

through a PR controller, which is tuned at the line frequency. 

The current command of this voltage loop is compared with a 

differential-current feedback and passed through a PR 

controller which is tuned at the fundamental frequency. The 

differential current is synthesized by taking the difference of 

the input currents (iin1 and in2) of Modules 1 and 2. To mitigate 

the higher-order (odd) harmonics (i.e., n = 3, 5,..), separate 

control loops are implemented that emulate the structure of the  
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Fig. 17: Gate signals of switches S1, Sr2, S2, Sr1 (starting from the top) as a function of time (in milliseconds) of Module 1 under soft-switched condition. 

 
Fig. 18: Load current (top) and output voltage (below) of the inverter operating under closed-loop control condition. 

   

Fig. 19. (left) Leakage-inductance currents of Module 1 (top trace) and Module 2 during negative half cycle of the load voltage. (middle) Output–capacitor 

voltages of the two inverter modules. (right) ZCS of S1 for (waveforms are scaled for clarity). 

 

 
 

Fig. 20. Comparison of the inverter output voltage during start-up with and without proportional gain for the PR compensator. (Blue trace: with proportional gain, 

and green trace: without proportional gain). The difference in the time to reach the steady state for the controlled inverter with and without proportional gain for 

the PR compensator is about 2 60-Hz line cycles. It is noted that, the voltage reference is ramped up in 150 ms to the desired steady-state magnitude. 
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fundamental frequency control loop. However, for the 

harmonics compensation, the current reference is set to 0 and 

the PR controller is tuned at a frequency that matches the 

harmonic frequency. The perturbation outputs of the 

fundamental and high-order harmonic controllers are added to 

a dc offset such that the duty ratio of the (primary-side) 

inverter switches do not fall below 0.5. This duty-cycle signal 

and a 180º phase-shifted signal of the same are then used to 

generate the pulse trains for the switches S1 and S2 and S3 and 

S4, respectively. The signals for the secondary-side switches 

Sr1 and Sr2 are generated by complementing the binary 

switching signals of primary-side switches S1 and S2 

respectively, and then adding to the pulse train information 

(dr) for achieving soft-switching. The signals for the 

secondary-side switches Sr3 and Sr4 are generated by 

complementing the binary switching signals of primary-side 

switches S3 and S4 respectively, and then adding to the pulse 

train information (dr) for achieving soft-switching. Fig. 17 

shows the switching signals of Module 1. 

Fig. 18 shows the inverter output voltage and output 

current using the closed-loop control scheme described above. 

Comparing the results of Figs. 15 and 18, it is evident that the 

harmonic-compensation based closed-loop control shown in 

Fig. 16 addresses the harmonic distortion of the open-loop 

inverter effectively. For this condition, Fig. 19 shows the 

leakage-inductance current and output-capacitor voltages of 

the two modules, and ZVS turn-on of S1. Finally, Fig. 20 

shows the acceptable dynamic response of the inverter during 

start-up. The presence of the proportional gain of the PR 

compensator yields better transient response at the cost of 

slightly higher distortion.  

V. CONCLUSIONS 
 

This paper describes a current-source high-frequency-link 

inverter. It comprises two dc/dc isolated converters that are 

connected in a differential-mode configuration thereby 

yielding an inverter output. The inverter has several key 

features including the following: single-stage topology, high-

frequency instead of bulky line transformer, inherent voltage 

boost/gain capability, voltage-doubling secondary reduces 

transformer turns ratio to half, reduced transformer core size 

due to bipolar flux at the origin, and soft switching of most of 

the inverter switches. However, the inherent nonlinearity of 

the inverter yields harmonic distortion under open-loop 

condition. To mitigate that problem a harmonic-compensation 

based control scheme is outlined. The resultant closed-loop-

controlled inverter significantly reduces the harmonic 

distortion of the inverter output voltage and current and yields 

acceptable dynamic response. Finally, work in underway 

currently to synthesize an experimental inverter. A 

preliminary prototype module is shown in Fig. 16. Following 

are projected performance parameters for such an inverter at 

500-W output: efficiency of 94% (device conduction and 

switching losses of 2%, transformer losses: 2%, filter losses: 

1.5%, additional losses: 0.5%), output voltage THD of about 

2%, and dynamic time lag between reference and feedback 

voltage using proportional-gain based PR compensator of up 

to 1 60-Hz line cycle. An adaptive tracking controller as 

outlined in [22] for a differential-mode inverter will also be 

pursued to reduce the time lag.   
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Abstract—This paper presents the design and simulation of 
low noise amplifier (LNA) for wireless applications operating in 
the 2.4-2.5 GHz band. In this paper inductive source degeneration 
topology has been used to provide low noise figure, high forward 
gain and low power consumption. The simulation was made using 
Advance Design System (ADS) software. Proposed work 
emphasis on reduction in noise figure with increase in power gain 
at low power consumption as compared to previous results at 
1.2V power supply. 

Keywords: Power Consumption; Noise Figure; S Parameters; 
Advance Design System; Wireless Applications 

I.  INTRODUCTION 

With the advance development of the communication 
industry, different types of wireless communication devices 
are needed. Low noise amplifier (LNA) is the very crucial 
element of RF receiver, which is the RF front end circuit [1-3]. 
LNA increases the gain level or amplify the signal and 
suppress the noise figure of the signal. While designing an 
LNA, there are different parameters which are taken into 
consideration such as low noise figure, low input/output return 
losses, a high IIP3, high gain and lower power consumption. In 
order to achieve the required gain it is essential to make sure 
that reflection coefficients S11 (input reflection coefficient) and 
S22 (output reflection coefficient) minimized. In the literature, 
LNA design with reduction in power consumption and noise 
figure as well as increase in gain has been reported [6-13]. In 
[13] low power low noise LNA has been proposed, So in 
proposed paper aimed to improving the parameters by using 
another C-S stage could be added to the cascode output of 
LNA. For this design, Agilent CMOS 14 0.5-µm RF CMOS 
process is used that allows a minimum gate length of 0.6 µm. 

There some topologies for LNA design such as resistive 
matching, common gate amplifier, shunt series feedback 
common source, inductive source degeneration and cascode 
inductive source degeneration [6]. This paper presents an 
inductive source degeneration topology for providing low 
noise figure, high forward gain and low power consumption. 

The proposed design has been simulated through ADS 
software. 

The ADS software is microwave circuit and 
communication system software developed by Agilent 
Technologies. It has very powerful ability in RF circuit design 
and simulation analysis. In this simulation, S parameter gives 
the information about the gain, stability, noise figure and 
linearity. 

The organization of the rest of the paper is as follows. In 
section II, describe the input/output matching of LNA. In 
section III, different types of topologies of LNA are presented 
and in section IV & V presents the circuit design and 
simulated results. Section VI, gives the conclusion of proposed 
LNA. 

II. INPUT/ OUTPUT MATCHING 

First stage of the LNA will be the input matching stage 
which will insure that maximum signal is going into LNA for 
processing and in order to get maximum power, signal 
received by the LNA show minimum reflection. According to 
maximum power theorem, the input impedance of the LNA 
must be complex conjugate of the source impedance. Here for 
simplicity it is assumed the source impedance is real and its 
value is 50 Ω. The topology is matched to a 50 Ω source using 
the inductive source degeneration LS. Maximum power 
transfer from previous stage to the LNA is achieved by 
minimizing the input return loss [13]. The expression of the 
input impedance for the LNA is defined as 
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Above equation can be re-written as, 

 s gsin g a L CZ R R j X X   
  (7) 

Where, 
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In this work, MOSFETs, gR is taken as zero. Therefore 
the impedance of the MOSFET without feedback is 

gsin CZ jX    (8) 

Adding series feedback adds the following term to the 
original input impedance: 

sa LR jX   

To achieve input matching, the inZ should be 50Ω. So, 

s m
in

gs

L gZ
C


  (9) 

So to give required inZ , the value of LS is taken randomly 

and the values of mg  and gsC  are calculated. 

 

 

III. DIFFERENT TYPES OF TOPOLOGIES 

There are different types of topologies for LNA design 
such as resistive matching, common gate, shunt series 
common feedback, inductive source degeneration, and cascode 
inductor source degeneration. These topologies have their own 
merits/demerits which are tabulated in table 1. 

TABLE 1: ADVANTAGES AND DISADVANTAGES OF LNA TOPOLOGIES 

Type of Topology Advantages Disadvantages 
Resistive Matching  
[17, 22] 

Broad band amplifier Adding the noise 
from resistor 

Common Gate [16, 18, 
20, 22] 

The input impedance is 
equal to 1/gm. It is 
practical to get 50Ω 

The impedance 
varies with bias 
current 

Shunt Series Common 
Feedback [17-19] 

Broad band amplifier Adding noise from 
resistor 

Inductive Source 
Degeneration 
[14, 19, 22, 24, 25] 

The source and gate 
inductors make the input 
impedance 50Ω and not 
adding noise from input 

The inductor is off 
chip at low 
frequency and low 
isolation 

Cascode Inductor 
Source Degeneration 
[15, 21, 23, 25] 

Isolation of input/output is 
good, higher gain, low 
noise figure 

The inductor is off 
chip at low 
frequency 

As all the above topologies, inductive source degeneration 
configuration is best from other topologies. So we have chosen 
inductive source degeneration, with inductive load it provides 
sufficient gain without adding significant noise and also 
provide better matching in comparison to other topologies. 

IV. CIRCUIT DESIGN 

Designing of LNA circuit include three steps. In the first 
step, basic LNA with a bias resistor including a current mirror 
and current source has been designed. In the simulation,  
ideal inductor i.e. no Q value has been entered and therefore have 
no loss.  

Second step is the simulation of LNA with additional 
cascode stage. In this schematic inductive source degeneration 
feedback amplifier with the gate inductor for input matching is 
shown in fig. 1. The source inductor is used provide the 
desired input impedance 50Ω and to achieve simultaneous 
input and noise matching. The cascode structure is 
combination of common source devices (i.e. LNA) with a 
common gate load. The additional cascode device has been 
used as a diode. To optimize the gain response of the LNA, an 
inductor between cascode source and supply has been 
provided. Its value may be varied and it also blocks any RF 
leaking to the supply rail. 

Finally in the third stage i.e. our proposed LNA (fig. 1), to 
increase the gain of the LNA another C-S stage could be added 
to the cascode output. This output stage is DC coupled to the 
output of the first csacode stage so that is receives the correct 
bias. The increased gain is greatly improving the noise figure 
of the receiver as the noise figure of the second stage reduces 
to ~ 1/gain_LNA. 
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Fig. 1: Schematic of the C-S LNA with a Simple  
C-S Stage Added to the Cascode 

V. SUMULATION RESULTS 

Proposed LNA is simulated using Advance Design 
System (ADS) software. The low noise amplifier provides a 
maximum gain of 26.486 dB as shown in Fig. 2. Cgs and gm 
are selected according to (9) to make the input matching Zin as 
possible to 50 Ω. This circuit operated with 1.2 V supply 
voltage. The reverse isolation S12 (Fig. 2) is good with more 
than–52.533 dB at the operating frequency. A minimum noise 
figure of 1.044 dB is achieved around the desired frequency 
2.4-2.5 GHz for the proposed LNA’s as shown in fig. 6. 

A. S Parameters 

 

Fig. 2: Forward Gain (S21) 

S21 is forward transmission coefficient and it represents, 
measure how well the signal goes from input to output. It is 
also known as forward gain and the value of S21 at 2.45 GHz 
frequency is 26.486 dB as shown in fig. 2. 

 

Fig. 3: Scattering Parameter (S12) 

S12 is reverse transmission coefficient, and measure how 
much the input signal is reflected back and it is also known as 
reverse isolation and the value of S12 at 2.45 GHz frequency is-
52.533 dB as shown in fig. 3. 

 
Fig. 4: Scattering Parameter (S11) 

S11 is input reflection coefficient, represents measure of 
how well the input impedance is match to the reference 
impedance. It is also known as input return loss and the input 
reflection coefficient S11for 2.45 GHz frequency is-5.841 dB 
as shown in Fig. 4. 

 

Fig. 5: Scattering Parameter (S22) 

S22 is output reflection coefficient and it represents 
measure of how well the output impedance is matched to load 
impedance. It is also known as output return loss, and the 
value of S22 at the 2.45 GHz frequency is-18.823 dB as shown 
in fig. 5. 

 

Fig. 6: Minimum Noise Figure (NFmin) 
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B. Noise Figure 

Noise Figure indicates the noise performances of device at 
high frequency at 2.45 GHz, the minimum Noise Figure1.044 
dB has been obtained as shown in Fig. 6. 

C. Power Comsumption 

Power consumption of proposed LNA design is calculted 
by the following current and voltege values given in table 2. 
The values of drain current and gate voltage can be obtained 
using the ADS simulation by pin up the ID and Vg in the 
schematic window of ADS simulator. After running the 
simulation, got the values of ID and Vg.  

TABLE 2: VALUES OF CURRENT AND VOLGAGE 

Frequency ID, i Vg 
0.0000 GHz 4.865 mA 924.8 mV 

Power consumed by LNA design using above design is 
4.49 mW only. 

D. Linearity 

The linearity of the LNA is another concern that must be 
taken into account. Linear operation is crucial, particularly 
when the input signal is weak with a strong interfering signal 
in close proximity. This is because in such a scenario there is a 
possibility for undesired inter-modulation distortion such as 
blocking and cross modulation. The odd order distortion 
produced by an LNA can give rise to distortion products which 
can interfere with the desired signal. This point is represented 
as third order intercepts point as it specifies distortion signal 
amplitudes equal the input signals. The 1dB compression point 
is also specified in power amplifier designs as it gives 
information where the amplifier goes into compression and 
becomes non-linear. Operation should occur below this point 
in the linear region. These points are specified in fig. 7 for the 
proposed design. 

We can get rough estimated values of compression of the 
LNA, a non-linear expression of the input and output 
parameters can be expanded using Taylor’s theorem. These 
results are as follows [26] 
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Where, 1 0 2 .satV L     

 Mathematically calculated the values of 1 3,dB IIPP P by eq. 
11 and 12 and simulated results using ADS are approximately 
same, shown in fig. 7 

 

Fig. 7: Simulated Compression Point (ICP1) and Third-Order Intercept (IIP3) 

At K1 > 1, the design circuit is stable unconditionally and 
the stability factor is defined as 

2 2 2
11 22

21 12

1
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2
S S
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  (13) 

Where, 11 22 12 21S S S S    (14) 

When input and output matching are good that shows the 
decrease in the absolute value of S12, increase in the stability 
factor K1 as shown in the fig. 8, LNA is stable 
unconditionally.  

 

Fig. 8: Simulated Stability Factor (K1) 

Comparison of different parameters of LNA: Based on the 
simulation results of LNA Table 3 shows the various 
performance parameters result of the design and it gives the 
conclusion that proposed LNA for wireless application is for 
better than the previous results. ~ 

~ 
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TABLE 3: COMPERISION OF DIFFERENT PARAMETERS OF LNA 

[Ref] Power 
(mW) 

Gain 
(dB) 

N.F 
(dB) 

IIP3 (dBm) F0 
(GHz) 

[6] 30 22 3.5 -9.5 1.5 
[7] 12 22 2.5 -10 2.5 
[8] 22.4 19.8 3 4.5 2.4 
[9] 7.2 15 2.2 1.3 2.4 
[10] 4.5 13.4 3 0 2.5 
[11] - 15.9 2.88 -2.6/-11.2 2.45 
[12] 13.2 11 2.2 3 2.4 
[13] 7.33 20.34 1.98 5 2.4-2.5 

Proposed 
LNA 

4.49 26.48 1.044 5 2.45 

VI. CONCLUSION 

This paper describes the approach of designing an LNA 
operating 2.4-2.5 GHz with low power consumption, low noise 
figure and high gain. At very low power consumption i.e. 4.49 
mW, low noise figure of 1.044 and high forward gain 26.486 
dB is obtained. Along with these great characteristic, a high 
IIP3 of 10 dBm which shows the good linearity has been 
observed.This compares favourably to the earlier available 
designs in the literature [6-13]. 
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Abstract: Hyperspectral data has enhanced the scope of applications of remote sensing in various domains. 

However, exploitation of hyperspectral data is still subject to development and research of newer 

algorithms/techniques for extraction of application specific significant/relevant data. Hyperspectral data is 

extremely suitable in target detection; however, its full potential is still to be exploited. Spectral unmixing for 

the purpose of target detection and enhancement, when target either occupies a mixed pixel or a sub pixel, is 

one area which continues to be researched. Aim of this paper is to review various existing spectral unmixing 

techniques with an objective of analysing the algorithms and procedures followed by them and their utility in 

target detection. 
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I. Introduction 

With the advancements in technologies, remote sensing today is being increasingly used in 

diversified areas such as terrain classification, target detection and classification, environmental 

mapping, weather prediction, atmospheric pollution monitoring etc. Study of these application areas 

gets facilitated as the classes and objects that may appear in any scene (such as vegetation, water 

body, vehicles, aircrafts etc.) can be effectively characterized. This is possible due to the fact that 

objects reflect, emit, scatter, and absorb electromagnetic (EM) radiation differently. The sensors 

measure radiation which comes after propagation from the atmosphere. Since it is practically not 

possible to record information at each individual wavelength of the EM spectrum, the sensors are 

often designed to record data in certain discrete bands only. These sensors are known as single band 

panchromatic, multiband or multispectral imaging systems (3-12 bands) which sense visible, 

shortwave, thermal and infrared regions of the EM spectrum. These sensor systems provide 

improved spatial resolution but since the data is acquired only in a few discrete wavelength bands, it 

lacks accurate detection and identification of small objects as their reflectance gets mixed with the 

background scene. To obtain data of a higher spectral resolution compared to multispectral data, 

hyperspectral sensors are used [1]. Sensors acquire data in many, very narrow, contiguous spectral 

bands throughout visible, NIR, MIR (from 0.4 to 2.5 m), and thermal IR (from 8 m – 14 m) 

portions of EM spectrum [2]. 

Contiguous narrow bandwidths which is characteristic of hyperspectral data allows for in-

depth examination of earth surface features which may otherwise be ‘lost’ within the relatively 

coarse bandwidths acquired with multispectral scanners [3]. 

Figure 1.1: Overview of collection capabilities of a hyperspectral sensor system. Shown are 

materials with distinctive spectroscopic characteristics obtained through many bands or channels 

collected by instrument [2]. 
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The above given image provides an overview of collection capabilities of a hyperspectral 

sensor system. It shows materials with distinctive spectroscopic characteristics obtained through 

many bands or channels collected by instrument. The reflected intensities with respect to any 

material/object on ground across different contiguous wavelength bands are known as its 

spectra/spectral signature. It has been reported that all materials in nature have unique spectral 

signatures [2]. This makes hyperspectral data particularly suitable for detection of objects that may 

reside in only a few pixels. 

A large number of hyperspectral bands result in an increase in the volume of data and hence 

adds to the problems in data transmission, storage and analysis. Besides, based upon the spatial 

resolution, the targets may be defined as full pixel (target occupies one full pixel) and sub-pixel 

target (target occupies more than one pixel) (Figure. 1.2).  Most target detection algorithms can at 

best detect full pixel targets, leaving out several partially occupied/mixed pixels. This reduces the 

number of pixels of the target (all pixels not being full pixels) and it is a challenge to recover all the 

pixels (both full and partially occupied). 

 
Figure 1.2: Types of Resolutions [4] 

Due to low spatial resolution of Hyperspectral sensors the adjacent end members jointly 

occupy a single pixel there by leading to a mixed pixel. Also if distinct materials are combined into a 

homogenous mixture, mixed pixels generate. Thus the obtained spectrum of any image pixel is a 

mixture of spectral signatures of different end members that may be present in that pixel. Spectral 

unmixing thus needs to be performed in order to determine the fraction of pixel area covered by each 

material present in the image. 

 Also, in order to accomplish target detection, spectral unmixing is required. The target 

detection process involves performing detection, classification, discrimination, 

identification/recognition and quantification as shown in Figure 1.3.  

 

 

 

  

 

 

 

 

 

 

For identification i.e. to find out what the target actually is (a tank, a person, an aircraft etc), 

it needs to be separated from the background components. This process is accomplished by using 

spectral unmixing. First step is to reduce the dimension of acquired hyperspectral data, followed by 

determining the number of end members present in scene and then estimating the abundance fraction 

of end members as shown in fig. 1.4.   

The paper is constructed with a view to provide an overview of the unmixing techniques, as 

a follow-up to comparative efforts done by many researchers in this domain [10, 13, 17, 18, 19, 20, 

21] and with more focus on applying unmixing in target detection for hyperspectral data.   

 

Resolved Pixel / Full pixel 

Mixed pixel 

Subpixel 

Discrimination 
Detection  

Classification 

Identification  

Quantification 

Figure 1.3: Target detection process 
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Figure 1.4: End to end spectral unmixing process [4] 

This review paper is organized into five sections. Section 2 presents a literature review 

which provides an overview of work that has been done so far in order to obtain endmembers and 

there abundance fractions. The existing spectral unmixing algorithms found after detailed literature 

review have been listed in Section 3. Section 4 of document outlines the comparative analysis of 

these algorithms and discussions on them.  Conclusions drawn from the review and analysis have 

been discussed in Section 5. Towards the end of paper is the references section that includes the 

details of reviewed and the referred research papers.  

 

II. Literature review 

Keshava et al. in his paper [4] performed a survey on unmixing algorithms with a view to 

find out commonalities and differences between these and to map them into some taxonomy [4, 5]. 

The work explained how mixed pixels are generated and what leads to the need of unmixing. The 

organization of unmixing algorithms was done on the basis of three criteria: Interpretation of 

captured data by the algorithms, description of randomness and optimization criterion.  

 
Figure 2.1: Model for algorithm features. 

The taxonomies were built by studying and estimating important physical parameters from an 

electromagnetic signal that has interacted with the material of interest. He explained that in order to 

effectively un-mix the hyperspectral data, it must be clear that how constituent material substances 

in a pixel combine which lead to generation of a composite spectrum by the sensor. Thus mixing 

models were categorized to be linear mixing model and non linear mixing model as shown in figure 

2.2. The created taxonomies reflect the wide amount of disparity that exists in the approaches 

undertaken to solve the same problem.  
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Figure 2.2: (a) The linear mixing model assumes a well-defined proportional mixture of materials, 

with a single reflection of the illuminating solar radiation. (b) Nonlinear mixing models assumes a 

homogeneous mixture of materials 

  Antonio Plaza and Mario Parente in [6] provided a quantitative assessment of unmixing 

techniques with main focus on differentiating between statistical and geometrical approaches for 

spectral unmixing. They compared the performance of some statistical versus geometrical end 

member extraction algorithms using Cuprite data set obtained by NASA’s airborne visible infrared 

imaging spectrometer (AVIRIS) [7]. Spectral angles obtained after comparing the USGS library 

spectra of five highly representative minerals in the Cuprite mining district with the corresponding 

endmembers extracted by different algorithms from the AVIRIS Cuprite scene were tabulated. It was 

shown that geometrical methods such as N-FINDR, VCA or OSP provide endmembers which are 

similar to the USGS reference signatures. They outlined that statistical methods based on the 

incorporation of spatial information have the potential to improve the quality of the endmembers. 

 Chang and others [8] in their paper on Spectral Unmixing, Classification, and Concentration 

Estimation of Chemical and Biological Agents, investigated OSP and NCLS for chemical biological 

agent detection and concentration estimation. The experimental datasets used included chemical and 

biological agent signatures collected by the infrared spectrum technique. The experiments conducted 

showed that NCLS method provided more accurate abundance fraction. 

 Manolakis, Siracusa, and Shaw in their paper [9] explored the linear mixing model (LMM) 

to characterize the targets and the interfering background. They focussed on algorithms for the 

detection of low probability, whole-pixel or subpixel targets with known spectral signature. 

 Antonio Plaza and others in [10] presented a comparative study of standard end member 

extraction algorithms using a custom-designed quantitative and comparative framework that 

involves both the spectral and spatial information. The results showed that end member selection and 

mixed-pixel interpretation by a linear mixture model are more successful while using methods that 

combine spatial and spectral information. It was assumed that reliable ground-truth spectral 

signatures are available. The estimated abundance planes were compared to ground-truth reference 

maps representing the spatial distribution of end member constituents in simulated imagery. The 

experiments showed that combination of spatial and spectral information produces results that are 

superior to those found by using the spectral information alone. 

 

III. Unmixing Algorithms 

LMM (Linear mixing model) 

 Manolakis et al. [9] explained that the spectrum of a mixed pixel is represented as a linear 

combination of component spectra (endmembers). The abundance of each end member is 

proportional to the fraction of the pixel area covered by it. In case of L spectral bands, the spectrum 

of any pixel and the spectra of the endmembers can be represented by L-dimensional vectors. 

Therefore, the general equation for LMM is  
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ak   their abundances; 

M   number of the endmembers; 

w  L dimensional error vector accounting for lack of fit and noise effects 

        (non negativity constraint) 

     
                              

 

PPI (Pixel Purity Index) 

 This algorithm requires close human supervision during the process of determining the 

endmembers and works by projecting each pixel onto one vector from a set of random generated 

vectors. A pixel purity score is calculated for each point in the image cube by randomly generating L 

lines in the N-D space comprising the MNF-transformed data. All the points in that space are 

projected onto these lines, and the ones falling at the extremes of each line are counted. After many 

repeated projections to different random lines, those pixels that count above a certain cut off 

threshold are declared “pure” pixels [10].  

N-FINDR 

 The N-FINDR method [11] is a fully automated geometric method that finds the set of pure 

pixels that define the space with the maximum volume within the dataset. This method requires a 

dimension reduction step, originally an orthogonal subspace projection (OSP). It works on random 

selection as pixels as endmembers and then calculates a trial volume. Let EM be defined as:           

EM = [
       
          

], where ei are end member column vectors, and EM is the number of 

endmembers used to calculate the simplex volume. The volume of the simplex formed by the 

endmembers is proportional to the determinant of EM. In order to refine the initial volume estimate, 

a trial volume is calculated for every pixel in each end member position by replacing that end 

member and recalculating the volume. If the re-placement results in a volume increase, the pixel 

replaces the end member. This procedure, which does not require any input parameters, is repeated 

until there are no replacements of end-members possible as shown in [11].  

ORASIS (Optical Real-time Adaptive Spectral Identification System)  

Once pre-processing is performed on given data, a selection process is run with the purpose 

of pre-screening the data for unique spectra, thus creating a representative set of exemplar vectors 

that can be used as endmembers for spectral unmixing [12]. Spectral angle distance is calculated so 

as to remove the redundant spectra that may appear in the data by discarding all vectors that are not 

separated by a certain threshold. Next step is to project the spectra onto a lower dimension subspace 

created using Gram – Schmidt process and finding a simplex using minimum volume transform. 

IEA (Iterative error analysis) 

IEA [13] works on the existence of relatively pure pixels. In this method, a series of linear, 

constrained unmixing is performed. While performing unmixing, the pixels that minimize the 

remaining error are chosen iteratively as endmembers. 

CCA (Convex cone analysis) 

CCA [14] is also a geometric algorithm that works on creating a convex cone around the 

data. It begins from an orthogonal basis set obtained from a subset of the eigenvectors of the data 

correlation matrix. The number of basis vectors is used as an input to the algorithm. 

ICE (Iterated Constrained Endmembers) 

ICE [15] minimizes the regularized residual sum of squares (RSS) by finding the volume of 

the simplex. It does not need a dimension reduction step. Given that the free parameters are the 

endmembers and their abundances, for each pixel the algorithm iterates the solution of the low 

interleaved and interdependent minimization problems. First the proportions are computed by 

quadratic programming assuming that the endmembers are known, and then the endmembers are 

computed as the direct minimization of the RSS functional.  

VCA (Vertex Component Analysis) 

It is an unsupervised algorithm that utilizes orthogonal subspace projections [22]. 

Endmembers are assumed as the vertices of a simplex, and the affine transformation of a simplex is 
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considered as a simplex too [16]. A hyper plane is chosen by using projections and another simplex 

is created whose vertices are the final endmembers. After successfully projecting the data on this 

selected hyper plane, algorithm proceeds by projecting all image pixels in a random direction. The 

pixel with the largest projection is selected as the first end member. The remaining dataset is then 

iteratively projected in a direction orthogonal to the subspace created by the successfully determined 

endmembers. This process is repeated until a complete set of end members is determined [16]. 

ICA (Independent Component Analysis) 

 It is a statistical approach for end member extraction. This algorithms with its basis in signal 

analysis, does not require any a priori information about the target data [23]. It works by finding 

statistically independent components by representing non Gaussian data in a linear format. The 

artificial targets in a natural environment are generally statistically independent. Thus ICA can be 

applied on different bands of hyperspectral data. The targets most likely appear in either one or a few 

number of transformed components [23]. 

 

IV. Comparative analysis 

A summary of reviewed spectral unmixing algorithms for hyperspectral images is given in the 

following table: 

Table 1: A summary of spectral unmixing algorithms for hyperspectral images 

Algorithms Characteristics 

Pixel purity index (PPI) Non-statistical, supervised end member extraction method 

Limitations: 

 It requires a human interference to work on. 

 It requires a way out to produce an appropriate 

initial set of endmembers as the number of iterations 

will otherwise be very high. 

 It requires a proper learning on how to procure 

accurate values of threshold for the pixel purity 

index counts 

 Only considers the spectral information in 

endmembers detection with no attention to spatial 

information. 

N – FINDR 

Geometric end member extraction method, non- 

parameterized and a simplex-growing, selection algorithm 

Limitations: 

 It works for finding all the present endmembers 

thereby increasing the computational complexities. 

 Requires prior knowledge of the number of 

endmembers that are required to be extracted. 

 Does not include spatial information for end member 

detection 

Optical Real-time Adaptive Spectral 

Identification System (ORASIS) 

It is a fully automated, parameterized method for end 

member extraction. It provides low computational 

complexity and converges once all the exemplar spectra are 

found in data. It mostly applies in oceanography and target 

detection. 

Limitations: 

 It is a simplex-shrinking algorithm that finds 

endmembers from a scene autonomously. 

Iterative error analysis (IEA) 

It is a fully automated, non – parameterized algorithm that 

shows minimum error in unmixing. It is mostly applicable to 

land cover and mineral mapping. 

Limitations: 
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 Does not include spatial information for end member 

detection 

Convex cone analysis (CCA) 

It is a fully automated, geometric, parameterized algorithm. 

It is mostly applicable to anomaly detection and target 

detection. 

Limitations: 

 Complexity is very high if there are large numbers 

of corners in the convex cone. 

 Does not include spatial information for end member 

detection 

Iterated Constrained Endmembers   This algorithm does need a dimension reduction step. 

Vertex Component Analysis (VCA) 

Geometric end member extraction method, unsupervised 

algorithm 

 Limitations: 

Computational complexity is high as the algorithm 

iterates until all endmembers are exhausted 

 Only considers the spectral information in 

endmembers detection with no attention to spatial 

information 

Independent component analysis 

(ICA) 

Nonparametric statistical unmixing approach. It considers 

spatial information and thus has the potential to improve the 

quality of the endmembers. It does not require a priori 

information about target. 

 

V. Conclusions 

The review presented indicates that most of the spectral unmixing algorithms adopt one of the 

following assumptions, viz, linear mixing, Gaussian distribution, and the minimization of squared 

error. Many researchers have worked on non-linear unmixing but it is still under evaluation and 

testing and its application in target detection needs to be explored further. In case of sub-pixel target 

detection, where target size is too small to detect leading to loss of its important features, statistical 

methods have proved to provide better results. Many spectral unmixing algorithms have been 

introduced and implemented in literature; however there is still a scope for evaluating them for 

finding accuracy of these algorithms in terms of estimating the endmembers and their abundance 

fractions. 
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ABSTRACT 

While studying investment behavior, the most common bias which impact the decision making is anchoring. 

Anchoring is defined as the tendency of investors to rely on some piece of information to take decision. The 

present study made an effort to systematically review the literature available on the existence and effect of 

anchoring bias in stock market investments. For the purpose of the analysis, the research work published in 

last 15 years has been taken. Total 16 articles were selected on the basis of defined criteria and analyzed in 

terms of their publication year, journal, methodology used, data used, country of data collection, citation and 

content. 

Keyword: Anchoring, systematic Literature review, Statistical Techniques, Citation Analysis, Content 

Analysis 

1. Introduction: 

In behavioral economics research, the pioneer work to study anchoring effect is done by Tversky and 

Kahneman (1974). According to Tversky and Kahneman, decision makers are generally influenced by an 

initially presented value called anchor. And this influence is known as anchoring effect. 
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Following the work of Tversky and Kahneman (1974), many studied discussed the anchoring effect in several 

domains and lead to the existence of robust and substantial anchoring effects. For example, Sudgen et al. 

(2013), Adaval and Wyer (2011), Bateman et al.(2008), Cricther and Gilovich (2008), Nunes and Boatwright 

(2004), Simonson and Drolet (2004), Ariely et al. (2003) and Mussweiler et al.(2000) studied the anchoring 

effect in price estimation and willingness to pay in different experimental settings for individuals of different 

countries. Also in credit market, anchoring appears to be important as the firm anchor the past credit spread to 

pay current credit spread. 

Moreover, Liao et al (2013) studied the anchoring effect in Foreign Institutional Investment and concluded that 

prior foreign ownership influences the momentum of foreign investments. Anchoring effect is also studied in 

different type of financial markets such as horse race betting (Johnson and Schnytzer (2009) real estate 

investment [(Einio, Kaustia & Putton,2008), Saieler et al. (2010), (Bucchianeri & Minson,2013)]. The 

anchoring effect has also been found important in analyst‟s forecasting of firm‟s earning (Cen, Hillary & Wei 

(2013) and in macroeconomic releases (Campbell and Sharpe, 2009  and  Hess & Orbe, 2013). A robust and 

rigorous review of all major studies of anchoring effect is done by Furham & Boo (2011). This study tries to 

take the study of Furnham and Boo a step ahead by narrowing the type of market and anchor. This study 

systematically reviews the literature on anchoring effect in investment decision making of individuals 

particularly in stock market. 

2. Purpose: 

The purpose of this paper is to systematically review the literature published in past 15 years (2001-2015) on 

anchoring effect in investment decision making. The paper highlights the major gaps in the existing studies on 

anchoring effect. It also aims to raise specific question for future research. 

3. Data and Methodology: 

3.1 Strategy for literature search: We establish search criteria and conducted a search by identifying 

relevant keywords, time frame, various databases. We used keywords like “anchoring”, reference point”, and 

“anchoring heuristics”. etc. We used Taylor and Francis, Elsevier, Online Wiley Library and other databases 

such as Google Scholar and Research Gate for the literature search. We have selected a time span of 16 years 

(2001-2015). We have considered those articles which are published in peer reviewed journals and published 

only in English. Articles are of different types such as research paper, case study, review paper, conceptual 

papers are not considered as they are not published work. We have focused only those articles which are 

having discussion on anchoring in stock markets. All other articles like anchoring in real estate, anchoring in 

policy formulation and specially, anchoring in consumer buying behavior, which are abundant in number, 

were not satisfying the purpose of literature review. 

We conducted our database search in July „2015 and it included all the articles which satisfy the above 

mentioned criteria. In our search, we found several articles. After reviewing the title and abstract 16 articles 

found suitable to review.  

4. Classification and analysis of Literature: In this section we have classified all the research papers on 

the basis of publication, time, location, journal, data, technique etc. 

4.1 Year of Publication: Table 2 shows the year wise distribution of the articles published from 2001 to 

2015. There are very few studies available on anchoring bias which shows the less interest of researchers in 

studying anchoring bias. The reason of this may be that ample research has been conducted on anchoring bias 

in past decades. 

4.2  
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Year No. of Articles 

2001 1 

2002 1 

2003 1 

2004 2 

2005 1 

2006 0 

2007 0 

2008 1 

2009 1 

2010 1 

2011 1 

2012 2 

2013 3 

2014 0 

2015 1 

Table 1: Year-wise frequency of articles 

Database  

Date of 

Search 

Time 

Frame 

No. of Selected 

Articles  

Elesvier July'2015 2000-2015 5 

Online Wiley 

Library July'2015 2000-2015 4 

Others July'2015 2000-2015 3 

Taylor And 

Francis July'2015 2000-2015 2 

Cambridge July'2015 2000-2015 2 

Table:2 Database protocol: Database wise distribution of Articles  

4.3 Journal of Publication: The literature was analyzed with respect to the journal of publication to 

identify important journals in this area. Results revealed that the dataset of 16 articles is spread over 9 journals. 

Four journals had two or more published articles, and these are shown in Figure:1. The remaining journals had 

only one published article each. The 4 journals comprise around 75 percent of the journals covered in this 

study. Figure1 shows that the top three journals in terms of the number of research articles published are 

Journal of Financial Economics, The Journal of Finance and The Journal of Behavioral Finance, with 4, 3 and 

3 articles, respectively.  
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Figure:1 Distribution of Articles based on journal 

 

4.4 Country of Sample data collection:  

Figure 2 gives the frequency of countries from where the data has been collected either in primary or in 

secondary form in the articles selected for review. The classification shows that majority of studies are 

conducted in U. S. stock exchange. There are 11 studies out of total 16 studies which are conducted in United 

States. There are only two studies which are conducted in Finland, whereas only one paper is found where the 

sample data has been collected from each other country like Germany, Stockholm and China. 

 
Figure:2 Distribution of Articles based on country of sample data 

 

 

 



Asia Pacific Journal of Research                                                       Vol: I. Issue XXXII, October 2015 

ISSN: 2320-5504, E-ISSN-2347-4793 

www.apjor.com                                                                                                                                                                    Page 21 

 

4.4. Type of Study and Data: 

 A review of literature on the basis of type of study and data helps to identify the focus area of past research 

studies. Figure: 3 shows the distribution of type of studies along with type of data used for the study. We have 

classified the research studies into four categories: descriptive, empirical, analytical, and conceptual. In 

descriptive research, we have included studies that are related to surveys or fact findings. In empirical research, 

we have included studies based on observations or experiments, while in conceptual research; we have 

included articles related to the development of some model or theory. Figure:3 shows that the majority of 

studies, that is 8, are analytical in nature, and that most of them are based on secondary data. Our analysis 

shows that secondary data have been generally collected through the brokerage houses and are longitudinal in 

nature. There are very few research studies that are based on primary data and that are empirical in nature. 

 

Figure:3 Distribution of Articles based on the type of data used in research  

Year Primary Secondary Total 

2001 0 1 1 

2002 0 1 1 

2003 1 0 1 

2004 1 1 2 

2005 0 1 1 

2006 0 0 0 

2007 0 0 0 

2008 1 0 1 

2009 0 1 1 

2010 0 1 1 

2011 0 1 1 

2012 0 2 2 

2013 0 3 3 

2014 0 0 0 

2015 1 0 1 

Total 4 12 16 
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Table:3 Year- wise Frequency of Article in terms of type of data collected   

 Further Table:3 shows that primary data is used in very less no. of studies in this research area. Only 4 out of 

total 16 studies are conducted on primary data, whereas the others are based on secondary data. However, in 

the most recent studies, the primary data has been used for the research. 

4.5 Statistical Techniques/ Methods: 

In this section of the study, we analyzed the selected previous researches on the basis of the statistical 

technique used in the studies. This analysis provides the information about the most widely and popular 

statistical technique used for confirming anchoring bias. The figure_ shows that the most widely used 

technique is regression analysis.  

Table:4 Distribution of Articles based on Research Design   

Technique 

No. of 

papers %age 

Multiple Techniques 2 12.5 

Regression Analysis 8 50 

Correlation 1 6.25 

Paired t- test 1 6.25 

Simulation 1 6.25 

Decomposition 

Analysis 1 6.25 

Time Series Analysis 1 6.25 

Other 1 6.25 

Total 16 100 

Table 4 shows that 8 out of 16 studies used regression analysis as a statistical tool. Various type of regression 

such as panel regression, cross sectional was used. Only two studies applied multiple techniques including the 

combination of regression analysis, decomposition analysis, t-test etc. 

4.6 Citation Analysis: 

In this section, we have analyzed the selected articles on the basis of their citation in other publications to 

identify the most relevant and important paper available on anchoring bias. We used Google Scholar to find the 

citations. We found that 15 out of 16 articles were cited outside which shows that all the articles are important 

in our research area. Although the citation for some papers is is very low. The treason may be that these 

articles are very recent. We don‟t find citation for one article published in 2015. Table:5 represent the citation 

of all the 16 articles which shows that there are only four articles whose citation is more than 100. 
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S. no. Article Citation 

1 Grinblatt and Keloharju (2001) 981 

2 Grinblatt & Han (2005) 482 

3 Chapman and Johanson(2002) 354 

4 George and Hwang (2004) 345 

5 Baker, Pan & Wugler (2012) 83 

6 Torngern & Montogomery (2004) 81 

7 Campbell & Sharpe (2009) 70 

8 Kaustia, Alho and Puttonen(2008) 70 

9 Li and Yu (2012) 53 

10 Cen, Hillary and Wei (2013) 27 

11 Mussweiler and Schneller (2003) 14 

12 Park(2010) 11 

13 Chang, Luo and Ren (2013) 8 

14 George, Hwang and Li ( 2013) 4 

15 Chang et. al(2011) 2 

16 Ducles (2015) 0 

Table:5 Distribution of Articles based on Citation   

4.7 Content Analysis: 

Content analysis provides all the information about the objectives, techniques and result of the study. In this 

section we have discussed all the empirical findings of research studies selected for the purpose of systematic 

review of papers on anchoring bias.  

Table:6 shows the empirical findings of anchoring effect in investment decision – making. The empirical 

evidence is divided into following categories on the basis of the anchor or reference point fixed by the 

investors: 

i) Chart pattern 

ii) Moving Averages 

iii) 52 week high and low prices 

iv) Initial Values/ Prices 

v) Recent Prices/ Last Day Prices 
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Anchor Empirical Findings 

Chart pattern 

Ducles (2015) found that if last day closing price is 

higher than the opening price i.e. the last day was a 

upward moving day, then the prediction for the next 

day is for upward movements and result in higher 

investments that day. Mussweiler and Schneller (2004) 

suggested that investor buy more and sell less when the 

chart is characterized by salient high than low. 

Moving Averages 

Park (2010) documented that the ratio of 50 days 

moving averages to 200 days moving averages are used 

to predict moving averages are used to predict the 

future returns. And when this ratio is combined with 

52-week high, these values works as an anchor for 

momentum profits not only in short term but in long 

term also. 

52 weeks high & low stock 

price 

George and Hang (2004) revealed that 52weeks high 

and lows are set as the anchor for forecasting future 

returns but it works only in short term not in long term. 

Grinblatt and Keloharaju (2001) also shown that 

investor more likely to sell a stock whose price is near 

a historical high and more likely to buy a stock that is 

near a historical. Further Li and Yu (2012) suggested 

that nearness to the DOW historical high, positively 

predict future market return. But if the prices are 

anchored near or far 52- week high, market underreact 

to extreme earnings news for individual stock [George, 

Hwang & Li (2013)] that indicates that these prices do 

not act as an anchor. 

Initial Values/ Prices 

Kaustia, Alho and Puttonen (2008) studied the 

management graduates and suggested that initial prices 

act as an anchor irrespective of the investment 

experience. 

Recent Prices 

Baker, Pan and Wurgler (2012) documented that recent 

prices act as an anchor at the time of valuation. Chang 

et al (2011) suggested that there is a strong positive 

correlation between ex-day (last day) price and cum 

day (present day) price. Previous month data is also 

considered as an anchor and consensus forecasts are 

biases towards the value of previous month's data 

(Campbell and Sharpe,2009, Torngern and 

Montogomery (2004) found that previous price 

movements are used as anchor by only by lay investors. 

Table:5 Empirical Findings on Anchoring bias in investment decision making   
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5. Findings: 

In this section, we discuss the findings and identify the research gaps on anchoring bias in investment decision 

making. As discussed above, anchoring bias has flourished in every field, we have made the efforts to review 

all the studies related to stock market investments only and identify the following: 

i) Irrelevant anchors affect the judgment and lead to higher losses and additional regret of not 

selling/ buying at time (Chapman and Johanson, 2002) 

ii) Kaustia, Alho and Puttonen (2008) and George and Hwang (2004) suggested that professional 

investors are less prone to anchoring bias than naïve investors. However, if the anchor is 

purchase price or initial value, effect is same. 

iii) Anchors works in short term only. However, Grinblatt and Han (2005), Park (2010) suggested 

that, if these anchors are supported by some other determinants of stock prices, profit can be 

earned in long term also. 

iv) Chart patterns are also used as anchors and next day returns and price movements are predicted 

by the professional investors. [Chang, Luo and Ren (2013)], [Baker, Pan & Wugler (2012)] 

6. Research Gaps: 

6.1 Limited number of studies:  

We have found only 16 studies in last 15 years of time period on anchoring bias in stock market investment 

which is very less in number.  In the emerging fields like behavioral finance, the studies should be more and 

more models should be created to identify the anchoring bias in stock market. 

6.2 Dearth of studies in emerging markets:   

As the above analysis shows most of the studies are conducted in US stock market set up which is a 

developed market. Limited research has been done in emerging countries. 

6.3 Most studies are based on secondary research: 

Most of the studies are based on secondary data which demonstrate the past behavior. A very few studies used 

primary data through experiment to analyse the anchoring bias. There is a scope of study conducted on the 

basis of primary data so that the present and future behaviors of the investor could be predicted. 

6.4 Limited studies on individual investors: 

There are very few studies available on individual behavior. Most of the studies generalize the market as a 

whole. 

7. Scope for Future Research: 

The main purpose of this paper was to review the available literature on past 15 year on anchoring effect in 

stock market to identify the type of researches conducted and to analyse their findings. The analysis of these 

studies has come up with the new issues in the area of research which are discussed above. So, as discussed, 

there is a very few researches have conducted to analyse the anchoring bias. Hence there should be more 

studies. Moreover, these studies should also focus the emerging markets as it has been observed that after the 

era of globalization, emerging economies have higher growth potential and institutional and individual 

investors are more interesting in investing in these markets. Also, the research should be done equally on all 

types of investors like individuals, institutional; market etc and a comparison should be made to get a clear 

picture of the effect of anchoring in investment on different categories of investors. There is a scope of study 

conducted on the basis of primary data so that the present and future behaviors of the investor could be 

predicted. 
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A continuous fixed bed column reactor was designed using low cost media 

and was assessed for its efficiency of treatment of ground water. The 

sorption capability of Rice Husk (media) for removing Total Dissolved 

Solids and Calcium, Magnesium and Chloride ions was evaluated in a fixed 

bed column reactor. The column experiment was conducted by varying the 

bed height and solution flow rate. It was observed that by increasing the flow 

rate of influent synthetic sample, the TDS removal efficiency decreased from 

21% to 10.56% as the flow rate was increased from 40 to 102 mL/min. Due 

to increase in the influent flow rate, the contact period of ground water with 

the risk husk (media) decreased which resulted in less amount of adsorption 

of TDS by the media and therefore less removal .At a flow rate (40 mL/min), 

it was observed that removal efficiency of TDS is 20.79% at a height of 10 

cm from the base of column;13.81% and 10.10% for the heights 20 cm and 

30 cm respectively. It was inferred that removal efficiency increases as the 

depth of the adsorption media increases due to greater surface area available 

for the sample for adsorption. It was also observed that rice husk has a 

tendency to adsorb a greater amount of calcium ions in comparison to 

chloride and magnesium ions. This was verified from our observations when 

at flow rate of 40mL/min and at a height of 10 cm from the base of the 

column, removal efficiency for calcium ions is 37.5% and for chloride and 

magnesium ions is 22.33% and 19.9% respectively. 
 

Copy Right, IJAR, 2015,. All rights reserved 

 

 

Introduction  
 

Rapid industrialization and massive urbanization in the past decades has led to increase in the concentration of total 

dissolved solids in the ground water. The industrial effluent is discharged into river bodies without being adequately 

treated leading to increase in TDS content. Also, the rise in the application of fertilizers and pesticides in agricultural 

activities has raised the concentration of arsenic and fluoride in the ground water. TDS concentration has been 

observed to be considerably more in areas with agricultural activities. The use of modern technologies like reverse 

osmosis to reduce the TDS content to make water potable involves discharging the reject back in to the water table 

thereby further increasing the concentration of dissolved solids in the ground water. The above scenario necessitates 

the adoption of new cost effective, easily adaptable, efficient techniques for removal of TDS from ground water. 

In the past studies have been carried out to evaluate Rice husk, as an adsorbent for the removal of various pollutants 

from water and wastewaters. Activated carbons, prepared from low-cost mahogany sawdust and rice husk have been 

utilized as the adsorbents for the removal of acid dyes[1] from aqueous solution in the past[2-4]. Mechanisms in the 

biosorption process such as chemisorption, complexation, adsorption-complexation on surface and pores, ion 

exchange, micro precipitation, and surface adsorption have been studied to assess the process of treatment of water 
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and wastewater [5][6]. Rice husk, which is a relatively abundant and inexpensive material, has been investigated as 

an adsorbent for the removal of various pollutants from water, wastewaters.[7-9]and agricultural wastes[10][11]. 

Fixed bed adsorption studies of Rhoda mine B dye, for As(III),As(V), Cu2+ removal from solution using expanding 

rice husk [12-14]have assessed the potential of Rise husk for removal of these ions through isotherm and kinetics  

studies[15-17].Low cost Adsorbents can potentially be an effective solution in future for treatment of water in rural 

areas[18-29]. 

Through this study, we further evaluate the efficiency of Rice Husk in removal of TDS and ions such as Calcium, 

Magnesium and Chloride from ground water. 

 

2. Materials and Methods 
 

2.1. Media used  

 

Rice husk was used as the adsorption media for removal of TDS .It was obtained from a rice mill in Bawana village 

(located in North West Region of Delhi). It was crushed to form finer aggregates to be used as media in the column 

reactor. 

 

2.2. Synthetic Sample Preparation 

The water sample used for testing purposes of the adsorption column was a  synthetic salt solution of T.D.S 1890 

mg/L prepared by dissolving sodium chloride (common salt), salt of calcium and salt of magnesium in distilled 

water. 

 

2.3. Column set up 

A PVC column with an inner diameter of 10.15 cm and a length 70 cm was used. The bottom of the column was 

sealed off with a plastic cap to prevent the loss of adsorbent during the process. 

4 different outlets are provided at different heights with 10 cm in the column (as shown in the figure). Water 

reservoir (bucket) is kept at a certain height above the column to allow water to flow under the action on gravity into 

the column. A clinical drip was attached from the water reservoir to the column to maintain a constant flow rate of 

water. 

Rice husk (media) is compacted tightly inside the column through which the sample water flows downward. Head 

loss maintained for the proper functioning of the apparatus and continuously maintained. Finally the water passing 

through the packed media is collected from one of the outlets into a collecting device (beaker). 

 

                                                           
 

Figure 1.    Experimental Setup of the reactor for treating ions 
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3. Results and Discussion 

 

3.1 Sieve analysis 
 

Sieve analysis was performed to determine the particle size of the risk husk that we used in our study . This test is 

necessary because it provides us with treatment efficiency of risk husk with respect to a particular size of particles 

 

Physical characteristics of the absorption media (rice husk) used: 

 Weight of rice husk used in column: 636 gm. 

 Height of husk in column: 70 cm 

 Diameter of column: 10.15 cm or 4 inch 

 Volume of husk column: 5675.12 cm
3
 

 Density of rice husk: 112 kg/m
3
 

 

 

 
Figure 2. Sieve analysis of rice husk 

 

The following points can be inferred from the sieve analysis of rice husk: 

 Effective Size of rice husk, D10 = 1.2mm 

 Coefficient of uniformity, Cu= D60/D10 = 2.4/1.2= 2 

 Coefficient of curvature, Cc = D30
2
/(D60 x D10) = 2.05

2
/(1.2 x 2.4) = 1.45 

 

 

3.2 Assessment of efficiency at different flow rates 

 

The adsorption column was set-up in the Environmental Engineering Laboratory in a PVC pipe of 4-inch diameter 

.The flow rate in the reactor was controlled using an Intravenous set which was purchased from a medical store. The 

flow rate was kept in the range of 40 mL/min to 120 mL/min using the IV set and tests were carried out on the 

samples within this range of flow rate. 

 

The outlets were kept at gaps of 10 cm of depth. At one point of time effluent was collected a single outlet only 

while the others were closed using clips. A synthetic solution similar in characteristics to  ground water in North 

West region of Delhiwas used for testing of the adsorption column. 
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Table 1: Experiment at Flow rate of 40 mL/min 

 

Characteristic 
Influent 

(mg/L) 

Effluent 

(mg/L) at 30 

cm from  

base 

Removal 

at 30 cm 

Effluent 

(mg/L) at 20 

cm from 

base 

Removal 

at 20 cm 

Effluent 

(mg/L) at 10 

cm from 

base 

Removal 

at 10 cm 

Calcium 370 260 29.75% 241 34.75% 231 37.5% 

Magnesium 350 316 9.7% 290 16.9% 280 19.9% 

Chloride 1140 912 20.1% 903 20.8% 885 22.33% 

TDS 1890 1618 14.39% 1535 18.7% 1497 20.79% 

 

 

Table 2: Experiment at Flow rate of 80 mL/min 

 

 

From the following readings we observed that the removal efficiency decreases as the flow rate of the influent is 

increased, this was because  the contact period for the adsorption of dissolved solids is decreased if the flow rate is 

increased. Hence we observe maximum removal efficiency which is around 21% of TDS removal for flow rate of 40 

mL/min and minimum for flow rate of 120 mL/min which is around 10% of TDS removal. 

 

Also, it can be observed that removal efficiency is maximum when the depth of outlet is the maximum, thus 

providing maximum contact area for the sample before the effluent is taken out. Considering a particular flow rate 

(40 mL/min), we note that removal efficiency of TDS is 20. 79% at a height of 10cm from the base of column and 

13.81% and 10.10% for the heights 20cm and 30cm respectively. Therefore, we infer that removal efficiency 

increases as the depth of the adsorption media increases due to greater surface area available for the sample for 

adsorption. 

 

Rice husk has a tendency to adsorb a greater amount of calcium ions in comparison to chloride and magnesium ions. 

This can be verified from our observations where at flow rate of 40mL/min and at a height of 10cm from the base of 

the column in table 5.6 where, removal efficiency for calcium ions is 37.5% and for chloride and magnesium ions is 

22.33% and 19.9% respectively. 

 

Table 3: Experiment at Flow rate of 120 mL/min 

 

Characteristic 
Influent 

(mg/L) 

Effluent 

(mg/L) at 30 

cm  from 

base 

Removal 

at 30 cm 

Effluent 

(mg/L) at 

20 cm from 

base 

Removal at 

20 cm 

Effluent 

(mg/L) at 10 

cm  from 

base 

Removal 

at 10 cm 

Calcium 370 323 12.75% 291 21.25% 268 27.5% 

Magnesium 350 322 7.69% 305 12.8% 300 14.1% 

Chloride 1140 977 14.25% 975 14.5% 951 16.5% 

TDS 1890 1744 7.7% 1687 10.74% 1629 13.81% 

Characteristic 
Influent 

(mg/L) 

Effluent 

(mg/L) at 

30 cm  

from base 

Removal at 

30 cm 

Effluent 

(mg/L) at 20 

cm  from 

base 

Removal 

at 20 cm 

Effluent 

(mg/L) at 10 

cm  from 

base 

Removal at 

10 cm 

Calcium 370 334 9.75% 301 18.75% 281 24.75% 

Magnesium 350 331 5.3% 317 9.4% 309 11.53% 

Chloride 1140 1017 10.75% 1008 11.5% 991 13.1% 

TDS 1890 1819 3.7% 1744 7.74% 1699 10.1% 
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Figures 3-5 indicate removal efficiency of rice husk for various ions at different flow rates and depths.  

 

 
Figure 3: Removal efficiency for various ions at flow rate of 40 mL/min 

 

 

 
Figure 4: Removal efficiency for various ions at flow rate of 80 mL/min 
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Figure 5: Removal efficiency for various ions at flow rate of 120 mL/min 

 

4. Conclusion 
Low cost material rice husk was employed for removal of TDS. Synthetic samples suggested that 20.79% removal 

can be achieved using rice husk as the adsorption media. It was observed that the percentage removal decreased with 

increase in the flow rate. When the flow rate was increased from 40mL/min to 120mL/min, the percentage removal 

of TDS decreased from 20.79% to 10.56%. It was observed that rice husk has a tendency to adsorb a greater amount 

of calcium ions in comparison to chloride and magnesium ions. This was verified from our observations when at 

flow rate of 40mL/min and at a height of 10cm from the base of the column, removal efficiency for calcium ions is 

37.5% and for chloride and magnesium ions is 22.33% and 19.9% respectively. 
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ABSTRACT

Feedstocks availability has posed a big question on sustainability of biodiesel, bioethanol and biogas production.
FWs (food wastes) are emerging sustainable renewable energy feedstocks, especially with the bio-refinery concept
and other emerging technologies like pyrolysis and HTL (hydrothermal liquefaction). In this research work, process
optimisation for the production of light bio-oil from solid restaurant waste is been reported. Solid restaurant waste
was thermally liquefied using hot water under highpressure condition. Effects of heating temperature (150°C, 200°C
and 250°C), biomass to solvent ratios (1:5, 1:10 and 1:15) as well as catalyst loading (5 wt%, 7.5 wt% and 10 wt%)
are investigated. From the results as expected, increasing reaction temperature improved the production of light bio-
oil and its fuel quality as well, with an optimum reaction temperature of 225°C. In contrast, increasing biomass to
solvent ratiofrom 1:10 to 1:15 did not increase the oil yield. As such, the optimum biomass to solvent ratio was 1:10.
Similarly, catalyst concentration of 5 wt% (weight of slurry) gives the best oil production. It could be concluded that
HTL of solid restaurant waste into light bio-oil is a sustainable renewable energy source.

Keywords: Food wastes, Fuel properties, Lightbio-oil, Liquefaction

1. INTRODUCTION

Recently, there are vigorous developments in different countries and regions leading to industrialisation and
consequently, issues of waste generation and management emanated. In the light of this, renewable fuels from
different sources are been investigated by researchers. However, feedstocks availability has posed a big question
on sustainability of biodiesel, bioethanol and biogas production especially, during largescale production of these
fuels[1,2].

Interestingly, one emerging feedstocks source is FW (food waste) has superior advantages over other lignocellulosic
materials. For example, they are widely available worldwide; they are non-seasonal unlike other feedstocks and
most importantly, do not compete with the food chain. FW includes specific energy rich chemical components
other than cellulose, hemicelluloses and lignin[3]. These include ketones and aldehydes, which have great tendencies
to undergo thermal degradation during high temperatures reactions like pyrolysis and HTL (hydrothermal
liquefaction).

HTL is one of the most widely used and efficient thermally processes to obtain liquid fuel from FW and other
lignocellulosic containing materials at moderate temperature range from 150°C to 350°C. HTL is a thermal
conversion process of heating organic matter in the absence of oxygen and supported by catalyst, forming bio-
char, bio-crude or heavy oil and gaseous products including CO, CH4 and H2 are produced[4], in the ratio
depending on the extent of heating. The factors that affect HTL conversion of FW materials into bio-oil include
reaction temperature, heating rate, material residence time, moisture content and catalyst concentration/loading[5].
It is imperative to note that, not all biomass and FW materials are suitable for HTL.

The liquefaction of pinewood waste[4], microalgae[5] and wheat straw showed varying yields. For example,
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maximum reducing sugar yield (60.80%) was obtained during hydrolysis of wheat straw as reported by Ji et
al.[6].

The use of ILs (ionic liquids), as non-aqueous solvents with unique properties and advantages such as low vapor
pressure, high dissolution ability to wide range of compounds, ionic conductivity and most interestingly high
thermal and chemical stability has been reported[7,8]. However, in order to effectively replace them (conventional
ILs) with more promising ones, DES (deep eutectic solvents) otherwise called RTILs (room temperature ionic
liquids) have emerged. They showed additional advantages with regards to their simple preparations, low toxicity,
low cost, and low-temperature stability than conventional ILs[9,10].

According to literature surveyed, HTL of several wastes materials has been investigated. For examples, Tungal
and Shende[4], investigated the HTL of pinewood (Pinus ponderosa) reported maximum bio-crude yield of 55
wt % obtained at heating temperature of 250°C and 200 psi Nitrogen gas pressure. They noted that increasing
reaction temperature from 225°C to 250°C results in increasing bio-crude yield from 24.02 wt % to 30.5 wt %,
while higher temperatures favoured H2 production and low residue formation. Similarly, marine microalgae
liquefaction was reported with an optimum sulphonic acid functionalised ion exchange resin (Amberlyst-15) of
15 wt% within 150 min and biomass to solvent ratio of 1:7.5, reporting highest reducing sugar yield of 61 g/
L[11]. The authors reported increasing active sites of catalysts and its expanded surface area as the major
reasons behind the increasing reducing sugar production obtained with 20 wt % catalyst loading.

In this research work, catalytic HTL of solid food waste from college restaurantusing alternative ILs as catalysts
is presented. Reaction parameters suitable for the maximum production of light bio-oil are also reported. In
addition, fuel properties of the produced oil are evaluated with the view for ensuring fuel quality.

2. MATERIALS AND METHODS

2.1. Materials and Methods

Solid restaurant FW were obtained from the Delhi technological university canteen, New Delhi, India. Chemical
reagents used were Central Drug House chemicals purchased from a chemical store in Delhi, India. All chemicals
and reagents were analytical grade chemicals except otherwise stated. In addition, glasswares, containers and
other laboratory instruments were initially washed and rinsed with diluted nitric acid and distilled water. Thereafter,
allowed to dry in an oven overnight.

2.2. Preparation of DES (Deep Eutectic Solvents)

For each DES, one mole of ChCl (139.63 g) was mixed with different molar ratio of HBD. DES 1 is formed by
mixing ChCl and Urea 1:2; DES 2 is formulated by mixing ChCl and TsOH in the ratio 1:4 and DES 3 by mixing
ChCl and Glycerol in the ratio 1:3, respectively. Other reaction conditions are: temperature 120°C, reaction time
180 min, stirring speed of 750 rpm and initial pressure of 5.0 MPa.

2.3. Production of light Bio-Oil

A 100 mL capacity laboratory scale reactor unit (Figure 1) was used. Nitrogen gas was initially supplied into the
reactor through a control valve. HTL was conducted at 150°C for 30 min reaction time. Other conditions
included the catalyst concentration of 5 wt% and biomass to water ratio was 1:10, while the initial pressure was
6.0 MPa. After reaction completion, the supernatants were filtered, while the residue was used for the light bio-
oil extraction. The acetone extraction was conducted. Other reaction conditions are reaction temperature of
150°C or 250°C, and reaction time was 60 min while stirring speed was 750 rpm.

2.4. Analyses

Light bio-oil yield was by measured using the formula reported by Alhassan et al.[12].

                                               Mass of oil (g)
Yield =                                                 x 100%

                                      Mass of feedstock used (g)
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Figure 1: Schematic reactor diagram for HTL

Density (g/cm3) was measured using density metre at 15.5°C [Antonn-parr, Germany]; whereas calorific value
(MJ/Kg) was measured using an oxygen bomb calorimeter. All analyses were conducted based on ASTM standards.

2.5. Statistical Analyses

All experiments were conducted in triplicates and values reported were statistical mean of triplicate analyses for
which the experimental error was evaluated as the SD was computed.

3. RESULTS AND DISCUSSION

Results for the optimisation of the reaction conditions is presented in this section. It was obvious from the results
that the reaction conditions affected the products yield differently. For example, the optimal biomass to solvent
ratio obtained was 1:9 as shown in Figure 2. It was reported that the solvent was required for the effective
dissolution of the residue for insolvent. Excess solvent addition did not significantly improve the yield. This was
similar to the finding revealed by Pali et al.[13].

In contrast, catalyst loading was found to be one of the most significant factors in the production of light bio-oil.
During HTL of different lignocellulosic materials, catalyst type, its loading and selectivity are found to be very
vital in the liberation of the carbohydrates (i.e., cellulose and hemicelluloses), free from the lignin surrounding it.
Strong mineral acids catalysts have issues associated with their corrosion, expensive reactor specification and
large waste-water generation[14]. While base catalysts show excellent delignification ability, decreased
polymerisation and crystallinity index, which was found to be suitable for feedstocks containing low lignin
content[15]. Figure 3 presents the effect of catalysts loading on the product yield.

In Figure 4, the effect of reaction time is presented. Accordingly, the effect of reaction time was found to be less
effective as compared to other reaction parameters. This could be attributed to the fact that, since the reaction
time was recorded after attaining the required temperature, which takes an hour, some significant conversion
could have been reached within this period.

As regards to the effect of reaction temperature, it could probably be the most influential factor. Since HTL is a
thermo-chemical process, this was expected. Figure 5 presents the effect of reaction temperature on the product
yield for heavy oil production.
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Figure 5: Effect of reaction temperature on the product yield

Increasing reaction temperature significantly increases the light bio-oil production. Although, thermal decomposition
has been reported, it could be suggested that the thermal degradation temperature has not been attained yet. The
decomposition temperature was reported to be around 350–550°C[16].

4. CONCLUSION

The paper herein reports the hydrothermal liquefaction of solid restaurant waste into light bio-oil as a potential
burning fuel. The reaction conditions suitable for the production of the oil are herein reported. Optimal reaction
conditions include reaction temperature of 225°C and reaction time of 30 min. The optimum catalysts concentration
was 4 wt% and the biomass to solvent ratio of 1:10, as the best conditions for the production of light bio-oil. It
is suggested that the most influential factors are temperature and catalysts concentration.
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ABSTRACT:-In several parts of India, soil deposits consist of a matrix like soil with inclusions of coarser 
aggregates of various sizes. The CBR test is used for the design of sub grade for highways & pavement. 
Therefore in the present investigation, the CBR tests were carried out on the sand blended with coarse 
aggregates of various sizes and proportions. To strengthen the sub grade strata, coarse aggregates of 10mm and 
20mm sizes were mixed in the sand, in various proportions. The soil samples were prepared and tested first 
without coarse aggregates, then by mixing coarse aggregates in varying percentages by weight, starting from 5% 
to 30%. The results of CBR tests shows that with the increase in the percentage of coarse aggregates, the CBR 
value of the soil increases. It is observed that the percentage improvements in the CBR values ranges from 20.99 
% to 115.83% and 31.30% to 151.94% for 10mm and 20mm coarse aggregates respectively at OMC. In soaked 
condition, this improvement ranges from 23.20% to 202.48% and 31.35% to 233.17% for 10mm and 20mm 
coarse aggregates respectively. 

 
Keywords: Soil, Coarse aggregates, CBR, Subgrade 
 
1. INTRODUCTION 

 
 In engineering practice, the earth construction 
requires compactions of existing sub grade by 
improving the density & strength of the strata. All 
types of earth structures   i.e. highways, pavements 
etc. rest directly on the soil beneath them. The safety 
of these entities depend upon the strength/bearing 
capacity of the soil over which these are 
constructed. Therefore, a proper analysis of the soil 
properties and the design of their compression 
parameter become necessary to ensure that these 
structures remain stable and are safe against unequal 
settlements. To determine the suitability of any soil 
type for use as sub grade, sub base or base material, 
one of the parameter generally used is the California 
bearing ratio (CBR).  

CBR is frequently used as test value for civil 
engineers particularly to those who are in pavement 
construction to access the stiffness modulus and 
shear strength of the sub grade. It is actually an 
indirect measure which represents the strength of a 
crushed rock as a percentage value. Usually the 
CBR values are used by the pavement engineers to 
design the thickness of the pavement to be laid on 
the sub grade.  
 The thickness of the pavement will be more for 
the sub grades having lesser value of CBR and vice 
versa. In other words the designed thickness of the 
pavement is very much depending upon the CBR 
value of the sub grade soil. Different types of soils 

give different values of CBR even though these 
were compacted to same amount of energy and rate 
of penetration. To enhance the strength of sub grade 
soil, several techniques like compaction, 
mechanical/electrical/thermal stabilization, addition 
of geotextile, geosynthetic, fly ash or randomly 
distributed discrete fibers are used. In the present 
study, the variation in CBR value or sub grade 
strength of soil is carried out due to the addition of 
coarse aggregates. The coarse aggregates are the 
rock fragments usually restricted to round or sub 
rounded particles. The review of literature is carried 
out for the improvement to the CBR value by 
various technique. 

Srivastava et al [1] reported that the CBR of the 
soil increases when the geotextile layer intercepts 
the pressure bulb generated due to the application of 
the applied load and further by using geotextile in 
layers the thickness of road pavement can be 
reduced by virtue of increased failure stresses. Jain 
et al [2] observed that with the addition of 4% 
discrete natural fiber in sand at a density of 16.60 
KN/m3 there is 114% and 80% increase in the CBR 
value of soil both in unsoaked and soaked 
conditions. While the direct shear test indicates that 
there is increase in the cohesion of the soil. Pandian 
et al [3] while working on soil, fly ash mixes 
reported that with the addition of 20% fly ash in 
black cotton soil the CBR value of black cotton can 
be improved while the CBR of fly ash can be 
improved with the addition of 30% black cotton soil. 
The study also indicate that the low value of CBR of 
black cotton soil or fly ash is due to poor gradation, 
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thus, the gradation and the compacted strength can 
be significantly improved by mixing the two 
materials in proper proportions. 

Singh & Kumar [4] studied the effects of 
surcharge and the compaction on the CBR value of 
alluvial soil and concluded that the surcharge load 
and the compacting effort both influences the CBR 
value of the soil i.e. the CBR value of soil increases 
with the increase in surcharge load as well as the 
compacting effort. Amu et al [5] observed that up 
to 60% stabilization the CBR value increases and 
beyond which it starts decreasing. At 60% 
stabilization, the CBR value obtained was highest 
at 110.73% for lime and 92.26% for wood ash. The 
CBR values of soil samples were found better when 
stabilized with lime and when stabilized with wood 
ash the maximum dry density of the soil sample 
was found better. 

Duncan-Williams & Attoh-Okine [6] show 
that the soil having low CBR values benefited more 
as compared to soil having higher CBR values both 
in un-soaked and soaked conditions when 
reinforced with geosynthetic though the 
improvement in strength and the CBR value 
depends upon the characteristics of the geo-
synthetic used. Naeini & Mirzakhanlari [7] used 
geotextile as a reinforcing material and reported 
that though it improves the CBR value, its 
inclusion in soils leads to decreased penetration and 
deformation thus improving the stress distribution 
of the soil sample. Duncan-williams and Attoh-
Okine[6] also concluded similar results. The 
strength and the CBR value increases when its 
layer is placed in the middle of the granular soils 
but the same decreases when used in the fine 
grained soils. 

Modak et al [8] studied the combined effect of 
lime and fly ash in black cotton soil and concluded 
that with increasing the percentage of lime and fly 
ash in black cotton soil, (CBR) and maximum dry 
density (MDD) values  are also increases. Mehta 
et al [9] stabilized black cotton soil using lime .The 
CBR value of the lime stabilized clayey soil  was 
improved due to decrease in the plastic behaviour 
of the soil.Mudgal et al [10] studied the effects of 
lime & stone dust on CBR value of black cotton 
soil with the addition of 9% lime and 20% stone 
dust by weight with black cotton soil,the CBR 
value increased. 
A review of the literature reveals that most of the 
work has been carried out using either fly ash/geo-
textile/lime or rice husk ash as a reinforcing 
material to enhance the CBR value of the soil and 
very few or none studies have been carried out 
using coarse aggregates as a reinforcing material in 

the soil to enhance its properties. Hence study is 
needed to evaluate this aspect too since in areas 
where coarse aggregates are available in abundance 
and procuring of other reinforcing materials proves 
to be  uneconomical, adding coarse aggregate will 
be a suitable option.  
 
Table 1.Geotechnical properties of soil. 
 

Particulars Values 
Natural Moisture Content 4.26% 
Bulk Density (KN/m3) 17.2 
Specific Gravity 2.65 
Uniformity Coefficient (Cu) 2 
Coefficient of Curvature (Cc) 1.14 
Maximum Dry Density (MDD) 
(KN/m3) 

17.7 

Optimum Moisture Content 
(OMC) 

11.41% 

Cohesion 0 
Angle of internal friction 320 
Classification of soil SP 

 
2. MATERIALS& METHODOLOGY USED 
 
2.1 Sandy Soil:  
 
The sandy soil used in the study is procured from 
river basin transported by stream etc. The different 
geotechnical properties of soil are summarized in 
Table-1 and the particle size distribution curve is 
shown in Fig-1. 
 
2.2 Coarse Aggregates: 
 
The coarse aggregates obtained in this study are the 
same as used for making plain cement concrete. 
The different physical properties of the coarse 
aggregates used are given in Table-2. 
 
2.3 Water 
 

 The CBR tests in the study have been carried 
out in the laboratory. Therefore, water used for 
mixing during the preparation of the samples is 
taken as available in the laboratory which is an 
ordinary tap water. The various physical properties 
of water used are given in Table-3. 
 
3. EXPERIMENTAL INVESTIGATION 
 
3.1 Introduction 
 

The bulk quantity of sand and aggregates of 20 
mm & 10 mm nominal sizes are procured in the 
laboratory and stored properly. The collected sample 
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of sand and coarse aggregate were characterized in 
the laboratory. The tests were carried out to 
determine the physical and chemical properties of 
the material. The Proctor's compaction test were 
performed on the sand to determine the optimum 
moisture content and maximum dry density of the 
sand. The coarse aggregate of 20 mm & 10 mm 
sizes in various proportions (5% to 30% by weight) 
are mixed with the sand and the CBR values of each 
mixes were determined under soaked and un-soaked 
condition. 

   

  Fig. 1. Particle size distribution curve. 

Table 2. Physical properties of coarse aggregates. 
 

Particulars Values 

Aggregate Crushing Value (ACV) 11.21% 

Aggregate Impact Value (AIV) 9.86% 

 Specific Gravity (G) 2.64 

Water Absorption 2.36% 

Fineness Modulus 7.36 

 
3.2 Details of Test Conducted  
 

The details of experimental programs are 
summarized in Table-4.The tests were performed 
conforming to Indian standard specifications listed 
in the reference. A known quantity of coarse 
aggregates was mixed in the soil with the water 
contents corresponding to the maximum dry density 
of the soil. The prepared soil coarse aggregate mix 
was then kept in a sealed polythene bag for maturing 
for 24 hours. The re-moulded samples were then 
prepared by compacting matured soil coarse 
aggregate mix in the CBR mould in three equal 
layers giving each layer 56 blows of rammer 
weighing 26 N, using dynamic compaction method 
at maximum dry density. For each test, two samples 

were prepared first for immediate penetration test at 
OMC and the second one was soaked in water 
before the penetration test for 96 hours for free 
accesses of water from the top and bottom of the 
mould with a surcharge weights 50 N. The test on 
soaked sample serves as a precaution to allow for 
the increase in moisture content due to either rise in 
water table or floods in the region and the surcharge 
weight simulates the effect for the thickness of the 
road pavement overlaying the base course. 
 
3.3 CBR Tests 
 

California bearing ratio tests on soil coarse 
aggregate mixes were conducted at OMC and 
soaked conditions using the standard method as 
described in IS: 2720 (Part 16) – 1979. 
 
Table 3. Physical and chemical properties of water. 
 

Particulars Values 

pH value 6.87 

Dissolved Solids 32.00 mg/l 

Suspended Solids 144.00 mg/l 

Sulphates 86.00 mg/l 

Chlorides 128.00 mg/l 

Turbidity  3.50 NTU 

Alkalinity 25.00 mg/l 

Hardness 74.00 mg/l 

 
The experimental setup for penetration test 

consists of a loading machine of 50 KN capacity 
equipped with a movable base enabling the plunger 
of 50 mm dia. to penetrate into the test specimen at a 
rate of 1.25 mm per minute, proving ring of 50 KN 
capacity for measuring the load, a metal mould of 
150 mm internal diameter and 175 mm in height 
fitted with 60mm high collar and a perforated base 
plate, Two annular weights each of 25 N, spacer 
disc, a metal rammer weighing 26 N and dial gauge 
for recording penetration of plunger up to 25 mm. 

 
4.RESULTS AND DISCUSSION 
 
4.1 Geotechnical Properties of Soil 
 

The particle size distribution curve obtained by 
plotting the result of sieve analysis indicates that the 
soil contains nearly 96.40% particles passing 
through 4.75 mm IS sieve and larger than 75 micron 
IS sieve. This shows that the soil falls in the 
category of sand. Since the uniformity coefficient is 



Int. J. of GEOMATE, April, 2016, Vol. 10, No. 2 (Sl. No. 20), pp. 1743-1750 

1746 
 

2.1 and the coefficient of curvature is 1.18, therefore 
the soil is designated as SP, i.e. the poorly graded 
sand. 
 
Table 4. Experimental program me 
 

Material Details of The Experiments  

Sandy Soil 

Natural Moisture Contents, 
.Bulk Density, Specific 
Gravity, Grain size distribution, 
Compaction Characteristics, 
CBR Tests (As per IS: 
2720,various parts) 

Aggregates 

Aggregate Crushing Value, 
Aggregate Impact Values, 
Specific Gravity , Water 
Absorption, Fineness 
Modulus(as Per IS:383 & 
IS:2386, Various Parts ) 

Water 

pH, Dissolved Solids, 
Suspended Solids, Sulphates, 
Chloride, Turbidity, Alkalinity, 
Hardness(Standard Methods) 

Sand mix with 
aggregates CBR Tests  

 
The moisture content-dry density relation 

revealed that due to addition of water the dry density 
increases uniformly to a maximum value of 17.70 
KN/m3 at 11.41% moisture content thereafter  shows 
a declining behavior. On the basis of the results 
obtained from direct shear test, the angle of internal 
friction is 32o which shows that there is better 
mobilization of shear strength through interlocking 
of soil particles and the soil will fail by local shear 
failure. Since the value of cohesion is zero, the shear 
strength in the soil will result from intergranular 
friction alone. The geotechnical properties of the 
soil under investigation are presented in Table 1. 
 
4.2 Physical Properties of Coarse aggregates 
 

The 20 mm & 10 mm nominal sizes of coarse  
aggregates were taken as per IS:383-1970.The 
aggregates  having impact value 9.86% and crushing 
value as 11.21 % shows that the coarse aggregates 
collected can withstand relatively larger heavy 
loads. The physical properties of coarse aggregates 
are shown in Table – 2. 
 
4.3 Physical& Chemical Properties of Water 
 

The pH value of the water obtained is 7.24 
which is greater than 7, therefore, it is alkaline. The 
presence of sulphate in water affects the durability 
and strength of mix and chlorides produces 
efflorescence. The tests on water indicate that the 

sulphate content in water is 86 mg per liter and 
chlorides 128.00 mg per liter, which is within 
acceptable limits. Table – 3 shows the properties of 
water being used in the study. These properties of 
water shows that the water is potable and is fit for 
drinking purposes and hence can be used for the 
present experimentation. 

 
Fig. 2. Experimental setup for CBR test. 
Source: IS: 2720 (Part 16) “Methods of Test for 
Soils: Part-16, Laboratory Determination of 
California Bearing Ratio” 
 
4.4 CBR Values of Sand Mixed With Coarse 
Aggregates 
 

CBR tests have been carried out on the soil 
samples, at OMC as well as in soaked condition, 
first without mixing coarse aggregates and then by 
mixing coarse aggregates in varying percentages 
ranging from 0% to 30% by Weight of the dry soil 
at a constant optimum moisture content of 11.41%. 
The results obtained are presented in graphical form: 

 
A) CBR value of soil without mixing coarse 

aggregates:  
At OMC:   26.78% 
In Soaked Condition: 18.15% 

B) CBR value of soil mixed with coarse 
aggregates(by Weight) in varying percentages: 

 
The load penetration curves for the soil mixed 

with various percentages of coarse aggregates are 
shown in Fig.-3 to Fig.-9 for various conditions of 
the soil such as at OMC and at soaked condition. 
The load increases with the various penetration 
values in both at OMC and at soaked conditions of 
the soil. After a certain value of the load, penetration 
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increases at a constant load condition in each case. 
The CBR values of the soil samples containing 
different percentages of coarse aggregates are shown 
in Table – 5. CBR value of soil without coarse 
aggregates is found to be 26.78% and 18.15% at 
OMC and in soaked condition respectively. The 
CBR value of soil is contributed due to the apparent 
cohesion and friction. The soil used in this present 
study is cohesion less; therefore due to the coarser 
particles of sand, friction alone contributes to the 
mobilization of the strength. From Table –5, it is 
revealed that the CBR value of soil increases with 
the addition of the coarse aggregates. The CBR  
values increases to 35.19% & 32.40% at OMC and 
23.84% & 22.36% in soaked condition for 20mm & 
10mm size coarse aggregates respectively by adding 
5% coarse aggregates and enhanced to 67.47% 
&57.80% for 20mm and 60.47% &54.90% for 
10mm size at OMC and in soaked condition when 
mixed with 30% coarse aggregates.  

 
 
 
Fig.3.Load penetration curve for soil mixed with 0% 
coarse aggregates.  
 

The load carrying capacity of soil mix is more 
at OMC than at soaked condition. With the increase 
in the percentage of coarse aggregates in the soil 
mix, the load carrying capacity increases at any 
level of penetration. This increase in strength of the 
soil coarse aggregates mixes is attributed to the 
increased weight per cubic meter due to the 
inclusion of more dense coarse aggregates in to the 
soil. The 20mm coarse aggregates has the ability to 
take greater loads as compared to the 10mm coarse 
aggregates. This increase in CBR values is attributed 
to the density of the coarse aggregates added and the 

interlocking of soil particles with them. With the 
increase in the coarse aggregate percentage, the 
CBR of the soil further increase. Fig. 10 shows the 
relationship between percentages of coarse 
aggregates added and corresponding CBR values at 
OMC and in soaked condition. From this, it seen 
that the  relation is linear up to 15% inclusion of 20 
mm coarse aggregates. 

Fig.4. Load penetration curve for soil mixed with 
5% coarse aggregates. 

 
Fig.5. Load penetration curve for soil mixed with 
10.0 % coarse aggregates. 
 

At 15% to 20% inclusion of coarse aggregates, 
there is sudden increase in the CBR value and there 
after it again becomes linear. In the case of 10mm 
coarse aggregates also, the relation remains linear up 
to 15% inclusion of coarse aggregates and at 15 % 
to 20% there is sudden increase in the CBR value 
thereafter the relation again become linear. This 
accumulation of the strength is attributed to the 
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improvement in the frictional resistance of the soil 
coarse aggregate mix. From this table it is observed 
that the percentage variation in the CBR values 
improved from 20.99% to 115.83% and 31.30% to 
151.94% for 10mm and 20mm coarse aggregates 
respectively at OMC. In soaked condition this 
improvement ranges from 23.20% to 202.48% and 
31.35% to 233.17% for 10mm and 20mm coarse 
aggregates respectively. 

 
Fig.6. Load penetration curve for soil mixed with 
15.0 % coarse aggregates. 

 
Fig.7. Load penetration curve for soil mixed with 
20.0 % coarse aggregates. 

 
The percentage increase in the CBR values with 

the addition of coarse aggregates is given in Table 5. 

 
Fig.8. load penetration curve for soil mixed with 
25.0 % coarse aggregates. 

 
Fig.9. Load penetration curve for soil mixed with 
30% coarse aggregates. 

 
Table 5. Percentage increase in the CBR values with 
the addition of coarse aggregates.  

% of coarse 
aggregate 

CBR Values (%) 

At OMC In Soaked Condition 

10 mm 20 mm 10 mm 20 mm 

0 26.78 26.78 18.15 18.15 

5 32.4 35.19 22.36 23.84 

10 34.46 38.44 26.48 28.3 

15 37.01 40.86 30.83 34.1 

20 46.44 59.98 43.54 49.48 

25 51.88 64.33 49.09 56.11 

30 57.8 67.47 54.9 60.47 

 
 

0

2

4

6

8

0 5

LO
A

D
 (K

N
)

PENETRATION (mm)

20 MM OMC
20 MM SOAKED
10 MM OMC
10 MM SOAKED

0

2

4

6

8

10

12

14

0 2 4 6 8

LO
A

D
 (K

N
)

PENETRATION (mm)

20 mm OMC
20 mm SOAKED
10 mm OMC
10 mm SOAKED

0

2

4

6

8

10

12

14

0 2 4 6 8

LO
A

D
 (K

N
)

PENETRATION (mm)

20 mm OMC

20 mm 
SOAKED

0

2

4

6

8

10

12

14

16

0 5

LO
A

D
 (K

N
)

PENETRATION (mm)

20 mm OMC
20 mm SOAKED
10 mm OMC
10 mm SOAKED



Int. J. of GEOMATE, April, 2016, Vol. 10, No. 2 (Sl. No. 20), pp. 1743-1750 

1749 
 

As expected, the CBR values of the soil mixes 
obtained with the inclusion of 10mm coarse 
aggregates remains lower than that obtained with the 
20mm. This is attributed to the strength of the coarse 
aggregates since the strength of small coarse 
aggregates is less as compared to the larger 
particles, therefore the CBR of the soil remains low 
with 10mm coarse aggregates as compared to the 
20mm.  
Table 5. CBR values of soil Mixed with Different % 
of Coarse Aggregate (By Weight). 

 
Fig.10.Variation of CBR Value with Percentage of 
Coarse aggregates. 

 
Fig.11.Percent improvement in CBR values for 
various mix of coarse aggregates. 

 
It is evident from the Fig 3 to Fig 11and the 

Table 5 to Table 6, that soaking of the sample 
causes a decrease in the CBR value of the soil both 
with and without mixing of coarse aggregates but 
the behavior of increase in CBR is same in soaked 
condition as well as at OMC for the increase in the 

percentage of the added coarse aggregates. This 
decrease in CBR value is due to increase in the 
moisture content of the mixes above OMC during 
their soaking period thus making the soil soft and a 
decrease in the effective stresses. More over the 
particles are also mobilized therefore the load 
carrying capacity decreases due to soaking. The 
coarse aggregates used in the study have good 
interlocking and frictional properties which provides 
resistance to the lateral movements and improves 
the strength of the soil sample.  
 
Table 6.Percentimprovement in CBR values of soil 
mixed with different % of coarse aggregate (by 
weight) 

 
Percentage Improvement of  CBR Values  for addition of 

Aggregate 
% of 

Aggregate At OMC In Soaked Condition 

(By 
Weight) 

10 
mm 20 mm 10 mm 20 mm 

5 20.99 31.3 23.2 31.35 

10 28.68 43.54 45.9 55.92 

15 38.2 52.58 69.86 87.88 

20 73.41 123.97 139.89 172.62 

25 93.73 140.22 170.47 209.15 

30 115.8 151.94 202.48 233.17 

 
5. CONCLUSIONS 

 
 The experimentation conducted shows 

favorable results as the CBR of soil enhanced by the 
inclusion of coarse aggregates. However with the 
increase of coarse aggregate percentage, the 
problem of workability was experienced during the 
experimentation because the coarse aggregate 
replaces the soil mass with their increased density. 
However following specific conclusions are made 
from this study:  
1. The CBR value of soil increases with the increase 

in coarse aggregate percentage.  
2. The CBR value of soil when mixed with 20mm 

size coarse aggregates is more than that with 10 
mm sized coarse aggregates. 

3. With the increase in the percentage of coarse 
aggregates in the soil, the workability is affected 
and will be uneconomical. 
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Abstract:  In this paper design and implementation of Type controllers have been performed by using k-
factor approach and two different optimization techniques Gravitational Search Algorithm (GSA) and 
Particle Swarm Optimization (PSO) for obtaining better stability and performance for a closed loop DC-
DC Switched Mode Boost Converter. Boost converter have a right-half-plane zero (non minimum phase 
system), so it is difficult for the PID controller to exhibit good performance with load, line variations and 
parametric uncertainty.  The comparative closed-loop performances of a boost converter with classical 
and optimized Type II/Type III controllers have been produced. Simulations and experimental results are 
provided to demonstrate the effectiveness of optimized controllers for the proposed converter.  
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1. INTRODUCTION 

The DC-DC power supplies have played important role in 
every sphere of engineering with wide range of applications 
from a few tens of watts to several hundreds of megawatts. The 
most common and essential applications are in personal/laptop 
computers, cellular phones, Microcontroller/DSP kit, battery 
chargers, office equipments, spacecraft, power systems 
devices, telecommunication equipments, high voltage DC 
transmission, adjustable motor drives and many others (Mohan 
et al., 2003; Rashid, 2014).  

In the early days, the potential dividers (PD’s) were used to 
control and transfer the DC power from one level to another 
level. Though the operation of PD’s is much easier to realize 
but the conversion is less energy efficient. For improving the 
energy efficiency, the linear regulators were introduced. The 
operations of linear regulators are almost similar to the PD’s, 
embedded with load regulation features and the series 
resistance is replaced by solid state device. In linear regulators 
the solid state device operates in active zone that causes a 
significant amount of power losses across it. Due to the 
presence of larger heat sinks, and line-frequency transformer, 
the size and the weight of the power supply is bulky in nature 
and it is not suitable and economical for large power 
applications where energy efficiency is a major issue. But in 
Switch-Mode Power Supplies (SMPS) (Mohan et al., 2003; 
Rashid, 2014) the solid state device works like a switch i.e. 
either completely on or off.  When the device is on i.e. 
conducting, large current flows through it with taking almost 
zero voltage across it. Similarly when the device is off, the 
voltage across the device is high with almost zero current 
through it. In both the cases the total power losses across the 
device is almost zero, so there are less conduction losses in 

switching regulators. So, energy efficiency is very high 
(extended up to 95%) in switching regulator and those are 
found wide applications in many fields engineering like as 
electronic goods and gadgets, DC servo drives, electric 
transportation system, process control plant and robot 
automated factories, high-voltage DC transmission (HVDC) 
system, interconnection of photovoltaic and wind-electric 
systems to the utility grid, critical medical 
equipments/instruments, defence equipments etc. 

Over the last decades the technical developments of DC-DC 
switching regulators are taken place by the introduction of 
different kinds of controller (Erickson et al., 2001) for 
achieving fast dynamic responses as well as better reliability 
and power density. The performance of DC-DC switching 
converter can broadly be classified into two categories: (a) 
transient performance, and (b) steady-state performance. The 
steady-state performance is mainly guided by the converter-
topology, structural configuration of energy storage elements 
and operating frequency of the power supplies. On the other 
hand, the transient performance of converter is maintained by 
the control scheme i.e. nature of the controllers (Veerachary, 
2012). There are several classical controllers like PI, PID 
controllers; have been developed over the years to ensure 
desired performance of the converter under specific conditions. 
Some converters like boost, buck-boost, and fly-back have a 
right-half-plane zero (non minimum phase system) (Ogata, 
2010), so it is difficult for the PID controller to exhibit good 
performance with load, line variations and parametric 
uncertainty. For this reason Type-controllers (Venable, 1983; 
Reatti et al., 2003; Escobar et al., 2005; Bryant et al., 2006; 
Lee, 2014; Ghosh et al., 2014; Ghosh et al., 2015) are best 
suited. In the proposed work, the design of Type controllers 
have been aimed by using ‘k-factor’ approach and then 
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controller parameters have to be optimized further by using 
different optimization techniques for obtaining better stability 
and performance for a DC-DC Switched Mode Boost 
Converter.  

In recent years, the attention of the researchers have been 
devoted to implement different optimization techniques over 
the classical (traditional) control approaches for achieving best 
and optimised performance of the controllers. The optimal 
controllers are based on certain methods such as characteristics 
and behaviour of biological, molecular, swarm of insects, 
neurobiological systems etc. There is no specific algorithm to 
achieve the best solution for all optimization problems. Some 
algorithms give a better solution for some particular problems 
than others (Rashedi et al., 2009). Here, Particle Swarm 
Optimization (PSO) and Gravitational search algorithm (GSA) 
are used for design the optimal controllers. The Particle 
Swarm Optimization (PSO) (Eberhart et al., 1995; Al Rashidi 
et al., 2009; Kennedy, 2010; Clerc, 2010) is based on the 
behavior of a colony of living things, like as swarm of insects, 
flock of birds, or school of fish. The insects, fishes, animals, 
especially birds etc. always travel in a group without crashing 
each other from their group members by adjusting their 
positions and velocities from using their group information. 
Because this method reduces individual effort for searching the 
food, shelter etc. PSO is an evolutionary algorithm (technique) 
that optimizes the continuos or discrete, linear or nonlinear, 
constrained or unconstrained, non differentiable functions by 
iteratively trying to improve the solutions for different 
parameter values. Gravitational search algorithm (GSA) was 
introduced by (Rashedi et al., 2009). GSA is based on 
Newtonian law of gravity (Rashedi et al., 2009; Sabri et al., 
2013). This algorithm is simple to understand, easy to 
implement and gives the optimum controller performance. The 
DC-DC power supplies are required to deliver regulated output 
voltage with fast dynamical response, low overshoot, minimal 
steady-state output error, and low sensitivity to the noise. 
Recent literatures have been reported, based on the 
applications of different optimized controllers (Beccuti et al., 
2005; Poodeh et al., 2007), PSO and GSA based optimized PI, 
PID controllers for improving the performance of the DC-DC 
converter (Yousefi et al., 2008; Emami et al., 2008; David et 
al., 2009; Abdul-Malek et al., 2009; Liu et al., 2010; Tehrani et 
al., 2010; Altinoz et al., 2010; Jalilvand et al., 2011; Chung et 
al., 2011; Khare et al., 2013; Dorf et al., 2011; Siano et al., 
2014; Duman et al., 2011; Sarkar et al., 2013). The prior 
researchers worked on the optimized PI, PID controllers, the 
optimized Type-II/III has not been reported anywhere. All 
these requirements have to be satisfied both through the correct 
design of the circuit parameters and components and mostly by 
the implementation of appropriate control methodologies. So 
the optimized controllers are the best suited for any application 
of DC-DC power supplies in terms of several advantages.  

The converter is designed and fabricated in laboratory scale 
and the specifications are given in Table I. The thump rule of 
the design is strictly followed to obtain the required voltage & 
power output of the converter. The implementation of the 
overall closed loop system is performed by utilizing dSPACE 
real time controller. The schematic diagram of the overall 
control system which is being implemented is shown in Fig.1.   

It is seen (Fig.1) that the converter uses voltage mode 
controller where the output voltage of the converter is sensed 
by LEM make Hall effect voltage sensor. The voltage signal 
from sensor is appropriately conditioned (filtered & scaled) 
before feeding to the ADC port of dSPACE controller. The 
overall control system has been implemented in real time 
platform by using Simulink module. The conditioned digital 
voltage output from ADC is compared with a reference input; 
an error signal is generated and is passed through the optimized 
Type Controllers which in turn generates the modulating 
signal. This control signal is then compared with the high 
frequency triangular waveform to produce PWM signal. This 
PWM output from dSPACE is passed through DAC, 
Optoisolator and Astable mutivibrator circuit before inputting 
to the gate of MOSFET switch of Boost converter. 
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01
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Fig. 1. Schematic diagram of closed-loop operation for boost 
converter. 
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Fig. 2. Equivalent circuit of a boost converter (a) switch on and 
(b) switch off instant. 

2. MODELING OF BOOST CONVERTER 

The switching converters are non-linear time varying system. 
State-Space Averaging (SSA) is an approximation technique 
that approximates the switching converter as a continuous 
linear system. In State-Space Averaging method, the corner 
frequency (fcorner) of the output filter to be much smaller than 
the converter’s switching frequency (fsw) (i.e.  fcorner /fsw << 1). 
That implies low output-switching ripple. From the SSA 
technique, the mathematical modelling can be found from 
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equivalent circuit model of the converter. The small-signal 
transfer functions can be derived from the mathematical model 
of the switching converter. The major advantages of this 
method are the establishment of a complete converter model 
with both steady-state and dynamic quantities. (Ang et al., 
2005) 
Boost converter during switch on condition: 

Let, x1 = iL(t) = Inductor Current and x2 = vc(t) = Capacitor 
Voltage are two state variables.  

Applying kirchoffs law  
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Applying KVL, the output equation becomes 
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Boost converter during switch off: 

A boost converter during switch off condition can be shown in 
the Fig 2 (b). 
Therefore, state-space equations are 
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and output equation is as follows 
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where, I = Identity matrix, D = Duty ratio (Steady-state) and 
X= State variables (Steady-state). 

Finally, output to control transfer function of the Boost plant is 
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Transfer function of boost converter after putting the parameter 
values (ref Table 1). 
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A right-half plane zero (RHP) is present in the plant transfer 
function of the boost-converter (Eqn. (13) & Eqn. (14)) and 
there is an effect of non-minimum phase due to this RHP. 

Table 1. Parameters of Boost Converter. 

Circuit Components Values 
Input Voltage Vin 5 Volt 
Output Voltage Vo 12 Volt 
Inductance L  250 µH 
Output Capacitance C 1056 µF 
Inductor Resistance rl 10 mΩ 
ESR of Capacitor rc 30 mΩ 
Load Resistance Rload 25 Ω 
Switching Period T 50 µs 
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3. DESCRIPTION AND DESIGN OF TYPE 
CONTROLLERS 

The design of controllers will play an important factor for 
maintaining good dynamic performances and regulation of a 
power supply. In this paper ‘Classical Type-II/III’ controllers 
have been used for keeping overall closed loop stability and 
good dynamic response of the boost converter. 
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Fig. 3. The Bode diagram of (a) Type-II and (b) Type-III 
controller. 

3.1. Type-II Controller Design 

The “Type-II” controller is one kind of lead controller with a 
pole at origin. So, this controller provides maximum 90° phase 
boost with zero steady state error. Even though boost converter 
having non-minimum phase problem, it exhibits a better closed 
loop performance with a cascaded Type-II controller. With 
proper tuning of this controller the converter may perform 
faster response, with minimal overshoots and zero steady-state 
error (Ghosh et al., 2015). 

3.1.1. Mathematical Approach 

The transfer function of Type-II controller is: 
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where, ωp_II and ωz_II are respective pole and zero frequency of 
Type-II controller. 
The magnitude of such transfer function is  
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The argument is written as 
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The bode diagram of Type-II controller is shown in Fig. 3 (a) 
where the pole-zero combination has created a localized phase 
boost of 68° at a certain frequency. The frequency where the 
maximum phase boost will be occurred can be obtained by 
taking derivate of Eqn. (17).  
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To solve the Eqn. (18), the maximum phase boost is obtained 
at the geometric mean of the pole and zero 
frequencies, max_ _ _II p II z IIf f f . Generally this geometric 

mean frequency is considered as crossover frequency (fc_II) of 
the controller. 

3.1.2. Derivation of  ‘k’ in Type-II Controller 

The ‘k’ is defined as the ratio of the pole frequency to the zero 
frequency in Type-II controller (Venable, 1983). These 
pole/zero combinations provide an adjustable phase boost from 
0° to 90° at the crossover frequency.  The relation between ‘k’ 
and the phase boost provided by the controller is given by 
Eqn.(19) (Ghosh et al., 2015):  
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As k = fp_II/fz_II, the location of pole frequency will be 
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and the zero frequency will be derived from 
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Assuming crossover frequency (supposed to be less than the 
switching frequency) and phase boost, the exact locations of 
pole/zero can easily be found from Eqn. (20) and Eqn. (21).  

3.1.3. Mid-Band Gain Adjustment for the Controller 

A Type-II controller is simply combination of single pole/zero 
pair with an origin pole. Controller has been described in Eqn. 
(3) and may be described as follows:   
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In the above expression, the term Go_II is called the mid-band 
gain and Go_II is equal to ωpo_II/ωz_II where the value of ωpo_II 
depends on the desired gain/attenuation at crossover frequency.  

3.1.4. Design Example of Type-II Controller 

Let’s assume a boost converter with having a gain deficit of -
18 dB at selected crossover frequency (fc_II) of 1 kHz. The 
necessary phase boost is 68°. So, the pole can be placed at 
(from Eqn. (20)) 
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From Eqn. (21) the zero location will be at 
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So the transfer function of the designed Type-II controller is 

given by
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3.2. Type-III Controller Design 

The “Type-III” controller is lead-lead controller with a pole at 
origin. So, this controller can provide maximum phase boost of 
180° with zero steady state error. Even though the presence of 
non-minimum phase problem in boost converter, the converter 
may exhibit the best closed loop performance with a Type-III 
controller. By the proper tuning of this controller the converter 
may provide the fastest response (better than “Type-II” 
controller) with minimal overshoots and zero steady-state error 
(Ghosh et al., 2014).  

3.2.1. Mathematical Approach 

The transfer function of the Type-III controller is as follows: 
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Now the two zeros have been assumed at same point and 
similarly the two poles are also presumed same point so the

 location of double pole and double zero have been considered 
at ωz1_III = ωz2_III = ωz1,2_III and ωp1_III = ωp2_III = ωp1,2_III. 
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The magnitude of the Type-III controller can be written as  
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The argument of the controller is 

     1 1
_ 1,2 _ 1,2 _arg 2 tan 2 tan
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The Bode diagram of Type-III controller is shown in Fig. 3 (b) 
where the pole-zero combinations create a phase boost of 158° 
at a certain frequency. In this controller the maximum phase 
boost of 180° may be found by changing the poles/zeros 
locations. The maximum phase boost may be obtained by 
taking the derivate of Eqn. (28) with respect to frequency f.  
Finally the maximum phase boost can be obtained at the 
geometric mean of the double zero-double pole frequencies in 
Type-III controller.  

max_ 1,2 _ 1,2 _III z III p IIIf f f          (29) 

This geometric mean frequency is considered as crossover 
frequency (fc_III) in the Type-III controller. 

3.2.2. Derivation of ‘k’ in Type-III Controller 

The ‘k’ is defined as the ratio of the double pole frequency to 
the double zero frequency in Type-III controller (Venable, 
1983). These poles-zeros combination provide maximum 
phase boost 180° at the crossover frequency. The relation 
between ‘k’ and the phase boost of this controller can be 
written as follows (Ghosh et al., 2014): 

2

tan
4 4

boost
k

     
  

                             (30) 

So the pole location will be in Type-III controller 

1,2 _ _ _. tan
4 4p III c III c III

boost
f k f f

    
 

       (31) 

and the zero location can be derived from Eqn. (32) 

_
1,2 _ _ tan

4 4
c III

z III c III
f boost

f f
k

    
 

              (32) 

If the crossover frequency (fc_III) is known with the values of 
necessary phase boost, the exact locations of the double-
pole/double-zero may be found from Eqn. (31) and Eqn. (32).  

3.2.3. Mid-Band Gain Adjustment for the Controller 

The controller of Eqn. (25) may be described as follows:  
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Here Go_III is known as mid-band gain and Go_III = ωpo_III/ωz1_III. 
The value of ωpo_III depends upon the required gain/attenuation 
at crossover frequency.  

Now,
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       (34) 

GIII is an assumed gain at crossover frequency fc_III.  
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If double coincident poles/zeros pair has been considered, the 
formula becomes 

_po III             

2 2
1,2 _ 1,2 _ _

2 2
1,2 _2
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1 1

z III p III c III
III
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          (36) 

3.2.4. Design Example with a Type III 

Let’s assume a power supply that has a gain deficit of -10 dB 
at a 1 kHz selected crossover frequency. The necessary phase 
boost is 158°. From Eqn. (31) and Eqn. (32), the position of the 
double pole will be as follows: 

1,2 _ _
158

tan tan 45 1000
4 4 4

o
o

p III c III
boost

f f
               

 

               10.38 kHz           (37) 

The double zero is placed at 

1,2 _ _
158

tan 1000 tan 45
4 4 4

o
o

z III c III
boost

f f
              

     

              96.28 Hz           (38) 

The gain G at 1 kHz has chosen -10 dB. So the position of the 
0-dB crossover pole at 

 2 2
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           29.30 Hz            (39)                   
So the transfer function of the designed Type-III controller is 

given by
( )

( )
26

2 5 9
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+ ´ + ´
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4. PARTICLE SWARM OPTIMIZATION (PSO) 

4.1 Overview 

Particle Swarm Optimization (PSO) is an evolutionary 
algorithm (technique) that optimizes the continuos or discrete, 
linear or nonlinear, constrained or unconstrained, non 
differentiable functions by iteratively trying to improve the 
solutions for different parameter values (Dorf et al., 2011; 
Khare et al., 2013). The PSO is based on the behaviour of a 
colony of living things, like as swarm of insects, flock of birds, 
or school of fish. The insects, fishes, animals, especially birds 
etc. always travel in a group without crashing each other from 
their group members by adjusting their positions and velocities 
from using their group information. Because this method 
reduces individual effort for searching the food, shelter etc. 
Though particle swarm optimization (PSO) and genetic 
algorithm (GA) both are population based evolutionary 
techniques, PSO has better computational efficiency because it 
has been required less memory space, lesser speed of CPU and 
less number of parameters to adjust (Khare et al., 2013). But 
GA and other similar techniques (like simulated annealing etc.) 
only work with discrete variables, whereas PSO works with 
flexibly for discrete as well as continuous systems because it is 
inherently continuous, so D/A or A/D conversion has not been 
required (Khare et al., 2013).  

4.2 Computational Implementation of PSO 

Definition of Objective Function:  The definition of objective 
function with typical performance criteria is the first step for 
designing the PSO based Optimized Type-II/III Controllers 
with desired specifications and constraints under input step 
signal. Some important output specifications in the time 
domain are overshoot, rise time, settling time, and steady-state 
error. Generally, there are four kinds of performance criteria 
(Dorf et al., 2011), such as the Integral Absolute Error (IAE), 
the Integral of Squared Error (ISE), the Integral of Time 
weighted Squared Error (ITSE), and the Integral of Time 
weighted Absolute Error (ITAE). Since ITAE performance 
criterion provides fastest response with small overshoot for a 
class of optimization techniques, so fitITAE(t) is used in this 
simulation study and is represented by: 

   
0

ITAEfit t t e t dt



                                  (40) 

where, the upper limit τ is chosen as steady-state value.  

A concise idea about the PSO algorithm has been described 
here for a Ē-dimensional search space with nu particles. 
Consider the ith particle and the particle can be expressed by a 
position vector : Si = (si1, si2,…,siĒ ) and a velocity vector : Vi = 
(vi1, vi2,…,viĒ). 
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The historical best value of position vector for the ith particle 
can be described as pbesti = (pi1, pi2,…, piĒ), and group best can 
be expressed as gbest = (pg1, pg2,…, pgĒ). 

The positive constants c1 and c2 are the individual (cognitive) 
and group (social) learning rates, respectively, and r1 and r2 are 
uniformly distributed random numbers in the range [0, 1]. The 
parameters c1 and c2 denote the relative importance of the 
memory (position) of the particle itself to the memory 
(position) of the swarm. The values of c1 and c2 are usually 
assumed to be 2 so that c1r1 and c2r2 ensure that the particles 
would overfly the target about half the time. The inertia weight 
constant w has to be chosen carefully for obtaining the 
optimum result with fast convergence and l denotes the 
iteration number. 

The basic steps of the PSO algorithm are as follows: 

Step 1: Initialize the particles of nu population. 
Step 2: Compute the error fitness value for the current position 
Si of each particle. 
Step 3: Each particle can remember its best position (pbest) 
which is known as cognitive information and that would be 
updated with each iteration. 
Step 4: Each particle can also remember the best position the 
swarm has ever attained (gbest) and is called social 
information and the value would be updated in each iteration. 
Step 5: Velocity and position vector of each particle are 
modified according to (41) and (42), respectively. 

           1
1 1 2 2

              

l l l l ll
i i i i iV wV c r pbest S c r gbest S  (41) 

     1 1 
 

l l l
i i iS S V                          (42) 

Step 6: The iteration stops when maximum number of cycles is 
reached and the desired solution can be found for the 
corresponding particle. Otherwise the iterative process repeats. 

4.3 Optimization Specifications 

The parameters of the Type-II and Type-III controllers are to 
be optimized using PSO based optimization technique. There 
are actually four parameters for Type-II controllers, but for 
optimization three parameters are considered, namely DC gain, 
one zero and one pole. Similarly for Type-III controller for 
optimization one DC gain, one pair of zeros and one pair of 
poles have been considered. In both the cases the pole at origin 
has not been considered because of fixed location. The 
flowchart of the optimization process is given in Fig. 5. The 
routine for Particle Swarm Optimization (PSO) has been 
written in MATLAB (version R2011a). A swarm of 50 
particles characterized by three parameters has been initialized. 
The controller parameters have been initialized and the values 
are constrained within a range. Optimized result has been 
obtained after 100 iterations beyond which significant 
improvement has not been observed. The values for the PSO 
parameters are given in Table 2. 

     1 1l l l
i i iS S V
  

           1
1 1 2 2

l l l l ll
i i i i iV wV c r pbest S c r gbest S
              

 

Fig. 4. Flowchart of the Particle Swarm Optimization process. 

Table 2. Parameters of PSO Method. 

Sl. No. Parameter  Value 
1. Inertia Weight Constant (w) 0.73 
2. Cognitive Constant (c1) 1.44495 
3. Group Constant (c2) 1.44495 
4. Number of Particles (nu) 50 
5. Number of Iteration (l) 100 

 

5. GRAVITATIONAL SEARCH ALGORITHM (GSA) 

5.1 Overview 

Gravitational Search Algorithm (GSA), a new optimization 
algorithm, is based on the law of gravity (Rashedi et al., 2009;  
Sabri et al., 2013). In this computing technique, the particles 
are considered as objects and their performance is measured by 
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their masses. All these objects attract each other by the gravity 
force, and this force causes a global movement of all objects. 
Hence, masses cooperate using a direct form of 
communication, through gravitational force. The heavy masses 
(which correspond to good solutions) move more slowly than 
lighter ones. This guarantees the exploitation step of the 
algorithm. Three kinds of masses are defined in theoretical 
physics:  (a) Active gravitational mass (Ma) is a measure of the 
strength of the gravitational field due to a particular objet, (b) 
Passive gravitational mass (Mp) is a measure of the strength of 
an object’s interaction with the gravitational field, and (c) 
Inertial mass (Mi) is a measure of an object’s resistance to 
changing its state of motion when a force is applied (Rashedi et 
al., 2009; Sarkar et al., 2013). An object with small inertial 
mass changes it rapidly. 

In GSA, each mass (particle) has four specifications: position, 
internal mass, active gravitational mass, and passive 
gravitational mass. The position of mass corresponds to a 
solution of problem, and its gravitational and inertial masses 
are determined using a fitness function. In other words, each 
mass presents a solution, and the algorithm is navigated by 
properly adjusting the gravitational and inertia masses.  

The GSA could be considered as an isolated system of masses. 
It is like a small artificial world of masses obeying the 
Newtonian laws of gravitation and motion. More precisely, 
masses obey the following laws: 

a). Law of gravity: Every particle in the universe attracts 
every other particle and the gravitational force between two 
particles is directly to the product of their masses and inversely 
proportional to the square of the distance (R) between them. 
Rashedi et al.  used R instead of R2 because R offered better 
results than R2 in all their experimental cases with benchmark 
functions. Using single exponent instead of double exponent 
for R causes the departure of the present GSA from exact 
Newtonian Law of gravitation.   

b).  Law of motion: The current velocity of any mass is 
equal to the sum of the fraction of its previous velocity and the 
variation in the velocity. Variation in velocity or acceleration 
of any mass is equal to the force acted on the system divided 
by the mass of inertia.  

5.2 Computational Implementation of GSA 

Let, the position of the qth particle (masses) among the np total 
number of particle vectors (population) can be explained by: 

1 2 3( , , ,....... ,........ )   for 1,2,...,d n
q q q q q q pZ Z Z Z Z Z q n                (43) 

where Zq
d represents the position of qth particle vector in the dth 

dimension. 

In our study each particle vector of the population np denotes 
three parameters or dimension for Type-II controller (Zq

1= 
controller gain, Zq

2= zero location, and Zq
3= pole location) and 

five parameters or dimension for Type-III controller (Zq
1= 

controller gain, Zq
2= 1st zero location, Zq

3= 2nd zero location, 
Zq

4= 1st pole location, and Zq
5= 2nd pole location).  

At time‘t’ a gravitational force is acting on particle ‘q’ from 
particle ‘j’ can be written as Eqn. (44)  

   
   
      pq ajd d d

qj j q
qj

M t M t
F t G t Z t Z t

R t 


 


       (44) 

where, G(t) is gravitational constant at time t, Maj is the active 
mass and Mpq is the passive mass related to the particles q and 
j. Ɛ is a small constant, and Rqj(t) is the Euclidian distance 
between two particles q and j.  

     
2qj q jR t Z t Z t                                       (45) 

In other words, the gravitational constant G(t) is a function of 
the initial value (G0) and iteration time t: 

  max
0

t

tG t G e

 

  
                                        (46) 

where tmax is the maximum iteration. α is positive constant. 
In this algorithm, it is assumed that the total force on particle q, 
Fq

d is the sum of randomly weighted the force components Fqj 
from other particles at time t in a dimension d: 

   
1,

np
d d
q j qj

j j q

F t rand F t
 

                                  (47) 

where rand j is a random number in the interval [0,1]. 

The technique is used to perform a good compromise between 
exploration and exploitation is to decrease the number of 
agents with lapse of iteration number in Eqn. (47). Therefore, 
only a set of agents with higher masses apply their forces to 
others but it may because the exploration power and increase 
the exploration capability. To control exploration and 
exploitation, only Kbest agents will attract each other. Kbest is 
the function of iteration cycle number. Kbest is computed in 
such a manner that it decreases linearly with time and at last 
iteration the value of Kbest becomes 2 % of the initial number 
of agents. Now, the modified force equation becomes 

   
,

np
d d
q j qj

j Kbest j q

F t rand F t
 

                           (48) 

According to the law of motion, the acceleration of qth particle 
at dth dimension, 

 
 
 

d
qd

q
qq

F t
a t

M t
                                           (49) 

where Mqq is the inertial mass of qth particle. 

The velocity (ĥ) and position updating formulae are given 
below: 

     ˆ ˆ1d d d
q q q qh t rand h t a t                                (50) 

     ˆ1 1d d d
q q qZ t Z t h t                                    (51) 

where randq is a uniform random variable in the interval [0,1]. 
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The Gravitational and inertia masses are simply calculated by 
using Eqn. (53) and (54).  

,      where 1,2, .aq pq qq q pM M M M q n             (52) 

 
   
   

q
q

fit t worst t
m t

best t worst t





                             (53) 
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q np

qj

m t
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                            (54) 

where fitq(t) represent the fitness value of the particle q at time 
t, and, worst(t) and best(t) are defined as follows : 

 
 

 
1,2...
min j

j np

best t fit t


                   (55) 

 
 

 
1,2...
max j

j np

worst t fit t


                (56) 

The flow chart of GSA has been given in Fig. 5.  

     ˆ1 1   d d d
q q qZ t Z t h t

     ˆ ˆ1   d d d
q q q qh t rand h t a t

 

Fig. 5. Flowchart of the GSA optimization process. 

 

 

 

 

5.3 Optimization Specifications 

The parameters of the Type-II and Type-III controllers are to 
be optimized using GSA based optimization technique. There 
are actually four parameters for Type-II controllers, but for 
optimization three parameters are considered, namely DC gain, 
one zero and one pole. Similarly for Type-III controller for 
optimization one DC gain, one pair of zeros and one pair of 
poles have been considered. In both the cases the pole at origin 
has not been considered because of fixed location. The 
flowchart of the optimization process is given in Fig. 5. The 
routine for Gravitational Search Algorithm (GSA) has been 
written in MATLAB (version R2011a). The values for the 
GSA parameters are given in Table 3: 

Table 3. Parameters of GSA method. 

Sl. No. Parameter  Value 
1. Constant (G0) 3 
2. Constant (α) 2 
3. Number of Particles (np) 50 
4. Number of Iteration (tmax) 100 

6. SIMULATION RESULTS AND DISCUSSION 

Extensive simulation has been carried out to determine the 
parameters of Type-II/Type-III controllers using classical and 
two different optimization techniques (PSO & GSA) so that 
the closed loop performance of the converter becomes 
satisfactory. The dynamic performances in terms of step & 
frequency response of the DC-DC boost converter with Type-
II & Type-III controllers have been reported in Fig. 6(a) & (b) 
and corresponding specifications are given in Table IV (ref in 
Appendix). It is clear that optimized Type-III controllers 
provide best dynamic response than other controllers. The time 
response with optimized Type-III controllers shows very fast 
response with no overshoot and zero steady-state error.  It is to 
be mentioned here that the ‘k-factor’ approach is a standard 
method for design of Type controllers and in the present case it 
worked well for the closed loop Boost converter. But keeping 
in view the demand for very fast response of power supply, the 
controller parameters are further optimized using PSO and 
GSA method. In the frequency domain analysis it is observed 
that GSA based Type-III controller generates maximum phase 
margin (79.3°) and highest gain crossover frequency (7260 
rad/sec).  Due to have an edge in performance, GSA based 
technique is considered for practical application. Fig. 6 (c) 
shows the plot of minimum values of the objective function 
(fitITAE(t)) versus number of iterations for Type-II and Type-III 
controller. It is seen that the GSA based Type-III controller 
produces the least objective function (fitITAE(t)) value than other 
optimized Type-II and Type-III controllers. 
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Fig. 6. (a) Step responses (b) Bode Diagram of closed-loop 
performances of a boost converter for different Type-II 
controllers and (c) Convergence curves of objective function 
(fitITAE(t)) for optimized Type-II and Type-III controller. 

 

 

7. EXPERIMENTAL RESULTS 

The closed loop Boost converter has been implemented 
practically with the designed controllers utilizing dSPACE 
based real time system. The overall experimental setup of the 
system is shown in Fig.7. From the simulation results (Fig. 6), 
it is clear that for the given converter GSA based optimized 
Type-III controller exhibits best performance & ‘k-factor’ 
based classical Type-II controller produces relatively worst 
result while comparing the closed loop performances with 
different control algorithms. Hence in the implementation part, 
the above two controllers have been adopted for the closed-
loop control of the proposed Boost converter. Fig. 8 (a) & (b) 
show the dynamic responses of output voltage, coil-current & 
coil-voltage for the case of optimized GSA controller with 
positive and negative step change in load voltage respectively. 
It is clear that in both the cases the output voltage response 
exhibits faster response without producing any overshoot. The 
coil-current & coil-voltage dynamics also been observed. The 
coil current is measured by a current probe with a scale of 100 
mV= 1A. The coil voltage appears equal to positive supply 
voltage during ON time of the switch and the difference 
between output voltage & input supply voltage comes across 
the coil during the OFF condition of the switch. As expected, 
there is overshooting in the output voltage response due to step 
change in load in case of ‘k-factor’ approach (Fig. 8(c)). 

 

Fig. 7. Overall experimental setup. 
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(b)  

(c)  
Fig. 8. Transient response with (a) positive step (b) negative 
step load disturbance with GSA Type-III controller and (c) 
Transient response with step load disturbance with ‘k-factor’ 
Type-II controller. [where Ch1: Inductor Current, Ch2: Load 
Disturbance, Ch3: Load Voltage and Ch4: Inductor Voltage] 

8. CONCLUSIONS 

In this work the closed loop performances and the comparative 
analysis for classical and optimized Type-II/III controllers for 
the Boost Converter have been studied both in simulation and 
experimentation. It may be concluded that the GSA based 
optimized Type-III controller exhibits the best closed-loop 
performance, highest system bandwidth and largest margin of 
stability. So GSA based optimized Type-III controllers may be 
used for the design and implementation of Switch Mode Power 
Boost converter to improve the overall closed loop stability 
and performance. The proposed control algorithm though 
applied for lower rated converter, but it may be applicable for 
higher rating also. 
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Table 4. Comparative Study of Closed-loop Performances 

PARAMETER 
TYPE-II 
(k-factor 
approach) 

TYPE-II 
(PSO) 

TYPE-II 
(GSA) 

TYPE-III 
(PSO) 

TYPE-III 
(GSA) 

Maximum 
Overshoot (Mp) 

4.52 % 0 % 0 % 0.047 % 0 % 

Rise Time (tr)  0.0050 sec 0.0047 sec 0.0043 sec 0.000273 sec 0.000245 sec 
Settling Time 
(ts) 

0.0125 sec 0.0108 sec 0.0107 sec 0.000465 sec 0.000437 sec 

Steady-State 
Error (Ess) 

0 0 0 0 0 

Phase Margin 
(PM)  

67.4° 69.7° 70.9° 78° 79.3° 

Gain Crossover 
Frequency 
(GCF)  

391 rad/sec 567 rad/sec 544 rad/sec 6450 rad/sec 7260 rad/sec 

Phase 
Crossover 
Frequency 
(PCF)  

1210 rad/sec 2380 rad/sec 2380 rad/sec 72900 rad/sec 66500 rad/sec 

Controller Gain 
(Go) 

1000 1243.1556 1014.0845 6.57×106 6.08×106 

Controller 
Transfer 
Function (Tc) 
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( )
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s

s s
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Introduction
Herpes simplex viruses (HSV) 1 and 2, the members of herpes 

virus family Herpesviridae are ubiquitous, highly contigious agents 
which infect humans [1,2]. They cause cold sores, herpetic keratitis 
and genital herpes [3-5]. An estimated 400 million people worldwide 
are currently infected by HSV-2 and infection of HSV-1 is spreading 
to developed regions like USA, Western Europe, Australia and 
New Zealand [WHO Fact Sheet, 2015]. HSV-1 persists in the body 
in dormant state by escaping the immune system and results in 
sporadic viral reactivation [6].

HSV evades the immune system by interfering with MHC Class 
I antigen presentation on the cell surface. Infected cell protein (ICP) 
47 caused major histocompatibility complex (MHC) class I proteins 
retaintion in the endoplasmic reticulum (ER). MHC presents the 
antigen to CD+8 T cells that are inhibited after expression of ICP 47 in 
the cell [7]. ICP 47 blocks peptide (viral epitope) transport across the 
ER membrane by transporter associated with antigen processing (TAP) 
[8,9] so that MHC class I proteins remain in ER without peptides and 
cytotoxic T- lymphocytes activation can be stopped. This allows virus 
to reside for a protracted period in the host.

Due to serious threat to human population a proper treatment and 
cure of HSV is required. For last two decades HSV glycoprotein D, has 
been the predominant HSV vaccine candidate [10,11], but the outcome 
of clinical trials of the vaccine have been really disappointing [12]. 
Antiviral drugs (valacyclovir, acyclovir, famciclovir, etc.) used against 
HSV infection, inhibit DNA polymerases and slows down infection by 
reducing viral replication but does not cure the infection completely 
[13]. Inappropriate prescribing and wide spread uncontrolled use of 
antiviral drugs led to emergence of resistance in the viruses. Recently, 
it has been observed that natural serine protease inhibitor (serpins) 
like serpinantithrombin III (AT III) inhibit HSV infection during 
an entry event. Antithrombin III demonstrated a promising result at 
experimental levels but yet it is far from any therapeutic use [13,14].

Due to inaccessibility of any effective drug and vaccine there is 
therefore, an urgent need for an effective HSV vaccine or drug that 

provides protection against infection and also thwart the virus entering 
a latent state [15]. Computer aided drug discovery design (CADD) has 
emerged as a way to significantly decrease compounds screening while 
retaining same level of lead compound discovery at the same time [16]. 
In the present manuscript we have designed lead compound by de-
novo designing strategy and molecule having highest score was further 
optimized by virtual screening to increase its affinity to target and 
reduce toxicity by toxicological analysis by online ADMET profiling 
tools of FAF DRUG 20 online tool and ORISIS data warrior. 

Methodology
Sequence retrival 

DNA sequence of ICP-47 of HSV-2 was retrieved from NCBI and 
it was blasted to human genomic and transcriptomic database. The 
structure of target protein ICP-47 was retrieved from rcsb.org in PDB 
(text) format (PDB I.D. 1QLO).

Denovo drug designing

After exhaustive literature survey and database searching, no ligand 
was found that bind to this target, so automated de-novo drug design 
strategy was adopted to get a hit molecule. eLEA3D program was used 
for denovo generation of ligand, which create new molecules by using a 
library of molecular fragments and by determining best combinations 
of molecular fragments that fit user-defined physicochemical properties 
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used for the de novo generation of the ligand was based on genetic 
algorithm that evolves the molecular structures generation after 
generation until the appearance of fitted molecules [17]. Each molecule 
of each generation is evaluated by fitness function (constraints) which 
is either molecular properties or an affinity prediction by a docking 
program. Submitting the query generated 10 structures of possible lead 
molecule along with their scores. The best structure had a maximum 
scoring percentage of 71.46% (Figure 1). Rest structures had the 
scoring percentage of 50 and hence only first result was chosen as a 
lead molecule for further steps.

De-Novo designed lead molecule was further docked with ICP-
47 and analyzed with FAF DRUG 2.0 ADMET tool. Lead molecule 
showed a binding affinity of -4.07 and a high risk of toxicity due to 
presence of imine group.

To increase binding affinity and reduce toxicity, lead compound 
was optimized manually by combinatorial optimization method. Due 
to small size of lead molecule it became possible to mark all replaceable 
functional groups and substitute with similar functional groups to 
create bioisosteres [20]. Each functional group replacement was 
docked with ICP-47. Out of total 57 replacements of functional groups, 

(also called constraint function) [17]. For De-novo ligand design, PDB 
structure of the target protein is uploaded in the server. Binding site 
for the ligand is set around 17th residue (Valine) with the binding site 
radius of 10 angstrom. Weight in the final score and conformational 
search for the given ligand was set to one, also ionization of carboxylates, 
phosphates, and guanidiniums was allowed.

Autodocking and toxicity profiling

The resulting ligand was docked with natural viral receptor ICP-47 
in Autodock4 [18] and toxicity profiling was done with FAF DRUG 2.0 
online ADMET tool [19]. To increase its binding affinity and reduce 
toxicity we manually optimize the ligand by virtual combinatorial 
ligand optimization. The members of each class of substituent were 
numerated and combinatorially combined to create bioisosteres. Each 
functional group replacement was docked against the ICP-47 receptor 
taking other functional groups constant to check whether they are 
positively affecting the binding affinity and ADMET prolife is also 
studied simultaneously. Threshold binding energy value is set to -4.11. 
All functional group possessing binding energy less than -4.11 were 
selected for further optimization by OVAT (One Variable at a time) 
method and progressive method.

Results
The blast search of the DNA sequence was performed to see whether 

ICP-47 of HSV showed any similarity with the human or not and it did 
not show significant similarity to any of the DNA/ protein sequence. 
Firstly, the available chemical databases were screening for their 
binding to the HSV ICP-47 (PDB I.D.-1QLO). No ligand was observed 
which had the binding affinity to target protein. Hence, automated de-
novo drug design strategy was adopted to get a hit molecule. 

eLEA3D (Ligand by Evolutionary Algorithm) programme was 

Figure 1: Denovo generated Ligand (eLEA3D) with all the replaceable 
functional groups.

NH2 replacement:
On the C chain: Binding Energy

1 -4.04

2 -3.41

3 -4.19

4 -3.8

5 NH2 in the middle: Binding Energy

6 -3.56

7 -3.77

8 -3.94

9 -3.83

–CH2-CH2-CH2-CH3 chain replacement: Binding Energy

10 -5.23

11 -4.5

12 -3.3

13 -4.1

14 -3.8

15 -4.11

16 -2.84

17 -3.18
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18 -3.25

19 -2.43

20 -3.02

21 -3.91

–C=O replacements:

22

(Oxetane) 
23 A. Conformation 1 of oxetane -3.1
24 B. Conformation 2 of oxetane -3.28
25 C. Conformation of 3 oxetane -3.94

26 -3.76

27 -3.7

28 -3.65

29 -3.43

30 -3.82

31 -4.1

32 -3.82

-O-CH3 Replacement:

33 -3.35

34 -3.81

35 -3.74

36 -3.08

37 -4.35

38 -4.31

39 -4.34

Replacement of the chain into cyclic 
compound and other replacements:

40 -4.43

41 -4.33

42 -3.77
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43 -3.41

44 -3.19

45 -3.12

46 -3.84

47 -4.04

48 -3.73

49 -3.07

50 -4.88

51 -4.89

CONH2 Replacement:

52 -2.71

53 -3.76

54 -4.26

55 -3.75

56 -3.06

57 -4.37

Table 1: All the functional group replacements of de-novo designed ligand and 
their binding affinity with ICP-47.

10 functional group were selected having better value than threshold of 
-4.11(Table 1). NH2 functional group has only one better replacement 
(-CH3), so we replaced it in all further structural analysis, for the other 
9 passed groups exhibiting binding energy >-4.11 (Figure 2), the OVAT 
method was utilized and docking with ICP-47 and ADMET profile was 
simultaneously studied (Table 2). Total 24 iterations were performed 
which showed promising results with top binding energy of -7.16, -6.6, 
-6.57 but toxicity still persisted (Table 3).

On analysis it is found that toxicity was being caused by the 
nitrogen ring replacement, so progressive method was used to generate 
structure excluding the ring replacements. This gave the best result of 
-5.96 but the toxicity was still there (Figure 2). To remove toxicity, N 
atoms of the ligand with the best binding energy (-7.16) were replaced 
by carbon one at a time and ADMET profiling was done by FAF DRUG 
2.0 until any non- toxic ligand was generated. So it would be much 
close to natural biological compounds and toxicity of imine group and 
azo group can be removed. 

It was further docked in Autodock 4 and finally a non-toxic lead 
molecule having binding energy of -7.53 (Figures 3 and 4) was obtained. 
The toxicity of the lead molecule is checked with FAF Drug 2.0 which 
categorized it non-toxic (Figure 5). Toxicity was also crosschecked with 
help of ORISIS data warrior which categorized final lead molecule as an 
irritant. The lead molecule is also checked for binding with any receptor 
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Figure 2: Progressive method optimization of the ligand with ICP-47 receptor of HSV virus with their binding energy.

C-C-C-C- chain
(X)

O-CH3 replacement
(Y)

CONH2 replacement
(Z)

1.

2.

3.

4.

Table 2: All the passed functional group replacements for OVAT analysis.
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S.No. Combination of 
functional group Binding energy S. No. Combination of 

functional group
Binding 
energy

1 X1Y1Z1 -5.82 1. X2Y1Z1 -5.06
2 X1Y1Z2 -6.6 (2) 2. X2Y1Z2 -5.52
3 X1Y1Z3 -5.66 3. X2Y1Z3 -5.15
4 X1Y1Z4 -5.97 4. X2Y1Z4 -5.07
5 X1Y1Z5 -5.56 5. X2Y1Z5 -4.89
6 X1Y1Z6 -5.72 6. X2Y1Z6 -4.92
1 X1Y2Z1 -6.1 1. X2Y2Z1 -5.7
2 X1Y2Z2 -7.16 (1) 2. X2Y2Z2 -6.06
3 X1Y2Z3 -6.38 3. X2Y2Z3 -5.53
4 X1Y2Z4 -6.57 (3) 4. X2Y2Z4 -5.81
5 X1Y2Z5 -6.36 5. X2Y2Z5 -4.95
6 X1Y2Z6 -5.8 6. X2Y2Z6 -5.12
1 X1Y3Z1 -6.49 (5) 1. X2Y2Z1 -5.69
2 X1Y3Z2 -6.57 (4) 2. X2Y2Z2 -5.68
3 X1Y3Z3 -5.96 3. X2Y2Z3 -5.15
4 X1Y3Z4 -6.28 4. X2Y2Z4 -5.35
5 X1Y3Z5 -5.74 5. X2Y2Z5 -5.07
6 X1Y3Z6 -5.78 6. X2Y2Z6 -4.81

Table 3: Binding affinity of the iterations made from the table 2 with ICP-47 receptor 
(by OVAT method).

Figure 3: Structure of the ligand with no toxicity and binding energy of-7.53.

Figure 4: AUTODOCK4 results of binding of the potential drug candidate with 
ICP-47 receptor of Herpes virus.

Figure 5: FAF DRUG 2.0 result of potential drug candidate.

present in human or other organism with pharmmapper server [21]. 
It showed some significant binding with them. Some top results of 
binding were retinoic acid receptor (PDB ID- 3DZY), Medium-chain 
specific acyl-CoA dehydrogenase, mitochondrial (PBD ID- 3MDE) 
and Glutathione S-transferase A1 (PDB ID- 1PL1) with binding energy 
of -6.39, -5.99, -7.58, respectively.
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Discussion
In recent years computer-aided drug design (CADD) approaches 

have revolutionized the field pharmaceutical research and many 
powerful standalone tools for CADD were developed, e.g., e-LEA3D, 
i Drug, iSMART etc. [17,22,23]. In these web servers many techniques 
were combined (pharmacophore mapping, similarity calculation, 
scoring, and target identification) to create a web interface which was 
more consistent and user friendly. Hartenfeller and Schneider have 
also emphasized that novel biologically active drug like lead molecules 
can be generated computationally on the basis of rule based fragment 
assembly [24]. Our initial hit molcule was also generated by fragment 
assembly method of e-LEA3D. Villoutreix et al.. also generated a 
non enzymatic tyrosine kinase inhibitors lead by virtual screening 
and its ADMET profiling was done with FAF Drug 2.0. These lead 
molecules can be used to discover potential Anti-Allergic drugs [25]. 
Similarly rational drug designing was used to generate many drug like 
molecules e.g. cimetidine (prototypical H2-receptor antagonist) [26], 
enfuvirtide[27], nonbenzodiazepines [28] and raltegravir [29].

Conclusion
The lead molecule generated by the procedure can be checked 

for it chemical synthesizability and can checked for its in vivo 
ADMET profiling in clinical trials. Its biding with other receptors 
can be further analysed to access its pharmaceutical potential in other 
diseases. Denovo drug design and virtual lead optimization and in 
vitro screening can further lead to decrease the timeline of any drug 
development and hence holds true potential in modern pharmacology 
and rational drug design.
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Abstract € An optimal high-speed and low-power VLSI
architecture requires an efficient arithmetic processing unit that
is optimized for speed and power consumption. Adders are one of
the widely used in digital integrated circuit and system design.
High speed adder is the necessary component in a data path, e.g.
Microprocessors and a Digital signal processor.The present
paper proposes a novel high-speed adder by combining the
advantages of Carry Look Ahead Adder (CLAA) and Carry
Select Adder (CSA), devising a hybrid CSA. In the proposed
adder, CSA uses CLAA technology to generate the carrybits for
each sum bit, which are then used to select the respective
multiplexer (MUX) which adds the carry bit to the sum
accordingly. The proposedadder has beensynthesized with bulk
40 nm standard CMOS library on Synopsys Design Compiler.
Analysis has indicated the superiority of proposed adder over
CLAA and CSA. As compared to CSA and CLAA, the proposed
Carry Select Ahead Adder (CSAA) provides shorter average
path and a simpler hardware. This has led tofaster processing
speed by increasing the complexity of circuit on the chip. The
proposed adder finds its applications invarious Arithmetic and
Logic Units (ALU) of CPUs for faster arithmetic results.

Keywords€ Carry Look Ahead Adder (CLAA), Carry Select
Adder (CSA), Multiplexer (MUX), Carry Select Ahead Adder
(CSAA),Arithmetic and Logic Unit (ALU).

I. INTRODUCTION

The latest rapid advancements in multimedia and
communication systems, real-time signal processing have led
to an increase in the need for faster processing systems, that
are able to perform complex calculations faster.Performance
of large digital circuits is dependent on the speed of circuits
that form various functional units.

One of the most essential units of such a functional unit is
an ALU, which is a major component of the central processing
unit (CPU) of a computer system. Itperforms all processes
related to arithmetic and logic operations that need to be done
on instruction words. With the increase in complexity of
operations, the ALU also becomes more expensive, taking up
more space in the CPU and dissipating more heat. Thishas
augmented extensive effort to increase computation capability
while reducing the complexity of ALU so as to ensure that the
CPU is also powerful and fast enough.

Designing of high-speed and low-power VLSI
architectures requires efficient arithmetic processing units that
are optimized for the performance parameters, like speed and
power consumption. Adders are the main component in
general purpose microprocessors and digital signal processors.
For adding two binary numbers there exists several adder
structures based on very different design ideas. Thus if one

need to implement an addition circuit one must decide which
circuit is most appropriate for its planned application.

Adders find application in many other functions such as
subtraction, multiplication and division. Since addition is the
base for all types of subtraction, multiplication, signal and
image processing; design of an efficient adder circuit becomes
necessary to realize an efficient system design. A high-speed,
low power and area efficient addition/multiplication has
always been a fundamental requirement of high-performance
processors and systems.

The two basic adders, i.e., Half-Adder (HA) and Full
Adder (FA) perform the addition of two and three bits
respectively. The HA comprise of anAND gate, and an
Exclusive OR gate. Full-adder (FA) performs the arithmetic
sum of three bits. Three inputs involve two input bits plus an
extra bit for anincoming carry. This is important for cascading
adders together to create N-bit adders. A full adderis made up
of two HAs and an OR gate. Since for current applications, a
two input or three input adders is not sufficient, many multiple
bit adders has been proposed and consequently used as per the
application requirement.

For addition of multiple bits,carry needs to be propagated
from one bit position to the next bit position. The time
required to propagate a carry through the adder determines the
speed of addition[1]. Many different approaches had already
been suggested to improve the performance ofthe adder. The
easiest type of parallel adder to build is a ripple carry adder,
which uses a chain of one bit full adder to generate its output.
The Ripple Carry Adder (RCA) gives the most compact
design, occupiessmall area but takes longer computation time.
The delay of RCA is linearly proportional to number of input
bits. For some input signals carry has to ripple all the way
from least significant bit (LSB) to most significant bit (MSB).
The propagation delay of such a circuit is defined as the worst
case delay over all possible input patterns also called as
critical path delay.

The time critical applications use Carry Look-ahead
scheme (CLAA) to derive fast results. In CLAA, for every
single bit, sum and carry is independent of the previous bits.
This eliminates the ripple effect making it faster than RCA but
it also lead to increase in area. CLAA is fast for a design
having less input bits, for higher numberbits it shows the
worse delay [2]. Several modifications/improved versions
have been proposed and implemented to further improve the
performance of carry look ahead adders[3]-[7]. In contrast, a
Carry Skip Adder (CSKA) uses a carry skip scheme to reduce
the additional time taken to propagate the carry signal in RCA.
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Thus, CSKA is faster than RCA atthe expense of a few simple
modifications.

Another adder SCBCLA [8], which is a self-timed
implementation of CLAA adders based on the €section-carry•,
has also been implemented via a semicustom ASIC-based
design flow targeting a 130nm bulk CMOS standard cell
library [9]. Unlike CCLA, SCBCLA need not compute bit-
wise look-ahead carry signals for each and every adderstage.
Instead SCBCLA produces the look-ahead carry signal
corresponding to a €section• or €group• of adder inputs.An
SCBCLA adder contains three constituent blocks: SCBCLA
unit, full adder, and sum logic. Two different topologies of
SCBCLA have been suggested based on the utilization of
modules‚ either solely or in conjunction with a ripple carry
adder (RCA) section in the least significant adder stage[9].

To mitigate linear dependency of carry propagation delay,
a Carry Select Adder (CSA) has been proposed that including
parallelism by anticipating both possible values of the carry
input i.e. 1 or 0 and evaluates the result in advance. The final
sum and carry is chosen using multiplexers after the
knowledge of real value of the carry. The carry-out bit of the
preceding block of the adder acts as the select signal to the
multiplexer. Though, the use of two adders and final selection
multiplexers consumes more area, reduction in carry
propagation delay is substantial. Thus CSA proves to be a
compromise between RCA (small areas but longer delay) and
CLAA (larger area with shorter delay) [10]. This has led to
research in the field of CSA and varied versions of CSA have
been proposed in the literature[11]-[15].

In contrast to CSA, a Carry Select Adder with Sharing
(CSAS) has been proposed that uses of a fast incrementer
circuit instead of adders to increment the interim sum when
the input carry is obtained as logic 1[16]. This performs each
of the two additions in half of the clock cycle by using few
latches. Iterative use of this concept can lead to efficient trade
off of area for delay. More specifically, the delay of the
proposed adder is O(2n) while its area is O ((1+ƒ) n), where
ƒ<1.

To reduce area and power consumption with small speed
penalty, aModified Carry Select-Adder (MCSA) design has
also been proposed, that uses a single RCA and Binary to
Excess-1 Converter (BEC) instead of using dual RCAs[17].
Since BEC designing takes less number of logic gates than
RCA design, reduction in area for MCSA and total power
consumption is achieved.

The present paper proposes a novel parallel prefix adder
that takes the advantage of both carry generating circuit of
CLAA and multiplexing of CSA. The proposed CSAA uses the
MUXs which preselect the next four sum bits and their
corresponding carry output. Theproposed CSAAdecreases the
time delay without the use of parallel multiplier circuits. A
reduction in time delay has been achieved mainly due to
addition of four bits simultaneously instead of bit wise
addition. Analysis indicates that the performance ofproposed
CSAA improves with increase in number of bits. Further, the
performance improvement has been achieved without making
any changes in the structure of conventional logic gates. The
next section givesa brief overview of the three basic adders.

Section III presents the proposed adder and its result analysis.
Finally, section IV concludes the proposed work.

II. PRELIMINARIES

In the simplest of operations,considering aHalf Adder
(HA), the output€Sum• is simply the€XOR• operation of the
inputs and the output€Carry• (Cout) is the€AND• operation of
the inputs. The more complex Full Adder (FA) also considersa
Carry bit (Cin) from the previous stage, such as ALU, LU, etc.,
along with the two inputs.A FA is made up of two HAs. The
output Sum of the first HApropagates as the input of the
second HA, which receives its second input as theCin from the
previous stage.The resultant Sum is obtained fromthe Sum
output of the second HA andthe resultantCout is obtained by
performing OR operation on both the Carry outputs of the

HAs.

Fig. 1. 4-bit Ripple Carry Adder [19]

It is possible to create a logical circuit using multipleFAs
to addN-bit numbers. Each full adderhas aCin input, which is
the Cout of the previous adder. This kind of adder is called a
ripple-carry adder(RCA), since each carry bit "ripples"or
carries overto the next full adder.The layout of a RCAis
simple, which allows for fast design time; however, theRCA is

relatively slow,which can beattributed to the fact thateach full
adder must wait for the carry bit to €ripple•from the previous
full adder[18, 19].

Fig. 2. 4-bit Carry Look-Ahead Adder [19]



�P
�a

�g
�e�9

�8

For reducing the computation time, engineers deviseda
faster wayto add two binary numbers by using(Carry Look
Ahead Adder)CLAA. A CLAA improves speed by reducing
the amount of time required to determineall the carry bits. It
can be contrasted withthe simpler, but usually slowerRCA for
which the carry bit is calculated alongside the sum bit, and
each bit must wait until the previous carry has been calculated
to begin calculating itsown result and carry bitsrespectively.
The CLAA calculates one or more carry bits before the sum
itself, which reduces the wait timeto calculate the result of the
larger value bits.CLAA is based on two principles:

1. Calculating, for each positionof the digit, whether
that position is going to propagate a carry if one
comes in from the right.

2. Combining these calculated values to be ableto
deduce quickly whether, for each group of digits, that
group is going to€ripple•a carry that comes in from
the right.

Supposing that groups of 4 digits are chosen. Then the
sequence ofevents goes something like this:

1. All 1-bit adders calculate their results.
Simultaneously, thelook-aheadunits perform their
calculations.

2. Suppose that a carry arises in a particular group.
That carry will emerge at the left-hand end of the
group and start propagating through the group to
its left.

3. If that carry is going to propagate all the way
through the next group, the look-ahead unit will

already have deduced this. Accordingly,before the
carry emerges from the next groupthe look-ahead
unit is immediatelyable to tell thenext group to
the leftthat it is going to receive a carryand, at the
same time, to tell the next look-ahead unit to the
left that a carry is on its way.

Fig. 3. 16-bit Carry Select Adder[20]

The net effect is that the carries start by propagating slowly
through each 4-bit group, just as in aRCA system, but then
move 4 times as fast, leaping from one look-ahead carry unit to
the next. Finally, within each group that receives a carry, the
carry propagates slowly within the digits in that group[18, 19].

To determine whether a bit pairwill generate a carry, the
following logic works:

�= �.

To determine whether a bit pair will propagate a carry,
either of the following logic statements work:

�= "•

WhereA i and Bi are the 4-bit inputs to the adder,

�1 �= �0 �+ �0�. �0

�2 �= �1 �+ �1�. �1

�3 �= �2 �+ �2�. �2

�4 �= �3 �+ �3�. �3

SubstitutingC1 into C2, thenC2 into C3, thenC3 into C4
yields the expanded equations:

�1 �= �0 �+ �0�. �0

�2 �= �1 �+ �1�. �0 �+ �0�. �0�. �1

�3 �= �2 �+ �2�. �1 �+ �0�. �1�. �2 �+ �0�. �0�. �1�. �2

�4 �= �3 �+ �3�. �2 �+ �1�. �2�. �3 �+ �0�. �1�. �2�. �3
�+ �0�. �0�. �1�. �2�. �3

A (Carry Select Adder)CSA is a particular way to
implement anadder. CSA anticipates all possible values of
input carryi.e. 0 and 1 and evaluates the result in advance.
Once the original value of carry is known, result can be
selected using the multiplexer stage. Therefore the
conventional CSA makes use of Dual RCAs to generate the
partial sum and carry by consideringinput carry Cin = 0
and Cin = 1, then the final sum and carry are selected by
multiplexers.The carry-select adder generally consists of
two RCAs and aMUX, and thus is area consuming due to
the use of dual RCAs. Adding two n-bit numbers with a
CSA is done inorder to perform the calculation twice, one
time with the assumption of the carry being €0• and the
other assuming €1•.

After the two results are calculated, the correct Sum, as
well as the correct Cout, is then selected with the
multiplexer once the correct carry is known. The basic
building block of a CSA (4-bit) consists of two 4-bit RCAs
that are multiplexed together, where the resulting Cout and
Sum bits are selected by the Cin. Since one RCA assumes
Cin of 0, and the other assumes a Cin of 1, selecting which
adder had the correct assumption via the actual carry-in
yields the desired result. A 16-bit CSA with a uniform
block size of 4 can be created with 3 of these blocks and a
4-bit RCA. Since Cin is known at the beginning of
computation, a carry select block is not needed for the first
four bits [18, 19]. The next sectionexplains the structure
and the working ofproposed CSAA, followed by its
simulation and result analysis.

III. PROPOSEDCSAA

In the proposed CSAAadder, several modifications have
been done to decrease thecomputationtime. In the present
work, a novelarchitecturehas been proposed that exploits the
CLAA•s ability to generate carry bits before computing the
sum and the multiplexing ability of CSA. In a conventional
adderwhere RCA is usedin CSA, the multiplexer waits for
RCA to compute the sum and propagate the carry to the next
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RCA. This renders the higher order RCAs inactive,
consequently leading to increase in computation time.CLAA
helps to overcome this delay by calculating the carry bits
ahead of the sum, so that all RCAs can function
simultaneously and generate the sum.

The proposedadderis very similar to atraditional CSA,
albeit different. Figure. 4 depict the structure ofproposed
CSAA (say 16-bit), where the operationsare divided by taking
4-bits at
a time. For a 16 bit addition using proposed adder,eight
CLAAs and four CSA unitsare required,where eachunit
contains a 10:5multiplexer. The initial carry bit in each CLAA
is either connected to Vcc (+5V) or the ground, and each
output carry is connected to the input of a 10:5 multiplexer,
which then selects the required sum.

In the proposed CSAA (say 16-bit), the operations are
divided by taking 4-bits at a time, the first 2 CLAAsareused
for adding the first four bits b[3]-b[0], which only differ in the
initial carry bit, i.e. 0 or 1, their sum and their output carry both
selected by Cin using10:5 Mux. The output carry C0 generated
in the previous stage is similarly used for selecting the output
carry and the sum of the addition of the next four bits b7-b4.
This same procedure takes place for both sets of bits b11-b8
and b15-b12 and the outputcarry of the b15-b12 bits is the
output carry (Cout) of the whole 16-bit High Speed CSA.
Similarly, this same procedure can be extended for 32-bit High
Speed CSA or for the required number of bits.

A digital schematic for the proposed CSAA has been
created using Verilog as the primary language on Xilinx
Vivado Design Suite 2014.4. This has been indicated in Figure
7. The next section presents the simulation and result analysis
of the proposed CSAA.

A. Result Analysis
A hardware/design schematic has been created for 16 bit

and 32 bit variant of the proposed adder.The designed
hardware in Veriloghas beensimulated using Synopsys Design
Compiler. The technology used for the hardware was standard

40nm CMOS bulk technology. The results for both versions of
the adder ‚ 16 bit and 32 bit- have been compared taking the
CSA as a standard. The following parameters of the circuit are
taken into consideration and presented in Table 1:

A) Area€: Units: µm2 (10-6 metre2)
B) Power€: Units: mW (10-3 Watt)
C) Timing€: Units: ns (10-9 second)

Based on the three main performance parameters, viz.,
power, timing and area, a comparison analysis of the proposed
adder has been done with CSA, RCA and CLAA. This has
been quantitatively indicated in Table 1 and graphically
depicted in Figure 5 and Figure 6.The comparison has been
done for bothfor 16-bit and 32-bit variantsrespectively.The
result analysis clearly indicates the fast computation time
achieved by proposed adder as compared to its conventional
variants, CSA, CLAA and RCA.

TABLE 1:COMPARISONOF ADDERSFORAREA, POWERAND TIMING

Word
Size Adder

Total Cell
Area
(µm2 )

Power
(mW)

Timing
(ns)

RCA 68.947197 0.0215 1.98
16-bit CLAA 81.421199 0.0307 1.91

CSA 93.668399 0.0319 3.25
Proposed
CSAA 109.544398 0.0488 1.59

RCA 137.894394 0.0436 3.92
32-bit CLAA 163.069199 0.0621 3.93

CSA 188.017198 0.0646 6.77
Proposed
CSAA 220.222796 0.0958 2.75

As is evident from Table 1, the High Speed CSA shows a
51.1% and a 59.4% increase in speed in the 16 and 32 bit
variants w.r.t.the 16 and 32 bit variants of CSA respectively.
This can be attributed to the advanced carry selection and
multiplexing

Fig. 4. 16-bit Carry Select Ahead Adder (Modified CSA)
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technology of the proposed CSAA. Results indicate that the
performance of the proposed adder improves with the increase

in number ofbits.

More importantly, it is worth noticing that with doubling
the number of bits, i.e. from 16 to 32, there is an 8.3% increase
in speed. This reflects better speed performance of the
proposedCSAA with increase in number of bits. Though, with
higher number of bits, thepercentage increase in thearea of
proposed CSAA is same as that of conventional CSA;the
power reducesby 5.14%. This depicts improvedpower and
area performance of proposed CSAA as compared to
conventional CSA for higher number of bits.

Fig. 7. Digital Schematic of Proposed High Speed CSA

IV. CONCLUSION

Adders are a key component in general purpose

microprocessor and digital signal processing applications. The
present paper proposes a novel architecture of adder that
combines CLAA•s ability to generate carry bits before
computing the sum and the multiplexing ability of CSA to
reduce the computation time. Hardware for the proposed adder
has been created for both 16 and 32 bit variant of the adder.
Thorough simulation and result analysis indicate the
superiority
of the proposed adder over conventional adders. Comparative
analysis indicates that performance analysis improves with an
increase in number of bits. The proposed adders finds its
applications in the areas of real time audio, video and signal
processing, where computation time is an important parameter
of consideration.
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a  b  s  t  r  a  c  t

The present  study  aims  to  deduce  the  in-situ  response  of  iron  carbide  (Fe3C)  nanorod  filled  inside  carbon
nanotube  (CNT)  under  electron  irradiation.  Electron  irradiation  on Fe3C  filled-CNT  at  both  high and  room
temperature  (RT)  has  been  performed  inside  transmission  electron  microscope.  At  high  temperature
(HT),  it has  been  found  that  �-Fe  atoms  in  lattice  of Fe3C nanorod  accumulate  first  and  then  form  the
cluster.  These  clusters  follow  the  inverse  Ostwald  ripening  whereas  if  e-irradiation  is  performed  at RT then
only the  morphological  changes  in  both  carbon  nanotube  as  well  as nanorod  are  observed.  Compression
generated  either  by electron  beam  heating  or  by shrinkage  of  CNT  walls  is observed  to  be a  decisive  factor.

© 2015  Elsevier  B.V.  All  rights  reserved.

1. Introduction

The possibility of filling the carbon nanotube core with vari-
ety of substances has stimulated a large excitement and interest
in various areas of nanotechnology such as: electro, photo and
heterogeneous catalyst with high selectivity [1,2], magnetic data
storage or magnetic resonance imaging [3] and nanotechnology in
medicines [4–6]. This has been attributed to the fact that in filled-
CNT, superior physical, chemical or electronic properties of host
nanotube and filled-nanomaterials have been observed. In order to
further expand the applications of filled-carbon nanotube, we need
a simple technique which can modify CNT/metal interface as well
as shape and position of the confined material as much as possible.
In recent reports, electron irradiation performed inside transmis-
sion electron microscopy (TEM) demonstrated that it is feasible to
control the shape and size of the CNTs as well as encapsulated metal
by production of defect, at room [7,8] as well as high [9] tempera-
tures. This evidenced that electron beam might be a tool which has

∗ Corresponding author. Tel.: +91 8800977457.
E-mail addresses: pawantyagi@dce.edu, pawan.phy@dce.edu,

tyagi pawan@yahoo.co.in (P.K. Tyagi).

post-synthesis alteration capability on filled-CNTs [8,10–14]. This
technique may  further facilitate the reported applications of un-
filled as well as fully/partially filled CNTs used as nanopippete [15],
high pressure nanoextruder [16,17], diagnostic tool [18], preserva-
tive nanocell [18] and in light weight data cable [19].

Main focus of the presented work is not only to explore the
practical aspects of material processing but also to study the
fundamental aspects, in order to understand the electron-metal
interaction in nanosize system. In past studies, irradiation-induced
phenomena such as pressure build up inside CNT and carbon
onions, if irradiated by both electrons and ions, have been demon-
strated [16,20–22]. In these reports, high temperature has been
observed to be an influencing factor. In 2007, Misra et al. performed
ions (100 MeV  Au7+) irradiation on Ni-filled CNT and demonstrated
that pressure was built up even at RT [23].

In this investigation, response of Fe3C-filled multiwalled car-
bon nanotube (MWCNT) under electron irradiation at room and
high temperature as well as structural related phenomena such as:
shrinkage, thinning, bending and breaking of nanotube have been
studied. In many cases irradiation induced changes were reported
to be governed by annealing and diffusion of vacancies and intersti-
tials [10]. In order to understand these phenomena, irradiation has
specifically been performed at both room and high temperature.

http://dx.doi.org/10.1016/j.apsusc.2015.11.110
0169-4332/© 2015 Elsevier B.V. All rights reserved.
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Fig. 1. TEM image of Fe3C-filled CNT after electron irradiation at varying time intervals at RT: (a) 58 sec. (b) 1.20 min. (c) 14.00 min. (d) 15.44 min. (e) 16.56 min. (f) 21.09 min.
(g)  22.25 min  (h) 24.41 min. (i) 25.17 min.

2. Experimental

Filled-MWCNTs were grown by modified thermal chemical
vapour deposition (Thermal CVD) technique as described previ-
ously [24]. The CNTs were found grown on the inner wall of the
quartz tube. The as-grown CNTs were scratched from the tube and
a very small amount of the sample was dispersed in isopropyl alco-
hol. After sonicating the dispersion for 10 min, one drop was casted
onto uncoated copper grid of 1000 mesh for high resolution TEM
imaging (JEOL JEM 2010 operated at 200 kV) for carrying out in-
situ electron irradiation experiments and imaging. The grid was
then transferred to the specimen holder for electron irradiation and
microscopy measurement. Electron irradiation has been performed
inside TEM operated at 200 kV and electron beam of energy 200 keV
was used. A single tilt heating stage (GATAN 628UHR), equipped
with tantalum furnace was used for in-situ heating. In-situ real-time
measurements were carried out using a CCD camera (GATAN 832).
Irradiation was carried out at current density of 100 to 300 A/cm2.

3. Results and discussion

Fig. 1(a-i) shows typical low magnified bright field TEM images
that were captured during the electron irradiation. The images
demonstrate the morphological evolution of the MWCNT as well as
nanorod. It was seen that as the electron irradiation proceed, CNT
walls were gradually thinned and thickened side-selectively. This
may  be attributed to irradiation induced sideward sputtering of
carbon atoms and subsequent re-depositing on rear-side through
sideward surface diffusion [25]. As evident from Fig. 1(e)–(f), an

axial compression and expansion happened in the nanorod, par-
ticularly at thinner side of CNT. This produced a wave-like pattern
along the tube axis. The periodicity and amplitude of the observed
pattern decreased monotonically with the thickness or numbers of
CNT wall.

Fig. 2(a) shows typical lattice image of the plane of a nanorod.
The image shows that the nanorod was single crystalline with a
lattice spacing of 0.208 ± 0.005 nm,  which matches with d-spacing
value of {121} plane of Fe3C representing an orthorhombic struc-
ture (Pbnm space group)(PCPDF No: 89-2722) lattice constants;
a = 0.4523 nm,  b = 0.5089 nm and c = 0.67428 nm.  No point defects,
e.g. vacancy-interstitials, vacancy and interstitial aggregation were
observed at this resolution. As e-irradiation further proceeded,
impact of electrons resulted in the transfer of sufficient kinetic
energy to the recoil atoms in nanorod to leave their original atomic
position. As a consequence, vacancies were produced as evidenced
in Fig. 2(b & d) and have been indicated by arrows. The nanotube
was found to be contracting locally to “heal” holes, which had been
generated due the creation of vacancies, even at RT. This was fur-
ther supported by the compression in nanorod as shown in Fig. 1(i)
and Fig. 2(d).

If e-irradiation was performed at high temperature (≈510 ◦C) as
shown in Fig. 3, different phenomenon was observed. The nanorod
which was initially confined in the core of CNT, was heavily dam-
aged and later transformed into nanoparticle. This damage did
not occur uniformly on the whole CNT. Moreover, un-filled part
which was  found to be more damaged than the filled part, subse-
quently filled with carbon nanostructures as irradiation proceeded.
This filling might have happened due to the interstitials injection
from unstable inner shells that followed axial diffusion through



Please cite this article in press as: A. Singh, et al., Electron irradiation induced buckling, morphological transformation, and inverse
Ostwald ripening in nanorod filled inside carbon nanotube, Appl. Surf. Sci. (2015), http://dx.doi.org/10.1016/j.apsusc.2015.11.110

ARTICLE IN PRESSG Model
APSUSC-31827; No. of Pages 6

A. Singh et al. / Applied Surface Science xxx (2015) xxx–xxx 3

Fig. 2. HRTEM image of: (a) un-irradiated; irradiated nanotube for (b) 13.06 min  (c) 19.08 min, and (d) 19.44 min  at RT.

CNT core [25]. Finally, caps were formed at both the ends of the
nanorod. The damage rate in the nanorod was found to be more
in the direction of tube axis. Interestingly, as shown in Fig. 3(c)
some clusters are clearly visible in middle of nanorod. Forma-
tion of these five clusters is attributed to the aggregation of �-Fe
atoms or Fe3C molecules. As shown in Fig. 3(d) and (e), initially
the size of these clusters increased slowly and then two of the
clusters, marked 2 and 3 in Fig. 3(d), merged and formed a large
one. Bigger cluster 3 moved in opposite direction towards another
smaller cluster 2 whereas nearest smaller cluster 4 did not move
as shown in Fig. 3(c) & (d). Thermodynamically, small clusters have
been reported to be more unstable than the larger ones [26]. Thus,
to attain energetically stable state, small clusters should move
towards the larger one. In the present study opposite behaviour
was observed. This might have happened due to the influence of
irradiation which generated pressure gradient along the tube axis
as reported in Ref. [27]. The observations stated above confirmed
that an inverse Ostwald ripening took place. The inverse Ostwald
ripening normally occurs under ion irradiation and it is associated
with increased probability to sputter an atom away from large clus-
ter. In present case, clusters were formed in the lattice of Fe3C
nanorod which was confined inside CNT. Hence, possibility to sput-
ter an atom should be low. Recently, dislocation diffusion-assisted
mass/adatom transfer in nanoparticle encapsulated inside the con-
tracting carbon onion has been reported by Lito Sun et.al [27]. They
reported that dislocation are formed in the part of nanoparticle
with high pressure, and then move to the low-pressure part. This
led to mass transfer from high-pressure side to low pressure side.
But in present case, as evident cluster 3 at low-pressure side moved
towards cluster 1 located at high-pressure side. High pressure part

can be evidenced by subsequent breakage of CNT at the side of
cluster 1. Hence, in present case, mass/adatoms transfer does not
seem to be dislocation-mediated, as seen in particle [27]. At 600 ◦C,
adatoms/mass transfer in nanorod was also reported due to glide
along slip planes and slips were reported to be occurred at low
pressure [27]. This mechanism might have resulted in mass trans-
fer from lower pressure part to higher pressure part depending on
direction of slip plane and facilitated inverse Ostwald ripening. If
electron irradiation further proceeded then nanorod was  seen to
transform into a spherical particle. After exposing to e-beam for
∼5 min, MWCNT broke at a particular position as shown in Fig. 3(i).
The broken ends of tube were quickly closed by aggregation of
carbon interstitials. This resulted in formation of carbon onions at
the ends of the tube. Under electron irradiation monotonic reduc-
tion in surface area of tube due to the generation of vacancies
has been reported [28]. This phenomenon led to the surface ten-
sion mediated CNT/graphene sheet bending in order to eliminate
the highly energetic dangling bonds caused by electron bombard-
ment. This whole process favoured the formation of carbon onion
at broken ends of tube [28]. As evidenced in Fig. 3(g-i) and Fig. 4,
bending and cutting of MWCNT was only possible if it is unfilled.
Hence, it can be concluded that filled-CNTs are more stable under e-
irradiation. In schematic diagram (Fig. 4), steps have been described
to enlighten the effect of e-irradiation on filled-CNT. Images in Fig. 5
have demonstrated the morphological transformation of nanorod
into a particle.

The following steps were described to enlighten the behav-
ior of filled-CNT under electron irradiation. At RT, if SWCNT was
subjected to e-irradiation, vacancies formed and then immedi-
ately vanished by the reconstruction of lattice whereas in MWCNT
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Fig. 3. TEM image of Fe3C-filled MWCNTs after (a) 5.00 min. (b) 12.00 min. (c)18.20 min. (d) 23.00 min. (e) 23.45 min. (f) 24.45 min. (g) 32.41 min. (h) 45.00 min., and (i)
50.00 min. electron irradiation at 510 ◦C.

Fig. 4. (a) Fe3C-filled MWCNT on copper grid (b) Electron-irradiation on MWCNT (c) Deformed MWCNT (d) Atomic bond structure of MWCNT (e) Creation of vacancies and
interstitials in lattice of MWCNT (f) Re-arrangements of bond structure of MWCNT.

vacancies were found to be stable [29]. However, it has been
reported that in situ annealing decrease the defect concentra-
tion up to 20%–50%. This reduction is due to the recombination
of Frenkel pairs that exist in this state [25]. Hence, in both
cases defects production is much high at RT [30]. Thus, irradia-
tion induced damages in nanotubes can be avoided at relatively
high temperature. Due to collision between energetic electron
and target carbon atom, carbon atom in CNT lattice shifts from
its initial position to interstitial. The threshold energy of electron
beam required to shift a carbon atom by collision of electron was

reported to be 80 keV for SWCNT and 100 keV for MWCNT [31,32].
If the energy of incident electrons is greater than this thresh-
old energy then vacancies are created, due to the removal of the
carbon atoms. These carbon atoms attained low or high energy,
depending on location of vacancy and e-beam energy. These low
energy carbon atoms were adsorbed on the surface of CNT and
diffused sideward. This results in thickening of the walls. Maxi-
mum energy transferred to carbon atom by irradiation by electron
beam of energy 200 keV is calculated and found to be 43.68 eV
which is greater than the threshold energy 15–20 eV required to
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displace the carbon atoms in MWCNT lattice [30,31,33,34]. Hence,
these energetic recoil carbon atoms can displace another atom
in CNT lattice or sputtered in/out forward direction [30,31,33,34].
Deformations such as: surface reconstruction, bond rearrangement
and drastic dimensional changes occurred. Under a sustained
e-irradiation, electronic excitations were also generated due to sig-
nificant electron-electron interaction. These excitations may  be
localized due to the reduction of conduction electrons [32] and
transferred the energy to the nanorod lattice in picoseconds [25,35].
This might result either in strong heating of the lattice or locally
melting of nanorod. It may  be noted that there is a huge dif-
ference in the value of thermal expansion coefficient (CTE) (˛).
Values of ˛Fe3C and ˛CNT are 4.1 × 10−5 K−1 and 0.73 × 10−5 K−1,
respectively [36,37]. Here, ˛CNT is the radial thermal expansion
coefficient of the CNT of 10 nm diameter. The values of anisotropic
� in cementite have been reported to be: ˛a = (1.2 ± 1.0) × 10−6 K−l,
˛b = (1.4 ± 0.7) × 10−6 K−1, ˛c = (11.3 ± 1.0) × 10−6 K−1 [38]. It is
reported that this huge difference in ˛CNT, and ˛b or ˛c is generat-
ing the tensile in nanorod in radial direction as well as compression
along tube axis [24]. In other case, if Fe3C nanorod melted and
solidified then this difference in thermal expansion coefficients
of Fe3C and CNT generates the required compressive stress along
the tube axis to produce buckling, as shown in Fig. 1(f–i). Tak-
ing into account the difference in CTEs, axial buckling has been
reported in nickel nanorod confined inside MWCNT, irradiated by
Au+7 ions of energy 100 MeV  [35]. When e-irradiation took place
atoms displace from its initial position and leave the vacant site
as shown in Fig. 4. These carbon atoms migrated in the tube or
ingested into the metals. This resulted in the surface reconstruction
and formation of stable non-six-membered rings which reduced

the surface area and apparent diameter. Shrinkage of nanotube
further increased the pressure inside the tube which was  not uni-
form in whole nanotube. This facilitated the migration of clusters
from higher compressive side. It was  found that enough pressure
was generated to control the ripening of the cluster, as shown in
Fig. 3.

At high temperature (500 ◦C), cementite (Fe3C) transformed
into Hägg carbide (Fe5C2) as reported by Reetu et.al [24]. They
reported that tensile stress as well as compression (∼7.48 GPa) in
nanorod were present in radial direction and along the nanotube
axis, respectively. When electron irradiation was carried out, Hägg
carbide decay followed by the reaction: Fe5C2→ Fe3C + �-Fe. Blank
et.al [39] suggested that this transformation might be due to the
removal of carbon atoms from Fe5C2 lattice. However, this trans-
formation is only possible in the presence of compression generated
by the tube walls. It has also been reported that e-irradiation can
generate 40 GPa of pressure inside CNT [40,41]. Excess �-Fe atoms
aggregated and formed the cluster as shown in Fig. 3. Further, ripen-
ing of the clusters of �-Fe atoms was directed by the pressure.
The �-Fe particles are known to be stable at high pressure. Thus,
these clusters moved to cluster present at high compressive side as
named 5 in Fig. 3.

Schematic diagram explaining and summarizing various steps
during the e-irradiation on filled-CNT has been shown in Fig. 4.
When irradiation of the electrons took place, carbon atoms in tube
lattice got displaced from its initial position and leave the vacant
site. These carbon atoms migrated in the tube and make the satura-
tion of dangling bond. This resulted in the shrinkage of tube surface
as well as encapsulated metal which produced extreme pressure
in the interior region. The bond arrangement in MWCNT has also

Fig. 5. MWNTs bending with irradiation time (a) initial (b) 10 min. (c) 15 min. (d) 20 min.
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been shown in Fig. 4(d–f). As electron irradiation proceeded, com-
pressive stress in both directions was developed due the removal
of carbon atoms from CNT lattice and blockage of CNT core,
respectively. This finally compressed the rod into particle, as shown
in Fig. 5.

4. Conclusion

In the reported work, response of Fe3C-filled carbon nan-
otube under electron irradiation has been studied at room as
well as high temperature. This study reveals that the compres-
sion present in nanorod influenced the reverse transformation
of Fe5C2 and ripening of the clusters. Axial buckling has been
caused due to the local heating of the rod. It can be envi-
sioned that the present studies will facilitate the post synthesis
alteration in filled-CNTs, pave way for numerous applications
and give insights into electron-metal interaction in confined
state.
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Abstract 

This paper proposes hybrid dynamic current mode logic (H-DyCML) as an alternative to existing 

dynamic CML (DyCML) style for digital circuit design in mixed-signal applications. H-DyCML 

introduces complementary pass transistors for implementation of logic functions. This allows 

reduction in the stacked source-coupled transistor pair levels in comparison to the existing 

DyCML style. The resulting reduction in transistor pair levels permits significant speed 

improvement. SPICE simulations using TSMC 180 nm and 90 nm CMOS technology parameters 

are carried out verify the functionality and to identify their advantages. Some issues related to the 

compatibility of the complementary pass transistor logic have been investigated and the 

appropriate solutions have been proposed. The performance of the proposed H-DyCML gates are 

compared with the existing DyCML gates. The comparison confirms that proposed H-DyCML 

gates as faster than the existing DyCML gates.  

Keywords: 

 MOS current mode logic, Dynamic current mode logic, portable devices, low power 

1. Introduction 

There has been tremendous boost on the design and development of portable electronic goods in 

recent past [1-4]. As the battery life is critical in these systems, there has been a paradigm shift 

towards low power designs. Though the CMOS logic circuits consume negligible static power, 

the dynamic power consumption increases sharply as the operating high frequencies are 

increased [5-8]. The MOS Current Mode Logic (MCML) is a promising alternative to CMOS 

logic, in both reducing power consumption at high frequencies and providing high performance 

for mixed-signal applications [9-14]. Due to the presence of static current source, the power 

consumption of these circuits is high. Therefore, a new logic family called Dynamic CML       

[15, 16] is suggested in literature which used dynamic current source and operate on precharge 

evaluate method prevailing in dynamic CMOS logic. The multiple input logic realization 

requires stacking of transistors leading to significant delay. 

In this paper, a new method to realize the logic function in DyCML gate for reducing the 

stacking of transistors is presented. A dynamic logic style employing the complementary pass 



transistor logic (CPL) for implementing the logic functions is proposed. This new logic style is  

is named as Hybrid Dynamic CML logic and is abbreviated as H-DyCML style. The paper first 

briefly describes the existing DyCML style and highlights its advantages over the MCML style 

in section 2. Thereafter, the architecture of the proposed H-DyCML style is presented and 

investigated in section 3.  The power consumption of the proposed style is formulated in section 

4. The functionality of the proposed H-DyCML gates and the performance comparison with the 

existing DyCML gates is carried out in the simulation section 5. Lastly, the conclusions are 

drawn in section 6.  

2. Dynamic Current Mode Logic (DyCML style) [15, 16] 
 

 

A DyCML gate uses dynamic current source, instead of constant current source employed in 

conventional CML, and achieves low power consumption. It operates on precharge and evaluate 

logic wherein in the output node capacitance is first precharged and subsequently evaluated 

according to the applied inputs. It has a pull down network (PDN) to realize the logic function, a 

precharge circuit operating in the precharge phase, a dynamic current source working in the 

evaluation phase and a latch circuit for maintaining the voltage levels at the output.  
 

 
 

Fig.1 DyCML inverter [15, 16] 

 

The schematic of the DyCML inverter (M1-M8) is shown in Fig. 1. In the circuit diagram, the 

transistors (M1, M2) and capacitor C1 forms the dynamic current source, the transistors (M3, 

M4) constitute the PDN, while the transistors (M5, M6) and (M7, M8)  makes the precharge and 

the latch circuit respectively. During the precharge phase, the CLK is low, the transistors M2, 

M5, and M6 are ON and the transistor M1 is OFF. Both the output nodes Q and  ̅ are precharged 

to the high voltage level (VOH = VDD) through the transistors M5 and M6 respectively. Also, the 

capacitor C1 is discharged to the ground potential via transistor M2. In the precharge phase, the 

differential input A is applied and does not cause any change in the output level as the precharge 

transistors M5, M6 are ON and the transistor M1 is OFF. The circuit enters in the evaluation 



phase for high value of the CLK signal. The transistor M1 is ON in this phase and output is 

evaluated according to the input.  

The DyCML gate offer significant power saving and are able to achieve smaller delays in 

comparison to the basic MCML gates. Also DyCML gates inherit the advantageous features such 

as high performance, noise immunity, and robustness to supply voltage scaling of MCML gates 

due to the fact that these are derived from the MCML gates [15, 16]. The circuit diagrams for 

different DyCML gates are shown in Fig. 2. It can be observed that the PDN consist of multiple 

levels of source-coupled transistor pair arranged in accordance with the series-gating approach 

which adds to the delay of the gate. In this paper, an alternate arrangement to reduce the delay of 

the DyCML gates is proposed. The new gates are built with an aim of reducing the number of 

source-coupled transistor pair levels in the PDN. To accomplish this, the complementary pass  

transistor logic is introduced in DyCML style and nomenclature hybrid dynamic CML (H-

DyCML) gates is used for the resulting logic style. 

 

(a)                                                                         (b) 

Fig 2.  DyCML gate a) two input XOR b) three input XOR 

 

3. PROPOSED HYBRID DYNAMIC CML (H-DyCML) STYLE 

The basic architecture of a H-DyCML gate is shown in Fig. 3.  The precharge, dynamic current 

source and the latch circuits are same as that of the existing DyCML gate. The only difference is 

in the way of realizing the logic function. The complementary pass transistor logic (CPL) is used 

to realize a part of functionality while the remaining part is implemented in the PDN. To 

illustrate the concept, the implementation of two and three input XOR gates in H-DyCML style 

is considered and is shown in Fig. 4. In the two input H-DyCML XOR gate (Fig. 4a), the CPL 

implements the XOR functionality and whose output is given as the input to the DyCML 

inverter. The realization of the three input XOR gate consist of two levels of stacked source-

coupled transistor pair in contrast to the three levels in existing DyCML XOR gate. The input to 



the lowest level is provided by the CPL logic that realizes the XOR of two inputs and the upper 

level is then formed by applying the series-gating approach as followed for DyCML gate. The 

resulting implementation is shown in Fig. 4b. Another implementation of the three input XOR 

gate can be obtained by realizing the complete XOR functionality in the CPL network and then 

connecting its output to the DyCML inverter. This implementation of the three input XOR with 

only single level of source coupled transistor is drawn in Fig. 4c.   

 

Fig. 3: Basic architecture of H-DyCML gate 

 

 

(a) 



 

(b) 

 

(c) 

Fig. 4 Proposed H-DyCML gates a) 2-input XOR gate b) 3-input XOR gate with two levels of 

source-coupled transistor pair in the PDN c) 3 input XOR gate with single level of source-

coupled transistor pair in the PDN 



The operation of a H-DyCML gate, in general can be divided into the precharge and the 

evaluation phase. The operation of the two input XOR gate is elaborated as an example. In the 

precharge phase, when the CLK is low, both the output nodes Q and  ̅ are precharged to the high 

voltage level (VOH = VDD) through the transistors M5 and M6 respectively. Also, the output of 

the complementary pass transistor logic is applied to input A but it does not cause any change in 

the output level as the precharge transistors M5, M6 are ON and the transistor M1 is OFF. For 

high value of the CLK signal, the circuit enters in the evaluation phase and the transistor M1 is 

ON. The output of the CPL is now evaluated and is appropriately reflected at the output node.  

The reduction in the source coupled level reduces the resistance offered by the transistors for 

charging the capacitor C1 and in turn reduces the delay of the gate.  

It may be noted that the implementation of the logic function through the CPL approach involves 

the use of NMOS transistors. As already known that the maximum voltage obtained from an  

NMOS transistor is one threshold voltage less than the gate voltage. Therefore, if the gate 

potential of the NMOS (VGS = VDD) then the maximum voltage from the NMOS (VOH=VDD – 

VT,n). This high voltage when provided as the input to the DyCML gate and may produce error in 

the output. So, three techniques to address the problem are proposed. 

Technique 1: Use of level restorer 

The maximum voltage obtained from the CPL can be raised by using cross-coupled PMOS 

transistors operating as level restorer. To illustrate the operation of a level restorer, the CPL 

implementation of a two input XOR gate with inputs A and B is considered and is shown in Fig. 

5.  Consider that the input A is high (VDD) and the input B is low (VDD-VSWING) where VSWING is 

the voltage swing of the CML gate. For this input condition, the output of the branch 

representing XOR functionality (f) will be high (VDD – VT,n) whereas the other branch ( )̅ is low 

(VDD-VSWING). If the gate-source voltage of the PMOS transistor M5 (VSG = VSWING) is less than 

the threshold voltage (VT), it gets turned ON and raises the voltage level of the XOR function (f) 

to VDD. The other PMOS transistor M6 will not conduct and the output of the other branch ( )̅ 

will remain low (VDD-VSWING). 

 

Fig. 5 CPL with level restorer 



It may be noted that this technique posses a restriction on the voltage swing VSWING of the gate. 

This can be explained from the fact that the cross-coupled PMOS transistor M5 will be ON only 

if gate-source voltage is less than the threshold voltage (i.e. VSG < VT). In other words, the 

voltage swing of the gate should be greater than the threshold voltage (VSWING > VT). Therefore 

for the CML gate having lower voltage swing, this technique is not suitable. Another technique 

to handle the lower CML gates is presented below. 

Technique 2: Use of multiple threshold voltage transistor 

The above technique has the limitation on the voltage swing of the CML gate due to the 

threshold voltage of the transistor. Therefore, this technique suggests the use of lower threshold 

voltage transistors in the circuit. This can be implemented in two ways either by using lower 

threshold voltage NMOS transistors in the CPL network or by employing lower threshold 

voltage PMOS transistors in the level restorer. The same is depicted in Fig. 6 for the two input 

XOR gate. The transistors with bold lines denote low threshold voltage transistor. Thus, the H-

DyCML gates with low voltage swing can also be implemented.  

 

(a) 

 

(b) 

Fig. 6 CPL logic with multiple threshold voltage transistor a) NMOS transistors b) PMOS 

transistors 



An alternate approach which does not pose any limitations on the voltage swing of the gate 

neither involves the use of multiple threshold voltage can also be designed and is elaborated 

further.  

Technique 3: Use of transmission gates  

The drop in the high voltage level at the output of the CPL network can be overcome by realizing 

the logic function through transmission gates. An implementation of the XOR gate by using 

transmission gate is shown in Fig. 7. Though this technique will increase the number of 

transistors it does not possess any restrictions on the voltage swing of the H-DyCML gate.   

 

Fig. 7 XOR function realization for H-DyCML gate 

 

4. Power Consumption of H-DyCML 

 

In the proposed H-DyCML gate, the transistor pairs M1 and M2 (Fig. 3) never turns ON 

simultaneously. As a consequence, a direct path between the power supply and the ground is not 

established resulting in negligible static power consumption. The proposed H-DyCML gate 

however, consumes dynamic power due to the presence of the load capacitors. In general, the 

dynamic power is given by 

 

                                                   (1) 

 

where COUT is the total load capacitance at the output node which include the parasitic 

capacitances of the transistors and the external load capacitance CL,      represents the frequency 

of the CLK signal, VDD is the power supply, VSWING and α correspond to the voltage swing and 

switching activity of the circuit respectively. 

 

In H-DyCML gates, due to the inherent differential nature of the inputs, it may be noted that one 

of the output nodes will make a high-to-low transition which requires subsequent precharging to 



VDD. This observation indicates that the power consumption of the H-DyCML gate is data 

independent. In other words, irrespective of the differential inputs, in every clock cycle one of 

the output nodes will be charged. This signifies that for a H-DyCML gate, the switching activity 

is unity. Equation (1) reduces to (2) for power consumption of H-DyCML gates. 

 

 

                                                      (2) 

 

 

5. Simulation Results 

Different H-DyCML gates such as two input AND, two input OR, and two input XOR and three 

input XOR are simulated by using 180 nm and 90 nm CMOS technology parameters with a 

supply voltage of 1.8V. The three techniques to realize H-DyCML gates are considered. So, for 

the sake of fair comparison all the gates are designed to operate with a voltage swing greater than 

the threshold voltage of the transistor. A voltage swing of 700 mV is chosen. The other 

simulation settings are COUT = 40 fF,      = 333 MHz. The values of performance parameters 

such as power, delay and power-delay product are noted and are summarized in Tables I-V. The 

theoretical value of power consumption in H-DyCML gate is computed using (2) which is found 

to be 16.78 µW and is very close to the values reported in Tables I-V.  

It may be noted in Table I and II that the maximum delay reduction of 37.87% is observed for 

the proposed H-DyCML gates in comparison to the existing DyCML gates. Analogously, the H-

DyCML two input and three input XOR gates show a delay reduction of 48.23% and 49.4% 

respectively as compared to existing DyCML XOR gate counterparts. 

 

Table I: Performance Comparison of the existing DyCML and the proposed H-DyCML AND 

gate 

                Style 

Parameter 
DyCML 

H-DyCML 

(Technique 1) 

H-DyCML 

(Technique 2) 
H-DyCML 

(Technique 3) 
PMOS NMOS 

Technology node 180 nm 

Delay(ps) 192.31 176.01 167.92 162.13 180.54 

Power(µW) 20.31 15.57 15.58 15.02 15.58 

PDP(fJ) 3.90 2.69 2.61 2.43 2.81 

Technology node 90 nm 

Delay(ps) 180 156 129 164 168 

Power(µW) 14.2 13.36 13.1 13.9 13.4 

PDP(fJ) 2.55 2.08 1.68 2.27 2.25 

 



Table II: Performance comparison of the existing DyCML and the proposed H-DyCML OR 

gate 

                Style 

Parameter 
DyCML 

H-DyCML 

(Technique 1) 

H-DyCML 

(Technique 2) 
H-DyCML 

(Technique 3) 
PMOS NMOS 

Technology node 180 nm 

Delay(ps) 236.24 172.28 162.12 219.03 170.25 

Power(µW) 32.11 13.762 13.83 13.88 13.94 

PDP(fJ) 7.58 2.37 2.24 3.04 2.37 

Technology node 90 nm 

Delay(ps) 180 156 129 164 168 

Power(µW) 14.2 13.36 13.1 13.9 13.4 

PDP(fJ) 2.55 2.08 1.68 2.27 2.25 

 

Table III: Performance comparison of the existing DyCML and the proposed H-DyCML 2 

Input XOR gate 

             Style  

Parameter 
DyCML 

H-DyCML 

(Technique 1) 

H-DyCML 

(Technique 2) 
H-DyCML 

(Technique 3) 
PMOS NMOS 

Technology node 180 nm 

Delay(ps) 237.93 160.63 160.00 171.31 158.33 

Power(µW) 29.28 14.84 14.84 13.23 15.20 

PDP(fJ) 6.96 2.37 2.37 2.26 2.4 

Technology node 90 nm 

Delay(ps) 201 143 140 145 147 

Power(µW) 24 14.8 14.8 14.91 13 

PDP(fJ) 4.84 2.11 2.07 2.16 1.91 

 

Table IV: Performance comparison of the existing DyCML and the proposed H-DyCML 3 

Input XOR gate with two levels of source-coupled transistors in the PDN 

               Style 

 Parameter 
DyCML 

H-DyCML 

(Technique 1) 

H-DyCML 

(Technique 2) 
H-DyCML 

(Technique 3) 
PMOS NMOS 

Technology node 180 nm 

Delay(ps) 326.39 211.02 180.00 191.31 199.05 

Power(µW) 26.54 14.84 14.84 13.23 12.32 

PDP(fJ) 8.66 7.35 5.56 5.69 6.37 

Technology node 90 nm 

Delay(ps) 226 175 163 169 190 

Power(µW) 23 16.2 16.8 18.4 16.7 

PDP(fJ) 5.2 2.83 2.73 3.1 3.17 

 



Table V: Performance comparison of the existing DyCML and the proposed H-DyCML 3 

Input XOR gate with single level of source-coupled transistors in the PDN 

              Style  

Parameter 
DyCML 

H-DyCML 

(Technique 1) 

H-DyCML 

(Technique 2) H-DyCML 

(Technique 3) 
PMOS NMOS 

Technology node: 180 nm  

Delay(ps) 326.39 166 170 187 193 

Power(µW) 26.54 18 17.5 19 17.6 

PDP(fJ) 8.66 2.9 2.9 3.5 3.3 

Technology node: 90 nm 

Delay(ps) 226 125 141 176 187 

Power(µW) 23 16.2 16.8 18.4 16.7 

PDP(fJ) 5.2 2.0 2.3 3.2 3.1 

 

To include design choices as per the suggestion, the performance of the proposed H-DyCML 

gates is investigated through simulations for different voltage swing and aspect ratio values. The 

results have been summarized for a two input XOR gate based on technique 3 in Figs. 8-10. 

Following are the observations; 

- In Fig. 8, the power consumption increases with the increase in voltage which is 

supported with the theoretical formulations discussed in section 4. Also, an increase in 

voltage swing requires more charge to be transferred from the output load capacitance 

making a corresponding increase in the delay as indicated in Fig. 8.  

- The Fig. 9 shows the dependence of the delay on the aspect ratios of the transistors in the 

PDN network. There is a decreasing trend in delay with aspect ratio increase. To explain 

this, the transistors in the PDN can be viewed as resistor. When aspect ratios of 

transistors in PDN are increased it results in smaller resistance and lower delay values. 

- Lastly, the power and the delay of the proposed H-DyCML gate remain almost constant 

for different values of aspect ratio of the transistors in the CPL network (Fig. 10). This is 

due to the fact that the changes in the CPL network occurs in the precharge phase which 

has no effect in determining the performance of the H-DyCML gate 



 
(a) 

 
(b) 

Fig. 8 Performance of the two input H-DyCML XOR gate by varying the voltage swing 

a) Delay results b) Power results  
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(b) 

Fig. 9 Performance of the two input H-DyCML XOR gate by varying the aspect ratio of 

the transistors in the PDN a) Delay results b) Power results  

 
(a) 

 
(b) 

Fig. 10 Performance of two input H-DyCML XOR gate by varying the aspect ratio of the 

transistors in the CPL network a) Delay results b) Power results  
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In order to present an application of the proposed style, a 4-bit RCA (Fig. 11) implementation is 

considered. The implementation requires cascading of four full adder (FA) circuits wherein the 

full adder is realized by cascading two half adders (HA) and an OR gate as shown in Fig. 12a. 

The realization of half adder uses the schematic in Fig. 12b and its H-DyCML realization is 

placed in Fig. 12c. The signals DCi (i = 1,2) represent voltage across capacitor C1 of H-DyCML 

XOR and AND gates. In dynamic CML style, the direct cascading of various gates is not 

possible [16], therefore self timed buffers (STs) [16] are placed intermittently. The ST process 

signal DC1 and triggers evaluation of the gate driven by its output.  

 

Fig. 11 Block diagram of a 4-bit RCA 

 
(a) 

 
(b) 



 
(c) 

Fig. 12 (a) Full Adder schematic (b) H-DyCML Half Adder schematic   

(b) Complete schematic of D-HyCML full adder 

 

The performance parameters such as power, delay and PDP are noted for the 4-bit RCA using 

different techniques and are noted in Table V. It may be noted that the delay is almost same for 

all the proposed topologies which may be attributed to the same number of total cascaded stages 

used for realization. Further, there is significant reduction in delay and power consumption in 

comparison to the existing DyCML style. The delay reduces by 63.43% in the proposed H-

DyCML based design in comparison to existing DyCML RCA design. 

Table V: Performance comparison of the existing DyCML and the proposed H-DyCML 4-bit 

RCA 

              Style 

Parameter 

DyCML H-DyCML  

(Technique 1) 

H-DyCML  

(Technique 2) 

H-DyCML  

(Technique 3) 

Delay (ps) 967.74 339.57 326.39 357.08 

Power (µW) 250.88 130.362  129.52  131.11  

PDP(fJ) 242.78 44.354 42.27 46.82 

 

6. Conclusion 

In this paper, a new hybrid dynamic current mode logic (H-DyCML) is presented as an 

alternative to the existing DyCML style. The use of complementary pass transistors in logic 

function realization is proposed in H-DyCML style. This is done to reduce source-coupled 

transistor pair levels in the PDN of the gate which results in an improvement of delay of the gate. 

Different gate in H-DyCML style are implemented and simulations are performed to compare 

their performance with the existing DyCML gates. The TSMC 180 nm and 90 nm CMOS 

technology parameters are used. The issues related to the compatibility of the complementary 

pass transistor logic with CML gates are identified and appropriate solutions have been 



proposed. An application example is also taken to demonstrate the benefit of employing 

proposed H-DyCML gates over the existing DyCML gates. A maximum improvement of 63.43 

% was observed in delay by employing proposed H-DyCML gates. Hence, it is confirmed that 

the proposed H-DyCML gates offer significant speed advantage over the existing DyCML gates.  
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Abstract: This paper presents the factors affecting the uncertainty of measurement in sound transmission loss testing and

the single-number quantities (SNQs) used widely in building acoustics. It provides a retrospective view of the recently

published work especially in European continent and standard ISO 12999-1 for interpreting and elaborating the concept of

calculation of measurement uncertainty in SNQs particularly for the laboratories engaged in sound transmission loss testing

in India by presenting case studies for different types of building materials. The study suggests that the poor low frequency

sound insulation and low frequency mass-air-mass and flexural resonances inculcate a higher uncertainty in SNQs for

building elements. It is imperative to adopt the strategy recommended in ISO 12999-1 in Indian scenario particularly with

growing international trade in building materials and technology and for the recognition as well as acceptance of testing

results of Indian laboratories across the globe.

Keywords: Airborne sound insulation; Single-number quantity (SNQ)

1. Introduction

Airborne sound insulation is a vital property of building

elements characterized in terms of sound transmission loss

(STL) or sound reduction index, R, which is the perfor-

mance of sound insulation of a material measured in the

reverberation chambers. Sound transmission class (STC) is

an integer rating of how well a building partition attenuates

the airborne sound. The method compares a family of

numbered contours with one-third octave band (125–

4000 Hz) STL data. The contour number that best fits the

data gives the STC rating. The better the STC of material,

the better the sound insulation it provides. This integer

rating is widely used to rate interior partitions, ceilings/

floors, doors, windows and exterior wall configurations in

USA. The other widely used single-number quantity:

weighted sound reduction index, Rw, calculated as per ISO

717-1 [1] in conjunction with spectrum adaptation terms

for pink and traffic noise, Rw (C, Ctr) is also used by

acousticians all over the world to describe the sound

transmission loss of materials in terms of single-number

quantity. The sound transmission loss characteristics of

building elements are measured in a specialized environ-

ment with non parallel and highly reflective walls called

the reverberation chambers. The sound transmission loss is

measured using two coupled rooms, one acting as a source

room and other as a receiver. Two adjacent reverberation

rooms are arranged with an opening in between in which

the test partition is installed. An omni-directional loud-

speaker is used to generate the sound field excitation in the

source room. The sound field incident on the test specimen

causes it to vibrate and thus creates a sound field in the

adjacent receiving room. The space and time averaged

sound pressure levels in the two rooms are measured using

calibrated working standard (WS2P) microphones. The

absorption characteristics and reverberation time of the

receiving room are also measured. The sound transmission

loss measurements are generally taken in 1/3rd octave

bands from 100 Hz to 4 kHz and is calculated as:

STL ¼ L1 � L2 þ 10 log S=Að Þ ð1Þ

where L1 and L2 are average sound pressure levels in the

source and receiving rooms, S is the area of test specimen

exposed in the receiving room, and A is sound absorption

of the receiving room with test specimen in place.
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The uncertainties associated with the measurement of

STL and SNQ of building elements is indispensable for

manufacturers, architects and researchers so as to ascertain

whether a requirement is met or to compare the acoustic

properties of different products. If variations and uncer-

tainty in building acoustic measurements can be controlled,

construction costs can potentially be reduced since the

building will not have to be acoustically over-designed [2].

It is essential for designers, builders, consumers and

authorities that they understand or know beforehand how

the accuracy of building acoustic measurements is taken

into account [3].

Thus, it is imperative to investigate the various aspects

associated with uncertainty calculations so as to quantify

the uncertainty in reporting the SNQs for acoustical mate-

rials tested in laboratory with a definite confidence level.

Wittstock [4] presented the analytical formulations for

calculating the uncertainty in SNQ based on the sound

transmission loss values and correlation coefficient

between the frequency bands in 1/3rd octave band. The

empirical correlation coefficient describes how all third-

octave band uncertainties interact to give the measured

uncertainty of SNQ. Whereas the case of full, positive

correlation represents an upper limit for the uncertainty; the

case of no correlation is not the lower limit since a negative

correlation between the third-octave band values is

observed in rare cases. Wittstock experimental investiga-

tions [4, 5] on 2000 measured spectra originating e.g. from

round robins in this regard revealed that measured uncer-

tainties are always smaller than the calculated ones when a

positive correlation between the 1/3rd octave bands is

associated. The use of maximum uncertainty calculated

under the assumption of full correlation, or the average

measured uncertainties determined from round robins is

recommended. An important conclusion is that the calcu-

lation and use of uncertainties is much more meaningful if

the weighted sound reduction index is calculated by taking

into account decimal digits, which implies the shifting of

the reference curve in steps of 0.1 dB instead of steps of

1 dB. The recently published standard ISO 12999-1:2014

[6] clearly specifies the procedure for assessing the

uncertainty of measurement in sound insulation in building

acoustics.

The sound transmission loss measurements can be done

using the sound pressure approach as per ISO 10140 series

[7] or the sound intensity approach as per ISO 15186-1 [8].

Although the sound intensity approach is described as

insensitive to room mode effects in source and receiving

room [9] and has been recommended to be the best

approach for measurements below 200 Hz, yet the method

has still not become a true alternative to the sound pressure

approach [10]. The intensity method typically yields lower

sound insulation values at low frequencies than the

pressure method, which can be explained by Waterhouse

correction [11–13]. Dijckmans et al. [13] pointed out the

systematic differences between the pressure method and

intensity method are expected because of the differences in

the measurement of transmitted power, increase in

absorption of receiving room in the intensity method and

suppression of flanking transmission in the intensity

method. Sound intensity method as per ISO 15186-3:2002

[14] is also used to determine the sound reduction index at

low frequencies (50–160 Hz). The method has significantly

better reproducibility in a typical test facility than those of

ISO 15186-1 [8] and ISO 140-3 [15]. The method differs

from ISO 15186-1 in the fact that the sound pressure level

in the source room is measured close to the surface of test

specimen and surface opposite to the test specimen in the

receiving room is highly absorbing.

In India, there are few laboratories and research insti-

tutions such as CSIR-National Physical Laboratory, Delhi

(NPL); Automotive Research Association of India (ARAI),

Pune; Department of Civil Engineering, IIT, Chennai etc.

and some private manufacturers having in-house R&D

centres engaged in sound transmission loss testing in fre-

quency range 100 Hz to 4 kHz. Also, there are many

international manufacturing units that have established in

recent years in India for development and installation of

sandwich dry wall constructions and other acoustical

materials for noise abatement and control. However, the

concept of measurement uncertainty associated with

reporting of SNQ i.e. STC and Rw is at a very primitive

stage. The problem is much aggravated as there has been

no such participation in international round robin exercise,

as a result of which there is no exact estimate of repro-

ducibility component for calculating the measurement

uncertainty. The present work thus provides a retrospective

view of calculating the measurement uncertainty in sound

transmission loss testing and SNQ based on the review of

previous studies conducted in European continent espe-

cially in PTB, Germany; NRC Canada and recommenda-

tions of ISO 12999-1 standard. It is envisaged that the work

shall be helpful for the Indian laboratories to understand

the methodology and concept behind reporting the uncer-

tainty of measurements until the results of participation in

an international round robin exercise are not established.

2. Measurement Uncertainty

The uncertainty estimation is not an easy procedure as

reported by Michalski et al. [16], since it is difficult to

identify all the sources of uncertainty related to the mea-

surand and a methodology to evidence its metrological

confidence should also be applied. Reproducibility is the

most important quantity to be evaluated for measuring the
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uncertainty. Goydke described the reproducibility value R

as: R ¼ 2:8
ffiffiffiffiffiffiffiffiffiffiffiffiffiffi

s2r þ s2l
p

where in s2r is the mean of within-

laboratory variances taken over all participating laborato-

ries and s2l is between-laboratory variances taken over all

participating laboratories [17]. Repeatability is the condi-

tion of measurement that includes the same measurement

procedure, same operator, same measuring system, same

location (i.e. laboratory) and replicate measurements over

short period of time [6, 18]. The reproducibility is the value

below which the absolute difference between two single

test results obtained with the same method on identical test

material in a different laboratory may be expected to lie

with a probability of 95 % [17]. The use of reproducibility

values means to characterize precision with only one single

value having in view worst case situations and looking to

the maximum variability in the test results [17]. The sound

transmission loss is primarily affected by in-homogeneity

of sound field in the reverberation chamber, background

noise in the receiving room, absorption characteristics of

receiving room, accuracy and precision associated with

reverberation time measurements. The factors affecting the

measurement uncertainty in sound insulation or sound

transmission loss characteristics are assimilated in a cause

and affect analysis diagram after review of previous studies

[10–27] as shown in Fig. 1. Thus, various factors like

different sizes or aspect ratios of test openings, different

loss factors of test opening, different room geometries,

different boundary conditions and remaining flanking

transmission are the contributing factors towards the

uncertainty estimation in sound transmission loss mea-

surements [6]. Significant differences are observed in

sound transmission loss when measured in different labo-

ratories especially at low frequencies [13, 25–27]. The

recent investigations of Wittstock [28] whereby the real-

istic values of standard deviation of reproducibility are

derived using the results of many inter-laboratory tests is

the best estimate for assessment of reproducibility in sound

transmission loss. These values are published in ISO

12999-1 and are recommended to be the best estimates for

the uncertainty of sound insulation measurements one can

obtain today and it is proposed not to distinguish between

the different constructions as light weight or heavy weight

for uncertainty evaluation. The behavior of different types

of test specimens is found to be similar in general even

though some types of test specimens show slightly larger or

smaller uncertainties than the average value in some fre-

quency ranges. The values recommended in ISO 12999-1

are recommended to be used by laboratories, consultants

and manufacturers. The measurement situation is referred

as situation ‘A’ in ISO 12999-1, whereby the measurand is

defined by the relevant part of ISO 10140 including all

additional requirements and thus measurement results

obtained in another test facility comply with this definition.

Thus, In Indian scenario, for testing laboratories

engaged in sound transmission loss testing, the standard

deviation of reproducibility values recommended in ISO

12999-1 (Fig. 2) can be used as it and claimed by labora-

tories as the measurement uncertainty in sound transmis-

sion loss testing. However, for claiming these uncertainty

values, the standard recommends that the maximum stan-

dard deviation of repeatability should be less than the

values described in Fig. 2. Eventually, this implies that all

these laboratories have the same calibration and measure-

ment capabilities irrespective of the size of the reverbera-

tion chambers, state of diffusion etc. Thus, for the testing

laboratories in India, these values can be claimed provided:

• the reverberation chambers have adequate diffusion

particularly in the low frequency ranges, reverberation

time (T) ranging between, 1 B T B 2(V/50)2/3, where

V is volume of reverberation chamber,

• the background sound pressure level in the receiving

room should be at least 10 dB lower than the measured

noise level in the receiving room,

• the structural isolation between the source and receiv-

ing room should be sufficient for suppression of

flanking transmission,

• the measurement system including the microphones

and analyzer is traceable to the national or international

standards of sound pressure [29–32].

In case of deviation from any of these criteria’s, the

uncertainty contribution due to that deviation must be

accounted for in the final uncertainty budget as per Guide

to Expression of Uncertainty in Measurement, GUM [33]

apart from the reproducibility values recommended in ISO

12999-1 to claim the final uncertainty in sound transmis-

sion loss testing. Also, the measurement considerations e.g.

number of loudspeaker positions (N� 2;N� si
r

� �2
,where si

is the standard deviation of difference in levels and ri is
prescribed maximum standard deviation of mean value for

N loudspeaker positions e.g. for 100 Hz, ri is 1.4 dB and

for 125 Hz, ri is 1.2 dB) with regard to excitation of room

modes, the recommended maximum standard deviation

from mean value of measured level difference for N loud-

speaker positions should be in conformity to ISO 10140-5

[7].

The pre-requisite for the lowest levels of uncertainty

associated with the sound transmission loss measurements

is the high diffusivity in the reverberation chambers which

is achieved by non-rectangular geometry, room dimensions

whose ratio’s are not small whole numbers, and the addi-

tion of stationary or rotary diffusers within the chamber

[34]. ISO 3741 [35] recommends the maximum admissible

standard deviation must not exceed the values shown in

Fig. 3. The standard deviation of repeatability values of

sound pressure level measurements conducted in the
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reverberation chambers at NPL is compared with the rec-

ommended maximum value by ISO 3741 in Fig. 3. The

construction details and other aspects pertaining to

diffusivity of reverberation chambers of NPL is discussed

in details in Refs. [36, 37]. Other qualifying tests such as

the measurement of variation in decay rate i.e. standard

Measurement 
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Methodology 

Sound Pressure level method 

Sound Intensity method  

Waterhouse correction for  
frequency below 200 Hz 

Low frequency measurements  
as per ISO 15186-3 

Error in spatial averaging 
When determining the 
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sensor and pressure intensity 
indicators viz., pressure 
residual intensity index, bias 
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Conditions 
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receiving room 
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transmission 

Niche effect 

Calibration of 
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of reverberation 
room 
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field conditions 
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workmanship 

Influence 
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of 
reverberation 

time
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ratio of the test 

specimen 

STC and OITC rating are largely 
affected by changing the test direction 
i.e. interchanging the source and 
receiving room, while Rw is largely 
unaffected 

Dimensions of room-wall-
room system 

If room volume differs by 
about 40 %, the predicted 
sound insulation could 
differ by alteast 3 dB 

Boundary 
Conditions 
(rigid, elastic) 

Pressure method underestimates  
the true sound power incident on  
the specimen (Uosukainen, 1995)

Reproducibility of SRI measured using 
pressure method decreases at low 
frequencies with decreasing specimen 
size (Osipov et al., 1997) 

Data Acquisition 
system 

Other factors 

Low frequency resonances 
affect uncertainty of SNQ

Microphone & 
Preamplifier 
uncertainty 

Non-linearity in Acoustic 
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Fig. 1 Cause-and-Effect analysis diagram for factors affecting measurement uncertainty in sound transmission loss measurements
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deviation of decay rate divided by the average decay rate as

described by the ASTM C423 (2009) standard and calcu-

lation of the total confidence interval (CItot) quantifier for

coupled reverberation chambers as described by ASTM

E90 may be exercised by Indian laboratories to ascertain

the diffusivity of the reverberation room [38–40]. These

investigations shall be helpful in reducing the measurement

uncertainty in sound transmission loss measurements of

acoustical materials in reverberation chambers [41–43].

3. Uncertainty in SNQs

3.1. Uncertainty in SNQs in Conventional Frequency

Range of 100 Hz to 4 kHz

The single-number quantities (SNQs) i.e. STC and Rw

(C,Ctr) are widely used in building acoustics for charac-

terizing the sound transmission loss value. The uncertainty

calculation for SNQs has been clearly specified in Witt-

stock (2007) work and ISO 12999-1. Two specific cases

have been recommended for uncertainty calculations viz.,

one pertaining to no correlation between sound reduction

indices in the 1/3rd octave band as [4–6] and other under

the assumption of full positive correlation between the one-

third octave band insulation. The uncertainty is calculated

for no correlation between the 3rd octave bands as [6]:

u Rw þ Cð Þ ¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

X

N

i¼1

10ðLi;j�RiÞ=10dB
P

i

10ðLi;j�RiÞ=10dB

2

6

4

3

7

5

2

u2ðRiÞ

v

u

u

u

u

t

ð2Þ

where i is the index of third octave band, L is the reference

spectrum as defined in ISO 717 and R is the measured

sound reduction index in frequency band i and u(Ri) is the

uncertainty of the sound reduction index. The uncertainty

of Rw is calculated under the assumption of full positive

correlation between the third octave band insulations by

adding or subtracting the uncertainties in one-third octave

band. The single-number value is determined twice for this

case. In first case, all the uncertainties are added to the

measured sound insulations in the one-third octave bands

yielding the sum of single-number value and the standard

uncertainty as:

Rw þ C þ u Rw þ Cð Þ ¼ �10 log
X

i

10ðLi�RiþuðRiÞÞ=10dBdB

ð3Þ

In the second case, all uncertainties are subtracted from

the measured sound insulation in the one-third octave

bands yielding the difference between the single-number

value and the standard uncertainty as:

Rw þ C � u Rw þ Cð Þ ¼ �10 log
X

i

10ðLi�Ri�uðRiÞÞ=10dBdB

ð4Þ

The final uncertainty is thus estimated as [4–6]:

u Rwð Þ ¼ Rw þCþ uðRw þCÞ � ½Rw þC� uðRw þCÞ�
2

� �

ð5Þ

Wittstock [4] derived an approximation for the

uncertainty of weighted sound reduction index based on

the relationship between value of the shifted reference

curve at 500 Hz and sum of negative differences between

the measured sound reduction curve and reference curve.

Another important recommendation of the Wittstock study

was to adopt the procedure of shifting the reference curve

in steps of 0.1 dB instead of 1 dB as has been traditionally

done so as to report the weighted sound reduction index,
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Rw with one decimal digit. The newer version of ISO 717-1

[1] also recommends single-number evaluation in steps of

0.1 dB for the expression of uncertainty. Also, it was

proposed that uncertainty of building acoustic quantities

are typically based on round robin results rather than

according to the method of GUM [4, 33]. It was proposed

that measurand is inadequately defined for the estimation

of the uncertainty of the calculated sound reduction index

using the method of GUM. In case of full correlation (or

positive correlation) between the frequency bands, the

uncertainty is calculated as [4–6]:

u Rw þ Cj

� �

¼
�10 log

P

i

10 Li;j�RiþuðRiÞð Þ=10 þ 10 log
P

i

10 Li;j�Ri�uðRiÞð Þ=10

2

2

6

4

3

7

5

ð6Þ

Thus, in present study, the uncertainty of calculated

sound reduction index is calculated using the standard

deviation of reproducibility described in ISO

12999-1:2014, wherein u(Ri) = rR,i where rR,i is

standard deviation of reproducibility in the ith 1/3rd

octave bands as shown in Fig. 2 and Ri is sound

transmission loss value for ith octave band. It may be

noted here that rR,i corresponds to situation ‘A’ described

in ISO 12999-1:2014 [6] which is the standard deviation of

reproducibility as determined by inter-laboratory

measurements. It is applicable to all the measurement

results that are obtained in another test facility or

building.

The expanded uncertainty of the single-number quantity

is calculated as: U(X) = k 9 u(X) where u(X) is standard

uncertainty determined, k is the coverage factor and U is

the expanded uncertainty calculated for a given confidence

level for the two-sided test. ISO 12999-1 recommends that

the chosen coverage factor shall be reported together with

the information whether one sided or two sided intervals

have been used. The present study utilizes k = 1 value for

uncertainty calculations for a confidence interval of 1r i.e.

68 % (two sided) in a Gaussian or normal distribution

curve.

These equations are thus utilized to evaluate the standard

uncertainty in SNQ of various building elements. Figure 4

shows the case study of double glazing with 85 mm air gap

tested in reverberation chambers at NPL as discussed in

Refs. [44, 45]. The corresponding value of expanded

uncertainty calculated for a given confidence level for a

two-sided test in dB (k = 1) determined in accordance with

ISO 12999-1 is listed in Table 1. As an illustrative example,

the weighted sound reduction index for 8 mm double

glazing with 85 mm air gap is calculated as 43.7 ± 2.2 dB

(k = 1, two sided). It may be noted here that these equations

are utilized in a similar way to calculated the standard

uncertainty for STC, Rw, Rw ? C and Rw ? Ctr. Figure 5

shows an another case study of the sound transmission loss

characteristics of massive concrete constructions tested by

Warnock et al. [46] and two sandwich dry wall construc-

tions tested by Halliwell et al. [47]. The corresponding

value of expanded uncertainty in dB (k = 1, two sided)

determined in accordance with ISO 12999-1 is enlisted in

Table 2. It can be observed that for massive concrete con-

structions, the uncertainty calculated in SNQs is less as

compared to sandwich gypsum constructions. These

observations also suggest that the expanded uncertainty

(k = 1, two sided) calculated for STC and Rw is not much

different as observed in Tables 1 and 2. Also, the results are

consistent with the Wittstock (2007a, 2015b) and Mahn

et al. [48] studies in terms of arranging the SNQs in

increasing order of uncertainty as:

u Rwð Þ\u Rw þ Cð Þ� u Rw þ Ctrð Þ ð7Þ

3.2. Uncertainty in SNQs in Extended Frequency

Range of 50 Hz to 5 kHz

The newly proposed airborne sound insulation (SNQs) by

Scholl et al. 2011 calculated from sound transmission loss
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Table 1 Expanded Uncertainty in dB (k = 1, two sided) calculated for a given confidence level (68 %) for the two sided test in accordance with

ISO 12999-1 for SNQ for various double glazing tested

Correlation between frequency bands U(Rw) (dB) U(STC) (dB) U(Rw ? C) (dB) U(Rw ? Ctr) (dB)

4 mm

No correlation 0.9 0.9 1.1 1.3

Positive correlation 2.3 2.2 2.4 2.6

5 mm

No correlation 0.8 0.8 0.9 1.1

Positive correlation 2.1 2.1 2.2 2.4

6 mm

No correlation 0.9 0.7 1.0 1.6

Positive correlation 2.3 2.1 2.4 2.7

8 mm

No correlation 0.8 0.8 1.0 1.2

Positive correlation 2.2 2.1 2.3 2.5
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Concrete 190 mm,STC=50.1, 50.1 (-1.6,-4.8)

Concrete 90 mm, STC=44.5,44.5 (-1.4,-4.1)

2G16-SS90(610)-GFB90-2G16,STC=58.2,56.4(-4.7,-12.4)

G13-WS90(406)-GFB90-RC13(610)-G13, STC=42.4,45.2(-5.5,-12.9)

Fig. 5 Sound Transmission loss

characteristics of massive

concrete constructions tested by

Warnock et al. and dry wall

constructions tested by

Halliwell et al. [46, 47]

Table 2 Expanded Uncertainty in dB (k = 1, two sided) calculated for a given confidence level (68 %) for the two sided test in accordance with

ISO 12999-1 for SNQ for dry wall and concrete constructions

Correlation between frequency bands U(Rw) (dB) U(STC) (dB) U(Rw ? C) (dB) U (Rw ? Ctr) (dB)

Concrete 190 mm

No correlation 0.6 0.6 0.6 0.7

Positive correlation 1.9 1.9 2.0 2.2

Concrete 90 mm

No correlation 0.5 0.6 0.6 0.7

Positive correlation 1.9 1.9 1.9 2.1

2G16-SS90(610)-GFB90-2G16

No correlation 1.6 1.6 1.9 2.5

Positive correlation 2.6 2.1 2.7 2.9

G13-WS90(406)-GFB90-RC13 (610)-G13

No correlation 1.6 1.6 1.7 2.1

Positive correlation 2.7 2.5 2.8 2.9
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measurements in the frequency range from 50 Hz to 5 kHz

for rating of sound insulation in buildings and of building

elements in many ways is simpler than the existing one [49,

50]. The transition from the old reference curve to system

based on A-weighted living and traffic noise spectrum is

essentially required to understand the behavior of a build-

ing material towards various noise sources. The SNQs are

calculated from the sound transmission loss in frequency

range 50 Hz to 5 kHz as [49]:

X ¼ 10 log

P

i

10ðLi=10Þ

P

i

10ðLi�RiÞ=10

2

6

4

3

7

5

ð8Þ

where X is the calculated single-number quantity, i is the

index of third octave band, L is the level of reference

spectrum and R is the sound reduction index. Three

different reference spectrums for airborne sound

insulation have been recommended for traffic noise

sound reduction index, Rtraffic (or Rw ? Ctr,50–5k) and the

living noise sound reduction index, Rliving (or

Rw ? C50–5k) measured in 1/3rd octave bands from 50

to 5 kHz and the speech sound reduction index, Rspeech

measured in frequency range 200 to 5 kHz. Figure 6

shows the illustrative example of sandwich gypsum

constructions tested by Halliwell et al. [47] in extended

frequency range of 50 Hz to 5 kHz and value of

corresponding SNQs as proposed by Scholl et al. The

corresponding value of expanded uncertainty in dB

(k = 1, two sided) determined in accordance with ISO

12999-1 for all the SNQs including that calculated from

sound transmission loss in conventional frequency range

and extended frequency range of 50 Hz to 5 kHz is listed

in Table 3. It can be observed that these results are

consistent with Mahn et al. [48] observations whereby the

uncertainties (u) calculated considering correlated

frequency bands (correlation coefficient, r = ?1) in

proposed SNQs could be ranked as:

uðR717Þr¼þ1 � uðRlivingÞr¼þ1 � uðRtrafficÞr¼þ1 ð9Þ

where in R717 is single-number quantity calculated using

reference spectrum of Rliving in frequency range 100 Hz to

3.15 kHz.

Table 3 Expanded Uncertainty in dB (k = 1, two sided) calculated for a given confidence level (68 %) for the two sided test in accordance with

ISO 12999-1 for SNQ for various sandwich dry wall constructions tested by Halliwell et al.

Correlation between frequency bands U(Rw) (dB) U(STC) (dB) U(Rw ? C) (dB) U(Rw ? Ctr) (dB) U(Rliving) (dB) U(Rtraffic) (dB)

TL-93-229

No correlation 1.7 0.9 1.9 2.5 2.4 2.9

Positive correlation 2.6 2.2 2.7 2.9 4.0 4.5

TL-93-175

No correlation 1.5 1.5 1.5 1.5 1.5 1.4

Positive correlation 2.5 2.5 2.5 2.6 2.6 2.8

TL-93-302

No correlation 1.1 0.9 1.3 1.9 3.3 4.6

Positive correlation 2.4 2.2 2.5 2.8 5.1 5.9
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TL-93-229: Rtraffic=35.2, Rliving=48.0, Rw=58.2 (-5.6,-13.3), STC =58.9 

TL-93-175: Rtraffic=29.7, Rliving=36.5 

Rw=41.5 (-5.9,-11.6), STC =37.3

TL-93-302: Rtraffic=39.5, Rliving=53.6 

                   Rw=63.1 (-3.9,-10.6), STC =64.0 

Fig. 6 Effect of low frequency

sound transmission loss

characteristics on uncertainty

(k = 1, two sided) in Rtraffic and

Rliving for sandwich gypsum

constructions tested by

Halliwell et al. [47]
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4. Uncertainty Calculations Affected by Low

Frequency Insulation

The uncertainties are affected by low frequency resonances

occurring in sound transmission loss characteristics of

partition panels. Poor low frequency sound insulation

inculcates higher uncertainty in SNQs of building elements

as these are sensitive to the low frequency sound insulation

[51, 52]. This is illustrated in Fig. 7 which shows the sound

transmission loss characteristics of two sandwich gypsum

constructions tested by Halliwell et al. It can be observed

from Table 4 that the expanded uncertainty (k = 1, two

sided) in Rw for partition panel TL-93-425 is higher by

0.4 dB for positive correlation case and 1.0 dB for no

correlation as compared to TL-93-298. This difference in

uncertainty is attributed to the poor sound transmission loss

at low frequencies. This fact is substantiated on considering

the sound transmission loss characteristics of sandwich

concrete constructions tested by Warnock et al., 1990 as

shown in Fig. 8. It can be observed from Table 4 that for

partition panel TL-88-356 with comparative higher sound

insulation at 100 Hz as compared to the other two partition

panels, the uncertainty calculated in Rw (k = 1, two sided)

is less. For the partition panel, TL-88-357; the sound

transmission loss at low frequency 100 Hz and 125 Hz is

higher as compared to TL-88-360, and thereby uncertainty

calculated in Rw is less. The poor sound transmission loss

characteristics of TL-88-360 at 100 Hz and 125 Hz thus

cause an increase in the uncertainty value calculated. It is

observed that uncertainty in Rw is 0.6 dB higher for posi-

tive correlation and 1.4 dB higher for no correlation in

comparison to partition panel TL-88-357. It may be noted

here that these observations can’t be generalized as it can

be observed from Fig. 5 showing the sound transmission

loss characteristics of two sandwich dry wall constructions

of 16 and 13 mm gypsum board tested by Halliwell et al.

[47]. It can be observed that 13 mm gypsum board dry wall

construction although has poor sound transmission loss

characteristics at low frequencies, yet the uncertainty in

SNQ for both the partition panels is same. However, in

majority of cases, the uncertainty values in SNQ are higher

for those partition panels having poor low frequency sound

transmission loss especially at 100 and 125 Hz [53].

In the extended frequency range of 50 Hz to 5 kHz also,

a similar effect is observed as shown in Fig. 6. The sound

transmission loss characteristics of sandwich gypsum

constructions is analyzed to evaluate the uncertainty in

SNQ viz., Rliving and Rtraffic in frequency range 50 Hz to

5 kHz. The sound transmission loss characteristic at low
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Fig. 7 Effect of low frequency

sound transmission loss

characteristics on uncertainty

(k = 1, two sided) in Rw for

sandwich gypsum constructions

tested by Halliwell et al. [47]

Table 4 Expanded Uncertainty in dB (k = 1, two sided) calculated

for a given confidence level (68 %) for the two sided test in accor-

dance with ISO 12999-1 for SNQ for sandwich dry wall constructions

and concrete constructions

Correlation between frequency bands U(Rw) (dB)

TL-93-298

No correlation 0.9

Positive correlation 2.3

TL-92-425

No correlation 1.9

Positive correlation 2.7

TL-88-357

No correlation 0.8

Positive correlation 2.1

TL-88-360

No correlation 2.2

Positive correlation 2.7

TL-88-356

No correlation 0.6

Positive correlation 1.9
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frequency is pivotal in uncertainty calculations. Partition

panel TL-93-302 having less insulation at 50 Hz in com-

parison to the other two partition panels as shown in Fig. 6

shows a higher uncertainty in Rtraffic for no correlation and

for positive correlation. It can be also observed that for

partition panel TL-93-229 having a sharp resonance dip at

63 Hz, the uncertainty calculated is higher. Thus, these

observations reveal that uncertainties are affected by poor

low frequency sound insulation at 50 and 63 Hz. These

observations reveal that uncertainty values are higher for

partition panels having poor low frequency sound insula-

tion particularly when mass-air-mass resonances or the

flexural resonances are encountered. It may be noted here

that investigations on analyzing the uncertainties in SNQ

for partition panels having high frequency coincidence dip

reveals that the high frequency coincidence dip has no

effect on the uncertainty calculations.

5. Conclusions and Recommendations

The paper presents a retrospective view of factors affecting

the measurement uncertainty in airborne sound insulation

and (SNQs) used widely in building acoustics. A case study

of window glazing, sandwich drywall construction and

massive concrete constructions is discussed to calculate the

measurement uncertainty in SNQ in conventional fre-

quency range of 100 Hz to 4 kHz and also in extended

frequency range of 50 Hz to 5 kHz. The standard deviation

of reproducibility values described in ISO 12999-1:2014

standard have been recommended in recent studies con-

ducted at PTB, Germany to be the best estimate for the

uncertainty of sound insulation measurements one can

obtain today.

The following conclusions and recommendations can be

derived from the present study as follows:-

• In Indian scenario, the standard deviation of repro-

ducibility values described in ISO 12999-1 standard

would be the best uncertainty for testing laboratories

engaged in sound transmission loss testing provided the

standard deviation of repeatability is less than the

recommended values described in Fig. 2. However,

these uncertainties should be claimed by laboratories in

India only when there is perfect diffusion in reverber-

ation chambers in the measurement frequency range,

instrumentation used is traceable to the national

standards, flanking transmission is minimal and the

sound transmission loss measurements are conducted as

per ISO 10140-2.

• The present investigations highlight the significance of

correlation effects on uncertainty calculations of SNQ

as reported by Wittstock et al. 2007. Thus, the

maximum uncertainty calculated under the assumption

of positive correlation between 1/3rd octave frequency

bands may be reported in routine testing by laboratories

in India particularly when round robin exercise can’t be

followed for routine testing of the partition walls.

• The present investigations also show that in majority of

cases for the partition panels having poor sound

insulation characteristics at low frequencies especially

at 100 and 125 Hz, the uncertainty in weighted sound

reduction index, Rw is higher. In case of SNQ calculated

using sound transmission loss values in frequency range

50 Hz to 5 kHz, the uncertainty values are higher for

partition panels having low frequency sound insulation

at 50 and 63 Hz. Thus, it is obvious that the low

frequency mass-air-mass and flexural resonances incul-

cate a higher uncertainty in SNQs for building

elements.

• The present study is consistent with Wittstock (2007)

and Mahn et al., 2012 observations on the fact that the

weighted sound reduction index, Rw has the smallest
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Fig. 8 Effect of low frequency

sound transmission loss

characteristics on uncertainty

(k = 1, two sided) in Rw for

sandwich concrete constructions
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uncertainty. The inclusion of spectrum adaptation terms

increases the uncertainty in SNQ.

The present study should be thus helpful for Indian

laboratories engaged in sound transmission loss testing to

clearly understand the concept and methodology of cal-

culating the uncertainty in SNQs. Also, it shall be helpful

for designers, architects, manufacturers of building

materials and researchers for comparison of sound insu-

lation properties of acoustical materials in terms of sin-

gle-number quantity and its associated uncertainty. It is

imperative to adopt the strategy recommended in ISO

12999-1 in Indian scenario particularly with growing

international trade in building materials and technology

and recognition as well as acceptance of testing results of

Indian laboratories across the globe. It is evident that the

low frequency sound transmission loss is the most

affected due to deviations from diffuse field conditions,

variability in sound pressure levels and reverberation

time measurements. Thus, efforts should be focused to

ensure that the measurement uncertainty in sound pres-

sure level and reverberation time is reduced in low fre-

quency range.

Future work focused on the participation in inter-labo-

ratory comparisons in India with other laboratories shall

inculcate a confidence and shall be instrumental in ascer-

taining the reproducibility of the sound transmission loss

measurements in the entire measurement frequency range.

Also, the present study considers only the sound pressure

approach and its associated reproducibility in sound

transmission loss measurements. Future study shall be

concentrated on comparison of measurement uncertainty in

sound transmission loss and SNQ comparing the sound

pressure and sound intensity approach.
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Abstract : Wirelessly allocated mobile nodes which are 

configured in a geographically adjacent to each other can form 

cluster by applying rules on the mobile nodes. Each cluster 

family have different members with different assigned roles 

such as cluster head, cluster members, gateway members and 

ordinary nodes which can perform roles of any three mentioned 

roles as the time progresses based on absolute and relative 

attribute information. Absolute attributes of mobile nodes can 

be mobility, energy consumed and entropy of the mobile node. 

Relative attributes can be considered as neighbour information 

and sum of distances of neighbours etc. Relative attributes are 

the information based on neighbourhood and absolute 

information which can be extracted from measuring its own 

system parameters locally. Weighted clustering scheme uses 

both the information for calculating weights and delay the 

clustering formation process. In this paper we choose to apply 

greedy approach for cluster head selection and absolute 

weighted information for clustering to reduce the 

communication round which results in fast clustering formation 

process. 

Keywords—Ad hoc networks, Clustering, Clustering 

Algorithms, NS-2, Weight Based Clustering, Energy Efficient, 

Load balancing, Cluster Creation, Cluster Formation, Fast 

Clustering. 

 

I.   INTRODUCTION 
Clustering for mobile adhoc network is considered as hierarchical 

topology which is scalable for mobile nodes. Many clustering 

scheme has been proposed which can perform better utilisation of 

network properties such as bandwidth, scalability and stability 

etc. Network stability depends on the better clustering schemes 

which use absolute and relative attributes of the mobile nodes. 

Dynamics of the network depends in the mobile node attributes 

both absolute and relative. High dynamic nature shows unstable 

behaviour of the network. Cluster head has been selected which 

shows low dynamic nature in the network. Figure 1 shows general 

architecture of cluster with their role defined. 

 
 

Fig 1: Cluster Architecture 

 
 

Figure 1 shows mobile nodes with equal communication range 

and their roles in the network formed after cluster formation 

process. Communication for clustering delays actual operations 

such as routing of information, data and packet delivery etc. 

Faster clustering scheme can minimise the delay and results in 

optimised network clustering schemes. 

Section II explains about the mobile node attributes 

communication round requirements and uses in the weighted 

clustering scheme. Section III describes the proposed 

modification for faster cluster formation process using absolute 

attributes. Section IV deals with simulation environment and 

comparative results with the existing weight based clustering 

algorithms and the conclusion has been made in Section V. 

 

II.   RELATED WORK 

 

Weighted Clustering Algorithm [1], depends on absolute and 

relative attributes of the mobile nodes. Steps for clustering 

formation for WCA [1] demands communication round for 

relative attributes such as degree difference and sum of distances. 

One round of communication to find number of neighbours along 

with the position of the mobile node in the neighbourhood can 

help in finding sum of distances. Whereas mobility and power 

consumed does not require communication round.  

 

Symbo

ls 
Terms Meanings Attributes 

Commu

nication 

Round 

Require

ments 

Δv 
Degree 

Difference 

Difference 

between 

total number 

of 

neighbours 

and 

maximum 

node 

supported by 

mobile 

nodes 

Relative 

attributes as 

information 

related to 

actual 

presence of 

neighbourho

od required 

Yes 

Dv 
Sum of 

Distances 

Sum of all 

mobile 

nodes 

present in 

neighbourho

od 

Relative 

attributes as 

information 

required 

from the 

neighbours 

Yes 
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Mv Mobility 

Position of 

mobile node 

at discrete 

time 

Absolute 

attribute as it 

require its 

own position 

information 

at discrete 

time. 

Relative to 

itself 

No 

Pv 

Consumed 

Battery 

Power 

Power 

consumed by 

mobile node 

at discrete 

time 

Absolute 

attribute as it 

is measure of 

power at 

mobile node 

end 

No 

Tx-Rx 
Authenticati

on 

Authorised 

Mobile Node 

Relative 

Attributes 
Yes 

Tx-Rx Reaffiliation 
Joining of 

other cluster 

Relative 

Attributes 
Yes 

H(s) Entropy 
Entropy of 

cluster 

Relative 

attributes as 

disorder 

measures 

required 

mobile 

nodes 

information 

from 

neighbourho

od 

Yes 

E(s) Entropy 

Entropy of 

Mobile 

Nodes 

Absolute 

attributes 

[Mobility, 

Power] 

required to 

measure 

disorder 

behaviour of 

mobile 

nodes locally 

No 

 

Table 1:- Attributes and Communication Round Information 

 

Table 1 explains about the attributes for parameters and 

communication round availability for them. From above table it 

can be understood that relative attributes can delay the actual 

operations between the mobile nodes and cluster formation can 

take time with the addition of relative attributes. Other 

communications such as authentications, de-authentication, 

reaffiliation, association and disassociations of mobile nodes in 

network can be considered as relative attributes and required 

communication round.    

Weighted Clustering Algorithm for cluster formation[1] calculate 

weights for each node and minimum among weights wins the 

cluster head election, neighbour nodes become cluster member 

and do not participate further in the algorithm. Equation 1 is the 

weighted formula used in cluster formation. 

 

Wv = w1Δv + w2Dv + w3Mv + w4Pv, where w1, w2, w3 and w4 are 

the weighing factors……………. (1) 

It’s clear with equation 1 that weighted clustering scheme is 

combination of absolute and relative attributes for cluster 

formation. Relative parameters can delay network operations and 

consume time in cluster formations due to mutual 

communication. 

III. PROPOSED WORK 

In this section, modification of weighted clustering algorithm 

based on absolute attributes such as mobility, power consumed 

and entropy of the mobile has been proposed. Further 

modification by greedy approach can help in reducing the 

communication round in cluster formation for faster clustering 

formation.  

Overall proposal is to faster clustering formation for minimum 

delay in network operations by considering greedy selection of 

cluster head and only considering absolute attributes for 

calculating weights of the mobile node. Relative attributes results 

in communication round and greedy selection of cluster head can 

reduce overall cluster formation time. Clustering algorithm which 

is faster helps network appears stable, communication overhead 

and delays are comparatively low.  

 

Wv = w1Mv + w2Pv, where w1 and w2 are the weighing 

factors……………………………………… (2) 

 

Wv = w1Pv – w2Hv, where w1 and w2 are the weighing 

factors………………………………………. (3) 

 

 w1 + w2 = 1; weights sum equals to 

1…………………………………………… (4) 

 

Mobility, Power Consumed and Entropy of mobile node is better 

factors to consider while applying clustering process. Equation 2 

and 3 are representation of absolute weighted parameters based 

on mobility, consumed power and entropy based clustering [10]. 

Equation 4 describes the weight factor whose sum must be equals 

to one. These equations have no relative parameters and do not 

require communication between neighbourhood mobile nodes.  

Minimum weights among them will be elected as cluster head and 

as weighted clustering algorithm also deals with maximum 

supported nodes [δ] can be considered for this too. Once cluster 

head and cluster members are defined they will not participate 

further in clustering formation process [1]. 

 

Cluster formation step through greedy approach of cluster head 

selection to reduce communication overhead and faster clustering 

formation has been demonstrated further. Combined effect of 

selecting absolute attributes and greedy approach can result in 

faster and effective clustering. 

 

Cluster Formation Steps: 

 

Step 1: Set Up Initial Configuration 

 

Greedy Approach for Mobile Nodes: - Initial Configuration 
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Received Node 

ID 

Role Sender 

Node ID 

Message 

MN1 Cluster 

Head/Cluster 

Member 

- - 

MN2 Cluster 

Head/Cluster 

Member 

- - 

MN3 Cluster 

Head/Cluster 

Member 

- - 

 

Table 2 

 

Initial mobile node configuration considers all mobile nodes are 

capable of either cluster head or cluster member. Consider case 

when all mobile nodes are cluster members of some arbitrary 

cluster. Table 2 shows the initial configuration for three mobile 

nodes. 

 

Step 2: Calculate weights [Wv] according to equation 2 or 3. 

Suppose Mobility and Power is the absolute attributes considered 

for this illustration. Calculation for Mobility and Power 

Consumed steps has been described in weighted clustering 

algorithm [1].  

 

Step 3: Perform first round of communication to share weights. 

One round is duplex communication among nodes. Sender shares 

its weight and receiver compares the weight to change the role. 

Receiver shares this message and role. Sender remains or change 

its role based on shared information. 

 

 
 

Fig 2:- Communication Round 

Node ID Weights 

MN1 3 

MN2 5 

MN3 6 

Table 3 

 

Received 

Node ID 

Role Sender 

Node 

ID 

Message 

MN1 Cluster 

Head 

MN2, 

MN3 

CM2,CM3 

(cluster 

members) 

MN2 Cluster 

Member 

MN1 CM1 

MN3 Cluster 

Member 

MN1 CM1 

Table 4 

Figure 2 explains the communication between mobile nodes. 

Mobile node 1 shares its weight with mobile node 2 and 3 along 

with its role. Assumed weight calculated has been shown in table 

3. Mobile node 2 and 3 compares this weight and found it is less 

than mobile node 1 and remain as cluster member as initial 

consideration of role. Table 4 shows MN2 and MN3 received 

message from MN1 as CM1 (as initial assumption was all nodes 

are cluster member). MN1 receives CM2 and CM3 along with 

their weights shown in figure 2 after comparison made by MN2 

and MN3. MN1 change its role based on this information and 

become cluster head shown in table 4. MN1 remains cluster 

member if it receives other than cluster member message i.e. 

either of MN2 or MN3 will be cluster head. When MN2 and MN3 

receives CM1 message along with MN1 weights from figure 2 

and table 4, comparison made with the weights and decides their 

role further this role shared with MN1. 

One round of communication decides about the election of cluster 

head and cluster member in neighbourhood. Although one 

optional round to inform others about the final role by cluster 

head can be performed to ensure who is the cluster head elected 

currently. Since greedy approach already made other nodes aware 

about probable cluster head, it’s really optional to do so. Table for 

further communication or neighbours table can be prepared in this 

round only. Clustering formation process is distributed over the 

network and already participated nodes will not take part in 

clustering. For knowing the members who has been already 

participated, a participation ticket flag can be introduced or 

assigned to the mobile nodes. 

Step 4: Repeat step 2 and step 3 for all nodes till either mobile 

nodes become cluster head or cluster member or assigned to a 

cluster. 

Combined effect, by (a) considering absolute attributes and (b) 

greedy approach for reduction of communication round relaxes 

clustering formation process. Mixed of result can be expected on 

clustering with original weighted clustering schemes in terms of 

cluster head selection but this method ensures that clustering 

formation will be faster. There were many clustering schemes 

which are stand alone based on mobility and power of the mobile 

nodes. Considering degree difference and sum of distances 

demands relative information of neighbourhood and do not have 

high significance in clustering which can be neglected. If the 

clustering algorithm is based on highest degree it cannot be 

considered as very good clustering algorithm as possibility of 

frequent updates can make cluster unstable.  
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Node ID Wv  

1 3 

2 5 

3 6 

4 9 

5 2 

6 10 

Table 5 

Table 5 illustrates nodes and their calculated weights using 

equation 2 or 3. Figure 3 shows initial configuration on the 

network. 

 

Fig 3:- Initial Mobile Nodes in the Network 

 

Fig 4:- Cluster formation for clustering 

Figure 4 shows cluster after cluster formation process. Figure 3 

and 4 is the result of cluster formation steps performed in the 

mentioned proposed algorithm. Cluster head election is similar to 

the original weighted clustering algorithm which chooses 

minimum weighted node as cluster head. 

Difference between original weighted clustering algorithms [1] 

and this proposed algorithms are as follow: 

(a) Steps for cluster formation have been reduced from the 

original algorithm. 

(b) This ensures that cluster formation become faster. 

(c) Relative attributes (degree difference and sum of distances of 

neighbours) have been removed from weight calculation. 

(d) Greedy approach applied for selection of cluster head and 

members for faster cluster formation. 

(e) Communication round has been reduced so that cluster 

formation become faster. 

Results of proposed algorithm depends on network environment, 

it’s possible that network has large congestion and band width 

uses that election itself get delayed. Such situation cannot be 

controlled but simulation must perform better result from the 

existing one practically as well as theoretical.   

IV. SIMULATION ENVIRONMENT AND RESULTS 

Simulation has been done on network simulator version ns-2.35. 

Weighted clustering algorithm has been implemented and further 

modification done for the mentioned condition. 

 

Parameters Meaning Value 

N No of nodes 30 

X*Y Simulation Area 650X500 

R Transmission Range 100 

Mobility Model Random Way Point - 

Duration Simulation time 50Sec 

MD Maximum Displacement 300-400 

 

Table 6:- Network Environment 

Table 6 describes the number of nodes, simulation area, range of 

the nodes and simulation time etc. Figure 5 shows time 

comparison between original weighted clustering algorithms [1] 

and modified weighted clustering with absolute attributes of 

mobile nodes. Further addition of greedy approach reduces the 

cluster formation process for the network scenarios. Comparison 

has been made on taking different network scenarios for average 

performance measure. 

 

Fig 5:- Timing Comparison for Cluster Formation 

Figure 5 shows significant reduction in time for cluster formation 

process in modified scheme. Comparison has been made by 

choosing different network scenarios over time. Mobile nodes are 

distributed over the network and algorithm started on distributed 
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nodes simultaneously. Mobility of nodes is also considered and 

nodes out of range of the nodes remains cluster members with 

unallocated cluster. In weighted clustering algorithm [1] nodes 

which are out of range become cluster head. Modified clustering 

with greedy approach chooses to be cluster member so there is 

change in result from original WCA [1] but if cluster head chosen 

as greedy approach then it will be same as original weighted 

clustering algorithm. 

V. CONCLUSION 

Objective of this paper is to differentiate between absolute and 

distributed attributes of the mobile nodes. Clustering of mobile 

nodes i.e. cluster formation process is highly affected by relative 

attributes in terms of time taken to perform task to collect the 

information from neighbour nodes. In this case relative attributes 

of the node is degree of the mobile node or number of mobile 

nodes present in the neighbourhood. Considering this is not 

important to know modified weighted clustering algorithm only 

used absolute attributes for cluster formation. One round of 

communication serves the purpose of sharing weights and 

knowing the neighbours from which the message received as 

weight value. Relative attributes require communication rounds 

and delay the important network operations. Cluster formation 

related messages must be minimised so that faster clustering can 

be achieved. Two methods which are considering absolute 

attributes of mobile nodes and greedy approach of selecting 

mobile node as cluster head minimised the message overhead, 

consumes less bandwidth or congestion control is less over the 

network. There is scope of improvements with the other 

algorithms which consider relative attributes. Timing analysis is 

difficult in real environment but better clustering algorithm which 

minimise the network congestion for clustering related messages 

and provide more space for non-clustering messages such as 

packet sharing, resource sharing or data sharing messages can be 

considered as effective clustering formation schemes. 
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Abstract: Selective detection of sulfur mustard simulant, 2-chloroethyl ethyl sulfide (CEES) is 

performed using specifically designed pyridine appended Mg-porphyrazine complex (1). 

Interaction of CEES with pyridine units of 1 leads to perturbation/reduction in absorbance of the 

Q-band of 1 and the process is, thus, monitored using UV-vis spectroscopic method. 
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Interestingly, treating the CEES-1 solution with KMnO4 solution results in reappearance of Q-

band of 1 and allows reuse of 1 by simple filtration. The alkylating ability of CEES and KMnO4 

oxidation of CEES-1 appears to be playing an important role in the detection/degradation 

process, thereby serving the dual purpose. The chemical sensing is then used as a platform for 

generating different input-based combinatorial and sequential molecular logic gate(s) allowing 

facile information processing and as an information security system in the form of a keypad lock. 

Keywords: Sulfur mustard; CEES; Chemical warfare; porphyrazine; UV-vis; Molecular logic 

 

Introduction 

Chemical warfare agents (CWAs) represent an alarming challenge in this milieu of on-going 

extremism in various parts of the world.1 CWAs were extensively employed in World War I, to 

some extent in World War II as well as in Iran-Iraq war in 1980s.2 In particular, sulfur mustard 

(SM) including its analogues/simulants form a dreaded class of CWAs3 and therefore, their 

facile, rapid and selective recognition could potentially aid in reducing their inimical effects. 

Two consequent reports by Ansyln et al. pointed towards the non-existence of optical methods 

for detection of SM simulant, unlike nerve agents4 and showed a fluorescence based SM 

detection methodology.5 Two recent papers by Farha et al. highlighted the importance of 

chemical weapon degradation and used metal-organic framework for their destruction.6 

Nonetheless, at present, most of the methods employed (point or standoff) for SM 

detection/degradation involve tedious methodologies, instrumentation, and are time consuming.7, 

8 Other methods based on conventional techniques face similar problems.9 In this context, swift 

recognition and degradation of CWAs or their decontamination becomes all the more inevitable. 

It should be noted that CEES are weakly electrophilic2a, 13, can alkylate DNA/RNA and potential 

nucleophiles can either act on positively charged S-atom or β-methylene carbon unit.14 

Therefore, a complementary sensing platform must be designed. For this purpose, 1 (Fig. 1) is 

chosen; for it is known to be highly “UV-visible active” due to extensive π-conjugation and 

shows an un-split Q-band in the visible region (λmax = ~650 nm) and B-band in the near UV 

region (λmax = ~383 nm).10, 11 Moreover, presence of peripheral pyridyl moiety allow 1 to be 

weakly nucleophilic.12 
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Figure 1: Representation of 1 (Left) and its UV-vis spectrum in CHCl3/CH3OH (Right).  

Our research group is focused on the synthesis of functionalized metal complexes and 

fabricating their monolayer on solid substrates for varying applications including sensing of ions 

and molecules.15In our previous report, we approached CEES detection1 using 1-based 

monolayer on glass where CEES could perturb absorption bands of 1.16 In this study, we have 

demonstrated that 1 in solution state can also perform CEES detection with little variation in 

sensitivity. The latter approach, unlike the former, affords “by-eye” CEES detection as the 

solution colour variations can be straight forwardly identified upon CEES-1 interaction. Further, 

we made an effort to delineate CEES-1 interaction mechanism through NMR studies and time 

dependent DFT calculations. A good correlation of experimental results with computational 

studies strengthened our hypothesis as made in the previous report.  

Interestingly, temperature plays a key role in the detection process and therefore, we used 

a stepwise rise of 10oC from 25oC to 45oC to investigate the behaviour of CEES-1. The 

reversibility of the process was studied using alcoholic KMnO4 as the reagent of choice. The 

variation in temperature, introduction of CEES and reversibility by KMnO4 resulted in “multiple 

optical states” of 1, which could easily be addressed by adjusting the three “stimuli”, In addition, 

it is known that stimuli responsive materials can mimic the operation characteristics of logic 

gates and can be used for information processing at an advanced level of intricacies.17 

Furthermore, logic gates based on chemical sensors allow for molecular tailoring and modulation 

for the optical-based output signals as well as facile realization of reversible “multi-addressable 

states” with different input signals (chemical, temperature, light and others).18 The idea of 

transforming CEES sensing by 1 into molecular logic gates allows for evaluating sensing 

parameters by binary reading, thereby, pondering on exact numerical values can be made 

redundant.  
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Results and Discussions 

CEES exposure to 1: An addition of 5 µL of 4.3 mM CEES (~ 6 ppm) in CHCl3/CH3OH 

(5:1, v/v) to a 10 µM solution of 1 in the same solvent composition was monitored using an UV-

vis spectrophotometer equipped with peltier functionality in the range 300-800 nm (see ESI for 

details). At 25 oC and for up-to 60 minutes, there were no significant alterations to the UV-viv 

spectrum of 1. In another experiment, a 10 oC rise in temperature produced reduction in optical 

absorption for both B- and Q-band of 1 within 5 min of CEES exposure. After 60 min of reaction 

time at 35 oC, a steady, ~60% decline in absorbance along with ~+21 nm shift was observed in 

the Q-band maxima [Fig. 2 and Fig. S1] with a concomitant color change from green to light 

green. An increase of time could not induce any further alterations in the spectra of 1. Herein, we 

term initial absorption of Q-band as first “optical state” and absorption after CEES/35 oC input as 

second “optical state” of 1. Importantly, no Q-band split was observed, which signify 

preservation of symmetrical nature of 1.19 These observations strongly points to variations in the 

extent of π-conjugation in 1 and probably symptomatic of some intermediate formation, which is 

stable at the reaction temperature. 

Keeping the reaction time to 60 min, we increased the temperature to 45oC, and observed 

enhanced alterations in the Q-band within 45 min and minimal changes thereafter (~96% decline 

in absorbance in Q-band and ~+42 nm shift) and faint green colored solution [Fig. 2 and Fig. 

S2]. Absorption at this stage is termed as third “optical state” of 1. Along with large red shift, Q-

band showed splitting and which could be attributed to either molecular aggregation or 

unsymmetrical structure or the phenomenon has even been observed in some symmetrically 

substituted 1-like structures, e.g. symmetrically substituted Zinc phthalocyanines.19 In another 

experiment, reaction was first monitored at 35 oC and after saturation, temperature was increased 

to 45 oC and similar change was observed for 1. Further, a first order reaction kinetics for the 

CEES-1 interaction at both 35oC and 45oC was observed (Fig. S3) and therefore, we could 

calculate rate constants, k35 = 2.5± 0.3 x 10-4 min-1and k45 = 1.6± 0.4 x 10-3 min-1) using equation 

ln[1final] = -kt + ln[1initial]. The k values suggest ~10 fold rate enhancement with increasing 

temperatures and are in good agreement with experimental results with activation enthalpy, Ea 

estimated at ~+15.3 KJ mol-1 (± 0.4) calculated using Arrhenius equation. 
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Thus, we could control the 

“UV-vis characteristics” 

of 1 via CEES and spectrum 

temperatures as inputs. 

Importantly, the color changes of 

1 from green �light 

green�faint green and 

corresponding UV-vis spectral 

changes points to “multiple 

optical/addressable states” which could be manipulated by controlling CEES and temperature 

inputs. 
1H NMR and Time-dependent density functional studies (TDDFT): For the 1-

monolayer based sensing of CEES, we used solution based 1H NMR in CD3OD for elucidating 

CEES/1 interaction at 45 oC and provided two possible binding modes (fig. 3, right; 1a and 1b).16 

Herein, we will look at the 1H NMR of CEES before (fig. 3a, left) and after (fig. 3b, left) sensing 

experiments. 1 has pyridine N-atoms as well as aza-N atoms and both may react with CEES. 

Figure 2: Variations in Q-band absorption and band maxima (λmax = 634 nm) of 1 on interaction with 6 ppm of CEES at 35 oC 
and 45 oC and the corresponding “optical states”. 
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However, aza-N atoms of such molecules have lesser reactivity to those of small aromatic 

amines like pyridine or pyrrole, for the stronger p-π conjugation between aza-nitrogen and 1-

ring.19 Therefore, participation of aza-N atoms can be neglected. In the 1H NMR spectrum of 

CEES/1 there seems to be a mixture of reacted and unreacted CEES, where the H(i’) and H(ii’) 

appears a little downfield then H(i) and H(ii) and this shift could be attributed to larger electron 

density demands of pyridinium N-atom. In principle, the lone pair on pyridine-N atoms can 

possibly attack the electrophilic center of CEES, that is, β-methylene carbon, thus opening up the 

heterocycle. These proposed events are suggestive of alkylation of 1 and simultaneous reduction 

of CEES by means of loss and gain of pair of electrons. Moreover, “turn-off”, that is, reduction 

in optical absorption, bathochromic shifts and consequent splitting of the Q-band shifts could be 

ascribed to quaternization/alkylation of the peripheral pyridine-N atom(s) by CEES.20 

 
 
Figure 3.1H NMR spectrum of (a); CEES (b); 1 + CEES (spectrum region for CEES containing reacted and unreacted CEES) in 
CD3OD. 

To understand the nature of the different transitions, drastic changes observed in the UV-

vis spectrum of 1, and to correlate the 1H NMR findings, DFT and TDDFT calculations were 

performed on optimized structures 1, 1a and 1b (see ESI for details). TDDFT study suggested 

that the absorption spectra mainly contain three types of intense bands at three different regions 

for 1 and relatively less intense band at two different regions for 1a and 1b with complementary 

oscillator strength (Fig. 4; Table S1-S3 and Fig. S3-S5). The most important conclusion from the 

calculated UV-vis absorption spectra is, in comparison to 1, 1a and 1b shows red-shifted bands 

with low absorption as observed during experimental studies. Observation of calculated 

absorption bands in the NIR region for 1a and 1b suggest lowering of band gap.  
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Figure 4. Calculated absorption spectra of 1 (green), 1a (blue) and 1b (magenta) with oscillator strengths (vertical lines). 

The highest occupied molecular orbital (HOMO) and lowest unoccupied molecular 

orbital (LUMO) of 1 is dominated by the inner core of the porphyrazine moiety with HOMO-

LUMO gap at 2.51 eV (Fig. 5). Moreover, in the HOMO of 1a and of 1b is located at CEES 

while LUMO within the porphyrazine moiety with HOMO-LUMO gap at 0.68 eV and 0.52 eV 

(Fig. 5). 

  
 Figure 5. Molecular orbital arrangements (HOMO and LUMO) of 1, 1a, 1b in the gas phase. 

This lowering of HOMO-LUMO energy gap is possibly explained by the covalent linking 

of electron donor (1) and electron accepting unit (CEES)21, that is, quaternization of pyridine N-

atoms helped in impeding n-π* transition of lone pair electrons in sp2 orbit leading to enhanced 

conjugation over 1-ring. This inevitably decreased HOMO-LUMO energy gap resulted in red 

shift of Q-band and Q-band splitting after CEES interaction relative to Q-band of 1.19 TDDFT 
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data also correlate well with the assertion that CEES coordinate to 1 and which allow for the 

changes in spectrum of 1 and hence for the observed multiple “optical states”.  

Sensor reversibility: A prior knowledge of degradation of CEES to non-toxic chemicals 

by KMnO4 was exploited to verify the NMR based description and as well as to reset the sensor 

to original state.22As in our previous work we used a freshly prepared alc. KMnO4 of 25 µM and 

added to both reference and 1-CEES. UV-vis spectrum of the filtered solution was recorded after 

an equilibration time of ~5 min. Expectedly, Q-band was resurrected to almost original levels of 

absorption and band maxima, that is, “turn-on”. Thereafter, we performed five alternating 

sensing–recovery cycles without any significant variations in any of the optical states of 1 (fig. 

S6). The results are clearly comparable with 1-based monolayer recyclability. The plausible 

justification seems to be detachment of CEES from 1 and further oxidation of CEES resulting in 

regaining of initial “optical state”. On this basis, a mechanism is proposed for 1/CEES 

interaction and resetting of 1 and CEES degradation by KMnO4 (Fig. S7). Moreover, 

reversibility affords 1 “ON-OFF-ON” switch characteristics, where different “optical states” can 

be easily addressed/maneuvered by careful management of inputs, viz., CEES, temperatures and 

KMnO4. 

Detection Limit: The detection range of the sensor was examined by its fixed-time 

exposure to CHCl3/CH3OH (5:1, v/v) solution containing different CEES concentrations in the 

range 6–40 ppm. UV-vis data showed that exposure to only ~6 ppm of CEES for ∼45 min at 

45oC and ~60 min at 35oC is sufficient to saturate/“turn-off” the sensor (10 µM). Contrariwise, 

less than 6 ppm of CEES could not alter the optical absorption of 1 for as long as ∼30 min and 

even at elevated temperatures (upto 70oC). In addition, the optical changes in 1 were recorded as 

a function of time at different CEES concentrations, for assessing the response properties of the 



Page 9 of 20

Acc
ep

te
d 

M
an

us
cr

ip
t

 

9

sensor. The outcome suggested 

that higher concentration of 

CEES considerably 

reduces the response time, e.g. 

20 ppm CEES at 45oC could 

showed discernible 

changes in ~1 min. Moreover, at 

a given CEES concentration, the 

optical signal displayed a linear 

relationship with time until saturation was achieved, e.g. saturation in 20 min when exposed to 

40 ppm of CEES at 45oC (Fig. 6 and fig. S8).  

 

 

 

 

 

 

 

 

 

Accuracy and selectivity: A hands-on and ready-to-use sensor system must give 

accurate results as well as show discriminatory behavior among potent interferences. As for the 

accuracy and stability, the “turn-off” signal deviation was estimated to be just over ∼7%, 

calculated from three different CEES sensing experiments at 45 oC (Fig. 6). As for selectivity, 

 
 
Figure 6: The percentage change in the absorption signal at λmax = 634 nm and 45 oC from the 1-based sensor as a function of 
CEES concentration in the CHCl3 + CH3OH (5:1, v/v) at a fixed exposure time of 15 min (bottom axis; black), each repeated for 
at least 3 times; and as a function of time at a fixed CEES concentration of 10 ppm (top axis; red). 
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we exposed 1 to potent yet common interferences, viz. CO2, water vapor (WV), petrol/diesel 

burn containing CO, NOx, CxHy, SO2 and cigarette smoke (CS). Some other sulfur containing 

compounds were also examined as well, viz. 3-mercaptopropionic acid (MPA) and ethyl 

mercaptan (EM).  For selectivity, 100 ppm of CO2, water vapor, petrol/diesel burn in real-time, 

cigarette smoke in real-time, 10 ppm of MPA and EM along with 10 ppm of CEES were exposed 

to 1 in CHCl3/CH3OH (5:1, v/v) either individually or as a mixture for ~30 minutes at both 35 oC 

and 45 oC.  It was observed that none of the analytes except CEES, even in the mixture, could 

show any noteworthy changes to the Q-band of 1 (fig. 7 and fig. S9). Therefore, so it could be 

stated that 1 selectively detects CEES with or without possible interferences.   

 

 

 

 

 

 

 

 

 

 

Figure 7. The absorbance change w.r.t. λmax = 634 nm after exposing the sensors to analytes for 30 min each at 35 oC 
(black bars) and 45 oC (red bars). 

 

Molecular logic gates and circuits: Molecular sensors in conjunction with analytes and 

reaction conditions could perform information processing, where introduction of one or all could 

be regarded as input (IN) and changes in optical identity of 1 as output (OUT).17, 23 Moreover, it 

allows easier analysis of the results obtained during sensing process as numerical values may not 

be of such significance as to know whether SM is present or not. As explained vide supra, 1 acts 

as an “ON-OFF-ON” switch and show “multiple optical states” controlled by CEES and KMnO4 

(vide supra). The set-reset of 1 by these stimuli can process information in the form of two-input 

sequential and three or four-input combinatorial logic circuit.24 In case of sequential logic, the 

output is governed by the existing state of the system and the input currently present but in case 

of combinatorial logic, the output depends only on the current inputs. Therefore, the former adds 
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extra level of complexity to such logic platforms and hence more useful to construct memory 

elements.17 

In our investigations, the deviations in the absorbance at Q-band (OUT1) and colour 

change by the naked eye (OUT2) have been captured as the outputs. For the two-input based 

logic gate, the threshold value has been fixed at absorbance, A > 0.4. The absorbance more than 

the threshold values are assigned as “1” and absorbance lesser than the threshold values are 

assigned as “0”. The colour change from green to light green is allocated as “0” and “1” 

respectively. The sequential logic circuit is designed in such a way that CEES (C) behaves as IN1 

whereas KMnO4 (K) functions as IN2 (Fig. 8). When IN1 is applied, the absorbance falls below 

the threshold level to give OUT1 = 0 and colour change from green to light green at OUT2. 

However, successive addition of IN2 regains its initial absorbance and colour (green). The 

feedback loop connects the OUT1 back to IN1 and ensures memory function of the circuit (fig. 6).  

 

 

 
Figure 8. Truth table and sequential logic circuit displaying memory units with two inputs and two outputs in the presence of 
chemical inputs viz., IN1 (CEES) and IN2 (KMnO4). 

 

For reaction at 45oC, temperature was also considered as one input since it helps to 

decrease the absorbance drastically. With CEES (C) as IN1, T2 = 450C as IN2 and KMnO4 (K) as 

IN3, a three input combinatorial logic circuit of eight combinations was constructed with output 

as changes in the Q-band (OUT1) and changes in color (OUT2) as shown in fig. 9. In this case the 

Figure 9:Truth table and sequential logic circuit displaying memory units with three inputs and two outputs in the presence of 
chemical inputs viz., IN1 (CEES), IN2 (45 oC) and IN3 (KMnO4). 
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absorbance threshold is considered as A > 0.1 and similar conditions as above were imposed for 

generating output.  

Four input combinatorial molecular logic gates have rarely been reported and can allow 

generation of more complex and concatenated logic circuits.24c If we consider CEES as IN1¸ T1 = 

35 oC as IN2, T2 = 45oC as IN3 and KMnO4 as IN4, a four-input combinatorial logic circuit with 

sixteen input combinations can be constructed with output considered as changes in the Q-band 

absorption at 35 oC (OUT1) and 45 oC (OUT2) under threshold values, A > 0.4 for OUT1 and A > 

0.1 for OUT2. The molecular logic works under the conditions that temperature can be applied 

either individually (input no 3-6, 11-14; fig. 10) or one after the other (input no 7, 8, 15, 16; fig. 

10). Interestingly, if we consider change in color of 1 (green � light green � faint green) as 

OUT3 with OUT1, and OUT2 as input feed from the logic circuit. OUT3 is considered as ‘0’ if 

either of OUT1 or OUT2 is ‘1’ otherwise OUT3= ‘1’, where OUT3= ‘0’ implies successful sensing 

of CEES and OUT3= ‘1’ implies absence of sulfur mustard. 
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Further, this four input molecular logic operations could then be adopted to assemble a 

molecular keypad lock (fig. S10) for securing information at molecular level so that information 

stored cannot be seen or changed without exact inputs. In this case, the keypad can only be 

unlocked under the condition OUT3 = ‘0’, that is, when either of the output, OUT1 and OUT2 is 

‘0’ which will depend on choosing 4 inputs at a time from 8 possible viz., C, , T1, , T2,  

Figure 10:  Truth table and sequential logic circuit displaying memory units with four inputs and two outputs in the presence of 
chemical inputs viz., IN1 (CEES), IN2 (35 oC), IN3 (45 oC) and IN4 (KMnO4). 
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K,  inputs leading to 84 permutations. Inputs with bars denote not applied and vice-versa. Now, 

only three such combinations out of 84 total possible can open the keypad, which are CT1  

or C T2  or CT1T2 . This is very simple to explain as application of CEES (C) is must, out 

of T1 and T2 one of the temperature must be applied to change the color from green to light 

green or faint green and KMnO4 if applied will revert the changes, that is, overall no change in 

color and hence OUT3 = ‘1’. Keypad-lock of such complexity and difficult to think-of 

permutations have rarely been reported and could be of potential significance under the 

circumstances where chemical warfare are in action. 

 

Conclusions 

We have demonstrated that 1 can perform CEES detection equally well in solution state 

as it does when covalently confined on solid supports. Covalently confined molecules have lesser 

pre-organization energy cost and offer proper orientation of the sensing sites, therefore, 

sensitivity of the solution based probe is of much significance. Detection limit, accuracy, 

sensitivity, selectivity are of similar standards as observed in the monolayer based studies. 

Further, we explored the 1H NMR and time dependent density functional studies for plausible 

explanations for the observance of multiple “optical states” upon 1/CEES interaction. Sensor was 

duly reversible and allowed addressing of various sensing parameters to be used as input for 

generating specific outputs and creation of molecular logic gates of higher complexities. A 

keypad-lock has also been demonstrated with 4096 possible input permutations and out of which 

only 3 possible permutations could open the lock making it a very secure molecular keypad-lock. 

 

Note 
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a b s t r a c t

We report results of the studies relating to fabrication of a non-invasive, label-free and an efficient
biosensing platform for detection of the oral cancer biomarker (CYFRA-21-1). One step hydrothermal
process was used for uniform decoration of nanostructured zirconia (average particle size 13 nm) on
reduced graphene oxide (ZrO2–RGO) to avoid coagulation of the zirconia nanoparticles and to obtain
enhanced electrochemical performance of ZrO2–RGO nanocomposite based biosensor. Further, ZrO2–RGO
has been functionalized using 3-aminopropyl triethoxy saline (APTES) and electrophoretically deposited
on the indium tin oxide coated glass substrate at a low DC potential.The APTES/ZrO2–RGO/ITO electrode
exhibits improved heterogeneous electron transfer (more than two times) with respect to that of the
APTES/ZrO2/ITO electrode indicating faster electron transfer kinetics. The –NH2 containing APTES/ZrO2–

RGO/ITO platform is further biofunctionalized with anti-CYFRA-21-1. The structural and morphological
investigations of the ZrO2–RGO based biosensing platform have been accomplished using X-ray dif-
fraction (XRD), electrochemical, transmission electron microscopy (TEM), atomic force microscopy (AFM)
and Fourier transform infrared spectroscopy (FT-IR) studies. This immunosensor exhibits a wider linear
detection range (2–22 ng mL�1), excellent sensitivity (0.756 mA mL ng�1) and a remarkable lower de-
tection limit of 0.122 ng mL�1. The observed results have been validated via enzyme linked im-
munosorbent assay (ELISA).

& 2015 Elsevier B.V. All rights reserved.

1. Introduction

Non-invasive detection strategy is considered to be a promising
alternative for detection of human diseases (Guilbault et al., 1995).
To accomplish this, saliva, tear, urine and sweat have been pro-
posed as interesting for desired biomedical investigations (Chen
et al., 2011; Tille, 2013). Among these, saliva based clinical testing
has many advantages due to easier saliva collection, low cost of
storage and easy transport (Lawrence, 2002). Further, the non-
invasive saliva based collection techniques can dramatically re-
duce anxiety and discomfort for monitoring disease and general
health of a patient. Saliva is a useful non-invasive body fluid that
can be used for biomarker detection. Besides this, it is one of the
simplest and easily accessible body fluid that can be utilized for a
wide range of applications including early detection and mon-
itoring of diseases including oral cancer (Lawrence, 2002; Tille,
2013).

Oral cancer (OC) is currently the sixth most common cancer
and is caused by uncontrolled growth of cells in the floor of

mouth, lips, sinuses, tongue, cheeks, throat etc. (Kujan et al., 2006;
Kumar et al., 2015a). The main reasons behind this cancer are
chewing of tobacco, smoking, alcohol consumption, gastro-eso-
phageal reflux disease, human papillomavirus and exposure to
chemicals (e.g. formaldehyde and asbestos) (Gorschinski et al.,
2009). These high risk factors may alter the expression of p16, APC
and p53 genes resulting in the origin of oral cancer (Gonzalez
et al., 1997). This cancer can be life threatening if not detected and
is not treated at an early stage. For diagnosis of the oral cancer,
laser-capture micro-dissection, visualization adjuncts, cyto-
pathology and biopsy techniques can be used and these techni-
ques require tissue specimens that are highly painful to obtain
(Mehrotra and Gupta, 2011; Patton et al., 2008; Scully et al., 2008).
Besides this, these methods are highly expensive, time consuming
and require skilled personnel for specimen collection. However,
the non-invasive biosensing is attractive, cost effective, accurate
and easier to use for oral cancer detection (Malhotra et al., 2012;
Mehrotra and Gupta, 2011; Scully et al., 2008).

The salivary biomarkers such as Interleukin-8 (IL-8), Inter-
leukin-6 (IL-6), Interleukin-1 (IL-1), Interleukin-1β (IL-1β), TNFα-
1, Endotheline-1 (ET-1), HNP-1, hsa-miR-200a can be used for early
diagnosis and prognosis of the oral cancer (Malhotra et al., 2010;
Pickering et al., 2007; Punyani and Sathawane, 2013). However,
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only a few reports are available for detection of salivary bio-
markers using biosensing technique. Most of these biomarkers are
secreted in very low amount (pg mL�1) (Malhotra et al., 2012,
2010; Mehrotra and Gupta, 2011). CYFRA-21-1, a proteinaceous
biomarker (also known as cytokeratin-19) is a member of keratin
family that is known to maintain structural integrity of the epi-
thelial cells. It is a 40 kDa molecule encoded by KRT19 gene. In
saliva of oral cancer patients, it is secreted in higher concentration
(17.4671.46 ng mL�1) (Nagler et al., 2006; Rajkumar et al., 2015).

Transducers are known to play an important role towards the
fabrication of an efficient biosensor. It provides an interactive
platform for the immobilization of biomolecules on desired sub-
strate and can be used for monitoring of an electrical signal re-
sulting due to an electrochemical reaction at an electrode surface,
usually as a result of an imposed potential, current or frequency.
The unique properties of a transducer can be helpful in improving
the characteristics of a biosensor (Roushani and Valipour, 2016;
Solanki et al., 2011). Nanostructured metal oxides (NMOs) have
been found to have interesting optical and electrical properties
due to electron and phonon confinement, high surface-to-volume
ratio, modified surface work function, high surface reaction ac-
tivity, high catalytic efficiency and strong adsorption ability. The
NMOs can thus be utilized for increased loading of desired bio-
molecules per unit mass of particles. Among the various NMOs,
zirconia has been found to have interesting physiochemical as well
as biosensing characteristics (Das et al., 2011). Biocompatibility,
excellent electrical and surface charge properties, oxygen moieties
in ZrO2 make it a promising material as a transducer in the fab-
rication of a biosensor (Das et al., 2011; Liu and Lin, 2005; Kumar
et al., 2015a). In this context, it has been reported that zirconia
nanoparticles tend to aggregate and form large clusters (Kumar
et al., 2015a; Zhao et al., 2006). To overcome these problems, a
substrate material with a high surface area and good conductivity
is crucial for increasing the physiochemical and biosensing activity
of zirconia nanoparticles.

The chemically reduced graphene oxide (GO) has recently been
found to be a promising substrate for uniform distribution of metal
oxide nanoparticles (Dong et al., 2012; Sawangphruk et al., 2013;
Wei et al., 2011). The reduced graphene oxide (RGO) has been
demonstrated to have excellent electrochemical conductivity due
to rapid heterogeneous electron transport (HET), superior me-
chanical flexibility and remarkable stability that can be helpful for
the fabrication of an efficient biosensing platform (Ali et al., 2014).
Gong et al. (2012) proposed a facile electrochemical approach for
synthesis of zirconia–reduced graphene oxide nanosheets for ap-
plication in enzyme less methyl parathion sensor. Efforts have also
been made to detect hydroquinone and catechol using RGO–ZrO2

based sensor (Vilian et al., 2014).
We report for the first time results of the studies relating to

application of zirconia decorated reduced graphene oxide nano-
composite as a transducer for development of an immunosensor.
This immunosensor can be used for non-invasive, label-free and
efficient detection of oral cancer biomarker (CYFRA-21-1) and it
covers the entire physiological range (3.8 to17.4671.46 ng mL�1)
secreted in saliva of oral cancer patients. The results obtained have
been validated via enzyme linked immunosorbent assay (ELISA).

2. Materials and methods

2.1. Chemicals

Zirconium ethoxide, natural graphite flakes and 1-(3-(di-
methylamino)-propyl)-3-ethylcarbodiimide hydrochloride (EDC)
were purchased from Sigma-Aldrich. Sodium hydroxide, cetyl-
trimethylammonium bromide (CTAB), sodium monophosphte,

sodium diphosphate dihydrate and N-hydroxysuccinimide (NHS)
were purchased from Fisher Scientific. 3-aminopropyl triethoxy
saline (APTES) was purchased from Alfa-aesar. All the chemicals
were of analytical grade and used without any further purification.
Electrochemical studies were performed using 0.05 M phosphate
buffer solution (PBS) prepared using sodium monophosphte and
sodium diphosphatedihydrate. All solutions prepared using milli-Q
water having resistivity of 18 MΩ cm were stored at 4 °C. CYFRA-
21-1 antigen and anti-CYFRA-21-1 antibodies were purchased
from Ray Biotech, Inc., India. These biomolecules were further
diluted by using PBS buffer of pH 7.0. CYFRA-21-1 ELISA Kit was
purchased from Kinesis DX, USA.

2.2. Fabrication of biosensing platform

Nanostructured ZrO2 decorated RGO was prepared and func-
tionalized with APTES (please see Supporting Information). 20 mg
of functionalized nanocomposite (APTES/ZrO2–RGO) was dis-
persed in 50 mL of acetonitrile by mild ultrasonication. The elec-
trophoretic deposition (EPD) technique was used to deposit thin
film of APTES/ZrO2–RGO onto prehydrolyzed ITO glass that
worked as an anode and platinum wire as cathode, placed paral-
lely at a separation distance of 1 cm in glass cell. These were
dipped in the prepared colloidal solution and electrophoretically
deposited at an optimized DC potential (15 V) for about 3 min
using electrophoretic deposition unit (Genetix, GX300C). This
APTES/ZrO2-RGO/ITO film was washed with deionized water and
dried at room temperature (25 °C) over night. Next, a stock solu-
tion (50 mg mL�1) of anti-CYFRA-21-1 was prepared in PBS
(pH¼7.0). For activation of the –COOH groups of antibodies, EDC–
NHS chemistry was used where EDC (0.2 M) worked as a coupling
agent and NHS (0.05 M) as an activator. A solution mixture of anti-
CYFRA-21-1, EDC and NHS in 2:1:1 ratio was made and kept at
room temperature (25 °C) for 30 min. Further, 30 mL of activated
antibody solution was uniformly spread over APTES/ZrO2–RGO/ITO
electrode and kept in a humid chamber at room temperature
(25 °C) during the next 3 h. Thereafter, it was washed with PBS to
remove any unbound antibody molecules. 20 mL of BSA
(2 mg dL�1) was used for blocking the non-specific active sites.
The fabricated BSA/anti-CYFRA-21-1/APTES/ZrO2–RGO/ITO im-
munoelectrode was washed with PBS and stored at 4 °C until
further use.

2.3. Sample collection and processing

Saliva samples of eight OC patients were collected from Rajiv
Gandhi Cancer Institute and Research Centre (RGCIRC), Delhi (In-
dia) after written consent by the patients. Prior to this,we took
ethical approval of the Institutional Review Board of RGCIRC and
Institutional Ethical and Biosafety Committee, DTU. We collected
un-stimulated saliva samples after rinsing the mouth with 5 mL
deionized water and thereafter expectorated into sterilized tube.
These samples were centrifuged at 2800 rcf (25 °C) for 30 min. the
supernatant was collected in sterilized eppendorf and stored at
�20 °C until further use (Rajkumar et al., 2015). All the samples
were collected, processed and stored in a similar fashion.

3. Results and discussion

3.1. X-ray diffraction (XRD) and Electron microscopy studies

Fig. 1a shows the XRD pattern obtained for the hydrothermally
synthesized ZrO2–RGO nanocomposite. The peak observed at 24.2°
is due to merging of the ZrO2 (110) and RGO (002) planes. Further,
the relatively lower intensity broad peak is observed at 43.0°
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indicating RGO planes of (001) (Srivastava et al., 2013). The other
reflection peaks observed at 28.34°, 30.28°, 31.6°, 34.2°, 35.4°,
40.3°, 44.9°, 50.4°, 55.3°, 60.1° and 61.8° correspond to (111), (111),
(�111), (022), (200), (�102), (�211), (122), (013), (302) and
(�113) planes. These results indicate grafting of the pure mono-
clinic phase of ZrO2 (Kumar et al., 2015a) on the surface of RGO
sheet. The average grain size (D) of the grafted zirconia on RGO
surface is found to be 13 nm, calculated using Scherrer formula i.e.
D¼0.94λ/βcos θ, where λ (¼1.54060 Å) is the X-ray wavelength, β
is the full width at half maximum and θ is the Bragg angle.

Fig. 1b–d shows SEM, TEM and HR-TEM images of the synthe-
sized ZrO2–RGO nanocomposite. A well dispersed solution of ZrO2

–RGO nanocomposite is prepared in milli-Q water and dropped
onto 50 mesh carbon coated gold grid and dried at room tem-
perature for the TEM studies. It appears that spherical ZrO2 na-
noparticles are uniformly grafted on the RGO sheet (Fig. 1b and c).
Fig. 1d shows an individual spherical ZrO2 nanoparticle present at
the RGO sheet indicating a crystal lattice spacing of 0.179 nm
corresponding to the inter-spacing of the (122) plane with an
average grain size of 13 nm. The calculated grain size of ZrO2 is in

Fig. 1. (a) XRD pattern (b) SEM and (c) TEM image of ZrO2 grafted reduced graphene oxide (d) HR-TEM image of individual ZrO2.

Fig. 2. Atomic force microscopic images of (a) APTES/ZrO2–RGO/ITO (b) anti-CYFRA/APTES/ZrO2–RGO/ITO and (c) BSA/anti-CYFRA/APTES/ZrO2–RGO/ITO electrodes.
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support of the results of X-ray diffraction studies (Fig. 1a)

3.2. Atomic force microscopic (AFM) studies

Fig. 2 shows AFM image of (a) APTES/ZrO2–RGO/ITO, (b)
anti-CYFRA-21-1/APTES/ZrO2–RGO/ITO and (c) BSA/anti-
CYFRA-21-1/APTES/ZrO2–RGO/ITO obtained in the non-contact
mode. The average roughness of APTES/ZrO2–RGO/ITO electrode is
observed to be 4.256 nm with granular topography, indicating
uniform electrophoretic deposition of functionalized ZrO2–RGO
film on ITO coated glass electrode. After covalent immobilization
of anti-CYFRA-21-1, topography of the electrode changes from
granular to globular as shown in Fig. 2 (b). The average roughness
increases to 27.803 nm and the observed globular topography re-
veals successive immobilization of biomolecules on the
APTES/ZrO2–RGO/ITO electrode. Fig. 2(c) shows that the average
roughness of the electrode decreases to 1.521 nm after BSA im-
mobilization. This can be attributed to blocking of the non-specific
binding sites and formation of highly uniform immunoelectrode
surface.

3.3. Fourier transform infrared spectroscopy (FT-IR)

FT-IR studies have been carried out to investigate the presence
of functional groups on fabricated APTES/ZrO2–RGO/ITO electrode
and bond formation after immobilization on anti-CYFRA-21-1. Fig.
S1 (Supplementary information) shows FT-IR spectra of (i)
APTES/ZrO2–RGO/ITO and (ii) anti-CYFRA-21-1/APTES/ZrO2–RGO/
ITO. In spectra (i) the peak at 1099 cm�1 is due to the C–OH
stretching vibration present on the RGO sheet. The band found at
1557 cm�1 is due to the bending vibration mode of the secondary
amide groups. The bands present at 1641 cm�1 and 3350 cm�1 are
due to bending mode of primary amide groups indicating presence
of the free –NH2 groups on surface of APTES/ZrO2–RGO/ITO elec-
trode. The additional peaks observed at 2852 cm�1 and
2922 cm�1 are attributed to C–H bonds of alkanes and aldehydes
groups present on the APTES molecules as well as on RGO sheet
(Ali et al., 2014). In spectra (ii) an additional broad band is ob-
served between 1220 and 1300 cm�1 indicating amide bond (C–N)
formation between –NH2 groups present on APTES/ZrO2–RGO/ITO
electrode and –COOH groups present in Fc region of anti-CYFRA-
21-1 biomolecules revealing successful covalent immobilization of
the anti-CYFRA-21-1 (Ali et al., 2014). The peaks seen at
1269 cm�1, 1452 cm�1, 1562 cm�1, 1641 cm�1 and 2712 cm�1

can be assigned to C–O, C¼C, –NH2 (primary amine), –NH-R
(secondary amine) and C–H groups of aldehydes, respectively (Ali

et al., 2014; Pasternack et al., 2008; Vasudev et al., 2013). In both
spectra (i) and (ii), a sharp peak with the same intensity is ob-
served at 2360 cm�1 due to presence of O–H groups of carboxylic
acid present on RGO. This indicates that anti-CYFRA-21-1 is not
bound with carboxylic acid of RGO present on APTES/ZrO2–RGO/
ITO electrodes.

3.4. Electrochemical studies

Fig. S2 shows the effect of [Fe(CN)6]3� /4� on CV of APTES/ZrO2–

RGO/ITO and BSA/anti-CYFRA-21-1/APTES/ZrO2–RGO/ITO electro-
des. ) It can be seen (Fig. S2(a) and (b)) that in the presence of
[Fe(CN)6]3�/4� , cyclic voltammogram shows oxidation as well as
reduction peaks. In the absence of [Fe(CN)6]3�/4� , we did not
observe any redox peak current in case of the APTES/ZrO2–RGO/
ITO and BSA/anti-CYFRA-21-1/APTES/ZrO2–RGO/ITO electrodes. In
the present studies, [Fe(CN)6]3� /4� was used as an electron
mediator that provides electronic amplification, facilitating high-
sensitivity as a result of occurrence of each of the biomolecular
complexation event.

Fig. S3 shows electrochemical response of the
BSA/anti-CYFRA-21-1/APTES/ZrO2–RGO/ITO immunoelectrode as a
function of pH (6.0 to 8.0) in PBS buffer (50 mM, 0.9% NaCl) con-
taining [Fe(CN)6]3�/4� (5 mM) ions using differential pulse volta-
metry (DPV) technique. The DPV shows maximum peak current at
pH 7.0. This is because at neutral pH , structure of the biological
molecule is preserved (Liu and Lin, 2005). Thus PBS buffer with pH
7.0 was used for the electrochemical studies.

Fig. 3a shows DPV response of (i) APTES/ZrO2/ITO (ii)
APTES/ZrO2–RGO/ITO (iii) anti-CYFRA-21-1/APTES/ZrO2–RGO/ITO
and (iv) BSA/anti-CYFRA-21-1/APTES/ZrO2–RGO/ITO electrode at a
scan rate of 50 mV/s in the potential range, �0.2 to 0.6 V. It is
found that APTES/ZrO2/ITO electrode exhibits a peak current of
0.037 mA and is 0.057 mA in case of the APTES/ZrO2–RGO/ITO
electrode. This is attributed to the excellent electrochemical
properties of the reduced graphene oxides sheets present in the
RGO–ZrO2 composite. After immobilization of the antibodies, the
anti-CYFRA-21-1/APTES/ZrO2–RGO/ITO electrode shows increased
peak current of 0.10 mA. The observed increase in the peak current
after immobilization of anti-CYFRA-21-1 on APTES/ZrO2–RGO/ITO
electrode is due to presence of the ZrO2–RGO matrix that acts as a
mediator at the electrode surface (ITO) resulting in significant
decrease of the electron tunneling distance between the anti-
bodies and the electrode (Anusha et al., 2014; Vasudev et al.,
2013). Besides this, presence of the electrostatic interaction be-
tween the free site of the antibodies (–NH2 terminal) and the

Fig. 3. (a) Electrode response study of APTES/ZrO2/ITO (curve i), APTES/ZrO2–RGO/ITO (curve ii), anti-CYFRA-21-1/APTES/ZrO2–RGO/ITO (curve iii) and
BSA/anti-CYFRA-21-1/APTES/ZrO2–RGO/ITO (curve iv) and (b) scan rate studies of BSA/anti-CYFRA-21-1/APTES/ZrO2–RGO/ITO [inset (a) magnitude of oxidation and re-
duction current generated as response of scan rate (mV/s), inset (b) potential as function of scan rate] electrodes.
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redox species results in faster electron diffusion towards the im-
munoelectrode (Kumar et al., 2015b). BSA has been used for
blocking the non-specific active sites of the
anti-CYFRA-21-1/APTES/ZrO2–RGO/ITO immunoelectrode. After
BSA immobilization, magnitude of the peak current further de-
creases to 0.094 mA due to insulating nature of the BSA molecules
(Kumar et al., 2015; Vilian et al., 2014). Further, impedance spec-
trum was measured in the frequency range, 100 kHz–100 mHz,
with varying potential from 10 to 100 mV (Fig. S4). It is found that
the impedance spectra changes shape as the voltage increases and
with increase in the voltage there is a decrease in the charge
transfer resistance (Rct) value after 20 mV. Thus, 20 mV was se-
lected as the optimized voltage for all the impedance measure-
ments. To investigate the heterogeneous electron transport (HET)
of APTES/ZrO2/ITO and APTES/ZrO2–RGO/ITO electrodes, electro-
chemical impedance spectroscopy (EIS) studies were conducted at
20 mV/s (Fig. S5). The HET (6.624�10�6 cm s�1) of
APTES/ZrO2/ITO electrode is found to increase by more than two
times (14.49�10�6 cm s�1) when RGO is incorporated in
APTES/ZrO2–RGO/ITO electrode facilitating faster electron transfer.

The cyclic voltammogram (CV) of APTES/ZrO2–RGO/ITO and
BSA/anti-CYFRA-21-1/APTES/ZrO2–RGO/ITO electrodes were re-
corded as a function of scan rate (50–150 mV/s) (Figs. S6 and 3b).
The magnitudes of both anodic (Ipa) and cathodic (Ipc) peak cur-
rents exhibit a linear relationship with scan rate (Figs. S6 and 3b,
inset a) indicating that the electrochemical reaction is a diffusion-
controlled process (Vasudev et al., 2013) and follows Eqs. (1)–(4):

⎡⎣ ⎤⎦= × ( ) × ( [ ])

+ × = = × ( )

( − )

−

− −R

Ipc

1.43 10 A s/mV scan rate mV/s

2.31 10 A, 0.99, SD 4.53 10 1

APTES/ZrO2 RGO/ITO

9 1/2

7 2 6

⎡⎣ ⎤⎦= − ( ) × ( [ ]) – ×

= = × ( )

( − )

− −

−R

Ipa

1.25 10 A s/mV scan rate mV/s 2.05 10

A, 0.99, SD 4.11 10 2

APTES/ZrO2 RGO/ITO

9 1/2 7

2 6

⎡⎣ ⎤⎦= × ( ) × ( [ ])

+ × = = × ( )

( − − − )

−

− −R

Ipc

1.60 10 A s/mV scan rate mV/s

2.61 10 A, 0.99, SD 4.53 10 3

BSA/anti-CYFRA 21 1/APTES/ZrO2 RGO/ITO

9 1/2

7 2 6

⎡⎣ ⎤⎦= − × ( ) × ( [ ])

– × = = × ( )

( − − − )

−

− −R

Ipa

1.29 10 A s/mV scan rate mV/s

2.48 10 A, 0.99, SD 4.11 10 4

BSA/anti-CYFRA 21 1/APTES/ZrO2 RGO/ITO

9 1/2

7 2 6

Further it is observed that with increasing scan rate, the oxi-
dation peak shifts towards higher potential and the reduction peak
shifts towards lower potential. The linearity is obtained between
the difference in magnitude of the oxidation peak potential and
reduction peak potential (ΔV¼Vpa�Vpc, Vpa is anodic peak po-
tential and Vpc is cathodic peak potential) as a function of scan rate
(Fig. S6 and 3b, inset b), indicating facile charge transfer kinetics
between medium to electrode (Kumar et al., 2015a) and follows
Eqs. (5) and (6) :

⎡⎣ ⎤⎦
Δ

= × ( ) × ( [ ])

+ = = × ( )

( − )

−

−

V

R

1.70 10 V s/mV scan rate mV/s

0.346 V, 0.99, SD 4.79 10 5

APTES/ZrO2 RGO/ITO

3 1/2

2 3

⎡⎣ ⎤⎦
Δ

= × ( ) × ( [ ])

+ = = × ( )

( − − − − )

−

−

V

R

0.90 10 V s/mV scan rate mV/s

0.220 V, 0.99, SD 1.75 10 6

BSA/anti CYFRA 21 1/APTES/ZrO2 RGO/ITO

3 1/2

2 3

where R is the correlation coefficient and SD is the standard de-
viation. The diffusion coefficient (D) of BSA/anti-CYFRA-
21-1/APTES/ZrO2–RGO/ITO immunoelectrode has been de-
termined to be 1.12�10�3 cm2 s�1 using Randle Sevick
equation (Sharma et al., 2012):

( )= × υ ( )I n C2.69 10 AD 7p
5 3/2 1/2 1/2

where Ip is the peak current of immunoelectrode, n is the number
of electrons (1) transferred, A is the active surface area of the
immunoelectrode (0.25 cm2), D is the diffusion coefficient, C is the
concentration of redox species (5�10�3 mol cm�2) and υ is the
scan rate (50 mV/s).

The surface concentration of BSA/anti-CYFRA-21-1/APTES/ZrO2

–RGO/ITO immunoelectrode has been calculated to be
8.03�10�9 mol cm�2 by using Laviron's theory (Sharma et al.,
2012):

= γ υ( ) ( )−I n A 4RTF 8p
2 2 1

where Ip represents the peak current of immunoelectrode, n is the
number of electrons (1) transferred, F is the Faraday constant (
96,485 C mol�1), γ is the surface concentration of the absorbed
electro-active species, A is the surface area of the electrode, ν is the
scan rate (V/s), R is the gas constant (8.314 J mol�1 K�1) and T is
room temperature (25 °C or 298 K).

3.5. Response studies

Differential pulse voltammetry (DPV) technique has been uti-
lized to investigate electrochemical response of the fabricated
BSA/anti-CYFRA-21-1/APTES/ZrO2–RGO/ITO immunoelectrode as a
function of CYFRA-21-1 concentration in PBS buffer (50 mM, 0.9%
NaCl) containing [Fe(CN)6]3� /4� (5 mM) (Fig. 4b). It has been
found that magnitude of the anodic peak current increases after
formation of antigen–antibody complex between CYFRA-21-1 and
anti-CYFRA-21-1 on the electrode surface. To investigate the rea-
sons behind increased peak current, we analyzed the sequence of
CYFRA-21-1 (Cytokeratin 19 fragments, Homo sapiens) obtained
from NCBI protein database (Accession: AAF27048.1, shown in Fig.
S7). It can be seen that CYFRA-21-1 protein contains 14 residues of
tyrosine (Y) molecules. During an electrochemical reaction these
tyrosine molecules undergo oxidation and release electrons (as
shown in Scheme S1) resulting in increased peak current. (Okuno
et al., 2007, Wei et al., 2012, Palecek et al., 2015) The increased
concentration of amino acids due to increased concentration of
CYFRA-21-1 antigen is likely to result in enhanced antigen–anti-
body interaction onto APTES/ZrO2–RGO/ITO electrode leading to
increased peak current. Alternatively, it may perhaps be attributed
to both the conformation changes in the BSA/anti-
Cyfra-21-1/APTES/ZrO2–RGO matrix and the strong affinity of CY-
FRA-21-1 antigen towards the spatially oriented antibodies that
are likely to provide easy conducting paths for electron transfer to
the BSA/anti-CYFRA-21-1/APTES/ZrO2–RGO/ITO electrode leading
to improved sensing characteristics such as linearity, faster re-
sponse time and shelf life (Wan et al., 2013, Okuno et al., 2007,
Kaushik et al., 2009, Viswanathan et al., 2006, Zhang et al., 2008,
Kumar et al., 2015b). The magnitude of anodic current increases
with increasing concentration of CYFRA-21-1 from 2 to
22 ng mL�1 (Fig. 4d) after which the current tends to saturate at
higher concentrations. All the experiments were repeated three
times at each concentration. Results of the response studies
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indicate that BSA/anti-CYFRA-21-1/APTES/ZrO2–RGO/ITO im-
munoelectrode can be used to detect CYFRA-21-1 in the range of
2–22 ng mL�1 (R2¼0.99). The sensitivity of the fabricated im-
munoelectrode can be estimated by the slope of the curve and is
found to be 0.756 mA mL ng�1. The standard deviation and limit of
detection (LOD) for the immunoelectrode are obtained to be
3.08�10�5 and 0.122 ng mL�1, respectively. The limit of detection
has been calculated using the standard Eq. (9):

σ= ( )Limit of detection 3 /Sensitivity 9

where s is standard deviation of the BSA/anti-CYFRA-21-
1/APTES/ZrO2–RGO/ITO immunoelectrode.

We conducted a control experiment using covalently im-
mobilized anti-CYFRA-21-1 onto electrophoretically deposited
RGO on ITO electrode. Fig. S8(a) shows the electrochemical re-
sponse of the fabricated BSA/anti-CYFRA-21-1/RGO/ITO im-
munoelectrode as a function of CYFRA-21-1 concentration in PBS
buffer (50 mM, 0.9% NaCl) containing [Fe(CN)6]3� /4� (5 mM). It
can be seen that the electrochemical response increases as a
function of CYFRA-21-1 concentration (Fig. S8b). Similar behavior
is observed in case of the APTES/ZrO2 based immunosensor (Ku-
mar et al., 2015b). And it may be noted that the observed results
obtained in case of BSA/anti-CYFRA-21-1/RGO/ITO, BSA/anti-
CYFRA-21-1/ZrO2/ITO and BSA/anti-CYFRA-21-1/ZrO2–RGO/ITO
immunoelectrodes are repeatedly obtained.

And another control experiment was conducted to investigate the
electrochemical response of APTES/ZrO2–RGO/ITO electrode towards

CYFRA-21-1 without using anti-CYFRA-21-1 (Fig. S9). We did not ob-
serve any significant changes in magnitude of the peak current with
respect to different concentration of CYFRA-21-1. This result indicates
that the sensor response is likely to be due to the immunoreaction
between anti-CYRA-21-1 and CYFRA-21-1 molecules.

3.6. Interferents studies

Saliva is known to be saturated with a large number of organic,
inorganic and biological analytes such as carcinoembroyonic an-
tigen (CEA) [4–16 ng mL�1], cardiac troponin I (CTN-I)
[0.19 ng mL�1], sodium carboxymethyl cellulose (NaCM)
[10 mg mL�1], glucose [7 mg mL�1], endotheline 1 protein, NaCl
(20 mM), CaCl2 (1.13 mM), KCl (8.38 mM) etc. These analytes may
interfere with the electrochemical response of a
BSA/anti-CYFRA-21-1/APTES/ZrO2–RGO/ITO immunoelectrode. To
investigate the effect of these analytes on electrochemical re-
sponse, we conducted the interferent studies (Fig. 4a) in PBS buffer
(pH 7.0, 50 mM, 0.9% NaCl) containing [Fe(CN)6]3� /4� (5 mM).
First we added 2 ng mL�1 concentration of CYFRA-21-1. After a
defined incubation time the peak current increased to 0.10 mA. On
addition of the various analytes we observed that the maximum
peak current change occurred in the presence of glucose and KCl
with %RSD as 0.60% and 0.75% respectively. The mean %RSD due to
all the interferents is 0.32% which is very low and has no sig-
nificant effect on the peak current of electrochemical response.
These results reveal that BSA/anti-CYFRA-21-1/APTES/ZrO2–RGO/

Fig. 4. (a) Interferents studies of BSA/anti-CYFRA-21-1/APTES/ZrO2–RGO/ITO immunoelectrode (b) electrochemical response studies of BSA/anti-CYFRA-21-1/APTES/ZrO2–

RGO/ITO immunoelectrode as a function of CYFRA-21-1 concentration (2–22 ng/mL) (c) magnified view of oxidation peak current (d) a calibration curve has beet plotted
between peak current and CYFRA-21-1 concentration.
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ITO immunoelectrode is highly selective for the detection of CY-
FRA-21-1 antigen.

3.7. Real sample analysis

Enzyme linked immunosorbent assay (ELISA) was used for
quantitative determination of CYFRA-21-1 in saliva samples of six
oral cancer patients. We performed double-antibody sandwich
ELISA in anti-CYFRA-21-1 coated 96 microtiter wells plate. Both
the standard and the patient's samples were used in triplicate.
Colorimetric reactions were recorded at 450 nm by ELISA plate
reader (iMark, Bio red, USA). After determination of the CYFRA-21-
1 concentration in the saliva of oral cancer patients by ELISA, the
BSA/anti-CYFRA-21-1/APTES/ZrO2–RGO/ITO electrode was used to
record the DPV response towards different concentrations of the
real samples. A reasonable agreement between the response cur-
rent was obtained (Table 1) for real samples and the standard
samples with acceptable %RSD. These results reveal high accuracy
of the fabricated immunosensor for the determination of CYFRA-
21-1 in clinical patient samples.

3.8. Stability and response time studies

The stability of the BSA/anti-CYFRA-21-1/APTES/ZrO2–RGO/ITO
immunoelectrode was determined by DPV studies at a regular interval
upto 10 weeks (Fig. S10). The immunoelectrode was stored at 4 °C
when not in use. It was observed that magnitude of the peak current
exhibited 94% response upto 8 weeks after which the peak current
decreased rapidly indicating that stability of the fabricated im-
munoelectrode is upto 8 weeks. The response time of the
BSA/anti-CYFRA-21-1/APTES/ZrO2–RGO/ITO immunoelectrode was
determined by measuring DPV current response by varying the in-
cubation period from 1 to 30min (Fig. S11). It was found that the
biosensor reached maximum peak current after 16 min of incubation
revealing sufficient attachment of the antigens to the im-
monoelectrode surface. The sensing characteristics of the proposed
BSA/anti-CYFRA-21-1/APTES/ZrO2–RGO/ITO immunosensor are sum-
marized in Table 2.

4. Conclusions

In summary, a non-invasive, label free and efficient im-
munosensor based on nanostructured zirconia decorated reduced
graphene oxide has been fabricated to detect CYFRA-21-1 bio-
marker in saliva of oral cancer patients. The ZrO2–RGO nano-
composite has been prepared through one step low temperature
hydrothermal process and silanized with APTES. Further, the
electrophoretic deposition (EPD) technique has been used for
formation of the thin film of APTES/ZrO2–RGO on ITO coated glass
substrate. The APTES/ZrO2–RGO/ITO electrode surface has been

Table 1
Determination of CYFRA-21-1 concentration in saliva samples using
BSA/anti-CYFRA-21-1/APTES/ZrO2–RGO/ITO bioelectrode.

S. No. CYFRA-21-1 con-
centration determined
using ELISA (in ng
mL�1)

Peak current
(mA) obtained
for standard CY-
FRA-21-1
samples

Peak current
samples (mA)
obtained with
saliva

%RSD
(%)

1. 15.35 0.1095 0.1071 1.51
2. 13.35 0.1080 0.1035 3.35
3. 13.50 0.1082 0.1065 1.12
4. 14.15 0.1086 0.1048 2.52
5. 12.50 0.1074 0.1071 0.20
6. 14.15 0.1086 0.1053 2.18
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functionalized with anti-CYFRA-21-1 antibodies and BSA mole-
cules. The fabricated immunoelectrode (BSA/anti-CYFRA-
21-1/APTES/ZrO2–RGO/ITO) exhibits higher sensitivity (0.756 m
A mL ng�1), wider linear detection range (2–22 ng mL�1) and re-
markable low detection limit (0.122 ng mL�1). The shelf life of this
immunoelectrode has been found to be 8 weeks and results of the
sensing studies have been validated through ELISA. Efforts should
be made to utilize this immunosensor for detection of other cancer
biomarkers and it should be interesting to investigate the effect of
the ZrO2 nanoparticle and the role of antigen-antibody interac-
tions on the performance of this immunosensor.

Acknowledgments

We thank Prof. Yogesh Singh, Vice Chancellor Delhi Technolo-
gical University, Delhi (India) for providing the research facilities.
We thank Dr. A.K. Dewan, Dr. D.C. Dovel and Dr. Birendra Kumar
Yadav of Rajiv Gandhi Cancer Institute & Research Centre for va-
luable discussions. Suveen Kumar is thankful to DTU for the award
of financial assistance, nanofabrication laboratry of DTU for the
AFM facilities, Sandeep Mishra for XRD, Dr. Laxman S. Meena, In-
stitute of Genomics and Integrative Biology, Delhi (India) for TEM
studies and Dr. Saurabh Srivastava, Department of Applied Physics
and Saroj Kumar, DTU for valuable scientific discussions.

Appendix A. Supplementary material

Supplementary data associated with this article can be found in
the online version at http://dx.doi.org/10.1016/j.bios.2015.11.084.

References

Ali, M.A., Kamil Reza, K., Srivastava, S., Agrawal, V.V., John, R., Malhotra, B.D., 2014.
Lipid–lipid interactions in aminated reduced graphene oxide interface for
biosensing application. Langmuir 30 (14), 4192–4201.

Anusha, J., Kim, H.-J., Fleming, A.T., Das, S.J., Yu, K.-H., Kim, B.C., Raj, C.J., 2014.
Simple fabrication of ZnO/Pt/chitosan electrode for enzymatic glucose bio-
sensor. Sens. Actuators B: Chem. 202, 827–833.

Chen, J., Zhang, J., Guo, Y., Li, J., Fu, F., Yang, H.-H., Chen, G., 2011. An ultrasensitive
electrochemical biosensor for detection of DNA species related to oral cancer
based on nuclease-assisted target recycling and amplification of DNAzyme.
Chem. Commun. 47 (28), 8004–8006.

Das, M., Dhand, C., Sumana, G., Srivastava, A., Vijayan, N., Nagarajan, R., Malhotra, B.,
2011. Zirconia grafted carbon nanotubes based biosensor for M. Tuberculosis
detection. Appl. Phys. Lett. 99 (14), 143702.

Dong, X.-C., Xu, H., Wang, X.-W., Huang, Y.-X., Chan-Park, M.B., Zhang, H., Wang, L.-
H., Huang, W., Chen, P., 2012. 3D graphene–cobalt oxide electrode for high-
performance supercapacitor and enzymeless glucose detection. ACS Nano 6 (4),
3206–3213.

Gong, J., Miao, X., Wan, H., Song, D., 2012. Facile synthesis of zirconia nanoparticles-
decorated graphene hybrid nanosheets for an enzymeless methyl parathion
sensor. Sens. Actuators B: Chem. 162 (1), 341–347.

Gonzalez, M., Artimez, M., Rodrigo, L., Lopez-Larrea, C., Menendez, M., Alvarez, V.,
Perez, R., Fresno, M., Perez, M., Sampedro, A., 1997. Mutation analysis of the
p53, APC, and p16 genes in the Barrett's oesophagus, dysplasia, and adeno-
carcinoma. J. Clin. Pathol. 50 (3), 212–217.

Gorschinski, A., Khelashvili, G., Schild, D., Habicht, W., Brand, R., Ghafari, M.,
Bönnemann, H., Dinjus, E., Behrens, S., 2009. A simple aminoalkyl siloxane-
mediated route to functional magnetic metal nanoparticles and magnetic na-
nocomposites. J. Mater. Chem. 19 (46), 8829–8838.

Guilbault, G.G., Palleschi, G., Lubrano, G., 1995. Non-invasive biosensors in clinical
analysis. Biosens. Bioelectron. 10 (3), 379–392.

Kaushik, A., Solanki, P.R., Pandey, M., Ahmad, S., Malhotra, B.D., 2009. Cerium oxide-
chitosan based nanobiocomposite for food borne mycotoxin detection. App.
Phys. Lett. 95 (17), 173703.

Kujan, O., Glenny, A.M., Oliver, R., Thakker, N., Sloan, P., 2006. Screening Pro-
grammes for the Early Detection and Prevention of Oral Cancer. John Wiley &
Sons, Ltd., The Cochrane Library, New York.

Kumar, S., Kumar, S., Srivastava, S., Yadav, B.K., Lee, S.H., Sharma, J.G., Doval, D.C.,
Malhotra, B.D., 2015a. Reduced graphene oxide modified smart conducting
paper for Cancer biosensor Biosens. Bioelectron. 73, 114–122.

Kumar, S., Kumar, S., Tiwari, S., Srivastava, S., Srivastava, M., Yadav, B.K., Tran, T.T.,

Dewan, A.K., Mulchandani, A., Sharma, J.G., Maji, S., Malhotra, B.D., 2015b.
Biofunctionalized nanostructured zirconia for biomedical application: a smart
approach for oral cancer detection. Adv. Sci. 2 (8), 1500048.

Lawrence, H.P., 2002. Salivary markers of systemic disease: noninvasive diagnosis
of disease and monitoring of general health. J. Can. Dent. Assoc. 68 (3), 170–175.

Li, T., Yang, M., 2011. Electrochemical sensor utilizing ferrocene loaded porous
polyelectrolyte nanoparticles as label for the detection of protein biomarker IL-
6. Sensors and Actuators B: Chemical 158 (1), 361–365.

Liu, G., Lin, Y., 2005. Electrochemical sensor for organophosphate pesticides and
nerve agents using zirconia nanoparticles as selective sorbents. Anal. Chem. 77
(18), 5894–5901.

Malhotra, R., Patel, V., Vaqué, J.P., Gutkind, J.S., Rusling, J.F., 2010. Ultrasensitive elec-
trochemical immunosensor for oral cancer biomarker IL-6 using carbon nanotube
forest electrodes and multilabel amplification. Anal. Chem. 82 (8), 3118–3123.

Malhotra, R., Patel, V., Chikkaveeraiah, B.V., Munge, B.S., Cheong, S.C., Zain, R.B.,
Abraham, M.T., Dey, D.K., Gutkind, J.S., Rusling, J.F., 2012. Ultrasensitive detec-
tion of cancer biomarkers in the clinic by use of a nanostructured microfluidic
array. Anal. Chem. 84 (14), 6249–6255.

Mehrotra, R., Gupta, D.K., 2011. Exciting new advances in oral cancer diagnosis:
avenues to early detection. Head Neck Oncol. 3 (1), 1–9.

Nagler, R., Bahar, G., Shpitzer, T., Feinmesser, R., 2006. Concomitant analysis of
salivary tumor markers—a new diagnostic tool for oral cancer. Clin. Cancer Res.
12 (13), 3979–3984.

Okuno, J., Maehashi, K., Kerman, K., Takamura, Y., Matsumoto, K., Tamiya, E., 2007. Label-
free immunosensor for prostate-specific antigen based on single-walled carbon
nanotube array-modified microelectrodes. Biosens. Bioelectron 22, 2377–2381.

Pasternack, R.M., Rivillon Amy, S., Chabal, Y.J., 2008. Attachment of 3-(aminopropyl)
triethoxysilane on silicon oxide surfaces: dependence on solution temperature.
Langmuir 24 (22), 12963–12971.

Patton, L.L., Epstein, J.B., Kerr, A.R., 2008. Adjunctive techniques for oral cancer
examination and lesion diagnosis: a systematic review of the literature. J. Am.
Dent. Assoc. 139 (7), 896–905.

Pickering, V., Jordan, R.C., Schmidt, B.L., 2007. Elevated salivary endothelin levels in
oral cancer patients—a pilot study. Oral Oncol. 43 (1), 37–41.

Punyani, S.R., Sathawane, R.S., 2013. Salivary level of interleukin-8 in oral precancer
and oral squamous cell carcinoma. Clin. Oral Investig. 17 (2), 517–524.

Rajkumar, K., Ramya, R., Nandhini, G., Rajashree, P., Ramesh Kumar, A., Nirmala
Anandan, S., 2015. Salivary and serum level of CYFRA 21‐1 in oral precancer and
oral squamous cell carcinoma. Oral Dis. 21 (1), 90–96.

Roushani, M., Valipour, A., 2016. Using electrochemical oxidation of Rutin in
modeling a novel and sensitive immunosensor based on Pt nanoparticle and
graphene–ionic liquid–chitosan nanocomposite to detect human chorionic
gonadotropin. Sens. Actuators B: Chem. 222, 1103–1111.

Sawangphruk, M., Srimuk, P., Chiochan, P., Krittayavathananon, A., Luanwuthi, S.,
Limtrakul, J., 2013. High-performance supercapacitor of manganese oxide/re-
duced graphene oxide nanocomposite coated on flexible carbon fiber paper.
Carbon 60, 109–116.

Scully, C., Bagan, J.V., Hopper, C., Epstein, J.B., 2008. Oral cancer: current and future
diagnostic techniques. Am. J. Dent. 21 (4), 199–209.

Sharma, A., Pandey, C.M., Sumana, G., Soni, U., Sapra, S., Srivastava, A., Chatterjee, T.,
Malhotra, B.D., 2012. Chitosan encapsulated quantum dots platform for leuke-
mia detection. Biosens. Bioelectron. 38 (1), 107–113.

Solanki, P.R., Kaushik, A., Agrawal, V.V., Malhotra, B.D., 2011. Nanostructured metal
oxide-based biosensors. NPG Asia Mater. 3 (1), 17–24.

Srivastava, S., Kumar, V., Ali, M.A., Solanki, P.R., Srivastava, A., Sumana, G., Saxena, P.
S., Joshi, A.G., Malhotra, B., 2013. Electrophoretically deposited reduced gra-
phene oxide platform for food toxin detection. Nanoscale 5 (7), 3043–3051.

Tille, P., 2013. Bailey & Scott's Diagnostic Microbiology. Elsevier Health Sciences,
United States.

Vasudev, A., Kaushik, A., Bhansali, S., 2013. Electrochemical immunosensor for label
free epidermal growth factor receptor (EGFR) detection. Biosens. Bioelectron.
39 (1), 300–305.

Vilian, A.E., Chen, S.-M., Huang, L.-H., Ali, M.A., Al-Hemaid, F.M., 2014. Simultaneous
determination of catechol and hydroquinone using a Pt/ZrO 2-RGO/GCE com-
posite modified glassy carbon electrode. Electrochim. Acta 125, 503–509.

Viswanathan, S., Wu, L.C.M., Huang, R., Ho, J.A., 2006. Electrochemical im-
munosensor for cholera toxin using liposomes and poly(3,4-ethylenediox-
ythiophene)-coated carbon nanotubes. Anal. Chem. 78, 1115–1121.

Wan, Y., Su, Y., Zhu, X., Liu, G., Fan, C., 2013. Development of electrochemical im-
munosensors towards point of care diagnostics. Biosens. Bioelectron. 47, 1–11.

Wang, J.H., Wang, B., Liu, Q., Li, Q., Huang, H., Song, L., Sun, T.Y., Wang, H., Yu, X.F., Li,
C., 2013. Bimodal optical diagnostics of oral cancer based on Rose Bengal
conjugated gold nanorod platform. Biomaterials 34 (17), 4274–4283.

Wei, J., Qiu, J., Li, L., Ren, L., Zhang, X., Chaudhuri, J., Wang, S., 2012. A Reduced
graphene oxide based electrochemical biosensor for tyrosine detection. Nano-
technology 23 (33), 335707.

Wei, Y., Gao, C., Meng, F.-L., Li, H.-H., Wang, L., Liu, J.-H., Huang, X.-J., 2011. SnO2/
reduced graphene oxide nanocomposite for the simultaneous electrochemical
detection of cadmium (II), lead (II), copper (II), and mercury (II): an interesting
favorable mutual interference. J. Phys. Chem. C 116 (1), 1034–1041.

Zhang, S., Zheng, F., Wu, Z., Shen, G., Yu, R., 2008. Highly sensitive electrochemical
detection of immunospecies based on combination of Fc label and PPD film/
gold nanoparticle amplification. Biosens. Bioelectron 24, 129–135.

Zhao, N., Pan, D., Nie, W., Ji, X., 2006. Two-phase synthesis of shape-controlled
colloidal zirconia nanocrystals and their characterization. J. Am. Chem. Soc. 128
(31), 10118–10124.

S. Kumar et al. / Biosensors and Bioelectronics 78 (2016) 497–504504



Volume 7(6): 374-379 (2015) - 374
J Microb Biochem Technol 
ISSN: 1948-5948 JMBT, an open access journal

Sharma et al., J Microb Biochem Technol 2015, 7:6
http://dx.doi.org/10.4172/1948-5948.1000241

Review Article Open Access

Microbial & Biochemical Technology
Jo

ur
na

l o
f M

icr
obial & Biochemical Technology

ISSN: 1948-5948

New Generation Antibiotics/Antibacterials: Deadly Arsenal for Disposal of 
Antibiotic Resistant Bacteria
Monica Sharma*1,2, Shashank Singh2 and Sidharth Sharma2

1Department of Biotechnology, School of Biosciences and Biotechnology, Babasaheb Bhimrao Ambedkar University, Vidya Vihar, Raebareli Road, Lucknow, Uttar 
Pradesh, India 
2Department of Biotechnology, Delhi Technological University, Main Bawana Road, Shahbad Daulatpur, Delhi, India

*Corresponding authors: Monica Sharma, Department of Biotechnology, Delhi 
Technological University, Main Bawana Road, Shahbad Daulatpur, Delhi, India, Tel: 
+91-9717386785; E-mail: monashimla@gmail.com

Received September 26, 2015; Accepted October 20, 2015; Published October 
27, 2015

Citation: Sharma M, Singh S, Sharma S (2015) New Generation Antibiotics/
Antibacterials: Deadly Arsenal for Disposal of Antibiotic Resistant Bacteria. J 
Microb Biochem Technol 7: 374-379. doi:10.4172/1948-5948.1000241

Copyright: © 2015 Sharma M, et al. This is an open-access article distributed 
under the terms of the Creative Commons Attribution License, which permits 
unrestricted use, distribution, and reproduction in any medium, provided the 
original author and source are credited.

Keywords: Teixobactin; Anti-microbial peptides; Ctriporin; Beta-
Lactum

Introduction
The last century saw the emergence of antibiotics as wonder drugs 

which not only saved million lives but also revolutionsed the arena 
of advanced medical sciences. These drugs have not only reduced 
the mortality during routine surgery and childbirth to negligible, 
and but also reduced the stigma associated with HIV which was once 
considered as deadly disease. In recent times due to exposure to various 
xenobiotics/drugs, bacteria are evolving so rapidly that they have 
developed resistant against antibiotics/antibacterial and hence pose 
serious threat to health [1]. Resistance development limits the use of 
antibacterials and this increases the demand of introduction of new 
compounds [2,3]. When early resistance to penicillin was observed, 
second generation antibiotics, methicillin, cephalothin and imipenem 
were already developed [4]. In 1961, a methicillin resistant strain of 
S. aureus (MRSA) was observed [5] and at present worldwide, an 
estimated 2 billion peoples carry some form of S. aureus and of these up 
to 53 million (2.7% of carriers) are thought to carry MRSA [6]. Over the 
years it has become clear that bacteria can develop resistance to almost 
any antibiotic. Except a few antibiotics, for instance erythromycin and 
vancomycin, resistance was developed against majority of anti bacterials 
only a few years after their introduction into clinical use [7,8].

The mechanism of development of resistance in bacteria is 
mainly consisting of three strategies- (i) overexpression of enzymes 
that can modify the antibiotic drug rendering the antibiotic inactive; 
(ii) mutation of the bacterial target site that allows the target site to 
maintain its functional role yet abrogates binding of drug to the target 
or transverse of the antibiotic across the bacterial cell wall; (iii) export 
of antibiotic drugs to the extracellular media via multidrug-resistant 
(MDR) efflux pumps or loss of porin channels resulting in lower 
permeability of antibiotics (Figure 1) [9]. For example-drugs such 
as β-lactams, are inactivated via the over expression of β-lactamases, 
which hydrolyze the antibiotics [10], antibiotics such as linezolidare 

and the streptogramin class rendered ineffective via the modification 
of 23S ribosomal RNA [11] and efflux pump proteins such as AcrB in 
E. coli [12] export anti biotics such as ciprofloxacin and tetracycline out 
of bacterial cells.

The aim of this review is to explore the current status of research 
and development of antibacterial compounds and techniques to tackle 
the bacterial infection. 

Teixobactin
Teixobactin is the first of its kind of antibiotic that provides a 

Abstract
Inappropriate prescribing, lack of compliance in taking medicines and wise spread uncontrolled use of drugs 

led to emergence of multidrug resistance in clinically important infectious agents. Over 480000 new cases of 
multidrug-resistant tuberculosis (MDR-TB) were reported by WHO in the year 2013 in hundred countries world 
wide. Therefore, there is an urgent need for new generation antibacterial which can effectively and precisely act 
on drug resistant bacteria. Different strategies of development of resistance in bacteria involve the changes at 
molecular level like mutations, over expression of enzymes and efflux. So, the strategies of antibiotics development 
can include methods which can counteract at molecular level like antisense antibacterial and inhibition of quorum 
sensing. Bacterial gene rpoD found in Staphylococcus species is highly conserved and became basis in creation of 
antisense antibacterial against it. Lipid II class of antibiotics including teixobactin and antimicrobial peptides (AMPs), 
i.e. produced synthetically, have also shown promising results against the resistant bacterial strains. The present 
review summarizes the current scenario on research and development of new age antibiotics and techniques to 
tackle drug resistant bacterial infection.

Figure 1: General mechanism of developing antibiotic resistance in bacteria.
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membrane like gram negative pathogens, particularly carbapenem 
resistant enterobacteriaceae, or those with New Delhi metallo-beta-
lactamase 1 [22].

Antisense Antibacterial
Antisense antibacterials are short (about 10 to 20 bases), synthetic 

DNA analogs that constrains the essential genes expression at mRNA 
level in a sequence-specific manner [23]. Thereafter, antisense 
inhibition leads to bacteriocidal or bacteriostatic effect or restoration 
of bacterial susceptibility, which relies on the role of targeted gene. 
Synthetic antisense oligomers, particularly phosphorodiamidate 
morpholino (PMO) [24] and peptide nucleic acid (PNA) [25], possess 
favorable properties in light of antisense antibacterial application. 
It also includes enhanced biological stability, targeting specificity, 
binding affinity and access to an array of chemical modifications. 
Meanwhile, instead of simple mixture, cell penetrating peptides (CPP) 
can be covalently attached or conjugated at the end of PNA or PMO 
chain to upgrade cellular uptake of antisense oligodeoxynucelotides 
(ASODNs) without affecting Watson-Crick base paring between 
antisense oligomers and targeted RNAs [26]. Synthetic peptide- PNA 
or peptide-PMO conjugates targeting growth-essential genes shown 
to inhibit bacterial progression in pure culture and in infected tissue 
culture too. Therefore, a range of functional genes have been identified 
as potential targets [27]. However, only a few initial reports provided 
preliminary proof-of-principle support on antisense targeting of S. 
aureus genes for growth inhibitory effect (i.e., peptide-PNA targeting 
fabI [28] and phoB, fmhB, gyrA, plus hmrB.

Bacterial DNA-dependent RNA polymerase (RNAP) plays a 
vital role in transcription regulation and gene expression. Function 
of which requires coordination of a core enzyme (comprising five 
subunits α2, β, β’ and Ω) and an independent σ subunit that is 
reversibly employed by core enzyme [29]. The RNAP core enzyme is 
accountable for transcription elongation whereas different σs bind to 
different promoters to initiate transcription of genes of varied function. 
This irreversible inhibition of RNAP thereby causes cell death. It has 
engrossed much exploration for developing specific RNAP inhibitors 
(e.g., the rifamycins with fundamental clinical significance). The most 
developed σ70 family of σs, especially the primary σ70, is essential for 
initiating transcription of multiple genes in exponential growth cells 
[30], which to our knowledge has not previously been demonstrated 
for antisense target validation in S. aureus. The primary σ70s are 
found to be unique in structure, function as well as homology. The 
core regions of bacterial and eukaryotic RNAPs share structural and 
functional similarities, but the sequences of encoding genes are only 
partially homologous. Specifically, bacterial gene rpoD (encoding the 
primary σ70 of RNAP) shares the least homology in sequence with 
eukaryotic rpoD. Hence, in contrast to more conserved molecules, 
sequence-based drugs targeting rpoD products, including mRNAs, 
are less likely to cross react with host molecules. Most importantly, 
bacterial gene rpoD is highly conserved in identity and homologous in 
sequence among different pathogenic Staphylococcus species [31]. Such 
features are of distinctive advantages for developing narrow-spectra of 
anti-MRSA antisense agents.

Antimicrobial Peptides (AMPs)
In year 1939 Dubas discovered antimicrobial peptides [32]. Both 

Dubos and Hotchkiss identified an AMP in the following year which was 
named as gramicidin [33]. It was found to be very effective for topical 
treatment of wounds and ulcers [34]. AMPs, the major components of 

maiden entry to a more promising lipid II class of antibiotics (Figure 
2). It is different from other known antibiotics like glycopeptides, 
lantibiotics and defensins in both its mode of action and structure 
[13-15]. Teixobactin is light of new hope in this era of incessantly 
growing antibiotics resistance; it is found out to be effective against a 
number of drug- resistant pathogenic microbes in some animal models 
of infection. Attack of teixobactin involves its binding to the wall of 
teichoic acid precursor that leads to the efficient lysis of cells and also 
the killing of cells by action of liberated autolysins [16]. Action of 
teixobactin is similar to the one other naturally occurring compound 
with a competent killing ability, ‘acyldepsipeptide’. It converts the 
ClpP protease into a non-specific hydrolase which finally digests the 
cell [17]. Multiple targets are involved in the action of teixobactin out 
of which none of them is a protein.

Gram positive bacteria possess easily accessible lipid II which are 
poly prenyl precursors coupled to cell envelop and they represent 
a deadly weakness for antibiotic attack [18]. Among eubacteria 
pyrophosphate-sugar moiety of teixobactin target molecules is highly 
conserved. Gram-negative bacterium is one of those producers and its 
external membrane protects the bacterium from the re-entry of the 
compound. Henceforth, it is suggested by the study that the producer 
does not hires an alternative pathway for the synthesis of cell wall that 
would protect it from teixobactin. Therefore other bacteria couldn’t 
borrow it. Horizontal transmission of a confrontation mechanism 
could sooner or later arise from some soil bacterium. The highly 
conserved teixobactin binding motif can take the form of an antibiotic 
modifying enzyme. Beta-lactams or aminoglycosides are those 
common antibiotics that codes for enzymes which attacks recurrently 
and they are unidentified for the vancomycin. 

Newly discovered teixobactin is even less common than 
vancomycin. After its introduction into the clinic, it took years for 
vancomycin resistance to appear [19]. The lipid II modification pathway 
leading to vancomycin resistance possibly originated in the producer 
of vancomycin, Amycolatopsis orientalis [20]. Perhaps this could take 
even longer for resistance to better-protected teixobactin to emerge. 
The properties of teixobactin suggest that it evolved to minimize 
resistance development by target microorganisms. It is expected 
that additional natural compounds with similarly low susceptibility 
to resistance are present in nature and are waiting to be discovered 
[21]. However, teixobactin is not active against bacteria with an outer 

Figure 2: Structure of Teixobactin.
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innate immune system play a vital role in the host defense mechanism 
against environmental microorganisms. They are well versed in nature, 
existing in organisms from insects to plants and from microorganisms 
to mammals. AMPs have broad spectra of activity against infectious 
agents that includes Gram-negative and Gram-positive bacteria, fungi, 
viruses, and parasites too and rapid action. Cationic peptides are not 
affected by many antibiotic resistance mechanisms that now bound 
the use of other antibiotics [35,36]. Furthermore, in some of the cases, 
certain AMPs have been reported to kill antibiotic resistant bacteria 
e.g., both nisin (an AMP) and vancomycin (an antibiotic) kill bacteria 
by blocking their cell wall synthesis. However, MRSA (methicillin 
resistant Staphylococcus aureus) strain was reported to be resistant to 
vancomycin, while it was still sensitive to nisin [37].

In total, more than 5,000 AMPs have been discovered or synthesized 
up to date [38]. Natural AMPs can be found in both prokaryotes 
(e.g., bacteria) and eukaryotes (e.g., protozoan, fungi, plants, insects, 
and animals) [39-42] whereas in animals, AMPs are mostly found in 
the tissues and organs that are exposed to airborne pathogens. They 
are believed to be the first line of the innate immune defense [43,44] 
against viruses, bacteria, as well as fungi [40].

Most AMPs reported till date can be characterized on the basis 
of their secondary structures and classified into four types: β-sheet, 
α-helix, extended, and loop. Among these structural elements, α-helix 
and β-sheet structures are more common [45] and α-helical peptides are 
the most extensively studied AMPs (Table 1). In α-helix conformation 
the distance between two adjacent amino acids is around 0.15 nm and 
the angle between them with regard to the center is around 100 degree 
from the top view. The best known examples of α-helical AMPs are 
magainin, protegrin, cyclic indolicin and coiled indolicin [46]. β-sheet 
peptides are composed of at least two β-strands with disulfide bonds 
between these strands [47]

Researchers have identified, cloned and characterized a novel 
antimicrobial peptide from the venom of the scorpion Chaerilus 
tricostatus and named it as ctriporin [58]. The mature peptide of 
ctriporin was composed of 19 amino acid residues and possessed 
amidated C terminus. At low concentrations Ctriporin showed potent 
growth-inhibitory activity against standard Candida albicans and 
Gram-positive bacteria. Moreover, the in vitro treatment of clinically 
isolated pathogenic strains exhibited that ctriporin can also restrain 
antibiotic-resistant pathogens, including MRSA, methicillin-resistant 
coagulase-negative Staphylococcus (MRCNS), and penicillin- resistant 
Staphylococcus epidermidis (PRSE) strains. Ctriporin antimicrobial 
activity was explored in in vivo ointment application in topical 
treatment of mouse skin infection model. Finally, a standard Gram-
positive bacterium, S. aureus, as a model bacterial strain is chosen to 
further explore the antimicrobial mechanism of ctriporin. All research 
about Ctriporin indicate it as an effective promising antimicrobial agent 
which act via the bactericidal mechanism of the rapid cell lysis [58].

Inhibition of Quorum Sensing
Quorum sensing is a communication services or a system of 

communication between bacterial cells, whereby bacterial cells 
secrete and receipt signaling molecules from the local environment. 
A sufficient amount of inducer molecules is required to trigger the 
expression or suppression of specific genes responsible for bacterial 
activities like virulence gene expression, biofilm formation and 
resistance against antibiotic treatment [9]. Almost all quorum-sensing 
processes use micro molecules, known as autoinducers (AIs). Most 
frequently studied autoinducers belong to one of the following classes: 
acylated homoserine lactones (AHLs) used by Gram-negative bacteria 
(also sometimes called autoinducer-1 [AI-1]); peptide signals used by 
Gram-positive bacteria; and autoinducer-2 (AI-2) used by both Gram-
negative and Gram-positive bacteria [59].

Inhibition of Quorum Sensing is one of the latest therapeutics 
development technologies that aim at targeting functions that are 
important for the infection. This technique has various potential 
benefits that include increase in range of bacterial targets, exertion 
of less selective stress and preservation of the host endogenous 
microbiome, which could ultimately result into the decreases resistance 
[60]. Several measures that were taken to inhibit regulation of virulence 
factors have engrossed on their interference with QS. Various efforts 
have been taken to discover the compounds along with inhibitory 
QS systems due to the vital role of QS in modulation and regulation 
of hundreds of virulence factors in bacteria. These compounds shall 
inhibit the synchronized expressions of virulence determinants without 
prying with bacterial growth because they could stay along with the 
base of an anti-pathogenic strategy and this would ultimately generate 
less resistance [61].Some bacteria species can produce enzymes 
called lactonases that can target and inactivate AHLs. Researchers 
have developed novel molecules which block the signaling receptors of 
bacteria, mBTL is a compound that has been shown to inhibit quorum 
sensing [62]. Furthermore, several research groups are analyzing and 
developing some compounds of natural origin (such as caffeine) as 
potential quorum sensing inhibitors [63].

Broadening the Spectrum of Beta-Lactam Antibiotics
The resistance of MRSA strain to all Beta-lactam class antibiotics 

limits treatment recourse for serious ailments caused by this organism. 
Researchers discover new agents that restore the activity of beta-lactams 
against MRSA, an approach that has led to the discovery of two classes 
of natural product antibiotics, a cyclic depsipeptide (krisynomycin) 
and a lipoglycopeptide (actinocarbasin) [64], which potentiate the 
activity of imipenem against MRSA strain COL. Researchers reported 
that these imipenem synergists are inhibitors of the bacterial type 
I signal peptidase SpsB, a serine protease that is required for the 
secretion of proteins that are exported through the Sec and Tat systems 
[65]. A synthetic derivative of actinocarbasin, M131, synergized with 
imipenem was prepared and exhibited both in vitro and in vivo potent 
efficacy. The in vitro activity of M131 extends to clinical isolates of 
MRSA but not to a methicillin-sensitive strain (Figure 3). 

Synergy is restricted to beta-lactam antibiotics and is not observed 
with other antibiotic classes. The current propose is that the SpsB 
inhibitors synergize with beta-lactams by preventing the signal 
peptidase-mediated secretion of proteins required for beta-lactam 
resistance. Combinations of SpsB inhibitors and beta-lactams may 
expand the utility of these widely prescribed antibiotics to treat MRSA 

S.No Classes of AMPs Examples

1. Antiviral Peptides [48,49] Heparan Sulfate (gllycosaminoglycan)
Lactoferrin (cationic peptides)

2. Antibacterial Peptides
[37,50-52]

Buforin
Drosocin, Pyrrhocoricin & Apidaecin

Nisin

3. Antifungal Peptides
[53-55]

α helical(D-V 13K and P18)
β sheet (Defensins)

Indolicin

4. Antiparasitic Peptides [56,57] Magainin
Cahelicidin

Table 1: Classifications of AMPs.



Citation: Sharma M, Singh S, Sharma S (2015) New Generation Antibiotics/Antibacterials: Deadly Arsenal for Disposal of Antibiotic Resistant Bacteria. 
J Microb Biochem Technol 7: 374-379. doi:10.4172/1948-5948.1000241

Volume 7(6): 374-379 (2015) - 377
J Microb Biochem Technol 
ISSN: 1948-5948 JMBT, an open access journal

infections, analogous to beta-lactamase inhibitors which restored 
the utility of this antibiotic class for the treatment of resistant Gram-
negative infections [64].

Nano Metals as Antibacterial Agents
Metals posess good thermal, electrical conductivity and chemical 

reactivity oweing to their large crystallographic suface area to volume 
ratio, hence can be potentially very toxic to the microbes. Due to their 
antimicrobial activity humans are using some metals since ages as 
antimicrobial agents in agriculture and medical uses e.g., silver has 
potential antimicrobial activity at unusual low concentrations [66]. 
Recently developed approaches in the domains of nanotechnology, 
especially the capability to produce metal oxide nanomaterials of definite 
size and shape, are liable to lead the development of new antibacterial 
agents [67]. Nanoparticles have received great attention due to their 
unique physical, chemical, and effective biological properties in various 
fields, including medicine. Considering these unique properties, nano-
sized organic and inorganic particles are being generated for ultimate 
use in medical practices, such as metal oxides of zinc, copper, and iron 
in biomedical research [68,69].

Silver nanoparticles manifested biocide effect by anchoring 
and penetrating the bacterial cell wall and interact with sulfur- and 
phosphorus-containing biomolecules like DNA and silver ions 

strongly interacts with thiol groups of vital enzymes and inactivates 
them [70,71]. Silver exhibited more pronounced action against gram 
negative organisms than gram-positive bacteria and can inhibit growth 
of approximately 650 diesease causing agents. Silver nanoparticle 
based biocide showed that its antimicrobial effect is independent of 
acquisition of resistance against antibiotics [72]. Necessary metals such 
as copper also show similar properties but above some threshold levels 
[73,74]. The mode of action of the biocide activity is based on specific 
properties of metals and it can be activated by the metal reduction 
potential and the metal donor atom selectivity and/or speciation [66]. 
In addition, nanoparticles with smaller particle size have been reported 
to show good antimicrobial activity [75]. Antimicrobial activity 
of nanoparticles has largely been studied with human patho genic 
bacteria such as Escherichia coli [76] and Staphylococcus aureus [77]. 
Moreover, these microbes seem to be highly sensitive to ZnO and CuO 
nanoparticles [75,78]. The cell can directly incorporate nanoparticles 
via endocytotic mechanisms and afterwards the cellular uptake of ions 
increases as ionic species are subsequently released within the cells 
by nanoparticle dissolution, a process often referred as “the Trojan 
horse mechanism”. This high intracellular concentration gained 
after nanoparticle dissolution within the cell likely results in massive 
oxidative stress [79-81]. Recently bioactive glass BAG-S53P4 was 
reported to have anti-biofilm forming activity against MDR bacterial 
strains [82,83].

Conclusion
According to an estimate the number of deaths caused by bacterial 

infection is highest in the world. There is an urgent need of novel 
antimicrobial drugs to fight against infection because bacteria are 
evolving and developing with a greater pace. We are surrounded by 
endless possibilities to fight against bacterial infection but only some 
of them are explored yet. Out of all existent antimicrobial drugs only a 
few have been taken to the clinical trials only a very few reached to the 
market for public use. 

Teixobactin is a very effective drug against many pathogenic micro-
organisms which are resistant to the drugs currently in market. But it 
has some limitations for gram –ve bacteria. Anti-microbial peptides 
(AMPs) being a module of immune system though, can be synthesized 
for use as an antibiotics, which are very effective especially in topical 
treatment of ulcer etc. Cloned AMP ctriporin is a good example which 
a very effective role in inhibiting MRSA, MRCNS and PRSE. Molecular 
methods have also been employed for bacterial infection treatment 
involving antisense antibacterial and quorum sensing inhibitions which 
can easily overcome the resistance developed by micro-organisms 
and are very specific to its target. This can be a very sincere step in 
developing new antimicrobials.
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ABSTRACT 

 

Topical delivery to skin is an essential step in non-invasive application of nucleic acid therapeutics for 

cutaneous disorders. The barrier posed by different layers of skin - stratum corneum on top followed by the 

viable epidermis below - makes it extremely challenging for large hydrophilic molecules like nucleic acids to 

efficiently enter the uncompromised skin. We report an amphipathic peptide Mgpe9 

(CRRLRHLRHHYRRRWHRFRC) that can penetrate the uncompromised skin, enter skin cells and deliver 

plasmid DNA efficiently as nanocomplexes in vitro and in vivo without any additional physical or chemical 

interventions prevalent currently. We observe efficient gene expression up to the highly proliferating basal 

layer of the skin without observable adverse reactions or toxic effects after delivery of reporter plasmids. The 

entry mechanism of nanocomplexes possibly involves reversible modulation of junction proteins accompanied 

by transient changes in skin structure. This  peptide holds  potential to be used as an efficient transporter of 

therapeutic nucleic acids to skin. 
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Cell penetrating peptide, Topical, Nucleic acid delivery, Skin penetration, Dermatology, Transfection 
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INTRODUCTION 

 

Skin, by virtue of its large size and easy accessibility, can be explored for therapeutic interventions. It has 

been shown to be a favorable target for both topical as well as transdermal delivery of different small 

molecule drugs [1-3]. Usually substances that are small in size (<500Da) with high or moderate lipid solubility 

penetrate/permeate skin more easily as compared to large hydrophilic molecules whose diffusion is slow and 

inefficient. The stratum corneum containing dead keratinocytes, tight junctions called desmosomes and 

different cellular barriers pose difficulty for facile delivery of such molecules to skin. Strategies have been 

designed to aid delivery of macromolecules like proteins, nucleic acids and glycosaminoglycans to the skin [4-

6]. Delivery methods usually involve harsh physical procedures e.g.  electroporation and  microneedle  

injections,  treatments  with  chemical  enhancers  or  use  of vesicles like liposomes, ethosomes and 

transferosomes [7-11]. These methods other than ethosomes which have been used for dermal and 

transdermal delivery in clinic [4], compromise the integrity of the skin structure to an extent and may have 

other side effects if intended to be used in a diseased condition where the structure of the skin could be even 

more fragile. In recent times, natural and synthetic peptides have emerged as potential transporters of large 

biomolecules like proteins and plasmid DNA to cells [12-14]. Peptides are easy to synthesize, diverse in 

chemistry and can be modified for cellular targeting. Peptides like TAT, polyarginine, magainin and penetratin 

can penetrate the stratum corneum and have been used for efficient transdermal delivery of small molecules 

in skin [15,16].  Recently TD-1,  a  cyclic  peptide,  has  been  shown  to  enhance  transdermal delivery  of 

hydrophilic macromolecular proteins like insulin [17]. Another phage display derived peptide SPACE has been 

used for siRNA delivery across intact skin [18]. Peptide mediated HIFαODD plasmid DNA delivery has been 

successful in stimulating wound healing in integrity compromised skin [19]. In another report cysteine flanked 

arginine-rich peptide has been shown to deliver luciferase plasmid through intradermal injection in skin [20].  

Also many fusion proteins such as TAT-epidermal growth factor, Chaperon-epidermal growth factor, TAT  and  

R9  fused anti-oxidative enzymes, and  non- covalently associated cargo such as TAT-EGFP have been 

shown to enter skin in an efficient manner [21-23]. However none of these peptide transporters has been 

used alone for simple topical delivery of plasmid DNA to uncompromised skin without additional intervention. 

We have investigated whether a novel cell penetrating peptide Mgpe9 can potentially be used as a non-

invasive and non-toxic topical delivery system for plasmid DNA delivery to intact human skin in unaided 

manner. We have also analyzed if the plasmid delivered is functionally potent, shows efficient gene 

expression throughout the skin tissue and the expression is retained for a long duration thereby indicating its 

usefulness for future clinical applications. 
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MATERIAL AND METHODS  

Chemicals and Cell lines 

All  the  peptides  (either  labeled  with  Fluorescein  Isothiocyanate  (FITC)  or  used  without  any 

fluorophore label) used in this study were custom synthesized (>98% purity) by Beijing SBS Genetech Co., 

Ltd.(Beijing, China). FITC-labeled peptides were used for partition coefficient analysis [24,25], peptide 

uptake studies in either cell lines [25] or tissue [26-28], to study the role of junction proteins upon 

peptide treatment on skin [29] as well as skin integrity assessment using dye penetration assay [30]. For 

all other experiments, unlabeled peptide was used. However stability of the FITC peptide under test 

conditions has not been studied. The plasmids pEGFP-C1, 4.7kb (Clontech) and pMIR- REPORT
TM   

Luciferase, 6.47kb  (Ambion)  were  cultured  using  Escherichia coli  DH5α  strain  and isolated  using  

GenElute  HP  Endotoxin-Free  Plasmid  MaxiPrep  kit  (Sigma).  pMIR-REPORT
TM

 Luciferase plasmid 

was used to prepare nanocomplexes in those cases where the luciferase gene was   transfected.   In   

all   other   experiments   pEGFP-C1   plasmid   was   used   to   prepare   the nanocomplexes. All the 

chemicals and culture media used were obtained from Sigma unless mentioned otherwise. The luciferase 

assay kit and CellTitre Glo viability assay kit were purchased from Promega. Label IT® Tracker 

Fluorescein kit for labeling plasmid DNA was obtained from Mirus Bio Corp. HaCaT, which is an adult 

keratinocyte cell line, was obtained as a gift from Dr. Sudhir Krishna, NCBS, Bangalore, India. WM266-4 

melanoma cells were obtained from NCCS cell repository, Pune, India. 

 

Partition coefficient estimation 

 

Partition coefficient of the peptides (Mgpe9 and control peptides TAT, Penetratin) was estimated using 

pentanol:water (1:1, v/v) system with slight modification of protocol [24,25] wherein 500μl of pentanol was 

mixed with 500μl of water and vortexed for 1min, followed by addition of 200μg FITC- labeled peptides. The 

solution was again vortexed for 2-3 minutes and left undisturbed at room temperature. After 24h, 

fluorescence was measured in 100μl of solution from pentanol phase and water phase respectively in 

independent experiments using microplate reader (Infinite 200 Pro, Tecan). Sampling from the interface of 

two solutions  was  avoided  to  get  proper  distribution of  peptide  between the  two  separate  phases.  

Hydrophobicity index for all the peptides was calculated using HELIQUEST software. 

 

Pre-processing of human skin tissue 

 

Human foreskin tissue (discarded sample, collected and studies approved by institutional human ethics 

committee [Approval Number:IGIB/HEC/09/13]) obtained in transportation media (Hank's Balanced Salt 

Solution or HBSS from Invitrogen) was washed three times alternately with 1X phosphate buffered saline 

(PBS) and 70% alcohol solution to clear the contamination if any. For skin penetration and integrity tests, 
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tissue was pre-soaked for 24h in 1X phosphate buffered saline solution before conducting the study 

whereas for ex vivo experiments, tissue was processed into small pieces of 0.5cm x 0.5cm using sterile 

scalpel and plated in small inserts (to cover the base area completely and avoid sideways contamination 

owing to movement during treatment) in a 24 well plate with 300µl of Keratinocyte-Serum Free medium (K- 

SFM from  Invitrogen) in the outer well such that only the dermis remained submerged in media whereas 

epidermis was exposed for the topical treatment.  

 

Peptide skin penetration test 

 

The penetration ability of peptides (labeled with FITC) across human skin was assessed using peptide skin 

penetration test with slight modification of protocols [26,27]. Equilibrated skin tissue was placed in between 

the two compartments of Franz apparatus held together by means of spring clips where receptor 

compartment was pre-filled with 20ml of 1X phosphate buffered saline (PBS) solution (pH=7.4) along with a 

magnetic bead in it to allow continuous stirring to take place while the experiment is being performed. 

Following this set up, 200μl of 1μg/μl FITC labeled peptide solution (Mgpe9 and control peptide TAT) was 

added from the opening provided in donor compartment present on top of the tissue. Application was made 

on the dorsal surface of exposed epidermis of skin tissue and system was kept under constant agitation at 

250rpm at room temperature. Tissues were taken out after 4h and also after 24h (in independent 

experiments), followed by three washes with ice cold 1X phosphate buffered saline (PBS) having heparin 

salt (1mg/ml) to remove the unbounded fraction if any. Fixation of samples was done using 4% 

paraformaldehyde for 30minutes and immediate cryosectioning in each case to obtain thin tissue sections 

(6 microns) that were visualized using inverted DMI6000B fluorescence microscope (Biomedical Research 

Leica). 

 

Cellular uptake of peptides  

 

Cells were seeded in a 24 well plate at density of 60,000 cells per well for HaCaT and 80,000 cells per  well 

for WM266-4 melanoma respectively. After  24h  (when  70% confluency was  attained), complete media 

was replaced with 300μl of Opti-MEM (Invitrogen) in each well. Following this, 100μl of FITC- labeled 

peptides Mgpe9, TAT and Penetratin (with final concentration 5μM per well) were added to the cells. After 

4h of incubation at 37°C, cells were washed twice with ice cold 1X phosphate buffered saline (PBS) 

containing 1mg/ml heparin salt followed by single wash with 100μl of 0.4% trypan blue in 1X phosphate 

buffered saline (PBS) [1:1; v/v ratio] in order to quench extracellular fluorescence. Cells were obtained by 

trypsinization (100μl of 0.25% trypsin) and centrifuged at a speed of  2000rpm for 5 minutes at 4°C. The 

pellet was resuspended in  500μl of  ice cold 1X phosphate buffered saline (PBS) and kept in ice. Flow 

cytometry measurements were performed using FACS Caliber (Becton Dickinson) to assay for the 

presence of fluorescently labeled peptides in the cells. 



AC
C

EP
TE

D
 M

AN
U

SC
R

IP
T

ACCEPTED MANUSCRIPT

6 

 

Peptide-DNA nanocomplex formation 

 

Nanocomplexes were prepared at different N/P ratios (Z (+/-)) of 5 and 10 where N/P refers to the ratio 

between total number of amines of a peptide and total number of phosphates of a plasmid DNA. 

Nanocomplexes were formed by gradual addition of 100μl plasmid DNA (40ng/μl) to 100μl of peptide 

solution of appropriate concentration (68.97µM for charge ratio 10, 34.49µM for charge ratio 5) in a drop-

wise manner accompanied by constant vortexing. The nanocomplexes were left undisturbed for   1h at 

room temperature before performing any biophysical study or addition to cells or tissue. For ex vivo and in 

vivo studies nanocomplexes were prepared such that overall volume was either  80 or 100µl keeping the 

peptide:DNA ratio constant to maintain same concentrations during treatments. 

 

Atomic Force Microscopy for observing morphology of nanocomplexes 

 

Briefly, 4μl of the Mgpe9 nanocomplexes prepared at charge ratio 10 (as described earlier) were deposited 

on mica and spray-dried following which imaging was carried out with 5500 scanning probe microscope 

(Agilent Technologies, Inc., AZ) using Picoview software 1.4.4. Images were taken in AAC mode in air with 

silicon cantilevers having resonance frequency of 75 kHz and force constant of 2.8N/m. Scan speed was 1 

line/s. Minimum image processing was employed and image analysis was done using Picoview software. 

 

FITC labeling of plasmid DNA 

 

FITC labeled plasmid DNA was used to prepare nanocomplexes for cellular uptake studies. Briefly plasmid 

DNA (pEGFP-C1) was labeled with FITC using Label IT® Tracker Fluorescein kit (Mirus Bio Corp.) at a 

ratio of 0.75:1 (v:w) i.e. 0.75 μl of labeling reagent/μg of DNA according to manufacturer's protocol. 

 

Cellular uptake of nanocomplexes 

 

HaCaT cells were seeded in small dishes (Ibidi) at density of 1x10
5
 cells per dish. After 24h (when 70% 

confluency was attained), complete media was replaced with 800μl of Opti-MEM (Invitrogen) in each well. 

Following this, 200μl of FITC labeled nanocomplexes prepared using FITC labeled plasmid DNA and 

unlabeled peptide at charge ratio 10 were added to the cells. After 4h of incubation at 37°C, cells were 

washed twice with ice cold 1X phosphate buffered saline (PBS) containing 1mg/ml heparin salt followed by 

single wash with 500μl of 0.4% trypan blue in 1X phosphate buffered saline (PBS) [1:1; v/v ratio] in order to 

quench extracellular fluorescence. Following this, cells were again washed with 500μl of ice cold 1X 

phosphate buffered saline (PBS) and nuclei were stained using DAPI. Cells were then visualized at 100x 

magnification using inverted DMI6000B fluorescence microscope (Biomedical Research Leica). 
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Transmission Electron Microscopy to locate nanocomplexes in skin 

 

Transmission Electron Microscopy was performed to check the presence of nanocomplexes in skin [31]. 

Tissue was topically treated with 100µl of Mgpe9 nanocomplexes consecutively for 3days (1 application per 

day with 4μg of plasmid DNA per application) followed by pre-processing for TEM imaging after 24h. Pre-

processing involved tissue fixation in 2.5% gluteraldehyde and 4% paraformaldehyde, osmication in 1 % 

osmium tetraoxide, dehydration in graded series of alcohol followed by infiltration with Epon 812 resin. 

Ultrathin sections of 70nm were cut on RMC ultramicrotome, collected on copper grids and stained with 

uranyl acetate and lead citrate. Samples were then visualized on Tecnai G2 20 twin (FEI) Transmission 

Electron Microscope at respective magnifications of 170x, 220x, 800x, 1100x and 5000x. Untreated and 

Milli-Q treated skin tissue samples were taken as experimental controls. 

 

Plasmid DNA delivery in skin cell lines 

 

HaCaT and WM266-4 melanoma cells were seeded in a 24 well plate as described in cellular uptake of 

nanocomplexes. 200μl of nanocomplexes (Mgpe9 and control peptides TAT, Penetratin) was prepared 

either using pMIR luciferase plasmid (40ng/µl) or EGFP-C1 plasmid (40ng/µl) and 100μl of nanocomplexes 

was added to each well (2µg plasmid DNA per well). After 4h of incubation at 37°C, the incomplete media 

was replaced by complete media and kept for further incubation. After 24h of treatment, luciferase activity 

was assessed in the cell lysate according to the standard protocol (Promega) in case of pMIR. For EGFP 

analysis, cells were washed with ice cold 1X phosphate buffered saline (PBS) followed by trypsinization 

(100μl of 0.25% trypsin) and centrifugation at speed of 2000rpm for 5 minutes at 4°C. The pellet was 

resuspended in 500μl of ice cold 1X phosphate buffered saline (PBS) and kept in ice. Flow cytometry 

measurements were performed using FACS Caliber (Becton Dickinson). EGFP expression was visualized 

before processing for flow cytometry in intact cells seeded in the plate using inverted DMI6000B 

fluorescence microscope (Biomedical Research Leica). Statistical significance for transfection data was 

calculated using two-tailed student's t-test (unpaired) in GraphPad Prism. 

 

Plasmid DNA delivery in human foreskin tissue 

 

After 24h of skin tissue pre-processing (described previously), 200μl of nanocomplexes (Mgpe9, control 

peptide TAT and commercial agent Lipofectamine 2000
TM

) was prepared at charge ratio 10 using EGFP-C1 

plasmid (80ng/µl) and 100μl of the complex was added topically on the tissue in each well. This treatment 

was repeated for 3 days consecutively with a single such application per day (4µg plasmid DNA per 

application) along with intermittent washing of the tissue using 1X phosphate buffered saline (PBS) before 

each of the fresh applications. 24h after the final application the tissue was again washed in similar manner, 

fixed using 4% paraformaldehyde for 30 minutes and transferred to 20% sucrose solution having 0.01% 



AC
C

EP
TE

D
 M

AN
U

SC
R

IP
T

ACCEPTED MANUSCRIPT

8 

 

sodium azide to be stored at 4°C until further processing was done. For cryosectioning (24h post-fixation), 

the tissue was embedded in an OCT compound and sections of 6μm  thickness were obtained which was 

visualized as green fluorescence of EGFP using inverted DMI6000B fluorescence microscope (Biomedical 

Research Leica). For quantification of EGFP fluorescence in the epidermis, the epidermis was removed 

from the full thickness skin tissue using overnight Dispase (0.25%) treatment followed by incubation of the 

epidermis with 200µl of trypsin (0.25%) solution for 20 minutes at 37°C to allow cell separation to occur. 

The dissociated cells obtained were suspended in ice-cold 1X phosphate buffered saline (PBS) and 

centrifuged at a speed of 2000rpm for 5 minutes at 4°C. After centrifugation, the pellet obtained was 

resuspended in 200µl of 1X phosphate buffered saline (PBS) for further analysis. The flow cytometry 

measurements were then performed using FACS Caliber (Becton Dickinson) to quantify the cellular 

fluorescence. Statistical significance for quantitative data obtained was calculated using two-tailed student's 

t-test (unpaired) in GraphPad Prism. 

 

Immunostaining and Co-localization studies in human foreskin tissue 

 

Full thickness human foreskin tissue was processed, plated and treated topically as described in previous 

section of plasmid DNA delivery in human foreskin tissue. Post treatment tissue cryosections were obtained 

in a similar manner as mentioned before and rehydrated using wash buffer (1X phosphate buffered saline 

with 0.1% Triton X-100) for 15 minutes followed by 1h of blocking in 5% BSA (bovine serum albumin) at 

room temperature. Primary antibody, anti-EGFP or anti-Keratin, was applied to the tissues at dilution of 

1:200 and incubated overnight at 2-8°C . The tissues were then given 3 washes of 15 minutes each in wash 

buffer before addition of TRITC labeled secondary antibody, anti-rabbit IgG against EGFP or ALEXA 

FLUOR 488 labeled secondary antibody, anti- mouse IgG against Keratin 14 at dilution of 1:250 for 1h, at 

room temperature. The washing was repeated along with the final rinsing using 1X phosphate buffered 

saline (PBS). The mounting of tissues was done with DAPI-antefade reagent (Invitrogen) and results were 

recorded using inverted LSM510 META laser scanning microscope (Carl Zeiss) and TCS SP8 confocal 

microscope (Leica). The correlation coefficient calculation was performed using Zen software and 3-D 

model of skin was generated using Zen Bluelite software to analyze the depth of fluorescence expression 

as seen in µm along the x-axis. 

 

Effect of dose, time and mode of application on nanocomplex delivery in skin 

 

For dose response study, the nanocomplexes were formed with varying amount of plasmid DNA (2µg, 4µg, 

8µg)  and administered topically as single application on the tissues, and sections were analyzed  24h after 

treatment. For time dependent study same amount of plasmid DNA (4µg) was administered   as 3 

consecutive applications (once per day for 3 days) and sections were analyzed after 24h, 48h and 72h. 

Moreover to study the effect of mode of application, the entire plasmid amount (12µg) was applied topically 
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either as single application or in form of 3 consecutive applications for 3 days with equal amount of plasmid 

DNA (4µg) in each application and sections were analyzed 24h post-treatment. To visualize the EGFP 

expression in all the three different treatments, cryosectioning was done to obtain 6µm sections and 

immunostaining was performed in a similar manner as mentioned in previous section where tissues were 

treated with only single primary antibody i.e. anti-EGFP followed by addition of TRITC labeled secondary 

antibody anti-rabbit IgG  against it  and  results  were recorded as  red fluorescent signals using TCS SP8 

confocal microscope (Leica). 

 

In vivo transfection study 

 

Entire animal studies were performed using 2-4 weeks old hairless mice SKH-1 (irrespective of gender) and 

animal usage was in line with the approval by Institutional animal ethics committee [Approval Number: 

IITR/IAEC/47/13]. Each study was done in two groups where each group comprised of 3 mice (n=6). For 

peptide uptake, mice were topically treated with FITC labeled bare peptide Mgpe9 and for nanocomplex 

transfection, mice were topically treated with Mgpe9 nanocomplexes prepared at charge ratio 10 along with 

respective controls in independent experiments. In each case the treatment consisted of three applications 

on three consecutive days where a single application per day involved administering 5µM bare peptide per 

application and 4µg plasmid DNA in case of nanocomplex per application on the dorsal surface of mice in 

form of a solution (80μl) added into a circular plastic well (diameter=1cm) pre-adhered to mice skin and 

covering area of  3.14cm
2
 along with the washing of skin surface before each fresh application using 1X 

phosphate buffered saline (PBS). The mice were sacrificed 24h after final application and skin tissue was 

obtained. Following this, the tissue was washed using 1X phosphate buffered saline, fixed using 4% 

paraformaldehyde for 30 minutes and transferred to 20% sucrose solution having 0.01% sodium azide to be 

stored at 4°C until further processing was done. For cryosectioning (24h post-fixation), the small piece of 

tissue from application site was embedded in an OCT compound and sections of 6μm thickness were 

obtained which were further processed for immunostaining. Initially tissue sections were rehydrated using 

wash buffer (1X Phosphate buffered saline and 0.1% Triton X-100) for 15 minutes followed by 1h of 

blocking in 5% BSA (bovine serum albumin) at room temperature. Primary antibody, anti-EGFP was applied 

to the tissues at dilution of 1:200 and incubated overnight at 2-8°C. The tissues were then given 3 washes 

of 15 minutes each in wash buffer before addition of TRITC labeled secondary antibody, anti-rabbit IgG 

against EGFP at dilution of 1:250 for 1h, at room temperature. The washing was repeated along with the 

final rinsing using 1X phosphate buffered saline (PBS). The mounting of tissues was done with DAPI-

antefade reagent (Invitrogen) and results were recorded using inverted LSM510 META laser scanning 

microscope (Carl Zeiss). For luciferase estimation 24h after completion of last application, the tissue was 

homogenized in liquid nitrogen using mortar- pestle and enzyme activity was assessed in the obtained 

lysate according to the standard protocol (Promega). Statistical significance for luciferase transfection data 

was calculated using two-tailed student's t-test (unpaired) in GraphPad Prism. 
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Mechanism of tissue entry  

 

i) FTIR study 

Stratum corneum (SC) was obtained by standard heat separation method. SC membrane samples were cut 

into 0.5cm x 0.5cm pieces and Fourier transform infrared (FTIR) spectra were recorded on the samples 

before and after interaction with 18µM of unlabeled bare peptide Mgpe9 as single application for different 

time points of 4h and 24h in independent experiments.  FTIR spectra was recorded using the Thermo 

scientific model NICOLET 380 FTIR operating in the range of 400–4000 cm
-1

 with the resolution of 4 cm
-1
 

and averaged over 400 scans.  

 

ii) Role of junction proteins 

Tissue was plated and treated with 18μM of FITC labeled Mgpe9 peptide applied as single topical 

application. Post treatment samples were given single wash using 1X phosphate buffered saline (PBS) 

followed by its fixation in 4% paraformaldehyde for 30 minutes at different time intervals of 4h, 10h  and  

24h respectively to perform a time lapse study. It was then cryosectioned (24h post-fixation) and processed 

for immunostaining followed by treatment with primary antibody against occludin proteins of tight junctions 

in skin at a dilution of 1:200 with overnight incubation at 2-8°C. After three washings using 1X phosphate 

buffered saline (PBS), TRITC labeled anti-rabbit IgG secondary antibody was added at a dilution of 1:250 

and incubated for 1h at room temperature in dark. Finally DAPI antefade was used to stain the nuclei. 

Direct visualization of fluorescence in the samples was then performed at 20x and 63x magnification using 

TCS SP8 confocal microscope (Leica) and inverted fluorescence microscope (Leica SPE LSI-Germany) 

respectively. Higher resolution zoomed (4 times) images were obtained from 20x magnification image for 

better clarity of results. 

 

Pathway analysis for cellular entry of  nanocomplexes 

 

HaCaT cells were seeded at density of 60,000 cells per well in a 24 well plate and complete media was 

replaced with 200µl Opti-MEM (Invitrogen) after 24h when 70% confluency was achieved. Before addition 

of nanocomplexes cells were pre-incubated with 100µl of different pathway inhibitors i.e. Chlorpromazine 

(10µg/ml), Genistein (200µM), 5-(N,N-Dimethyl)amiloride hydrochloride (200µM), Methyl-β-cyclodextrin 

(2mM) and deoxy-D-glucose (5mM) for 1h. Following this, 100μl of FITC-labeled nanocomplexes formed 

using FITC labeled plasmid DNA was added to the cells (2µg plasmid DNA per well). For 4°C treatment 

cells were incubated with nanocomplexes for 1h only to avoid excessive cell death. After 4h of incubation at 

37°C , cells were processed as mentioned in cellular uptake protocol followed by flow cytometry 

measurements using FACS Caliber (Becton Dickinson). Statistical significance of the data obtained was 

calculated using two-tailed student's t-test (unpaired) in GraphPad Prism. 
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Cell viability assay for bare peptide and  nanocomplexes 

 

Cells were seeded in a 96 well plate at density of 3000 cells per well for HaCaT and 5000 cells per well for 

WM266-4 melanoma respectively. After 24h when 70% confluency was attained, complete media was 

replaced with 50μl of Opti-MEM (Invitrogen) in each well. Following this 50μl of bare peptides  (with  final 

concentrations (5μM, 10μM and 15μM) or nanocomplexes (with final DNA concentration of 200ng/well) 

were added to the cells. Cell viability was analyzed after 4h and 24h of incubation at 37°C (in the latter case 

media was replaced with complete media after 4h) according to manufacturer's protocol. Measurements 

were recorded using microplate reader (Infinite 200 Pro Tecan) and plotted as percentage cell viability. 

 

Skin integrity test 

 

For checking the effect of bare peptide and nanocomplex on skin integrity, skin permeability test was 

performed using equilibrated full thickness human foreskin tissue processed according to protocol 

described previously. 100μl of nanocomplexes (formed using unlabeled Mgpe9 or Lipofectamine 2000
TM

 

with 4μg of plasmid DNA) or 5μM of FITC labeled bare Mgpe9 peptide was added to the donor 

compartments of independent experiments along with 100μl of 2μg/μl Rhodamine (430Da) solution and 

100μl of 1mM Dextran (3000Da) in all the set ups. The system was kept under constant agitation at 250rpm 

at room temperature and 1ml of sample volume was collected at different time intervals (i.e. 0h or time of 

application, 1h, 2h, 3h, 4h, 5h, 18h and 24h). The volume of receptor compartment was maintained 

constant by re-addition of 1ml 1X phosphate buffered saline (PBS). Rhodamine fluorescence was recorded 

in the collected samples at emission wavelength of 543nm using microplate reader (Infinite 200 Pro Tecan). 

Dextran was assessed by anthrone test for carbohydrates. 

 

RESULTS 

 

Entry of Mgpe9 peptide and nanocomplexes in skin.  

 

Mgpe9 is a secondary amphipathic peptide (CRRLRHLRHHYRRRWHRFRC, Figure 1a) developed in our 

laboratory containing both arginines and hydrophobic residues [32].  It remains unstructured in water but 

adopts an alpha-helical conformation in hydrophobic environment as shown earlier through Circular 

Dichroism spectroscopy [32]. To study its affinity for a lipid-rich environment like that in skin, we analyzed 

the pentanol-water partitioning of FITC-labeled Mgpe9 (Figure 1b) [24,25]. In spite of being water soluble, 

some retention of the peptide (~7% of total fluorescence recorded) is noted in pentanol phase as well. 

Comparison with peptides used for cargo delivery to skin and otherwise, such as TAT and penetratin, 

reveals that TAT is almost completely retained in water and penetratin shows slightly higher retention in 

pentanol. The hydrophobicity index of Mgpe9 is found to be between that of TAT and penetratin (Figure 1b).  
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Figure 1. Entry of Mgpe9 peptide and nanocomplexes in skin. a) Sequence of Mgpe9 peptide is shown. The helical wheel diagram 

represents the top-down view of the peptide along the helical axis when it forms a secondary structure. b) Pentanol-water partitioning of 

Mgpe9 and control peptides (Penetratin and TAT) was studied using fluorescence estimation method. The percentage relative  

fluorescence (bars) in each phase (Red bars indicate hydrophilic phase, Blue bars indicate hydrophobic phase) was recorded after 24h 

of peptide treatment. Hydrophobicity index calculation for all the peptides was carried out using HELIQUEST software. c) Human 

skin penetration ability of FITC labeled peptides (Mgpe9 and TAT) 4h and 24h after application was studied using peptide skin 

penetration test in independent experiments. Direct visualization of FITC fluorescence was performed after single topical 

application of peptides using fluor escence microscopy at 10x magnification. Scale bar: 20µm. d) Cellular uptake of peptides (labeled 

with FITC) was investigated using flow cytometry in skin cell lines. The percentage of FITC positive cells (bars) and the mean 

fluorescence intensity (line) were recorded aft er 4h.The data are shown as Mean±SD. e) Atomic Force Microscopy was carried out to 

show the formation of nanocomplexes (<100nm) between Mgpe9 and plasmid DNA at charge ratio 10. Scale bar: 0.5µm. f) Cellular 

uptake of labeled Mgpe9 nanocomplexes (formed using FITC labeled plasmid DNA and unlabeled peptide) in HaCaT cells was studied 

using fluorescence microscopy. Cells were imaged at 100x magnification and uptake of nanocomplexes was visualized as green 

fluorescence inside the cells. DAPI (blue) has been used to stain the cellular nuclei. Scale bar: 20µm. g) Transmission Electron 

Microscopy was carried out to demonstrate the entry of nanocomplexes across stratum corneum and into the viable epidermal cells of 

skin. Imaging was performed at magnifications of 170x, 800x and 5 000x respectively to locate the nanocomplexes in skin. Scale bar: 

5µm, 1µm, 0.2µm respectively. SC denotes stratum corneum; E denotes epidermis; KC denotes keratinocytes; ECM denotes 

extracellular matrix, NC denotes Mgpe9 nanocomplexes. 
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A peptide skin penetration test was performed on human skin at two time points (4h and 24h) using 

fluorescently labeled peptides (as described in Material and Methods) to analyze penetration ability of 

Mgpe9 (Figure 1c). Fluorescence is observed on the stratum corneum even 4h post treatment. Increased 

fluorescence is seen at 24h indicating increase in peptide entry into the skin. TAT peptide also shows a 

similar pattern. We next studied entry of bare Mgpe9 in HaCaT and WM266-4 cell lines. FITC labeled 

Mgpe9 can enter more than 90% cells. Both the percentage fluorescent cells and the mean intensity of 

fluorescence are equivalent to or better than that obtained with TAT and penetratin  (Figure 1d). It is 

known that for efficient DNA delivery to cells, the peptide has to be able to efficiently condense the 

plasmid DNA.  Atomic Force Microscopy indicates that Mgpe9 can form completely condensed 

nanocomplexes which are less than 100nm in size with a 4.7kb plasmid DNA at charge ratio 10 (Figure 

1e) which is in concurrence with Dynamic Light Scattering measurements as shown by us in a previous 

report [32]. To check if it can also assist in efficient entry of nanocomplexes in skin cell lines, we analyzed 

the cellular entry of Mgpe9 nanocomplexes containing FITC labeled plasmid DNA. The labeled 

nanocomplexes entered HaCaT cells 4h after treatment (Figure 1f).  Further,  entry of these 

nanocomplexes up to the basal layer of the epidermis in uncompromised human skin 24h after topical 

treatment was confirmed using Transmission Electron Microscopy where untreated and Milli-Q treated 

control skin tissues do not show the presence of nanocomplexes (Figure 1g;  Supplementary  Information  

Figure S1). Hence Mgpe9 either in bare form or as a part of a nanocomplex can enter skin cells and 

tissue.  

 

Plasmid DNA delivery in vitro and in vivo using Mgpe9. 

 

Efficiency of Mgpe9 to deliver plasmid DNA encoding luciferase (Figure 2a) and EGFP (Supplementary  

Information Figure S2a, Supplementary Information Figure S2b) was studied next in independent 

experiments. Transfection efficiency (measured  through luciferase activity, Figure 2a) of Mgpe9 is higher 

than that of penetratin and TAT. Efficiency of delivery of the plasmid encoding EGFP using Mgpe9 

(measured as percentage fluorescence positive cells, Supplementary  Information  Figure  S2b) is also 

higher than that observed with the peptides mentioned above. Comparison with the commercial 

transfection agent Lipofectamine 2000
TM

  shows that Mgpe9 is not as efficient in cellular transfection. 

However, we observed that Mgpe9 efficiently delivers the plasmid encoding EGFP to human skin tissue 

with transfection efficiency comparable to that of Lipofectamine 2000
TM

   (30% EGFP positive cells; 

Supplementary Information Figure 2c, Supplementary Information Figure 2d). While we observed gene 

expression 24h after delivery of single dose comprising 4µg of plasmid DNA in the nanocomplex, the 

expression increased further with addition of higher amounts as observed visually using confocal 

microscopy (Supplementary Information Figure S3). Optimal expression is obtained on 3 consecutive 

applications (24, 48 and 72h) of same dose of plasmid DNA (4µg) (Supplementary Information Figure S4)  
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Figure 2.Plasmid DNA delivery in vitro and in vivo using Mgpe9. a)Transfection efficiency of nanocomplexes (prepared with the 

respective unlabeled peptide and DNA) was investigated 24h post-application using Luciferase assay in skin cell lines. Transfection 

efficiency of commercial agent Lipofectamine 2000
TM

 was also estimated for comparison. Transfection efficiency at charge ratio 5 is 

indicated by blue bars and at charge ratio 10 by red bars. The data are shown as Mean ± S.D. RLU (Relative Light Units). p<0.0001 

for all the observations in both cell lines except TAT and Lipofectamine 2000
TM

 in WM 266-4 where p<0.005. (Experiment was done 

in triplicates and n=6 values) b) Co-localization study was performed to investigate the depth of EGFP expression in human skin after 

topical application of Mgpe9 nanocomplexes for 3 consecutive days (1application per day with 4µg plasmid DNA  per  application).  

Immunostaining  was  carried  out  (to  avoid  autofluorescence  artifact)  followed  by  confocal  imaging  at  63 x magnification. 

Green signal of ALEXA FLUOR 488 indicates basal layer of skin; Red signal of TRITC indicates EGFP expression in skin. DAPI dye 

(blue) was used to stain the nuclei. Also comparison with commercial agent Lipofectamine 2000
TM

 has been shown. Scal e bar: 

50µm. c) High resolution confocal microscopy images to depict co-localization between EGFP expression and basal layer of human 

skin after topical application of Mgpe9 nanocomplexes. Green signal of ALEXA FLUOR 488 indicates basal layer of skin; Red signal 

of TRITC indicates EGFP expression in skin. DAPI dye (blue) was used to stain the nuclei. Scale bar: 10µm d) Confocal microscopy 

was carried out to illustrate the EGFP expression in SKH-1 mice skin tissue through immunostaining. DAPI (blue) has been used as 

nuclear stain to show proper tissue integrity. TRITC (red) indicates the EGFP expression. Also comparison with commercial agent 

Lipofectamine 2000
TM

 has been shown. Scale bar: 50μm. e) Transfection efficiency of Mgpe9 in SKH-1 mice was assessed by 

Luciferase assay. Also comparison with commercial agent Lipofectamine 2000
TM

 was done. The data are shown as 

Mean±S.D. RLU (Relative Light Units). p<0.0001 for all the observations. (Experiment was done in duplicates and n=6 values). 
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and is sustained for at least  48h (Supplementary Information Figure  S5). However delivery of the total 

amount of plasmid DNA (12µg) as a single application leads to lower EGFP expression (Supplementary 

Information Figure S5).  In comparison to Mgpe9, TAT does not have  demonstratable DNA delivery 

property in skin tissue (10% EGFP positive cells) (Supplementary Information Figure 2c, Supplementary 

Information Figure 2d) although TAT peptide by itself shows better tissue entry (Supplementary 

Information Figure S6a, Supplementary Information Figure S6b).  Penetratin on the other  hand is  unable 

to enter skin tissue in an  independent manner (Supplementary Information Figure S6a, Supplementary 

Information Figure S6b) and is thus not expected to show significant plasmid DNA delivery either. 

Moreover  no fluorescence  is  observed  upon  treatment of the skin either with unlabeled bare peptides 

(thereby ruling out fluorescence related artifacts) or bare EGFP plasmid DNA (emphasizing the  importance 

of  the  carrier  Mgpe9)  (Supplementary Information  Figure  S6c,  Supplementary Information Figure S6d).  

Next we wanted to explore the extent of penetration of the nanocomplexes in skin.  We topically applied the 

nanocomplexes on human skin tissue using similar dosage as described above and studied co-localization 

of EGFP expression (indicated by TRITC label) with the ALEXA FLUOR 488 labeled antibody against 

Keratin 14 marker; a protein which is specific to the basal layer of human skin. Strong EGFP expression is 

observed with Mgpe9 throughout the viable layers of skin tissue up to the highly proliferating basal  layer 

(Figure 2b, Figure 2c) and visually stronger than that observed  with the commercial agent Lipofectamine 

2000
TM

 (Figure 2b). This was also analyzed using the 3-D simulation of the skin tissue which shows 

expression up to 150µm below the stratum corneum with the correlation coefficient value of 0.59 for co-

localization of signals (Supplementary Information Figure S7a, Supplementary Information Figure S7b). 

When compared to TAT  the EGFP expression is much stronger  for  Mgpe9.  In skin, follicular pathway is 

the commonly predicted route of entry for majority of hydrophilic molecules. The high expression of Mgpe9 

nanocomplexes in skin prompted us to investigate if it can also adopt non-follicular pathways of entry. We 

selected hairless model of mice SKH-1 where the follicles are completely absent and checked the skin entry 

of bare Mgpe9 (Supplementary Information Figure S8a) as well as its ability to deliver plasmid DNA (Figure 

2d, Figure 2e, Supplementary Information Figure S8b) on topical application in vivo. Strong EGFP 

expression was observed through confocal imaging (analyzed by immunostaining using anti-EGFP 

antibody) which indicates efficient DNA delivery. Quantitative analysis for delivery of luciferase plasmid 

DNA to skin tissue reveals that Mgpe9 exhibits significant transfection efficiency which is comparable to 

Lipofectamine 2000
TM

 (Figure 2e). 

 

Mechanism of entry of Mgpe9 in skin tissue and cells. 

 

We next explored the possible underlying mechanism of Mgpe9 nanocomplex entry in skin. FTIR 

spectroscopy was carried out on the stratum corneum of human skin treated with Mgpe9 for 4h and 24h in 

independent experiments (Figure 3a). The major signatures in the region of 2800-3400 cm
-1

 (from -CH2 

vibrations arising from skin lipids and -OH vibrations arising from water) and in the region of 1600-1700 cm
-
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Figure 3. Mechanism of entry of Mgpe9 in skin tissue and cells.  a) FTIR spectroscopy was carried out on stratum corneum of 

human skin (untreated and pre-treated with Mgpe9 peptide) at two time points of 4h and 24h to predict the interaction of skin with 

Mgpe9. PI : Protein Interaction; LF: Lipid fluidization. Red arrows indicate critical peaks. b) Expression of occludin proteins in human 

skin was checked using immunostaining study post treatment with the F ITC labeled Mgpe9 peptide at different time points of 4h, 

10h and 24h. Red fluorescence of TRITC indicates Occludin expression in skin.DAPI (bl ue) has been used to stain the nuclei. The 

sections were visualized using confocal microscope at 63x magnification. Scale bar: 10µm. c)Zoomed  images to illustrate 

expression of occludin proteins in human skin post treatment with Mgpe9 peptide at different time points of 4h, 10h and 24h. Red 

fluorescence of TRITC indicates Occludin expression in skin. DAPI (blue) has been used to stain the nuclei. The sections were 

visualized using confocal microscope at 20x magnification. Scale bar: 10µm.  d) Mode of transport of cellular entry of nanocomplexes 

was investigated in HaCaT cells at different temperatures (4°C and 37°C ) 4h post treatment using flow cytometry. Percentage FITC 

positive cells (bars) and the mean fluorescence intensity (line) was recorded. The data are shown as Mean±S.D. p<0.0001 is 

observed for all except for mean intensity value at 4°C of untreated sample where p<0.005 (Experiment was done in triplicates and 

n=6 values) e) Pathway of cellular entry of nanocomplexes were investigated with different endocytotic inhibitors using flow 

cytometry. Percentage FITC positive cells (bars)and the mean fluorescence intensity (line)was recorded after 4h us ing flow 

cytometry. The data are shown as Mean±SD. p<0.0001 is observed for all except mean intensity value of Chlorpromazine and 

Genistein where  p<0.005 (Experiment was done in duplicates and n=6 values). 
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1
 (from the amide I band) are nearly unaltered between the treated and untreated samples at 4h. However, 

the fluidity of the lipid and the changes in the nature of lipid packing can also be assessed by the bands in 

the region 1000-1400 cm
-1

 [33-34].The peak at around 1100 cm
-1

 reduces in intensity at 4h possibly 

indicating changes in the lipid organization like fluidization which is restored by 24h indicating that the 

changes in lipid organization, if any, could be transient. Also the region around 1450 cm
-1

 is the amide II 

region which indicates C-H scissoring vibrations of the protein corneocytes [33]. We do observe mild 

change in the intensity of peaks in this region in the 4 h treated sample as compared to the 24h treated 

sample and this can be indicative of the transient interactions with the stratum corneum proteins. We further 

checked if the peptide could be transiently disrupting the tight junctions of skin by checking the alteration of 

occludin protein expression in skin (Figure 3b,  Figure 3c). The expression of occludin decreases at 4h and 

10h but is restored by 24h as observed through immunostaining (Figure 3b, Figure 3c).  This  might  

indicate  reversible  modulation  of  junction  protein  by  Mgpe9  causing  transient openings in the skin 

facilitating entry of these nanocomplexes. Further, the cellular entry mechanism of these nanocomplexes in 

skin keratinocytes was studied at two different temperatures and in presence of different endocytosis 

pathway inhibitors. It exhibits an active transport mechanism (through comparison of entry at 4°C and 37°C) 

(Figure 3d) and cellular entry is primarily through macropinocytosis (Figure 3e). This is particularly 

interesting because nanocomplexes going through macropinocytosis pathway may avoid the lysosomal 

entrapment or degradation through lysosomal  enzymes; thus resulting in overall enhancement of their 

cellular bioavailability as well as transfection efficiency. 

 

Cytotoxicity and tissue integrity analysis for skin penetrating peptide Mgpe9. 

 

Skin is the first line of defense against microbial invasion and any disturbance to this barrier integrity may 

increase the susceptibility to other infections. We wanted to check whether Mgpe9 causes any deleterious 

effects on skin either at tissue or cellular level. We carried out cytotoxicity analysis by assessing the ATP 

production from cells in presence of free peptide (Figure 4a, Figure 4b) and nanocomplexes (Figure 4c, 

Figure 4d). Nearly 80% cells are viable up to the highest peptide concentration (15µM) till 24h. We also 

performed a skin permeability test through dye penetration assay (using low molecular weight Rhodamine 

and high molecular weight Dextran) across skin in order to assess the adverse effect if any at the tissue 

level (Figure 4e). Any  recordable presence of these dyes in the receptor solution of Franz apparatus on co-

administration with Mgpe9 or the nanocomplex would indicate compromise in skin tissue integrity. We 

observe that Mgpe9/nanocomplex, does not allow dye penetration indicating uncompromised skin integrity 

(Figure 4e) and absence of tissue damage unlike what is observed with Lipofectamine 2000
TM

. 
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Figure 4.Cytotoxicity and tissue integrity analysis for skin penetrating peptide Mgpe9. a) Cell viability in presence of 

different concentrations of bare peptides (Mgpe9 and control peptides TAT and Penetratin; 5µM, 10µM, 15µM) was assessed 

using CellTitre Glo Luminescent Cell Viability assay for 4h and 24h in HaCaT cells. Untreated cells were taken as 100% 

viable (Blue bars indicate % cell viability at 5µM, Red bars indicate % cell viability at 10µM, Green bars indicate % cell viability 

at 15µM). b) Cell viability in presence of different concentrations of bare peptides (Mgpe9 and control peptides TAT and 

Penetratin; 5µM, 10µM, 15µM) was assessed using CellTitre Glo Luminescent Cell Viability assay for 4h and 24h in WM266-4 

melanoma cells. Untreated cells were taken as 100% viable (Blue bars indicate % cell viability at 5µM, Red bars indicate % cell 

viability at 10µM, Green bars indicate % cell viability at 15µM). c) Cell viability in presence of nanocomplexes at different charge 

ratios 5 and 10 (Mgpe9 and control peptides TAT and Penetratin) was assessed using CellTitre Glo Luminescent Cell Viability 

assay for 4h and 24h in HaCaT cells. Also comparison with commercial agents Lipofect amine 2000
TM

, Cellfectin and 

Superfect was done. Untreated cells were taken as 100% viable. (Blue bars indicate % cell viability at charge ratio 5, Red bars 

indicate % cell viability at charge ratio 10, Green bars indicate % cell viability for commercial agents). d) Cell viability in presence 

of nanocomplexes at different charge ratios 5 and 10 (Mgpe9 and control peptides TAT and Penetratin) was assessed using 

CellTitre Glo Luminescent Cell Viability assay for 4h and 24h in WM266-4 melanoma cells. Also comparison with 

commercial agents Lipofectamine 2000
TM

, Cellfectin and Superfect was done. Untreated cells were taken as 100% viable. (Blue 

bars indicate % cell viability at charge ratio 5, Red bars indicate % cell viability at charge ratio 10, Green bars indicate % 

cell viability for commercial agents). e) Skin integrity was assessed by sk in  permeabi l i ty tes t  using dye penetration 

assay. Lipofectamine 2000
TM  

was used as a positive control for comparison studies. The data are shown as Mean±S.D. 

Dextran alone indicates the amount of absorbance obtained upon complete penetration o f 1mM Dextran in the 20ml receptor 

solution 
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DISCUSSION 

 

We  rationalized that a peptide that can efficiently deliver plasmid DNA to skin should possess 

characteristics that allow efficient penetration through the stratum corneum into viable epidermal cells. It 

should also efficiently condense plasmid DNA into stable nanocomplexes that can enter skin cells in the 

epidermis/dermis in vivo, show endosomal release and deliver DNA at the intracellular site of action without 

exhibiting toxicity. Based on this, we investigated whether a novel cell penetrating peptide Mgpe9 

possessing secondary amphipathicity and has been earlier shown to deliver plasmid DNA efficiently to cells 

of different origins can be used to deliver plasmid DNA to skin.  As observed through Circular Dichroism 

study in our previous report, the tendency of Mgpe9 to acquire alpha helical conformation in presence of 

hydrophobic environment resembles many anti-microbial peptides found in skin e.g. dermcidin, cathelicidin, 

LL-37 and other known skin penetrating systems such as magainin whose helical form has been reported 

previously to allow enhanced transdermal delivery [35,36].  Moreover the presence of 9 arginines, 4 

histidines, 5 hydrophobic amino acid residues and 2 terminal   cysteines in Mgpe9 sequence can allow 

stable complexation of the plasmid DNA into nanocomplexes through peptide-DNA electrostatic 

interactions, easy tissue penetration and cellular internalization,  efficient endosomal escape through proton 

sponge effect of the histidines and release of the plasmid DNA at designated site within the cell. This is 

likely to account for the high transfection efficiencies observed with Mgpe9 nanocomplexes at both cellular 

and tissue level in our study. Since the peptidehas characteristics that help skin penetration, it can be 

possibly used for delivery of different cargoes through conjugation as well as complexation strategies. 

Moreover, its ability to overcome the barrier of stratum corneum without any obvious  physical damage 

unlike other methods like  derma-abrasion, can make it a potential carrier for non invasive topical delivery.  

Optimization of the dose, time and number of applications in order to attain efficient delivery in skin helped 

us to highlight the benefits of small repeated doses in skin over a single topical application of higher dose. 

Although  the  intensity of  EGFP  expression in  skin  increases  in  a  dose dependant manner (as shown 

by repeated administrations of  4µg  plasmid DNA in every dose) still in contrast to the above lower EGFP 

expression was observed upon administration of larger amounts of plasmid DNA (12µg) as a single dose. 

This could possibly be due to the saturation effect which leads to slow movement of nanocomplexes across 

skin and occlusion of entry routes by the ones migrating faster. Another factor that could be contributing to 

this low transfection efficiency is the slight increase  in  size  of  the  nanocomplexes impeding their  entry  

in  skin.  Three  consecutive applications of 4µg plasmid DNA was thus a more effective way of 

administering these nanocomplexes in skin. Moreover the ability of Mgpe9 to deliver a functionally potent 

plasmid DNA up to the highly proliferating basal layer of the epidermis indicates its possible future 

applications. The presence of nanocomplexes in deeper layers of skin along with sustainable expression  of  

plasmid  DNA  till  48hrs may help in delivery of therapeutics to skin in future.  

We have also attempted to elucidate the precise mechanism of entry of Mgpe9 in skin. Previous reports 

emphasize three primary routes by which molecules can enter skin: a.transcellular route which involves 
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diffusion across the corneocytes, b.intercellular route through interstitial lipids and c. transappendageal 

/transfollicular route which consists of sweat and sebaceous glands. The transappendageal /transfollicular 

route covers <0.1% area of skin but is considered to act as a major reservoir for hydrophilic molecules in 

particular [37-39]. However, entrapment of such molecules causes them to enter in therapeutically 

insufficient amounts. Mgpe9 seem to enter skin through mild fluidization of lipids, transient alterations in 

lipid packaging as well as interaction with skin proteins as seen through FTIR and transient disruption of 

tight junctions of skin as seen through time dependent microscopy analysis. Such entry through non 

follicular pathways can help in the development of this carrier for macromolecule delivery to different skin 

types. This is also evident from efficient gene expression in SKH-1 hairless mice. In addition to this 

advantage we have also seen from peptide skin penetration test that in case of Lipofectamine 2000
TM

, there 

is indication of major loss of skin integrity as compared to Mgpe9 nanocomplexes which are largely 

nontoxic to cells and the tissue. This can help in high retention of Mgpe9 nanocomplexes in the skin. 

Although skin permeability alterations can take place during cargo delivery to skin still it needs to be mild 

and transient for both topical and transdermal delivery in order to avoid undesirable entry of pathogens or 

any other external allergens. Hence we speculate that the lack of skin integrity and loss of cell viability in 

case of Lipofectamine 2000
TM

 make it less attractive a carrier as compared to Mgpe9 which possesses 

better potential to be used for delivery of nucleic acid to skin [40]. 

 

CONCLUSION 

 

In conclusion we describe a peptide that can penetrate skin, enter skin cells and deliver plasmid DNA 

efficiently in vitro and in vivo without toxicity or compromise of skin integrity unlike commercial agents such 

as Lipofectamine 2000
TM

. Entry of this peptide Mgpe9 in skin via non-follicular pathways  is  likely  to make 

it suitable for delivery in  multiple skin types. This peptide shows potential for non invasive delivery of 

therapeutic nucleic acids to skin in an easy manner and has possibility for cell-specific delivery in skin after 

modification with targeting moieties. 
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ABSTRACT 

This paper presents realization of R-2R ladder and weighted resistor digital to analog converters (DACs) using 

the Operational Trans Resistance Amplifiers (OTRA). These circuits use a single OTRA and are therefore power 

efficient. The functionality of the proposed converters is verified through SPICE simulations using CMOS based 

implementation of the OTRA. The circuits are shown to be 3-bit accurate using DNL and INL analysis. Other 

parameters like offset have also been computed. Through DNL and INL analysis, monotonicity of both 

configurations has been preserved.  

 

Keywords: CMOS based OTRA, Digital-to-Analog Conversion, OTRA, Resistive Ladders, Weighted 

Resistors 

 

I. INTRODUCTION  

 

Digital to Analog converters (DACs) are used in wide range of applications. It is employed - in audio amplifier 

to produce DC voltage gain with microcontroller commands; to provide dynamic calibration for gain and 

voltage offset for accuracy in test and measurement system; to change voltage dynamically during operation of 

the system circuits that convert digital input to analog signals and in digital potentiometers. The DACs are 

typically realized with operational amplifier which has constant gain-bandwidth product and lower slew rate 

therefore their high frequency operations are limited. The current mode active blocks on the other hand possess 

gain independent of gain and better slew rate. The research therefore has gained momentum towards developing 

applications based on current mode active blocks. 

The OTRA inherits all the advantages offered by current mode techniques, and has emerged as an alternate 

analog building block for developing various applications [1-8]. The OTRA is a high gain current input voltage 

output device. Due to low impedance input and output terminals, limitations on the response by the time 

constants of the capacitors are reduced. The device is unaffected by stray capacitances due to virtually grounded 

inputs [3]. Ideally, the Transresistance gain of OTRA approaches infinity and external negative feedback must 

be used which forces the input currents to be equal. The OTRA has not been used for realization of DAC to the 

best of authors’ exposure in the field. 

This paper aims at putting forward OTRA based DAC realizations. The paper is arranged in five sections. The 

terminal properties and its CMOS schematic is briefly discussed first in section 2 and is followed by proposed 

DAC configurations. Simulation results for functional verification and performance are given in section 3 and 

conclusions are drawn in section 4. 
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II. CIRCUIT DESCRIPTION 

 

The OTRA is a three terminal current mode analog device with two low-impedance input terminals and one 

low-impedance output terminal. The input terminals of the OTRA are virtually grounded.  The input and output 

terminal of an OTRA can be characterized by the matrix of (1) 
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Where mR is the Transresistance gain of the ideal OTRA. Ideally the value of the mR  gain is very high; 

therefore the OTRA has to be used in negative feedback configuration for linear applications 

 

 

 

 

 

Fig.1 the OTRA block 

The CMOS based schematic of OTRA [6] is shown in Fig. 2. The transistors M1 – M13 form current 

differencing circuit and provide a virtual ground at p and n terminals whereas common source amplifier (M14) 

provides high gain.  

 

Fig.2 OTRA Block using CMOS implementation [6] 

The proposed OTRA based R-2R and weighted resistor 3 – bit DAC realizations are shown in Fig. 3.  Both the 

circuits use single OTRA and three switches. The number of resistors in proposed R-2R DAC and weighted 

resistor DAC are eight and four respectively. The output voltage oV  for Fig. 3a is computed as: 

.o total fV i R
                                                      (2)

 

Where totali  is, the sum of currents entering at p terminal of OTRA, selected by the digital input given by 
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Where kD is the  bit of the input word that is either 0 or 1. 

The output voltage oV  for Fig. 3b can be computed as: 

.o total fV i R
                                                                                      (4)
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(a) 

 

(b) 

Fig.3 Proposed OTRA based (a) R-2R and (b) weighted resistor DAC realizations. 

Further, we delineate the differences between the weighted DAC and the R-2R realizations. It can be seen that 

while both circuits make use of one active block each, the weighted DAC comprises of fewer passive 

components. Both converters being monotonic, the weighted DAC has a higher error in output value than its R-

2R counterpart circuit. While the weighted DAC is an optimum choice of converter for low bit circuits, for high 

number of bits it has the problem of a wide range of resistor values R  to 
12 .N R

with required precision and 
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also which tracks over a wide temperature range. The R-2R in general, takes care of this problem by only 

employing resistors of two values- R and 2R. 

 

III. SIMULATION RESULTS 

 

The operation and performance of proposed DAC realizations of Fig 3 are verified through SPICE simulation 

using 0.5 µm CMOS technology parameters and power supply of ± 1.5V. The proposed circuit is shown as 3-bit 

accurate after careful analysis of DNL and INL parameters. Offset for both the R-2R and weighted resistor 

circuits have also been calculated to be near negligible. The component values for the R-2R circuit are R = 1kΩ, 

Rf = 2kΩ, Vin = 5V and the component values for the weighted resistor DAC are R = 1kΩ, Rf = 2.5kΩ, Vin = 

5V. The theoretical, simulated output voltage and relative error for both proposed DACs have been recorded in 

Tables 1 and 2.  Output voltages have also been plotted in Figs. 4 (a) and (b). As can be seen from Tables 1 and 

2 that the error percentage is less than 0.1 % for the R-2R DAC and less than 1% for the weighted DAC.   

Table 1:  Output voltage for proposed R-2R DAC circuit  

Digital Input VOUT  (Theoretical) VOUT (Simulated) %Error  

000 0 10 
-30 

Negligible 

001 0.625 0.624701 0.04 

010 1.25 1.2494 0.04 

011 1.875 1.8739 0.05 

100 2.5 2.4988 0.04 

101 3.125 3.1230 0.06 

110 3.75 3.7477 0.06 

111 4.375 4.3720 0.06 

Table 1:  Output voltage for proposed weighted resistor DAC circuit  

Digital Input VOUT (Theoretical) VOUT  (Simulated) %Error  

000 0 10 
-30 

Negligible 

001 3.125 3.1212 0.12 

010 6.25 6.2425 0.12 

011 9.375 9.3635 0.12 

100 12.5 12.485 0.12 

101 15.625 15.606 0.12 

110 18.75 18.7275 0.12 

111 21.875 21.8485 0.12 

 

DNL analysis has also been done and has been shown in fig 5. Both the R-2R and weighted resistor 

configurations have a DNL of the order of and  respectively. INL analysis has also been done and has 

been shown in fig 6. Both the R-2R and weighted resistor configurations have an INL of the order of . 
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(a)                                        (b) 

Fig. 4 Output voltages for proposed (a) R-2R and (b) weighted resistor DAC 

                                                                                   

(a)                                                     (b) 

Fig. 5 DNL for proposed (a) R-2R and (b) weighted resistor DAC 

(a)                                              (b)  

Fig. 6 INL for proposed (a) R-2R and (b) weighted resistor DAC 

 

IV. CONCLUSION 

 

New realizations of OTRA based R-2R and weighted DAC’s have been presented. Both configurations are 

shown to be 3-bit accurate. They are monotonic through DNL and INL analysis. They provide advantages over 

existing circuits in the form of improved DNL and INL measurements. By using the OTRA, gain-bandwidth 

independence is achieved. We are also able to achieve optimum slew rate and negligible parasitic effects.  
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Abstract Catla catla catla (2.28 ± 0.1 g) were

exposed to six different levels of dissolved oxygen:

1 (DO-1), 3 (DO-3), 5 (DO-5), 7 (DO-7), 9 (DO-9) and

11 (DO-11) mg/L. DO-5 served as control. In DO-1

and DO-3, the number of red blood cells (RBC),

lysozyme, respiratory burst activity and nitric oxide

synthase were significantly (p\ 0.05) lower com-

pared to the control one. In DO-7 and DO-9, RBC and

lysozyme were significantly (p\ 0.05) higher com-

pared to the control one. Thiobarbituric acid reactive

substances was significantly (p\ 0.05) higher in catla

exposed at low (1 and 3 mg/L) and high (9 and 11 mg/

L) dissolved oxygen compared to others. In muscles

and hepatopancreas, reduced glutathione was signif-

icantly (p\ 0.05) higher in DO-5 and DO-7 and in

gills of DO-5 compared to others after 1 h. In muscles,

glutathione S-transferase (GST) was significantly

(p\ 0.05) lower in DO-5 and DO-7 compared to

others. In hepatopancreas, GST and glutathione per-

oxidise (GPx) were significantly (p\ 0.05) higher in

DO-1 and DO-3 compared to others. In gills, GPx was

higher in DO-9 and DO-11 after 48 h. In brain,

hypoxia-inducible factor (HIF)-1a mRNA level was

induced in DO-1 and DO-3 compared to others after

1 h of exposure. In gills and hepatopancreas, HIF-1a
mRNA level was significantly (p\ 0.05) higher in

DO-1 compared to others after 1 h. The ATPase 6

mRNA level was significantly (p\ 0.05) higher in

brain and hepatopancreas of DO-1 after 1 h and in gills

and hepatopancreas of DO-3 and DO-9, respectively,

after 48 h compared to others.

Keywords Catla catla � Lysozyme � Nitric oxide
synthase � Antioxidant enzymes � Hypoxia-inducible
factor (HIF)-1a � ATPase 6

Introduction

The availability of ambient dissolved oxygen has

been considered as one of the most important

parameters for survival and growth of aquatic

organisms. In the aquatic environment, dissolved

oxygen level varies considerably because of the

photoperiod and respiration cycles. Fish may be

exposed to transient hyperoxia in their natural

habitats during the daylight hours of summer as a

result of the production of oxygen by algae under

intensive solar irradiation (Halliwell and Gutteridge

1989). Hyperoxic condition is also encountered

during transportation of live fish under an oxygen

atmosphere. The diel-cycling hypoxia often found in

high biomass aquatic ecosystems during the dark
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cycle when the oxygen consumption rate of organ-

isms exceeds oxygen production (D’Avanzo and

Kremer 1994; Graham 1990). This phenomenon is

particularly obvious during the summer months in

shallow water bodies (Grecay and Stierhoff 2002;

Stierhoff et al. 2003). Moreover, global climate

change especially rise in summer water temperature

possesses threat to the aquatic organisms that leads to

decrease in dissolved oxygen level in the aquatic

system. Environmental hypoxia may have negative

effect on fish, even leading to death (Secor and

Gunderson 1998). Within a physiological tempera-

ture range, oxygen consumption of fish increases

more than twofold with every 10 �C increase in

temperature (Hochachka and Somero 2002). The

recommended minimum dissolved oxygen require-

ments for cold water, tropical freshwater and tropical

marine fishes are 6, 5 and 5 mg/L, respectively

(Mallya 2007). Most fish species will tolerate a drop

below these minimum values for a short period of

time, probably the cold water species are likely to

tolerate a lower level than tropical fish.

Many studies show that transitions between

hypoxia/anoxia and normoxia and/or between nor-

moxia and hyperoxia may result in oxidative stress

(Hermes-Lima 2004; Sies 1991; Storey 1996).

Oxidative stress is a situation when steady-state

reactive oxygen species (ROS) concentration is

transiently or chronically enhanced, disturbing cel-

lular metabolism and its regulation and damaging

cellular constituents (Janssens et al. 2000; Lushchak

2011). It directly influences physiology, welfare and

behaviour of the organisms. The deleterious effects

of free radicals may be controlled by specific

antioxidant systems. Many freshwater animals appear

to be well-adapted to deal with such periodic

fluctuations in oxygen levels. Some species maintain

high antioxidant defences at all times, whereas others

use an anticipatory strategy. In this process, the

organism enhances antioxidant capacity during the

hypoxic/anoxic state in order to prepare for oxidative

stress that will occur when oxygen levels rise again

(Hermes-Lima and Zenteno-Savin 2002; Lushchak

et al. 2001). This latter phenomenon has been found

in goldfish Carassius auratus (Lushchak et al. 2001)

and in common carp Cyprinus carpio (Vig and

Nemcsok 1989). Hypoxia induces primary, sec-

ondary and tertiary stress responses in fish. Kvamme

et al. (2013) studied the effect of hypoxia on innate

immune responses in Atlantic salmon (Salmo salar).

But the appearance of immune parameters and

defensive competence varies greatly from species to

species (Schrøder et al. 1998).

Hypoxia also induced the expression of genes.

Gene expression analyses in gonads of mature

zebrafish (Danio rerio) maintained under normoxia

(3 mg/L) and hypoxia (1 mg/L) following short-term

(4 days) and long-term (14 days) exposures showed

differential expression of genes associated with initial

adaptive response and a suite of genes belonging to

different ontology categories related with lipid

metabolism, steroid synthesis and immune response

which could lead to reproductive impairment (Marti-

novic et al. 2009). Zebrafish embryos were able to

survive in absence of oxygen and their embryonic

development ceased and the embryos entered a state of

suspended animation (Padilla and Roth 2001). How-

ever, the molecular basis of the zebrafish response to

hypoxic stress has not been clarified. The over

expressions of CYP 1A (cytochrome P450 gene

family 1) were found in liver of Amur sturgeon

Acipenser schrenckii in hypoxia stress (Ni et al. 2014).

Understanding how hypoxia alters gene expression

will likely contribute to our knowledge of how

vertebrates in general respond to hypoxia and will

illustrate the dynamic interactions between genes and

environment.

India is the second largest inland fish producing

country in the world. Aquaculture has been playing

significant role in the economy of the country. Carps

contributed around 82 % of the aquaculture produc-

tion. In pond culture, low dissolved oxygen avail-

ability resulted in respiratory stress of carps leading

to poor growth. Carp gulping for air at the surface is

found particularly in the early morning is a sign of

oxygen deficiency in the culture pond. Mass mortal-

ity may occur due to prolonged oxygen deficiency of

water (ICAR 2013). Being a tropical country, climate

change will influence the aquaculture production in

India. There is a wide scientific consensus that

changes in the composition of the atmosphere will

lead to significant changes in global climate (IPCC

2007; Brander 2010). The most important changes

caused by climate change are the shortening of

winter period and a rise in summer water tempera-

tures (Magnuson et al. 1979; Huttula et al. 1992).

This will influence the dissolved oxygen level of

aquatic environment.
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Catla catla is an economically important, surface

dwelling carp species and extensively used in com-

posite culture. The aim of the present investigation

was to study the effect of both hypoxia and hyperoxia

on the immune system, lipid peroxidation and enzy-

matic and non-enzymatic antioxidant systems of catla

exposed to various concentrations of dissolved oxy-

gen. The mRNA level of hypoxia-inducible factor

(HIF)-1a and mitochondrial (MT) ATPase genes were

also quantified. Serum lysozyme is a cationic enzyme

that attacks the b-1, 4 glycosidic bond between N-

acetylmuramic acid and N-acetylglucosamine in the

peptidoglycan of bacterial cell walls. This enables

lysozyme to lyse certain gram-positive bacteria and

gram-negative bacteria (Alexander and Ingram 1992).

Reduced glutathione (GSH) is low molecular mass

tripeptide (Glu-Cys-Gly) described as non-enzymatic

antioxidant. They are usually known as free radical

scavengers (Pamplona and Costantini 2011). High

molecular mass antioxidant group consists of enzy-

matic antioxidants like superoxide dismutases (SOD),

catalases, Se-dependent glutathione peroxidases

(GPx) and glutathione S-transferase (GST).

One of the pivotal mediators of the cellular

response to hypoxia is hypoxia-inducible factor

(HIF), a transcription factor (Benita et al. 2009).

HIF-1a is a master regulator of hypoxia-induced gene

responses that allows rapid adaptation to oxygen

availability. This effect is mediated through key

regulators of bioenergetics and growth. The mito-

chondrial (MT) ATP 6 gene provides information for

making a protein that is essential for normal mito-

chondrial function. The MT-ATP 6 protein forms one

part of a large enzyme called ATP synthase (F0F1-

ATPase). This enzyme is responsible for the final step

of oxidative phosphorylation. Specifically, one seg-

ment of ATP synthase allows positively charged

particles, called protons, to flow across a specialized

membrane inside mitochondria. Another segment of

the enzyme uses the energy created by this proton flow

to convert a molecule called adenosine diphosphate

(ADP) to ATP. Present investigation is the first study

with this freshwater carp challenged with various

dissolved oxygen levels. The information related to

the physiological responses to hypoxia and hyperoxia

induced stresses is most essential for the assessment of

the health status of the cultivable organisms. This will

help in the development of proper husbandry for this

economically important species.

Materials and methods

Fish maintenance

Catla catla catla (2.28 ± 0.12 g) were collected from

local fish farm and transported to the wet laboratory

facility. Fish were randomly distributed in eighteen

aquaria (50 L each). Each aquarium was connected

with one filtration unit (Sera fil bioactive 130,

Germany). This helped to maintain the water quality

in the aquarium. Each aquarium was covered with

transparent fibreglass sheet having two holes at two

ends for the connection of filtration unit and gas pipes.

These pipes were fitted tightly. This arrangement

helped to maintain the desirable dissolved oxygen

level in the aquarium. Prior to the start of the

experiment, fish were acclimated to experimental

conditions under 12:12 h light/dark photoperiod for

21 days. Water temperature was maintained at

25 ± 0.50 �C, and the dissolved oxygen was kept at

5 ± 0.15 mg/L. During the acclimation and experi-

mental period, pelleted feed (containing 40 % of crude

protein) was provided two times (9.00 a.m. and

5.00 p.m.) daily at a feeding rate of 5 % of body

weight per day.

Experimental design

Fish were exposed to six different levels of dissolved

oxygen: 1 (DO-1), 3 (DO-3), 5 (DO-5), 7 (DO-7), 9

(DO-9) and 11 (DO-11) mg/L. Each level had three

replicates. The oxygen tension in DO-1 and DO-3

treatments was regulated through the pumping of

nitrogen (Laser Gases, India), whereas in DO-9 and

DO-11 through the pumping of oxygen gas (Laser

Gases, India). The bubbling rate of gas was adjusted

by mechanical controller to keep the dissolved oxygen

concentration stable. The dissolved oxygen levels of 5

and 7 mg/L treatments were maintained using contin-

uous aeration (Rocker 320 aerator, Taiwan). The exact

time of reaching desirable dissolved oxygen concen-

tration in each aquarium was recorded. It required

45 min to 3 h to reach the desirable oxygen concen-

tration of water from the acclimation dissolved oxygen

condition (5 mg/L). Water temperature was continu-

ously monitored in individual aquarium. pH, and

oxygen concentrations were measured using digital

oximeter (HACH 40 D, USA). Dissolved oxygen

concentration in each aquarium was measured thrice
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daily during the exposure of fish, and variations

between the desirable and actual dissolved oxygen

concentrations for individual aquarium were recorded

(Table 1). During the experimental period, the water

temperature of experimental aquarium was

25 ± 0.50 �C and pH ranged from 7.85 to 8.02.

Blood and tissue sampling

Blood and tissue samples were collected from indi-

vidual fish exactly after 1 and 48 h of reaching the

desirable dissolved oxygen level. Fish were anes-

thetized with MS 222 (Sigma, USA) and weighed.

Blood samples were taken gently from the caudal vein

by 1-mL plastic syringe (Hindustan Syringes and

Medical Devices Ltd., India) within 1 min and the

whole process of blood sampling required\2 min for

individual fish after netting. Two different aliquots of

blood were used for different analyses. The first

aliquot was transferred to a plastic tube coated with

ethylene diamine tetraacetate (EDTA) as anticoagu-

lant and was used for respiratory burst activity

estimation. A second aliquot was transferred to a

plastic tube without EDTA, clot at 4 �C, centrifuged at
15009g for 10 min and collected serum was stored at

-20 �C for analyses.

Tissues–muscles, gills and hepatopancreas were

immediately frozen with liquid nitrogen and stored at

-80 �C for further assays. For the study of nitric

oxide synthase, antioxidant system (reduced glu-

tathione) and antioxidant enzymes (glutathione S-

transferase and glutathione peroxidise), one gram of

tissue (10 %) was homogenized in chilled 10 ml

phosphate buffer (0.1 M, pH 7.4) using glass/Teflon

tissue grinder. The homogenate was centrifuged at

10,5009g for 20 min; the supernatant was used for

assay. All assays were carried out using Microplate

Reader (BioTek, Synergy HT, NY, USA). For gene

expression study, brain, gills and hepatopancreas were

collected aseptically after 1 and 48 h of reaching the

desirable dissolved oxygen level and immediately

stored in RNAlater (Sigma-Aldrich, USA) at -20 �C
for extraction of total RNA. For all parameters, three

replicates were used.

Abundance of red blood cells

Total erythrocyte counting was performed using an

improved Neubauer-ruled hemocytometer (Tripathi

et al. 2004). Briefly, blood sample was diluted (1:200)

in Hayems’s fluid. Then the fluid was allowed to stand

in the pipette for 8–10 min before charging into the

Neubauer’s chamber. Total numbers of red blood cells

(RBC) were counted in five secondary square of the

centre primary square.

RBC/lL ¼ n� 10; 000

where, n = number of RBCs observed in the sec-

ondary squares, 10,000 = (200, dilution factor and

50 = volume of fluid in RBC’s secondary squares).

Cells were observed in both chambers of the

hemocytometer (940 objective in compound micro-

scope, Carl Ziess, Germany), and the number was

averaged to produce the raw RBC count to reduce

analytical variation.

Lysozyme

For lysozyme assay, bacteria Micrococcus lysodeik-

ticus (MTCC No *106) was cultured in Staphylo-

coccus broth (Himedia, Mumbai, India) containing

1 % D-glucose. After 24 h of incubation, the culture

was centrifuged and the bacterial pellet was

lyophilized. Lysozyme was determined by incubat-

ing 10 lL of serum with 1 mL of Micrococcus

lysodeikticus (20 mg/100 mL) suspended in acetate

buffer (0.02 M, pH 5.5) for 60 min at room

temperature. The initial absorbance was recorded

immediately after addition of sample at 450 nm.

The final absorbance was recorded after 60 min of

incubation. The standard curve was prepared using

hen egg lysozyme (1 mg/mL).

Table 1 Expected and recorded dissolved oxygen levels

(±SE) in each treatment during experiment

Treatment Expected DO (mg/L) Recorded DO (mg/L)

DO-1 1 0.93 ± 0.02

DO-3 3 2.85 ± 0.02

DO-5 5 5.15 ± 0.08

DO-7 7 7.39 ± 0.03

DO-9 9 8.81 ± 0.03

DO-11 11 11.23 ± 0.02

DO-1, 1 mg/L dissolved oxygen; DO-3, 3 mg/L dissolved

oxygen; DO-5, 5 mg/L dissolved oxygen; DO-7, 7 mg/L

dissolved oxygen; DO-9, 9 mg/L dissolved oxygen; DO-11,

11 mg/L dissolved oxygen
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Respiratory burst activity

The fresh blood with EDTA powder was processed for

measurement of nitroblue tetrazolium (NBT) within

1 h of collection following the method of Anderson

and Siwicki (1995). Reactive oxygen radical produc-

tion by neutrophils during respiratory burst activity

was assayed by the reduction of nitroblue tetrazolium

to formazan. Briefly, the blood was mixed with equal

volume of 0.2 % NBT (Himedia) and incubated at

25 �C for 30 min. In 25 lL of this mixture, 500 lL of

dimethyl formamide (Merck, India) was added to

solubilize the reduced formazan product. Then it was

centrifuged at 20009g for 5 min and the supernatant

was taken. The extent ofNBT reducedwasmeasured at

540 nm. Dimethyl formamide was used as the blank.

Nitric oxide synthase

Inducible nitric oxide synthase (iNOS) level ofmuscles

was measured using the method of Lee et al. (2003).

The supernatant (100 lL) was mixed with equal

volume of Griess reagent (1 % sulphanilamide and

0.1 % naphthylethylenediamine in 5 % phosphoric

acid) and incubated at room temperature for 10 min.

The absorbance was recorded at 540 nm. The nitrite

concentration was determined from the nitrite standard

curve and expressed as mmol/mg tissue.

Thiobarbituric acid reactive substances

Thiobarbituric acid reactive substances (TBARS) were

measured following the method of Ohkawa et al.

(1979). In this process, the end product of lipid

peroxidation, the MDA reacts with thiobarbituric acid

(TBA). One gram ofmuscles was homogenized in 9 ml

of KCl (1.15 %), and the sample was incubated in

0.6 % TBA (pH 3.5) containing SDS (0.45 %) for 1 h

at 100 �C. After cooling, the sample was centrifuged at

8259g for 15 min and the absorbance of the super-

natant was measured at 532 nm. The standard curve

was prepared using 1, 1, 3, 3-tetramethoxy propane,

and the result was expressed as lmolMDA/mg protein.

Reduced glutathione

Reduced glutathione (GSH) for muscles, hepatopan-

creas and gills was determined using the method of

Jollow et al. (1974). The collected supernatant was

precipitated with 4 % sulfosalicylic acid (Himedia) in

1:1 ratio. The samples were kept at 4 �C for 1 h and

then centrifuged at 15009g for 15 min at 4 �C. This
supernatant was used for GSH assay. The assay

mixture (200 lL) consisted of supernatant, 0.1 M

phosphate buffer (pH 7.4) and 5-5-dithiobis-2-ni-

trobenzoic acid (DTNB, Himedia). Optical density

wasmeasured at 412 nm and expressed as nmol GSH/g

tissue.

Glutathione S-transferase

Glutathione S-transferase (GST) activity of muscles

and hepatopancreas was measured (Habig et al. 1974).

The reaction mixture consisted of 0.1 M phosphate

buffer (pH 7.4), 0.60 mM 1-chloro-2-dinitrobenzene

(CDNM, Sigma, USA) and 10 mM reduced glu-

tathione (GSH, Himedia). Absorbance was monitored

at 340 nm kinetic mode at 25 �C. Activity was

expressed as nmol of CDNB/mg protein/min. The

molar extinction coefficient is 9.6 9 103/M cm.

Glutathione peroxidase

Glutathione peroxidase (GPx) activity of gills and

hepatopancreas was measured following the method of

Mohandas et al. (1984). The assay mixture consisted of

0.05 M phosphate buffer (pH 7.4), 1 mM (EDTA,

Himedia), 1 mM sodium azide (Himedia), 1 U/mL

glutathione reductase (Sigma, USA), 1 mM reduced

glutathione (GSH, Sigma), 0.2 mM nicotinamide

adenine dinucleotide (NADPH, Sigma) and 0.25 mM

hydrogen peroxide (H2O2, Sigma). The decrease in

absorbance was recorded at 340 nm. Activity was

expressed as nmol of NADPH/mg protein/min. The

molar extinction coefficient is 6.22 9 103 M cm.

Gene expression study

RNA isolation and first-strand cDNA synthesis

Total cellular RNA from different tissues of fish

(brain, gills and hepatopancreas) was extracted with

TRIzol reagent (Invitrogen, USA). RNA concentra-

tion was measured with Nanodrop ND-1000 spec-

trophotometer (Thermo Scientific, USA), and the

integrity was assessed by observing the band intensity

of RNA on 1 % agarose gel. For the first-strand cDNA

synthesis, 1 lg of total RNA was treated with 1 U of
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DNase I (Sigma-Aldrich, USA), and reverse tran-

scription was carried out using ProtoScript M-MuLV

first-strand cDNA synthesis kit (New England Bio-

labs, USA). The constitutively expressed housekeep-

ing gene, b-actin, was used both as a positive control

and for sample normalization.

Real-time PCR analysis

Quantitative real-time PCR was performed in

MicroAmp� Fast Optical 96-well reaction plates with

optical adhesive cover in the ViiA-7TM real-time

PCR system (Applied Biosystems, USA). Primers for

HIF-1a, ATPase 6 and b-actin were designed using

Primer 3 software (Table 2). In real-time PCR,

amplifications were carried out, in 10 lL reaction

volume containing 1 lL of cDNA, 0.25 lL of FW and

RV primers (2.5 lMeach), 5 lL of 2X Power SYBR�

Green PCR Master Mix and 3.5 lL of PCR-grade

H2O. The PCR amplification was performed under the

following conditions: 50 �C for 2 min, initial denat-

uration at 95 �C for 10 min, followed by 45 cycles of

95 �C/15 s, 55 �C/1 min. The reaction carried out

without cDNA was used as a negative control. The

PCR efficiencies were determined by analysis of serial

dilutions of cDNA, and efficiencies were close to

100 % allowing the use of the 2-DDCT method for

calculation of relative gene expression (Livak and

Schmittgen 2001). Specificity of the amplification

reaction was analysed using dissociation curves with a

temperature range from 60 to 95 �C. The correct size
and single-band amplification were confirmed by

running the real-time PCR products (8 lL) in agarose

gels (1 %) using ethidium bromide.

Statistical analysis

All data were presented as mean ± standard error.

Data were analysed using one-way analysis of

variance, ANOVA (SPSS 13.0) and Duncan’s multi-

ple range (DMR) test (Montgomery 1984). The

significance level was accepted at p\ 0.05.

Results

Catla were acclimated at 5 ± 0.05 mg/L dissolved

oxygen and then exposed to both low (1 and 3 mg/L)

and high (7, 9 and 11 mg/L) levels of dissolved

oxygen. Therefore, 5 ± 0.05 mg/L dissolved oxygen

treatment was considered as the normal/control (ac-

climation) condition. Response of catla to low and

high levels of dissolved oxygen was compared with

this control one. There was no mortality of fish during

experimental period.

Abundance of red blood cells

The number of red blood cells (RBC) decreased in

catla exposed at 1 and 3 mg/L dissolved oxygen

compared to the control 5 mg/L treatment (Fig. 1)

after 1 h of exposure. The number of RBC increased

1.5–1.75-fold in 7–11 mg/L dissolved oxygen treat-

ments compared to the control one after 1 h of

exposure. The abundance of RBC reduced signifi-

cantly in 7, 9 and 11 mg/L dissolved oxygen treat-

ments after 48 h of exposure compared to 1 h exposed

fish in respective treatment. There was no significant

difference in RBC number in 1, 3 and 5 mg/L

treatments after 48 h compared to the 1 h exposed

fish in respective treatment.

Lysozyme

Serum lysozyme level reduced significantly after 1 h

of exposure of catla in 1 and 3 mg/L dissolved oxygen

treatments compared to the control condition (DO-5).

The lysozyme activity was 3.50 ± 0.06 mg/mL in

Table 2 Primer sequences

used for real-time PCR

analysis

Target gene Primer name Primer sequence (50–30) Accession number

HIF-1a HIF 1a Fw GGAAAGGAGTCTGAGGTATTCT EF222026.1

HIF 1a Rv ACTCTCCAGTTCGTTCTCCTTG

ATPase 6 ATPase 6 Fw CCAATTCGCAAGCCCATCAT JN859669.1

ATPase 6 Rv AGGGGGGAGTAGCAGTTGGT

b-actin b-actin Fw AGACCACCTTCAACTCCATCATG JQ991014.1

b-actin Rv CCGATCCAGACAGAGTATTTACG
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control fish at this period. The activity was signif-

icantly higher in catla exposed at high levels (7–9 mg/

L) of dissolved oxygen compared to the control one.

Lysozyme activity increased significantly in all treat-

ments (except DO-5) after 48 h exposure compared to

the 1 h exposed fish in the respective treatment

(Fig. 2). Significantly lower activity was also found in

DO-1 and DO-3 treatments compared to others after

48 h exposure.

Respiratory burst activity

The respiratory burst activity was significantly lower

in 1 and 3 mg/L treatments compared to the control

catla (DO-5) after 1 h of exposure. The activity

increased in fish exposed at high levels of dissolved

oxygen compared to the control one. The activity was

significantly higher in DO-9 and DO-11 compared to

the other treatments in both samples (Fig. 3).

Respiratory burst activity reduced 6.8–32.0 % in

48 h exposed fish in 1, 3, 9 and 11 mg/L dissolved

oxygen treatments compared to the 1 h exposed fish in

the same treatment. The activity was 3.5 % higher in

both 5 and 7 mg/L treatments after 48 h of exposure

compared to the 1 h exposed fish in the same

treatment.

Nitric oxide synthase

This was interesting to observe that nitric oxide

synthase (iNOS) level was significantly higher in DO-

11 treatment compared to others after 1 and 48 h of

exposures. A direct relationship was found between

the dissolved oxygen level of water and nitric oxide

synthase level in both samples (Fig. 4). Nitric oxide

synthase levels in all treatments were significantly

higher after 48 h exposure compared to the 1 h exposed

fish in the respective treatment.

Thiobarbituric acid reactive substances

Thiobarbituric acid reactive substances (TBARS)

level is an indicator of lipid peroxidation of tissues.

Significantly lower TBARS was found in DO-5 and

DO-7 treatments compared to others. Exposure of

catla to low (1 and 3 mg/L) and high (9 and 11 mg/

L) levels of dissolved oxygen resulted into higher

level of TBARS in the muscles of catla (Fig. 5).

TBARS level increased significantly in all 48 h

exposed fish regardless of treatments (except DO-5

and DO-7) compared to 1 h exposed fish in

respective treatment.
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Reduced glutathione

Reduced glutathione (GSH) was assayed in muscles,

hepatopancreas and gills (Fig. 6a–c). In muscles of

catla, reduced glutathione level was significantly

higher in DO-5 and DO-7 treatments compared to

others after 1 h of exposure. Similar trend was found

after 48 h of exposure, except in DO-7. The level was

significantly lower in this treatment compared to DO-

5. In muscles, GSH level reduced significantly in fish

exposed at 7–9 mg/L dissolved oxygen after 48 h

compared to the 1 h exposed fish in the respective

treatment. Like muscles, GSH level was significantly

higher in hepatopancreas of catla exposed at 5 and

7 mg/L of dissolved oxygen compared to the other

treatments after 1 h exposure. The level was signif-

icantly lower after 48 h of exposure compared to 1 h

in all treatments, except DO-5. In gills, GSH level was

significantly higher in DO-5 compared to others in

both samples. In gills, GSH level reduced after 48 h

exposure compared to the 1 h exposed fish regardless

of treatment.

Glutathione S-transferase

Glutathione S-transferase (GST) level in muscles of

catla (Fig. 7a) was significantly lower in DO-5 and

DO-7 compared to other treatments after 1 h of

exposure. There was no significant difference between

DO-5 and DO-7 during this period. In muscles, GST

level was significantly higher in DO-1 and DO-3 after
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48 h of exposure compared to the 1 h exposed fish in

the respective treatment. In hepatopancreas of catla,

GST level (Fig. 7b) was significantly higher in DO-1

and DO-3 treatments compared to others after 1 and

48 h of exposure. In hepatopancreas, GST level was

significantly higher in all treatments (except DO-5 and

DO-7) after 48 h of exposure compared to the

respective 1 h exposed fish.

Glutathione peroxidase

In hepatopancreas of catla, glutathione peroxidase

(GPx) level was significantly higher in DO-1 and DO-

3 treatments compared to DO-5 after 1 h of exposure.

There was no significant difference in GPx level

between the high dissolved oxygen treatments and the

control one (Fig. 8a) during this period. GPx level

increased in fish exposed at 9 and 11 mg/L dissolved

oxygen treatments after 48 h of exposure compared to

the control one. GPx level in hepatopancreas was

7.37–65.78 % higher in 48 h exposed fish compared to

1 h exposed one regardless of treatment (except DO-5).

In gills, GPx level was significantly higher in fish

exposed at 1 mg/L dissolved oxygen compared to the

control one in both samples (8b). The level increased

significantly in 48 h exposed catla compared to the 1 h

exposed fish in all treatments, except DO-5 and DO-7.

Gene expression

ThemRNA level of hypoxia-inducible factor (HIF)-1a
was studied in brain, gill and hepatopancreas of catla

exposed to six different dissolved oxygen (Fig. 9a, b).

In brain, HIF-1amRNA was increased in 1 and 3 mg/

L dissolved oxygen treatments compared to others

after 1 h of exposure. In gill and hepatopancreas, HIF-

1a mRNA level was significantly higher in DO-1

treatment compared to others after 1 h exposure. The

mRNA level was reduced in hepatopancreas of all

treatments (except DO-1) compared to DO-5. After

48 h of exposure, HIF-1a mRNA level was signifi-

cantly higher in gills of DO-3 treatment compared to

others. This treatment was followed by DO-11 treat-

ment. The mRNA level was lower in hepatopancreas

of all treatments compared to DO-5.
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The mRNA level of ATPase 6 was significantly

higher in brain and hepatopancreas of DO-1 treatment

compared to others after 1 h exposure. This treatment

was followed by DO-3. The mRNA level of ATPase 6

was decreased in gills of catla regardless of treatments

(Fig. 10a). After 48 h of exposure, mRNA level was

significantly higher in gill and hepatopancreas of DO-

3 and DO-9 treatment, respectively compared to

others. In 11 mg/L dissolved oxygen treatment, the

mRNA level of ATPase 6 was induced compared to

5 mg/L dissolved oxygen treatment (Fig. 10b).

Discussion

Availability of dissolved oxygen is a critical param-

eter. The optimum recommended oxygen level for

tropical freshwater fish is 5 mg/L (Mallya 2007). In

the present study, the exposure of catla at above and

below this level showed physiological stress in this

species. The number of red blood cells (RBC) is an

important parameter as these are associated with the

oxygen carrying capacity of the blood. The number of

RBC reduced in fish challenged with low dissolved

oxygen after 1 h. The abundance of red blood cell

increased as the fish was exposed to higher levels of

dissolved oxygen during this period. But there was

change in the abundance of RBC after 48 h of

exposure. In normoxic (5 mg/L) and hypoxic (1 and

3 mg/L) conditions, there was no significant change in

RBC abundance between 1 and 48 h samples of same

treatment. But in hyperoxic (7–11 mg/L) treatments,

there was significant reduction in RBC number after
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48 h exposure compared to the sample of 1 h in the

same treatment. In juvenile turbot Scophthalmus

maximus, the number of RBC was higher in 14 mg/L

dissolved oxygen treatment compared to the control

(7 mg/L) one after 7 days of exposure, but the number

reduced significantly in the former after 28 days of

exposure (Wu et al. 2014). Both these studies

indicated the time-dependent variation in RBC num-

ber with response to oxygen stress. In catla, the

reduction of number of RBC in 7–11 mg/L treatments

after 48 h exposure might be related to less require-

ment of oxygen transport in fish. This is opposite to the

hypoxic conditions. Under hypoxia conditions,

increasing the RBC level may help to acquire more

oxygen and increase gas transport capacity of the fish

blood (Wu et al. 2014). In Amur sturgeon A.

schrenckii, the abundance of white blood cells and

red blood cells increased after 0.5 and 1.5 h exposure

at 1 mg/L dissolved oxygen, but there was no

significant difference 3 h after hypoxia (Ni et al.

2014). In the present study, the number of RBC was

counted at 1 and 48 h. The increase in abundance of

RBC was not recorded might be due to the difference

in sampling time in the present study. This also might

be species-specific response. Rees et al. (2001) found

in zebrafish D. rerio, the magnitude of the acclimation

to hypoxia depended upon the sex of the fish. In

hyperoxic condition, RBC abundance reduced after

48 h of exposure. Further study may require to

understand the impact of longer duration exposure in

hypoxic condition on the abundance of RBC in catla.

The reduced level of serum lysozyme and respira-

tory burst activity in fish challenged at 1 and 3 mg/L

dissolved oxygen were indicators of poor immune

system in these treatments. A direct relationship was

found between the dissolved oxygen and both param-

eters, except the serum lysozyme level in 11 mg/L

treatment after 48 h of exposure. Fish lysozymes

possess a high potential for bacteriocidal or bacteri-

olytic activity. This plays an important role in the bio-

defence system against gram-positive and gram-neg-

ative bacteria (Saurabh and Sahoo 2008). Lowest level

of nitric oxide synthase (iNOS) also showed the

impaired immune system of catla exposed at 1 and

3 mg/L dissolved oxygen levels. NOS are a family of

enzymes that catalyse the production of cellular

signalling molecule nitric oxide. This nitric oxide

plays vital role in many biological processes. The

inducible isoform iNOS produces large amount of

nitric oxide as a defence mechanism. The young fish

use innate mechanisms during the first weeks/months

of their development, and this may find application for

the defence of farmed fish against pathogens at early

age (Rombout et al. 2005). In the present study, the

elevated levels of lysozyme, respiratory burst activity

and NOS indicated the improved defence system of

catla in higher dissolved oxygen treatments. But

respiratory burst activity reduced in these treatments

after 48 h exposure compared to the 1 h exposed fish in

the same treatment. In sea bass Dicentrarchus labrax,

hyperoxygenation of sea water resulted in a twofold

increase in immunoglobulins (Scapigliati et al. 1999).

The oxygen levels in the environment may modulate

the immune response; hypoxia depresses the respira-

tory burst activity of macrophages and lowers the

levels of circulating antibodies, which in turn are

elevated by hyperoxia (Watts et al. 2001; Bowden

2008).

Fish maintained at 5 and 7 mg/L dissolved oxygen

had less lipid peroxidation compared to the other

treatments as the level of TBARSwas low in these two

treatments. Lipid peroxidation is a well-established

mechanism of oxidative damage caused by ROS such

as superoxide (O2
-), OH and hydrogen peroxide

(H2O2), and the measurement of malondialdehyde

(MDA) provides a convenient index of lipid peroxi-

dation (Devasena et al. 2001). Fish challenged with

low and high levels of dissolved oxygen (compared to

the control condition) were prone to lipid peroxidation

in the present study. Lipid peroxidation may bring

about protein damage by its end products, MDA and

4-hydroxynonenal (Bhor et al. 2004). Fish tissue

contains large quantities of polyunsaturated fatty acids

(PUFAs) essential for membrane function (Martinez-

Alvarez et al. 2005). Lipid peroxidation is the process

of oxidative degradation of PUFA, and its occurrence

in biological membranes causes impaired membrane

function, structural integrity and inactivation of sev-

eral membrane-bound enzymes (Goel et al. 2005).

Lushchak et al. (2005a) reported that in common carp,

TBARS level increased three-fold in hepatopancreas

during hypoxic condition. In vitro exposure of rain-

bow trout plasma and red blood cells to hyperoxia for

5 min resulted in more marked changes in TBARS

content (Ritola et al. 2002a, b). In the present study,

48 h exposure resulted in higher lipid peroxidation

compared to the 1 h exposed fish in all treatments

except DO-5 and DO-7.
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It is suggested that increased dissolved oxygen

levels increase ROS generation due to enhanced

probability of electrons escaped from electron-trans-

port chains to combine with molecular oxygen.

However, organisms possess specific adaptive mech-

anisms to prevent negative consequences of high

environmental oxygen levels. In catla, decrease and

increase in dissolved oxygen level of water from the

control condition (5 mg/L) resulted into lower level of

reduced glutathione after 1 and 48 h exposure in all

tissues (muscles, hepatopancreas and gills), except

muscles of DO-7 treatment after 1 h of exposure.

Therefore, it is clear that both decreased and increased

levels of external oxygen are an inducer of oxidative

stress in catla. The exposure to hyperoxia induced

oxidative stress in goldfish (Lushchak et al. 2005b),

Atlantic salmon S. salar (Olsvik et al. 2005) and

Senegal sole Solea senegalensis (Salas-Leiton et al.

2009). Maintenance of GSH levels is crucially

important in preventing damage to cells exposed to

conditions that promote oxidative stress. The cysteine

thiol moiety of GSH imparts the antioxidant activity of

this molecule. GSH can directly reduce a number

reactive oxygen species including 1O2, HO
�, and O2

-

and GSH are oxidized to GSSG in this process.

Glutathione may serve as a co-factor for antioxidant

enzymes such as glutathione-dependent peroxidases

or glutathione S-transferases, a second-phase detoxi-

fication enzyme (Lushchak 2011). Thus, the depletion

of GSH during oxidative stress could have a signif-

icant impact on the antioxidant potential of cell

(Pompella et al. 2003; Masella et al. 2005).

Glutathione S-transferases (GST) represent a major

group of detoxification enzymes that catalyses intra-

cellular detoxification reactions, including the inacti-

vation of electrophilic carcinogens by catalysing their

conjugation with glutathione (Henderson et al. 1998).

In addition, GSTs have endogenous substrates, such as

lipid and nucleic acid hydroperoxides and alkenals,

which result from the decomposition of lipid hydrox-

yperoxides (Coles and Kadlubar 2003). Significantly

higher level of GST was found in catla exposed at

lower and higher levels of dissolved oxygen compared

to the control condition. GST level was higher in

hepatopancreas compared to the muscles of respective

treatment. Oehlers et al. (2007) found that in medaka

Oryzias latipes hypoxia increased glutathione S-

transferase level. Elevated levels of GST in hep-

atopancreas of catla in all treatments (except DO-5 and

DO-7) after 48 h of exposure compared to the 1 h

exposed fish of the respective treatment indicated

higher detoxification mechanism in the tissue to

overcome the adverse conditions. This may result into

better immune system in fish exposed at elevated

dissolved oxygen levels.

Glutathione peroxide (GPx) is a tetrameric enzyme

that catalyses the oxidation of glutathione. The

enzyme is found in both selenium-containing and

selenium-independent forms in the cytosol and mito-

chondria of animal tissues (Halliwell and Gutteridge

1999). Exposure of catla at low dissolved oxygen

resulted in higher value of glutathione peroxidise in

hepatopancreas and gills. Longer (48 h) duration

exposure caused chronic stress as the GPx level

increased in fish maintained above 5 mg/L oxygen

level. The level was higher in hepatopancreas com-

pared to gills of respective treatments. This showed

tissue-specific expression pattern. The responses of

oxidative stress in fishes were highly tissue specific.

White muscles have low content of mitochondria and

low-intensive oxidative metabolism (Lushchak et al.

2005b). Therefore, it often shows a slight response to

oxidative/reductive conditions. On the other hand,

aerobic tissues, brain and especially hepatopancreas

possess high potential for ROS generation, which

seems to be efficiently counter balanced by powerful

protective mechanisms to detoxify and repair dam-

aged lipids and proteins.

This study clearly showed that after 48 h of

exposure of fish was more stressful for fish compared

to the 1 h exposed fish in the same treatments as

TBARS levels were elevated in muscles of all

treatments, except DO-5. Simultaneously, elevation

of GPx level in hepatopancreas of fish in all these

treatments indicated stress. This GPx virtually reduced

the amount of GSH in most of these treatments. A

close connection between oxidized lipids and antiox-

idant enzymes is proven by time dynamics of these

parameters in response to stress. Elevation of lipid

peroxidation is often the first reaction to increase ROS

generation, but an induction in antioxidant defences,

GPx and GST being the main enzymatic ones, causes a

quick return of oxidized products to initial level

(Lushchak and Bagnyukova 2006). Better detoxifica-

tion mechanisms at elevated oxygen levels improved

immune system of catla. Oxygen free radicals report-

edly play a decisive role in the regulation of defence

systems. Levels of these oxygen free radicals were
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found to be increased in immunocytes during immune

responses and the killing of pathogens by phagocytes

(Jones et al. 1991). However, reports exploring the

effects of generation of oxygen free radicals on

immune response are limited. It was revealed that

oxygen free radicals may contribute to the

immunomodulation and indicated the possible link

between oxygen free radicals generation and sup-

pressed immune system during oxidative stress (Koner

et al. 1997). Levels of TBARS, reduced glutathione

and the activities of antioxidant enzymes clearly

showed development of mild oxidative stress under

hypoxic conditions in the present study. Glutathione is

one more potential candidate because its biosynthesis

is stimulated under mild oxidative stress owing to

increased expression of glutamate cysteine ligase, a

key enzyme for its biosynthesis (Lushchak 2014).

Most studies suggested that HIF levels are regu-

lated via oxygen-dependent breakdown; studies on

hypoxia-tolerant vertebrates suggested that HIF

mRNA levels may be regulated (Shams et al. 2005;

Law et al. 2006; Rissanen et al. 2006). In normoxia-

and hypoxia-grown zebra fishD. rerio, highest HIF-1a
mRNA levels were found in tissues like brain, gill and

heart that are important for hypoxic survival (Rytkö-

nen et al. 2014). In the present study, the mRNA level

of HIF-1a increased in brain of catla exposed at 1 and

3 mg/L dissolved oxygen after 1 h of exposure. In gill

and hepatopancreas of catla, mRNA level of HIF-1a
increased in 1 mg/L dissolved oxygen. The mRNA

level of HIF-1a increased in gill of catla exposed at 3

and 11 mg/L dissolved oxygen level after 48 h of

exposure. This showed tissue-specific expression

pattern. Brain is most sensitive to hypoxic condition

(B3 mg/L). The detoxification capacity of hepatopan-

creas was confirmed from this result. In DO-3 and DO-

11 treatments, mRNA level of HIF-1a in gills required

longer duration exposure (48 h) for its expression.

Gracey et al. (2001) reported tissue-specific patterns of

expression reflect the different metabolic roles of

tissues during hypoxia in goby fish, Gillichthys

mirabilis. This was also important to record that like

hypoxia, hyperoxic condition was also stressful to

catla.

Several studies showed the adaptive response of

fish to low oxygen levels. In crucian carp Carassius

carassius, HIF-1 DNA binding activity and HIF-1

expression in normoxia and hypoxia (0.7 mg/L O2)

were studied at temperatures of 26, 18 and 8 �C

(Rissanen et al. 2006). Temperature had a marked

influence on HIF-1 in normoxia. Tissue-specific

expression pattern was recorded in heart, gills and

kidney. HIF is a key transcriptional activator in

responses to hypoxia and primary regulator of the

production of red blood cells through mediation of the

expression of erythropoietin gene (Zhao and Wu

2013). In the present study the mRNA level of HIF-1a
increased after 1 h, while the RBC number decreased.

This possibly indicates that during hypoxic conditions

longer time was required for erythropoiesis as there

was no increase in RBC number at least up to 48 h of

exposure.

A defence promoting process in hypoxic condition

is a drastic suppression of ATP demand, including

shutting down energy costly processes like protein

synthesis, cell division and ion pumping activity.

Another hypoxia defence strategy involves reorgani-

zation of metabolic pathways by switching from

aerobic oxidation to the glycolytic pathway (Ton

et al. 2003). Hypoxia also induced the expression of

hepatopancreas genes needed for enhanced anaerobic

ATP production of gluconeogenesis. These responses

represented an important adaptive strategy enablingG.

mirabilis to survive under natural conditions of

environmental hypoxia (Gracey et al. 2001). In the

present study, though initially the mRNA level of

ATPase 6 increased in hepatopancreas of catla

exposed at DO-1 and DO-3 treatments compared to

control one, the mRNA level reduced after 48 h of

exposure. These results are comparable with the

results of Busk and Boutilier (2005). They observed

that anoxia exposure of hepatocytes of eel Anguilla

anguilla caused an initial decrease in ATP, followed

by a stabilization at a new, lower level. In contrast,

Krumschnabel et al. (1997) demonstrated that expo-

sure of goldfish hepatocytes to anoxia did not result in

a decrease in ATP. In the present study, increased

mRNA level of ATPase 6 gene in hepatopancreas after

1 h and decreased mRNA level after 48 h exposure can

be considered as the compensatory mechanism to fulfil

the ATP requirement needed in various metabolic

processes. In the present study, long duration (48 h)

exposure of fish to higher levels of dissolved oxygen

(DO-9) resulted in up-regulation of ATPase 6 in

hepatopancreas. The increase in ATP production must

be achieved by coordinate expression of associated

proteins encoded by mitochondrial and nuclear genes

(Anderson et al. 1981). Carp acclimated at 10 �C
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showed two-fold higher ATPase mRNA levels com-

pared to the carp acclimated at 30 �C (Itoi et al. 2003).

The present study showed the of ATP metabolism

character of the brain, gills and hepatopancreas. Brain

is the most sensitive to hypoxic condition as its

metabolism relies on majority of ATP formed in the

mitochondria through oxidative phosphorylation of

adenosine diphosphate (ADP) catalysed by the

enzyme ATPase.

Conclusions

The exposure of tropical freshwater fish catla below

recommended dose of dissolved oxygen 5 mg/L

impaired immune system. This was reflected in the

lower values of respiratory burst activity and nitric

oxide synthase, whereas lipid peroxidation was higher

in fish exposed below and above the 5 mg/L level of

dissolved oxygen. In catla, decrease and increase in

dissolved oxygen level of water from the control

condition resulted into lower level of GSH and

increased levels of GST and GPx. Maintenance of

GSH levels is crucially important in preventing

damage to cells exposed to conditions that promote

oxidative stress. The mRNA level of HIF-1a and

ATPase increased in treatments with B5 mg/L dis-

solved oxygen just 1 h after exposure. This showed

immediate stress effect. Tissue-specific expression

showed the different metabolic roles of tissues during

hypoxia and hyperoxia in carps. This is clear from the

present study that both decreased and increased levels

of oxygen in the culture system induced oxidative

stress in catla.
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Abstract— Passive Optical Networks are thought to be    ONU 

 
User 1 

the  next  step  in  the  development of  Access  Networks      
and  providing  broadband  access  in  the  ”last  mile”      
area.  Ethernet PONs (EPON) gain  the  most attention      
from  the  industry  as  they  offer  highly  flexible,  cost    ONU User 2 

effective solution. In this paper we propose algorithms      
that provide Dynamic Bandwidth Allocation and shift the      
burden of queue management from the customer to the OLT     
network, this results in less complicated and more generic      
equipment used on the customer’s premises. We show      
the results of simulations to validate the effectiveness of    ONU User M 

algorithms presented.      

I. Introduction 
With the increasing popularity of the Internet the traffic 

generated by domestic and small business users 

 

 
ONU 

 

 
User N

has been growing constantly over the last couple of years. 

Various technologies have been deployed to provide 

broadband access to the network in the area known as the 

”last mile”. As network operators strive for cost efficiencies, 

Passive Optical Network (PON) seem to be the next step in 

the development of Access Networks (AN). 

A PON is a point-to-multipoint all optical network 

with no active elements in the path between the signal source 

and the destination. On the network side there is an Optical 

Line Terminator (OLT) unit. The OLT is usually placed in 

the local exchange and it acts as a point of access to the 

Wide or Metropolitan Area Network. On the customer’s side 

there is an Optical Network Unit (ONU). An ONU can be 

placed either in the curb, building or home and its primary 

task is to convert data between optical and electrical 

domains. 

Two   protocols,   Asynchronous   Transfer   Mode 

(ATM) and Ethernet, have been proposed as the trans- 

mission  protocol  in  PONs.  In  recent  years  EPONs have 

gained more attention from the industry. The architecture of 

an Ethernet network is simple yet extremely efficient. 

Interoperability between old and new  networks can  easily 

be  maintained and  legacy solutions can be used as EPON 

data is carried in standard Ethernet frames. 

Typically EPON networks are connected in a tree 

topology with multiple ONUs attached to a single OLT by 

means of optical splitters as shown in Figs. 1 and 2. In a 

downstream (network→user) transmission the OLT  uses  all  

the  available  bandwidth  to  broadcast 

Fig. 1.    Downstream transmission in EPON. 
 

packets  through  the  splitter/coupler to  every  ONU. Each 

ONU extracts packets from the stream based on the Medium 

Access Control (MAC) address. 

In the upstream direction packets sent by an ONU can only 

reach the OLT as optical splitter prevents an ONU from 

receiving packets from other ONUs. In order to avoid 

collisions between frames from different ONUs at the optical 

splitter available bandwidth must be shared among all ONUs. 

The OLT is responsible for assigning a non-overlapping time-

slot to each ONU, and  ONUs  can  only  transmit during  

that  time-slot. During an off period packets are buffered 

and when the time arrives send in a burst using all the 

available bandwidth. 

One   of   the   key   features   of   EPON   networks is their 

ability to support Differentiated Services (DiffServ) [1] 

architecture and offer various levels of quality of service 

(QoS). Generally three classes of traffic can be distinguished: 

Expedited Forwarding (EF), Assured Forwarding (AF), and 

Best Effort (BE). EF services (primarily voice and video) have 

very strict requirements and demand a constant, low end-to-

end delay and jitter. AF services tend to be less sensitive to 

packet delay but require a guaranteed amount of band- width. 

BE traffic is generated by applications that have no strong 

requirements regarding traffic properties. 

In this paper we analyze various Dynamic Band- width   

Allocation   (DBA)   algorithms   that   support
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the allocated transmission window with a Multi-Point 

Control Protocol (MPCP) [6] GATE message. 

Removing the scheduling mechanism from an ONU 

has two benefits. Firstly the ONU becomes a very sim- ple 

unit that is easy to manufacture and is inexpensive to 

maintain. Secondly greater flexibility is achieved as the ONU 

becomes independent from the OLT. Various scheduling 

algorithms can be deployed on the OLT without any 

modifications at  the client side. Hence Service Level 

Agreements (SLA) can be introduced, changed and modified 

at any time. 
 

III. Dynamic Bandwidth Allocation with 
DiffServ Support

Fig. 2.    Upstream transmission in EPON. 

 

 
DiffServ architecture. In comparison to algorithms already 

presented in literature, the OLT should be responsible for 

granting time on a per class rather than per ONU basis, so no 

intra-ONU scheduling exists. This ensures that the equipment 

on the customer’s side is kept as simple and inexpensive as 

possible. 
 

II. Background 
 

In EPON networks ONUs cannot transmit at the same time. 

It is the OLT’s responsibility to divide the available 

bandwidth between ONUs. To achieve that the OLT assigns 

a non overlapping time-slot to every ONU. In a static 

bandwidth allocation (SBA) a fixed amount of time is 

assigned to every ONU. Algorithms with and without support 

for differentiated services based on a static bandwidth 

allocation were studied in [2], [3]. The obvious disadvantage 

of SBA is that bandwidth cannot be utilized efficiently. This 

is es- pecially true in the case where the difference between 

bandwidth requested by and bandwidth assigned to the source 

is large. 

In [4], a DBA algorithm called ”Interleaved Polling with 

Adaptive Cycle Time (IPACT)” was presented. This  

algorithm allocates  time  slots  based  on  infor- mation 

received from ONUs during a polling cycle. IPACT provides 

statistical multiplexing and gives good bandwidth utilization 

but due to a variable polling cycle, delay sensitive services 

are hampered. 

Dynamic bandwidth allocation combined with priority 

scheduling algorithms were studied in [4], [5]. In both 

papers OLT is responsible for granting time slots to ONUs. 

Every ONU assigns packets to different queues based on their 

QoS demands. The main disadvantage of this approach is that 

to fully support DiffServ, an ONU has to have knowledge 

about the SLA between a customer and the network provider. 

Here, we propose a different approach where all packet 

scheduling is done at the OLT and the ONU’s functionality is 

limited to the minimum. The bandwidth is allocated per 

class of traffic rather than per ONU. For every class the OLT 

informs an ONU about

 

An efficient bandwidth allocation algorithm is the key to 

enabling PONs that support DiffServ. Before transmission 

windows are assigned, various parameters must  be  taken  into  

account.  As for  the  EF  class, delay and jitter are the 

priority. AF class usually demands various levels of certainty 

that packets reach the destination and BE class has no strong 

requirements regarding QoS. The algorithm must balance 

these factors to achieve the optimal utilization of available 

bandwidth. 

Two MPCP messages are involved in the exchange 

of control information. The REPORT message is used by an 

ONU to periodically  inform  the  OLT  about the length of its 

queues. On the other side the OLT issues GATE messages to 

notify each ONU about transmission times assigned to every 

class. 

A granting cycle is  a  time  in  which  all  active 

ONUs should have a chance to transmit their data. An 

increase in the duration of a granting cycle leads to larger 

delays experienced by packets, as ONU must wait for a longer 

period of time for its opportunity to send its data. Conversely 

making a granting cycle too short leads to more bandwidth 

being wasted to guard intervals that are necessary to separate 

transmission from two ONUs. 

There are two categories of bandwidth allocation 

algorithms. In static allocation every ONU/class is assigned its 

fixed share of  bandwidth.  In dynamic allocation bandwidth 

is assigned proportionally to the reported queue length. Data 

that can’t be sent during a granting cycle has to wait for the 

next opportunity. 

Here, we want to present new algorithms that could 

be used with EPONs supporting different classes of service. 

Let the system have N ONUs with q queues at each ONU. 

Also, let Bn,q  be a percent of the total bandwidth 

requested/assigned to a queue q at ONU n. 
 

A. DBA with Priority Transmission Order - DBA-P 

In this algorithm at the first stage every class is as- signed 

bandwidth that is proportional to the bandwidth requested. 

(1)
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To improve the performance of this algorithm for high priority 

traffic every ONU has a chance to transmit its EF packets at 

the beginning of the granting cycle. 
 

B. DBA with a Guaranteed Minimum band- width 

- DBA-GM 

This approach is a tradeoff between static and dynamic 

allocation schemes. Every class is assigned some minimal 

amount of bandwidth that was agreed in 
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the SLA between the network provider and a customer. The 

amount of bandwidth assigned is dependent on the priority of 

the traffic. 
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The remaining bandwidth is  assigned to  all classes 

proportionally to the bandwidth required. 

 

Bavail = 1 – Bmin                                                              (3) 

 

Bexcess = ∑  B request
n,q - Bmin

n,q                                                               (4) 

 

Bassigned
n,q = B

min
n,q + Bavail÷ Baccess(B request

n,q - Bmin
n,q )      (5)                                                               
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 As in DBA-P in order to minimize the delay and jitter 

experienced  by  EF  classes,  these  classes  are assigned 

bandwidth at the beginning of the granting cycle. The 

modified version of DBA-GM scheme is 

shown as DBA-GM-P. 
 

IV. Performance Evaluation 
To measure the performance of each bandwidth allocation 

algorithm we designed an event-driven C++ based EPON 

simulator. In our research we used 16 

ONUs connected in a tree topology to a single OLT operating 

at a speed of 1Gb/s. Each ONU has three queues with an 

independent buffering space. The guard time between 

transmissions from different ONUs is set to 1µs and the value 

of Inter-Frame Gap (IFG) between Ethernet packets is 96 bits. 

In our simulator the length of a granting cycle stays the same 

throughout the simulation. 

It has been shown that most network traffic (i.e., http, ftp  

and  VBR  services)  is  best  characterized by self-similarity 

and long-range dependence [7]. To model a high priority 

EF class of traffic (e.g., voice applications) a Poisson 

distribution is generally used. In our simulator we used a 

class of a high priority traffic with a fixed packet length of 70 

bytes. A length of packets  for  AF  and  BE  classes  was  

uniformly distributed between 64 and 1518 bytes. We ran 

our simulations for various proportions in the volume of EF, 

AF and BE traffic. Average and maximum packet 

delay were measured during experiments. 

We compared the performance of algorithms pro- posed in 

this paper with the performance of SBA and DBA algorithms. 

The results for 20% of EF, 40% of 

                 0     10    20    30    40    50    60    70    80    90   100 

Load (%) 

(b) AF - average delay 
 
Fig. 3.  Algorithms performance comparison. EF - 20%, AF - 40% 
and BE- 40%. 

 
AF and 40% of BE traffic are presented in Figs. 3 and 

4, and for 30% of EF, 60% of AF and 10% of BE in 

Fig. 5.For light loads the SBA scheme showed better 

performance compared  to  other  algorithms. On  the other 

hand for heavy loads average and maximum delays are much 

longer than for other algorithms.DBA algorithm showed a 

steady performance under various conditions and the difference 

in the average delay for small and large loads was not larger 

2ms.The DBA-P scheme gave good results for both EF and AF 

classes of traffic. The values of an average delay for light 

loads are similar to SBA. For heavy loads DBA-P outperforms 

all other algorithms. The DBA-GM algorithm showed 

properties of both static and dynamic allocation. Under low 

traffic conditions the average delay was as low as for the 

SBA. If traffic offered was average or heavy it behaved as 

DBA, although its performance was worse as some bandwidth 

was statically allocated. 

The    improved   versions    of    those    algorithms (DBA-

GM-P) produced better results, due to the fact that high 

priority packets were sent at the beginning of every granting 

cycle in passive optical networks.
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Fig. 4.   Algorithms performance comparison. EF - 20%, AF - 40% 
and BE- 40%. 

Fig. 5.    Average delays comparison for EF - 20%, AF - 60% and 
BE- 10%.

 

V. Conclusion 

In this paper we addressed the problem of the sup- port for 

DiffServ in EPON. We proposed algorithms that shifted the 

responsibility of Access Control and queue management from 

the ONU to the OLT, as this creates a possibility of 

developing more generic, less complicated hence cheaper 

equipment. 

We introduced new algorithms that supported that scheme.  

We ran detailed  simulation experiments to analyze their 

performance. 

A novel DBA-P scheme showed the best performance for 

EF and AF class of traffic. The disadvantage of this approach 

was that as the bandwidth was as- signed proportionally to the 

reported length of queues there was no mechanism to 

guarantee that the user was allocated as much bandwidth as it 

was promised in the SLA. 

We   addressed   that   problem   and   proposed an DBA-GM 

algorithm, where a protection of parameters was achieved by 

static assignment of a certain amount of bandwidth agreed in 

the SLA. The results showed that DBA-GM performance was 

comparable but not as good as the DBA scheme. Considerable 

improvement in the values of average delay for EF classes 

was achieved when a mechanism of priority transmission was 

applied. 
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Abstract 
Purpose–Marketers have adopted Social media in business model, 
utilizing it for the purpose of understanding consumer’s perception. 
They have moved further ahead by using social media as a channel to 
communicate with consumers for promotional purposes as well as to 
create a positive brand image. Over the period of time Social media 
and social networking sites have evolved into a medium for 
Consumer Relationship Management (CRM) where marketers are 
using social media to manage consumer requests, queries, and 
grievances etc. The purpose of this paper is to understand the 
integration of social media into CRM and its evolution into Social 
CRM.  
 
Approach –Review of literature which discusses the use of social 
media and social networking sites for the purpose of building positive 
relations with consumers and then to Manage those relations using 
social media and social networking sites.  
 
Findings–It identifies different factors which affects social CRM. It 
also suggests strategies for marketers to implement an effective 
Social CRM.  
 
Implications–This paper would help marketers, researchers and 
academicians in understanding Social CRM better and would provide 
a base for further empirical research.  
 
Keywords: Social CRM, Social media, Social networking sites, 
online social network 

1. INTRODUCTION 

With introduction of Web 2.0 [13] there was a drastic change 
in how people and organizations interacted with each other. It 
maximized communication and addresses the masses using 
online Communities, Blogs or Wikis. With Internet 
communication becoming more and more customer centric, 
the customer is no longer limited to a passive role in his or her 
relationship with a company [3, 10]. 

Organizations have their traditional processes and information 
systems such as CRM which has its own detailed database 
pertaining to knowledge about markets, customer 
information’s. But on the other hand, customers discuss 
offerings and provide help to each other in the Social Web. 
Whether this social web can be used by marketers and 
organizations to build and manage relationships with the 
customers is one popular topic that has been discussed both in 

academic research and business discussion. A new 
phenomenon in understanding buyers’ needs and reaching new 
customers is social media. Organizations are capturing data 
from tools such as LinkedIn, Facebook and blogs, and 
attempting to integrate this information into their sales 
process, and focusing on using this internet phenomena to 
their advantage by using social media for CRM. Using this 
new Technology for increasing business and sales through 
relationship development with customers. [24, 23]. This paper 
is an attempt to understand the social CRM and how it can be 
used by marketers to their benefit.  

2. DEFINING CRM 

Within an organization, which deals with customers at a daily 
basis; CRM is very important when it comes to organizational 
approach to communicate and extend out to the customers 
[12]. It can be viewed as a maintaining a network between the 
organizations and the customers for mutual benefit [16]. If we 
were to give generalized definition of CRM then it would be 
that a general definition will be that it is and approach 
followed by organizations in understanding customers 
behavior by different meaningful communications, so as to 
increase customer profitability by increasing and improving 
customer acquisition, customer retention, customer loyalty. It 
is concerned with how an organization manages relationships 
with its customer using its various resources; namely, 
communications channels, interactive processes and various 
other contacts [7]. A more concise definition for CRM is: 

“CRM refers to an all-embracing management approach, 
which seamlessly integrates sales, customer service, 
marketing, field support, and other functions that touch 
customers” [19]. 

Today the organization have understood that the customers 
have become an important resource and it is important to 
maintain relationship with them, which can be utilized for 
understanding their preferences and creating offers, products, 
services as per their needs [11, 14, 4]. CRM is an approach 
which follows both relationship management and the 
marketing and management theories and approaches [8]. 
Effectively managing customer relationships has becoming a 
task which is being given a higher priority and new 
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approaches are being used by organizations to improve the 
customer’s satisfaction, sales and customer’s loyalty [2, 9].  

3. CRM PROCESS FRAMEWORK 

A traditional CRM approach comprises of front-end 
operations that interacts and obtain data about the customer. 
This data is mostly consolidated from various points of contact 
with the customer and is fed to a central database warehouse. 
Apart from this data, the warehouse also collects data from 
other outside sources and provides a more solid ground for 
analysis. Data analysis is done by various data mining 
processes and the output from these process is transferred to a 
central repository where the firm employees might access it.  

With technology being advancing at a fast pace, business 
organizations have been enabled to automate their business 
processes. CRM is a consolidated and a broad term which 
includes processes, strategies and applications working in sync 
to create a common grounds with customer and they enable 
organization with a single point of contact when it comes to 
being connected with customers. To have a healthy 
relationship with the customers it is imperative to monitor the 
behaviors and perceptions exhibited by the customer in each 
transaction and then providing them what they want. 

CRM process framework has three functionalities [17]: 

1. Operational-These are the solutions which involve 
customer touch points at the front end. Technological 
applications and systems are integrated into those parts of 
the business where the customer makes direct contact 
with the organization or the employee of the firm. This 
operational has its backend connected to an ERP system 
which collects the data generated by each interaction. 
Typical CRM solutions that fit into this category are 
customer sales and service, sales force automation, 
marketing automation and field services. 

2. Analytical-The data collected from the operational is 
analyzed for improvement in business performance. 
Using relevant and useful analytical techniques, 
organizations can forecast regarding customer behavior, 
identifying relevant customer segments, identifying 
potential customers etc.  

3. Collaborative-CRM gives way to facilitation of 
collaborative channels or services to facilitate interactions 
between customers and employees. This collaborative 
effort produces lot of data which is rich in customer 
information. It analyses the data using data mining and 
other technologies and in turn feeds the result (i.e. 
knowledge gained) back to the operational and 
collaborative CRM technologies. 

All customers do not comply positively to the organizations 
profitability. Some contribute negatively some contribute 
positively. It is at the organizations behest to nurture the 
profitable customers. Using CRM to identify and then opening 
channels of communications using the technology specifically 

meant for the purpose is what CRM is being utilized in 
organizations. It integrates all the front end operations so that 
the system remembers the customer and all the past 
interactions. Organizations may enjoy competitive advantage 
over its competitors by building mutually beneficial 
relationships with the customers which makes it difficult for 
the competitors to replicate and for customer to switch over. 

4. EMERGING IMPACT OF INTERNET ON CRM 

With internet technologies being evolved each year, people 
have exposure to various applications and internet tools which 
enhances their experience when it comes to using internet. 
Somehow this phenomena has infiltrated into their 
expectations when it comes to marketers engaging and 
creating relations with their customers. These trends can be as 
follows [17]: 

1. Increase in globe market space-Internet has made this 
world global village where anyone from anywhere; 
irrespective of the country, region and continent; can 
communicate with each other. Customers from different 
regions may indulge in communication pertaining to a 
similar marketer or a similar market. Thus, involving 
exchange of information at a global level, which might 
spread word of mouth about the market or the marketer. 

2. Availability-Internet is available at all times and thus any 
service using internet is accessible at any time. Marketers 
and customers are getting attracted towards various 
Internet technologies and applications for utilization. 

3. Speed-Customers expect to be delivered a service at a fast 
speed. With internet technologies innovating 
exponentially, Internet speed is increasing and thus using 
web based application is becoming a need of time as it is 
better than the conventional methods. 

4. Merging of Time Zones-Internet Time zone is becoming 
more and more prevalent as the physical time zones are 
being merged into each other. 

The above trends focus on the efficiency and the better service 
that can be improvised and improved by using the Internet. 
CRM has been used as an information system within an 
organization but using internet its scope can be expanded 
beyond organization and the customers can be included 
directly in the CRM system. 

5. THE SOCIAL CRM 

With new technology emerging as the time advances forward, 
the dynamics of the on-to-one relationship between the 
organization and the customers is rapidly evolving. Internet 
and other technologies has given access to massive amount of 
information, which gives them deep insights about the any 
organization, its products, services and pricing etc. This 
information when amalgamated with the information gathered 
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by fellow customers and their experiences, thoughts and 
feeling; shapes their opinions about a product or a service. 
Web 2.0 and its collaborative technologies such as blogs, 
wikis, social networking sites etc., play an important part in 
this exchange of information. 

Introduction of Social media has completely changed the 
scenario of online communication when it comes to 
meaningful communication between the organizations and 
their targeted segment in the population. It has also affects the 
customers and their use of social media to engage themselves 
and participate in social networks, where they create, share 
and exchange information with other customers, and build 
relationships with other customers [8]. By use of social media 
customers are able to interact with nearly any company and 
voice their opinion through the social media and social 
networking channels at their disposal.  

It has been suggested by researchers that the CRM 
Technologies provide a better value to an organization when 
they are collaborated with other resources and processes 
within the organization [22; 21, 20]. Merging the present 
CRM technologies with social media presents a more 
collaborative approach involving network-focused customer 
relationship management. Social CRM has emerged as a new 
term which focuses on this new method of managing customer 
relationships and developing them [5]. It is defined as a 
merging and integrating the front end activities where 
customer is directly engaged, using the social media 
applications as the new technology to connect with customer 
in a more collaborative and meaningful conversations leading 
to better customer relationships [6,18]. Marketers and 
organizations are now recognizing the immense potential that 
social media can provide when it comes to connecting and 
communicating with customers, and have considered investing 
in CRM technologies which include social media the recent 
years. Investments on social CRM by organizations has 
exceeded $1 billion in 2013 and it is expected to increase 
higher in the coming years as the social media technologies 
upgrade themselves [15]. 

6. SOCIAL CRM FRAMEWORK 

Social CRM activities are not based on the problems faced by 
marketers which are technology driven, and can be solved by 
technology driven solution by an organization. Instead, all the 
activities incorporated as the social CRM activities are to 
taken up and executed as a whole at the organization’s cultural 
levels. To create an environment and to implement Social 
CRM following capabilities should be developed by an 
organization [1]: 

1. Monitoring the social web–Keeping a vigil on the 
communication going on the social web and collecting 
data and insights through systematic planning and 
processes to understand the perceptions, needs, wants and 
attitude of the customer. This can easily be done by 
participating in the social web just like any other 

customer, and understand the dynamics of the target 
customers and their communities. 

2. Assessing and analyzing the outcomes of monitoring–Data 
collected from the social web is then carefully analyzed to 
understand the opportunities and threats that prevail in the 
social web, which can be addressed by using Social CRM  

3. Create strategies and create a framework–Building a 
strategy to take up social CRM by selecting various 
channels which are used by customer on the social web 
such as blogs, social networking sites, forums, wikis etc. 
A clear framework or structure is needed to create a 
guideline with specific purposes. 

4. Testing-Using a small controllable section of the social 
web to test the strategy to determine whether the 
framework and the tools used to implement it are working 
as desired and calculating the ROI of the social CRM on 
this controlled testing. 

5. Implementing–After Testing has been successful it can be 
implemented after outlining the desired activities on the 
social web along with defining the necessary systems and 
tools for this purpose. This is further supported by 
determining the roles and responsibilities of the 
employees, their incentives and the business targets. 

6. Review the Activities–Social web has a dynamic 
environment which is ever changing. Adapting to this 
dynamic nature and improvising the social CRM 
activities, and upgrading them is a must. For this purpose 
the activities done under social CRM should be regularly 
assessed.- 

This is a step-by-step framework which gives a structure to 
formulate any social CRM strategy for a successful social 
CRM implementation, but this framework is not enough as 
getting each step correct to its details is important. Each step 
in this framework should acquire capabilities in three major 
areas which are as follows [1]:  

1. Business Functions–Building capabilities from generating 
new ideas and innovation to marketing and then to sales 
leading to services.  

2. Organizational Structures–Including skilled people 
capable of understanding and implementing social CRM 
and how to adapt dynamically  

3. Incentive Structure–Designing a structure to promote the 
use of social CRM and its constant up gradation. 

Apart from the above three areas plans for development of the 
culture within the organization that encourages the use of 
technology platforms supportive of social CRM which include 
tools and Social CRM specific systems; and organizational 
culture which creates an environment for employees and 
focuses on collaborating with each other and creating a 
transparent and swift structure within the organization. It is 
also important to integrate the social CRM activities and 
processes within the IT architecture of the organization.  
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7. CHALLENGES FOR MARKETERS 

Companies develop a social site to attract sales and they buy 
monitoring technology to hear what customers are saying, but 
they fail to use social media as another channel to optimize the 
customer experience. Following are the challenges marketers 
might face while implementing Social CRM [1]: 

1. Excess of Information-Social media generates a lot of data 
which comprises of both structured and unstructured data. 
Organizations have a big challenge to process and analyze 
this heaps and heaps of data generated by social media. 
They may face a difficult choice of selecting relevant 
information from the heaps of data and therefore, some 
important data might get neglected. 

2. Ignoring to Understand the Customers–Marketers might 
focus too much on social media sites as a means to direct 
marketing and generation of new leads; and might 
completely ignore the important fact that, it is also a 
channel through which they can listen and understand 
what the customer perceives about them, their product or 
their brand. They face a challenge as to creating a web 
portal or site which engages customers as well as extend 
support to the customers. Monitoring and responding 
effectively using the social channels to reach out to the 
customers is another challenge that the marketers face. 

3. Investment Decision–Deciding about the level of 
investment an organization should make on the social 
technologies comprising of blogs, wikis, forums, social 
networking sites and other such platforms can be a hard 
decision which might be difficult to come up to. Apart 
from this they might also be unsure regarding the 
monitoring of the social web and selecting the right tools 
and systems for this purpose 

8. CONCLUSION 

The emergence of the Social Web established a new 
information source and interaction channel for individuals. 
Businesses now start to recognize the Social Web as more 
than an inexpensive channel for word-of-mouth marketing or 
targeted advertising through communities. With customers 
being the center of attention, it is but only logical to couple 
technologies like social media to existing customer-centric 
management systems, for better and enhanced performance of 
the relationship management.  

Organizations need to take up social media into account while 
planning the CRM processes, activities and management 
systems. Since social media is a source of huge amount of 
data, organizations need to understand their capabilities of 
handling, storing and analyzing such big data. By following 
basic framework of social CRM they can build up their own 
customized and enhanced social CRM systems.  
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Abstract: Maleated low density polyethylene (with 0.5% grafted maleic anhydride) & low density polyethylene have been mixed (1:1) to 

prepare base material, which has been further mixed with Potato Starch (0-15%) in single step through commercial grade twin screw 

extruder. Using prepared material packaging films were blown and thus prepared samples were tested for its strength following standard 

biodegradation testing methods for tensile strength, percentage elongation and for melt flow index. Prepared system should have 

comparable mechanical strength (tensile and %age elongation which gets severely affected by mixing natural polymer) to that of 

synthetic polymers like LDPE and should be degradable. Hence, tensile strength, percentage elongation study was conducted and since 

MFI is indirect indicator biodegradability, MFI study was also conducted to find level of biodegradation among samples.  

Observations are, after degradation i) 40% tensile strength reduction was found in 15% starch mixed samples during composting study 

and at the same time 68% percentage reduction in elongation at break was found. MFI study carried out on samples also indicated that 

MFI has increased in samples of higher starch contents and indirectly indicating the higher possibility of degradation. 20% Weight loss 

observed indicating the degradability enhanced and probably synthetic polymer backbone got involved in the process for which starch is 

responsible. It could have been due to chemical reactivity between hydroxyl group of starch and maleic anhydride group of LDPE 

backbone at molecular level. 

 

Keywords: LDPE: Low Density Polyethylene; LDPE-g-mA: Low Density Polyethylene–grafted-maleic Anhydride; Biodegradable 

Polymer. 
 

1. Introduction 
 

Large scale commercial use of synthetic polymers and their 

eco-friendly disposal is a critical phenomenon, which is 

more than a half century old. The need of biodegradable 

plastics has significantly increased, not only due to 

increasing environmental concerns but also due to depletion 

of petroleum resources likely to be exhausted within 70 

years from now, as per recent survey.  

 

Biodegradation is one of the simplest processes, which take 

place in normal environmental conditions and can be of 

immense use for degradation of polymeric materials. It is 

one of the 12 Principles of Green Chemistry which can be 

implemented through use of natural phenomenon of 

biodegradation, accordingly study presented here has been 

planned. The present work aims at preparing a cost effective 

biodegradable polymer, meeting desired properties 

requirements, and naturally bio-degradable.  

 

Considering practical approach, natural and synthetic 

polymers were mixed to create systems. Since, polar and 

non polar components cannot be mixed directly, starch was 

chemically treated with glycerol (up to 30%)[1], and low 

density polyethylene was grafted with 0.5% maleic 

anhydride. Grafted LDPE and LDPE mixed in a ratio of 1:1 

and then mixed with starch (0-30%) (system-I) for preparing 

the system and its physiochemical characteristics were 

analysed [2]. Conceptually maleic anhydride present in 

LDPE shall provide reactive sites for the reaction in between 

hydroxyl group of starch with anhydride group of LDPE to 

form ester bond in between polar and non polar components. 

Thus created system showed improved chemical reactivity 

in between synthetic and natural polymer immiscible 

compounds. 

 

Prepared systems (in different combinations) then have been 

characterized though, Morphological study, Mass Flow 

Index, Mechanical testing[2] & weight loss study. 

Confirmation of chemical reactivity in between maleic 

anhydride containing low density polyethylene and starch 

had been done by FTIR:ATR analysis. DSC & XRD 

analysis indicated that crystallinity decrease linearly with the 

linear increase in starch contents. XRD confirmed the 

increase in crystal size of the system which may be 

attributed to the development of secondary bonds (H-bonds / 

Vander wall’s forces) between the carbonyl group of LDPE 

& hydroxyl group of starch. Thermal stability of the 

prepared system did not had any impact of the starch up to 

30%. The maleic anhydride group present in the LDPE 

played a key role in reducing the interfacial energy and 

thereby promoting the interfacial adhesion between the 

starch and LDPE-g-mA and the uniformity in the system has 

been observed through SEM analysis. Study of mechanical 

properties of prepared system show that the tensile strength 

and percentage elongation have been decreased with the 

increase in starch contents. At 5% starch mixing these 

properties have been decreased marginally while up to 15% 

the decrease was significant after that these have decreased 

drastically. 

 

Considering the practical utility as packaging applications 

and observations as above, in search of finding optimization 

level of starch in the composition, system has been 

prepared[3,4]. Accordingly, the starch concentration varied 

with an interval of 2.5% up to 15% (called as System-II) to 

Paper ID: SUB159277 1204



International Journal of Science and Research (IJSR) 
ISSN (Online): 2319-7064 

Index Copernicus Value (2013): 6.14 | Impact Factor (2014): 5.611 

Volume 4 Issue 11, November 2015 

www.ijsr.net 
Licensed Under Creative Commons Attribution CC BY 

enhance the accuracy of the system where the acceptable 

level has been obtained.  

 

The system thus prepared from practical application point of 

view, has been exposed to compost environment under 

controlled aerobic conditions for biodegradation testing for a 

period of one year and then testing of decomposed samples 

for weight loss, strength & Melt Flow Index has been 

conducted. The results of this study are presented here. The 

Sample compositions being referred as System –II are 

tabulated in Table1. 

 

 

Table 1: Sample Compositions 
S. No. 

(Films) 

LDPE composition Starch 

composition 

S. No. LDPE composition Starch composition 

Sample 1 LDPE-g-mA + LDPE 0% Sample 5 LDPE-g-mA + LDPE 10.0% 

Sample 2 LDPE-g-mA + LDPE 2.5% Sample 6 LDPE-g-mA + LDPE 12.5% 

Sample 3 LDPE-g-mA + LDPE 5.0% Sample 7 LDPE-g-mA + LDPE 15.0% 

Sample 4 LDPE-g-mA + LDPE 7.5%    

 

2. Biodegradation of Polymeric Material 
 

From Chemical Perspective:  

Aerobic biodegradation: CPOLYMER + O2  

CO2+H2O+CRESIDUE + CBIOMASS 

 

 

 

 

3. Biodegradation Methodology 
 

Composting site have been selected at Nursery in Delhi 

College of Engineering located at latitude 28°45’N and 

longitude 77°07’E. During sampling, ambient conditions and 

compost conditions have been monitored. The variation of 

Average, Minimum, and Maximum Temperatures recorded 

at the same location in ambient and in compost have been 

shown in figures 1 to 5.  

 

 

 

 
 

Compost has been prepared as prescribed in the study by 

Eldsater & Karlsson(1999) [5,6]. The biodegradability test 

was performed in a laboratory scale composter of 4’ x 3’ x 

6’ size. Compost had been prepared more than six months 

before the sampling. The moisture content was maintained 

by periodic addition of water in the compost. The 

composting bin was covered by small fragments of green 

grass. For maintaining aerobic conditions in the composting, 

network of perforated pipes laid down in the bin and have 

been pumped with normal air compressor.  
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3.1 Sampling Procedure 

 

 Sample Size: Films of size 5x5 cm in 3 replicates have 

been used. 

 Samples placement: The all samples with three replicates 

placed in approx. 30cm distance vertically and 

horizontally in between samples and such kind of 5 

layers were made.  

 Samples removal: After composting, samples were 

removed for testing at defined intervals of 1, 3, 6, 9, 12 

Months.  

 The samples were washed in the distilled water, dried, 

wrapped in a clean paper and stored at 25°C.  

 

3.2 Constitution of Compost 

 

The biodegradability tests were performed in a laboratory 

scale composter and the size of films was 5X5 cm. (5 

replicates). The constitution [7,8,9] of solid waste mixture 

(compost) used for biodegradability testing was as follow: 

(dry 51 weight): 40.8 % shredded leaves, 11.4 % cow 

manure/ dung, 15.8% newspaper and computer paper, 2% 

white bread, 7.8 % saw dust, 19.2 % food waste (dry milk, 

potato, carrot, banana and other vegetables) and 3.0 % urea. 

Total dry weight was ~5 kg. The moisture content was 

maintained by periodic addition of water and temperature 

profile of the compost during testing is shown The 

composting bin was covered by small fragments of green 

grass and moisture content was maintained by periodically 

spraying of water. To avoid anaerobic conditions, the bin 

was constantly aerated with oxygen through a hollow tube. 

Composting temperature varied with the temperature of the 

surrounding atmosphere. 

 

 

 

 

 

 

 

3.3 Evaluation of polymer degradation 

 

The biodegradation levels in the samples were evaluated by 

measuring the weight loss, tensile properties & Melt Flow 

Index of the blown film samples at different intervals, so 

that comparison of properties could be done through the 

results obtained.  

 

3.4 Biodegradation Assessment: 

 

a) Weight Loss: Weight loss of the films was determined 

by weighing the samples before and after biodegradation 

in compost. The percentage weight loss the film samples 

calculated by following equation (1). 

Weight Loss (%) =
𝑊𝑖−𝑊𝑓

𝑊𝑖
x100…Equation (1) 

Where Wi is the initial weight of the sample before 

degradation (g). And Wf is the final weight of the sample 

after degradation (g) 

b) Tensile Properties (ASTM D-882): Tensile test of 

rectangular film specimen (10x180) mm have been 

conducted using Universal Testing Machine at a 

crosshead speed of 50 mm/ min and a gauge length of 10 

cm according to ASTM D882. At least (05) five 

specimens of each sample were tested. 

c) Melt Flow Index (MFI) (ASTM D-1238) The MFI of 

biodegradable samples calculated using instrument M/s 

Rosand UK make. The working capacity of the 

instrument is in the range of 0-325°C with an accuracy of 

± 0.1°C. ASTM D 1238 method has been adopted for the 

testing.  

 

4. Results and Discussion 
 

4.1 Weight Loss study 

 

The variation of %Weight loss in samples having starch 

composition up to 15% during composting is shown in 

figure 6.  

 

 
Figure 6: Variation of %Weight loss in Samples of 15% Starch during composting 

 

It may be seen that the percentage weight loss of the 

biodegradable films increased with increasing potato starch 

incorporation in agreement to the result obtained by 

Pranamuda [8]. The percentage weight loss of the samples 

takes place by the hydrolysis mechanism. Hydrolysis occurs 

at the ester linkages, which allows the molecular weight of 

the samples to be decreased by fungi and bacteria in the 

compost.  

 

Weight loss increases with the increase of exposure 

duration. Weight loss within the period of investigation has 

ranged from 1.3 to 3% in the first month of degradation 
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which have gone up from 1.96 to 22.1% in 12 months. 

However, other studies have indicated weight loss of 

maximum 2% in 12 months for starch- polyethylene 

composites having 25.0% starch in LLDPE [9]. Observation 

of weight loss during the study period shows that weight loss 

was highest during 6-9 months duration (summer season). 

The weight loss was 11.56% for the sample No.7 having 

15% starch. The increased rate of degradation may be 

attributed to the environmental conditions during this period. 

Since, Delhi is very close to semi arid zone the maximum 

ambient temperature shooted up to 38.8°C during winter 

months and relative humidity have gone up to 75.3 % 

(%RH) during monsoon season. At this point of time the 

temperature and humidity inside the compost remains even 

higher. Ishak et al. [10] have suggested that attack of micro-

organisms is high during warm and humid climatic 

conditions causing degradation of properties and product 

failure. 

 

Microorganisms attack on samples and liberate enzymes that 

breakdown potential food into assimilable chemical 

fragments. Here, in the samples degradation humid and 

warm environment might have facilitated the enzymatic 

attack, where micro-organisms have attacked the polymer 

films samples and liberated more and more enzymes. 

Because of which highest weight loss in the study duration 

have been recorded. The micro-organisms attack here on the 

samples of biodegradable polymer composition (LDPE 

grafted with maleic anhydride / LDPE (1:1) in various 

compositions of potato starch contents) have not only break 

down the potato starch but also attacked on the LDPE 

backbone which is rich in oxygen containing ester group. 

Hence, total 22.1% degradation of the samples having 

maximum starch contents of 15% show that the degradation 

in the LDPE backbone has also taken place. This is inline to 

the expectations considered for selection of materials and 

grafting with maleic anhydride for preparing biodegradable 

polymer.  

 

4.2 Mechanical Properties Study 

 

The degradation of mechanical properties of samples of 15% 

starch contents during composting has been studied with 

respect to tensile strength and percentage elongation. 

 

a) Tensile Strength and Percentage Elongation 

Figure 7 and 8 show the loss in tensile strength and 

percentage elongation of blown film samples (LDPE grafted 

with maleic anhydride / LDPE (1:1) in various compositions 

of potato starch 15% contents) plotted against exposure time 

during composting. As the micro-organisms consumed 

starch, the plastic matrix looses its structural integrity which 

is reflected in the decline of tensile properties. After six 

month’s exposure of film samples in compost, tensile 

strength of the film samples has reduced up to 42% while 

elongation at break has reduced up to 69% of the 

corresponding initial values.  

 

The elongation at break is the most affected parameter and it 

is observed to be more sensitive measure to the extent of 

degradation than the tensile strength. It is clear from the 

results that the decline of elongation is greater in film 

sample having higher starch contents. This is because the 

elongation at break of LDPE depends on its density and 

hence on its degree of crystallinity, [11-13] the denser and 

hence the more crystalline material, less ductile it becomes.  

 

This decrease in mechanical properties may be attributed to 

the phenomenon of moisture absorption inside the compost. 

Water has plasticization effect on starch based plastics. The 

absorption of water by film, due to hydroxyl group of starch, 

decreases H-bonding between the polymer chains resulting 

in plasticization of the sample. This leads to swelling of 

starch and likely to weaken the interface in the starch 

polyethylene composition.  

 
Figure 7: Variation of Tensile Strength 

 

 
Figure 8: Variation of Percentage Elongation 

 

4.3 MFI : Melt Flow Index (MFI) (ASTM D- 1238) 

 

Melt flow index measures the rate of extrusion of plastic 

materials passing through specific length and diameter under 

prescribed conditions of temperature and load. The different 

grades of same polymers have different MFI value, which is 

used to characterize them. MFI gives the idea about the 

uniformity of the flow rate of the plastic. MFI is indirect 

measurement of degradation. The MFI study is the 

macroscopic study of the plastic material, which is directly 

related to the molecular weight of the test specimen of that 

polymeric material. MFI of all samples have increased with 

the exposure time of the compost. Initially it was having no 

significant impact, however after three months this has 

increased significantly and after six up to 12 months it has 

increased more than two folds. Which indicate the 

continuous degradation of samples. 

 

5. Percentage Reduction 
 

Percentage reduction in properties of LDPE/LDPE grafted 

maleic anhydride/starch biodegradable polymer films with 

time of composting have been given in figure 9 which have 

been observed during composting of prepared samples of 

biodegradable polymer blown films.  
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Figure 9: Percentage reduction in properties of LDPE/LDPE grafted maleic anhydride/starch biodegradable polymer films 

with time of composting 

 

TS – Tensile Strength EB – Elongation at Break, Wt – 

Weight Loss 

 

6. Conclusion 
 

These 15%starch content based blown film samples were 

exposed in compost environment for the biodegradation 

study. The degraded samples over the span of 12 months 

were analyzed through Weight loss analysis, Mechanical 

properties analysis and MFI. 

 

The biodegradation study indicated that the overall 

percentage reduction in tensile strength was nearly 40%, 

percentage reduction & in Elongation at break was nearly 

68% and percentage reduction & in weight loss of the 

degraded film samples was near 20%. The weight loss of 

nearly 20% indicates that the introduction of maleic 

anhydride group in the LDPE, which formed the ester bond 

with hydroxyl group of starch, has helped in the degradation 

of film samples.  
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Abstract   

This paper deals with the preparation of sustainable benzoxazines which exhibit 

enormous potential to compete with the existing petro-based advance performance 

thermosets. The phenolic component used for the synthesis of benzoxazine is derived 

from naturally occurring cardanol, which is obtained from cashew nut tree, Anacardium 

occidentale.  Polyethylene terephthalate (PET) was chosen as a sustainable feedstock for 

the amine fraction used to prepare benzoxazine monomer containing amide linkages. 

Microwave assisted aminolysis of PET was performed to obtain bis-(amino-ethyl) 

terephthalamide (BAET) and α,ω-aminoligo(ethylene terephthalamide) (AOET), which 

were employed as the difunctional amine for the preparation of  bis-benzoxazines. In 

comparison to traditional method, microwave assisted aminolysis of PET was found to be 

significantly faster and the reaction completion time could be brought down appreciably. 

Mannich like condensation of cardanol with PET derived terephthalamides and 

paraformaldehyde led to the formation of bis-benzoxazines with amide linkages, the 

structure of which was confirmed through FT-IR and 
1
H-NMR spectroscopy. The curing 

behavior of the bis-benzoxazines was studied using non-isothermal Differential Scanning 

Calorimetry. The presence of amide linkages in addition to the polar group formed during 

the ring opening of benzoxazines led to the improvement in adhesive  strength which was 

quantified in terms of lap shear strength.  

 

Keywords: Sustainable, Benzoxazine, recycling, cardanol, adhesive  

 

 

 

 

Page 2 of 28

ACS Paragon Plus Environment

ACS Sustainable Chemistry & Engineering

1
2
3
4
5
6
7
8
9
10
11
12
13
14
15
16
17
18
19
20
21
22
23
24
25
26
27
28
29
30
31
32
33
34
35
36
37
38
39
40
41
42
43
44
45
46
47
48
49
50
51
52
53
54
55
56
57
58
59
60



3 

 

Introduction  

Exploring alternative renewable feedstock’s to meet the ever increasing demands of the 

chemical industry is an essential step towards sustainable development. The generic aim of 

the present research is to explore the possibility of deriving economically viable and 

sustainable polymeric resins from renewable sources for application as advanced 

performance thermosets. Polybenzoxazines belong to a sub-class of phenolic thermosetting 

resins, which exhibit extremely exciting properties, notably negligible volume shrinkage 

during curing
1
, low water absorption

2
 and thermal stability without compromising on the 

excellent mechanical performance
3-4

. In fact, benzoxazines are bridging the gap between the 

mechanically strong polyepoxies and thermally stable maleimides. In addition, the flexibility 

in molecular designing made possible through the astute choice of the amine and phenolic 

components bestow an extremely interesting feature to these materials in terms of tunablity, 

which open up new vistas of application 
5-8

.   

 In the quest to derive sustainable benzoxazines, cardanol nut shell liquid (CNSL) was 

chosen as the source of phenolic component for the present study. CNSL being a non edible 

oil, its use as a chemical raw material does not impose any significant pressure on the food-

chain. Replacement of petro-based raw material with CNSL for the chemical industry appears 

to be an extremely attractive proposition, in view of its low cost, relative abundance, and 

chemically reactivity, amongst other attributes
9
. CNSL is primarily composed of  anacardic 

acid (74-77%), the rest being cardanol, cardol, and 2-methyl cardol.  However, commercial-

grade CNSL is obtained through roasting which results in the decarboxylation of anacardic 

acid into cardanol
10

. Furthermore, the components of CNSL are themselves mixtures of 

another four constituents which differ in the degree of unsaturation in the alkyl side chain, 

namely saturated (5–8%), monoene (48–49%), diene (l6–17%) and triene (29–30%)
11

. The 

use of cardanol based benzoxazines as the matrix material for fiber-reinforced composites is 
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well reported 
8, 12

. The long alkyl chain present in cardanol acts as an intramolecular 

plasticizer 
9, 13

, which reduces the viscosity of the resin and renders it suitable as a reactive 

diluent for commercial benzoxazine resin
14-15

. The alkyl chain also increases the flexibility of 

molecular segments which reflects in their lower glass transition temperature (Tg)
16

, however 

the same leads to higher curing temperatures
14

. 

 Benzoxazines offer extremely interesting possibilities in terms of molecular design 

flexibility. Introduction of functional groups in addition to the oxazine ring can alter the 

properties of the resin appreciably
17

. In this context, the amide groups bestow flame 

retaradance, chemical resistance and excellent mechanical properties, due to which 

polyamides find extensive application in fiber and film technology. It is therefore of interest 

to design benzoxazine monomers containing amide groups in the chain 
18-19

.  

Terephthalamides obtained by aminolysis of  polyethylene terephthalate (PET) offer 

interesting candidacy to prepare diamines with amide groups for possible application as a 

precursor for  synthesizing such bis-benzoxazines. 

 Bis-benzoxazine preparation usually relies on the reaction of bisphenols with 

amines
20-21

, however the potential of diamines has also been explored
3, 22-24

. Tertiary 

recycling of PET using diamines leads to terephthalamides terminated with amine 

functionalities 
25-26

. The kinetics of PET aminolytic depolymerisation is a rather slow process 

27-28
 due to the  heterogeneous nature of the reaction medium 

29
. Literature, however supports 

microwave assisted aminolysis as a propitious route towards tertiary recycling of PET wastes 

30
.  

 We considered it of interest to reduce the energy requirements for preparation of 

terephthalmides based amines, by using microwave energy source instead of the conventional 

heating process. This article presents an environmentally benign process to chemically 

recycle PET waste into benzoxazines, a value added, industrially significant high 
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performance material. The monomers were polymerized via thermal ring-opening 

polymerization to obtain polybenzoxazines with adhesive characteristics. 

 

Experimental 

Materials   

 Post-consumer plastic bottles were used as the source of PET. Disposed off bottles 

were collected, washed, dried and used after removing the caps and labels. Bottles were cut 

into small pieces (6 mm x 6 mm), before microwave assisted aminolysis in the presence of 

ethylene diamine (ED). Cardanol (ρ =0.9272-0.9350 g cm
-3

; iodine value 250; Acid Value 

Max 5; Hydroxyl Value 180-190) was obtained from Satya Cashew Chemicals Pvt. Ltd. 

(India). Cardanol possess double bonds in the alkylene chain at the m-position, as monoene 

(25%), diene (40%) and triene (34%), and unidentified product (rest). The HPLC trace of 

cardanol is presented in the supplementary section (Figure S1)
24

. Paraformaldehyde, ethylene 

diamine; sodium sulphate and chloroform from CDH were used as received. Double distilled 

water was used throughout the course of this work. 

Characterization  

 Fourier Transform Infrared (FT-IR) spectra of samples were recorded using a Thermo 

scientific FT-IR (NICOLET 8700) analyzer with an attenuated total reflectance (ATR) crystal 

accessory. The angle of incidence of the germanium ATR crystal used was characteristically 

45° and the spectra was recorded in the wavelength range 4000-500 cm
-1

,
 
with a resolution of 

4 cm
-1

. Bruker AC 500 MHz Fourier Transform Nuclear Magnetic Resonance (FT-NMR) 

spectrometer was used to record the 
1
H-NMR of the samples. The spectrum was recorded in 

dueterated chloroform (CDCl3) and dimethylsulphoxide (DMSO) using tetramethylsilane 

(TMS) as the internal standard. Thermal behavior was investigated using Perkin Elmer 

Diamond STG-DTA under N2 atmosphere (flow rate = 50 ml min
-1

) in the temperature range 
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50-700 °C. A heating rate of 10 °C/min and sample mass of 5.0 ± 0.5 mg was used for each 

experiment. Calorimetric studies were performed on a differential scanning calorimeter ( 

DSC) (TA instruments Q 20).  A heating rate of 10°C min
-1

 and sample mass of 5.0 ± 0.5 mg 

was used for each experiment. For dynamic DSC scans, samples (10 ± 2 mg) were sealed in 

aluminum pans, and heated from 0 to 300 °C at 10 °C min
-1

 under Nitrogen atmosphere to 

minimize oxidative degradation of the sample during curing. Prior to the experiments, the 

instrument was calibrated for temperature and enthalpy using standard Indium and Zinc. 

Thermal equilibrium was regained within 1 min of sample insertion, and the exothermic 

reaction was considered to be complete when the recorder signal leveled off to the baseline. 

The total area under the exothermic curve was determined to quantify the heat of curing and 

% crystallinity. The enthalpy of fusion associated with the melting of pristine PET (∆Hf,100% 

crystalline) has been reported to be 135.8 Jg
-1

 
31

. 

 The surface morphology of samples was studied using a Scanning Electron 

Microscope (Zeiss EVO MA15) under an acceleration voltage of 1 kV. Samples were 

mounted on aluminium stubs and sputter-coated with gold and palladium (10 nm) using a 

sputter coater (Quorum-SC7620) operating at 10-12 mA for 120 s.   

 High performance liquid chromatography analysis of the PET aminolysates was 

performed using an Agilent Technologies 6540  series HPLC instrument equipped with a C18 

column (Grace Alltima, 150mm long x 4.6 mm), Mobile phase: Methanol; Flow rate: 1.5 

mL/min; UV detection at 280 nm. The Mass spectra was recorded using a High resolution 

mass spectrometer equipped with electrospray ionization interface (ESI). Positive ion mode 

was used for all the analyses and cationizing agents were not employed.  

 Lap shear strength (LSS) of bonded steel plates (Roughness, Ra 0.42–0.51µm) was 

measured in accordance with ASTM standard D1002 using Universal Testing System 

(International equipments) at a crosshead speed of 1.3 mm min
-1

.  
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Microwave assisted aminolysis of PET  

 PET depolymerisation was performed in a microwave reactor (Anton Paar Monowave 

300) equipped with a digital temperature control and pressure monitoring system using 30 

mL teflon coated silicone sealed borosilicate glass reaction tube. PET flakes (1g) together 

with requisite amounts of ethylene diamine were sealed under nitrogen atmosphere and 

allowed to react under isothermal conditions at different temperatures (100-250 °C) in a 

microwave synthesiser. The PET:ED molar ratio was varied from 1:2 to 1:16 to investigate 

the effect of the same on the PET conversion. The reaction vessel was cooled to room 

temperature and the mixture was filtered through a copper wire mesh (0.5 x 0.5 mm pore 

size). The remaining PET flakes were weighed and the extent of PET conversion was 

determined gravimetrically as follows 
29, 32

: 

100 x )
M

MM
((%) conversion PET

Initial PET,

 residual PET,Initial PET, −
=  

where, MPET, Initial and MPET; residual refer to the initial mass of PET and the mass of PET flakes 

remaining unreacted in the reaction medium respectively. 

 The white product formed as a result of PET aminolysis is a mixture of 

terephthalamides, which can be separated on the basis of their solubility difference in 

ethanol
26

.  For separation purposes, the aminolysed product was refluxed in ethanol for 2 h, 

followed by filtration after cooling to room temperature. The ethanol insoluble residue (Part 

A) was washed with acetone and dried at 50 °C for 24 h. The filtrate was concentrated and 

placed in an ice bath to yield crystalline powder (Part B) which was filtered, washed with 

acetone to remove unreacted ethylene diamine and ethylene glycol, prior to drying at 40-45 

°C for 6 h. Mass spectrometry, as discussed later, suggest that the ethanol soluble fraction 

(part B) is bis-(amino ethyl) terephthalamide (BAET, 
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8 

 

NH2CH2CH2(NHCOC6H4CONHCH2CH2)nNH2 where n = 1), while the ethanol insoluble 

fraction (Part A) comprised of α,ω-aminoligo(ethylene terephthalamide)  (AOET, 

NH2CH2CH2(NHCOC6H4CONHCH2CH2)nNH2 where n ≥ 2).  

Preparation of Bis-benzoxazine containing amide groups    

 A mixture of cardanol (5g, 16.4 mmol) BAET (2.06 g, 8.2 mmol), and 

paraformaldehyde (1 g, 32.9 mmol), was slowly heated to 80°C under constant stirring for 1 

h, followed by heating at 90 °C for 2 h. The reaction led to the evolution of water and the 

colour of the reaction medium changed from yellow to red brown. Upon cooling, water (10 

mL) was added and organic layer was extracted with chloroform (20 mL). The organic layers 

were combined and washed with aqueous NaOH solution (0.5 N, 100mL) followed by 

washing with water (3 x 30 mL), drying over sodium sulphate and filtration. The solvent was 

removed under reduced pressure to give C-BAET as a red sticky oil. Yield 88 %. 

 The method for the preparation of C-AOET is similar to that of C-BAET, except the 

amount of reactants used: cardanol (5 g, 16.4 mmol), paraformaldehyde (1 g, 32.9 mmol), 

AOET (3.62 g, 8.2 mmol) was slowly heated to 80 °C and maintained under stirring for a 

period of one hour, followed by heating at 90 °C for 4 h. C-AOET was obtained as red sticky 

oil. Yield 83%. 

Adhesive strength of resin  

 To quantify the adhesive nature of the bis-benzoxazines, ~ 0.05 g of the liquid resin 

was coated on steel plates (15 × 15 mm
2
). The assembly was clamped with paper clips and 

kept at 80 °C for 30 min, and cured in an air oven at 80 -180 °C (30 min) followed by heating 

at 214 °C (1 h) for the C-BAET and 238 °C (1 h) for C-AOET. The thickness of adhesive 

layer was maintained at  ~ 0.23-0.46 mm. A total of 6 replicates were tested per sample and 

the average value has been reported. 
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Results and Discussion 

 Microwave assisted aminolysis of PET in the presence of ethylene diamine was 

performed to yield terephthalamides which were used to synthesize sustainable bis-

benzoxazine containing amide groups  by reacting with cardanol as a renewable source of 

phenol.   

Aminolysis of PET 

 Detailed characterization of PET is presented in the supplementary section (Figure 

S2-S3). As is apparent from the DSC and TG traces, PET exhibits a sharp melting endotherm 

peaking at ~246 °C (crystallinity = 27.2 %) and undergoes a single step pyrolytic degradation 

commencing at 400 °C. Aminolytic depolymerization of PET was performed under 

microwave irradiation with an aim to reduce the reaction time and energy as compared to the 

conventional process. The reaction is expected to result in the formation of terephthalamides 

of different molecular weights as per the reaction scheme presented in Scheme 1A, the 

product composition being dependant on the relative quantities of PET and ethylene diamine 

in the reaction medium. In the presence of excess ethylene diamine, formation of bis(2-amino 

ethyl) terephthalamide (BAET) is expected, as shown in Scheme 1B(c). However, the 

condensation of the half-aminolysed  moiety with the terminal ester group of PET, followed 

by its further aminolysis results in the formation of higher oligomers i.e α,ω-

aminoligo(ethylene terephthalamide) (AOET) as per the reaction (b)-(f) in Scheme 1B
33-35

, 

which was separated from BAET based on solubility differences in ethanol
26

. Higher 

molecular weight terephthalamide (AOET)  is ethanol insoluble, while BAET, being ethanol 

soluble was recovered through solvent evaporation. The designated names, structural 

representation and masses of the products are given in Table 1. The terephthalamides 

obtained through PET aminolysis were characterized using mass spectrometry.  
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10 

 

 

Scheme 1: A) Aminolysis of PET B) Oligomer formation during PET aminolysis.  

 The mass spectrum of ethanol soluble terephthalamide fraction (Part B) eluted at 

0.389-0.649 min is presented in Figure 1. The associated chromatogram is presented in the 

inset. The appearance of peak at m/z 251.1510 in the spectrum is attributed to the presence of 

BAET ionized by H
+
. The  other peaks at  273.1210  is due to BAET  ionized by Na

+
 and 

fragments for [BAET-NH2]
+
 at m/z  234.1263, [BAET-2NH2]

+ 
at m/z 215.1297 which 

suggest the molecular formula of BAET to be  NH2CH2CH2NHCOC6H4CONHCH2CH2NH2.  
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Figure 1: Mass spectra of ethanol soluble terephthalamide fraction eluted at 0.389-0.649 

min. 

 

The mass spectrum of ethanol insoluble fraction (Part A) eluted at 0.116 min is presented in 

Figure 2 and the associated chromatogram is presented in the inset.  The peak profile is 

suggestive of the presence of  more than a single component. The principal constituent 

terephthalamide in part A, NH2CH2CH2(NHCOC6H4CONHCH2CH2)nNH2, is the dimer 

(n=2) which is confirmed by the appearance of peak at m/z 441.2227. However, the presence 

of tetramer (n = 4) is also confirmed by the appearance of peak at m/z 881.4319 (n=4) 

ionized by H
+ 

(Table 1). 

 

Figure 2: Mass spectra of ethanol insoluble terephthalamide fraction eluted at 0.116 min. 
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Table 1: The molecular formula and expected molecular masses of the terephthalamides. 

Designation Molecular Formula Expected 

Molecular Mass 

(amu) 

BAET 
(ethanol soluble fraction) 

NH2CH2CH2NHCOC6H4CONHCH2CH2NH2 250.1430 

AOET 
(ethanol insoluble fraction) 

NH2CH2CH2(NHCOC6H4CONHCH2CH2)nNH2 

440.2172 (n=2) 

880.4348 (n=4) 

 

Effect of reaction temperature on PET conversion  

 The effect of increasing temperature on PET aminolysis was studied by following the 

extent of PET conversion, the results of which are presented in Figure 3. As expected, an 

increase in the reaction temperature led to an increase in PET conversion. At lower 

temperatures (T ≤ 150 °C), PET conversion is rather negligible (≤ 2 %). However, as the 

temperature is raised to 250 °C, complete conversion can be effected within 10 min.  

 The notable increase in the rate can be attributed to the melting of the solid PET 

flakes at 246 °C, which leads to the formation of a homogenous reaction medium. On the 

other hand, the solid-liquid reaction remains largely diffusion controlled, which accounts for 

the slower rates of reaction at lower temperatures 
26

.  

 
 

Figure 3: PET conversion as a function of the reaction temperature and time a) 100 b) 150 c) 

220 d) 230 e) 250 °C (PET:ED::1:6 ) 
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Aminolysis initiates at the solid-liquid interface with the diffusion of the amine into 

the solid PET, resulting in the swelling of the polymer followed by its depolymerization into 

terephthalamides of lower molecular weight. Amorphous regions are expected to be more 

susceptible to degradation 
29, 36

 which was confirmed by morphological investigations. The 

SEM images of the surface of recovered PET are presented in Figure 4. It can be seen, the 

smooth surface of neat PET develops cracks, with the extent of corrugation increasing with 

time. The crystallinity of PET flakes was found to increase from 27.2 to 37.2  %  due to 

diffusion of lower terephthalamides from PET  as well as solvent induced crystallization of 

the polymer
37

.   

 

Figure 4: Scanning electron micrographs of PET films (a) Neat PET films and residual PET 

after reacting with ethylene diamine for duration of (b) 4 (c) 6 (d) 8 mins.( reaction 

temperature=230 °C, PET:ED :: 1:6) 

 

 Representative plots showing the variation of operating parameters during microwave 

assisted PET aminolysis at two different temperatures  (230 and 250 °C) is presented in the 

supplementary section (Figure S4). It can be seen that the temperature and pressure increase 

initially and remain practically constant thereafter, while the microwave power drops 

significantly after the rapid initial increase.  
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 PET aminolysis has been reported to be a slow process requiring extended time 

periods for completion. A recent study revealed that the uncatalysed aminolytic 

depolymerisation of PET under electrical heating required more than 17 h, in the presence of 

excess ED (PET:ED::1:8)
26

. Our studies are clearly suggestive of the advantages associated 

with microwave assisted PET aminolysis. The same is attributed to the high loss factor of ED 

(δ= 0.573), which is indicative of the strong ability of the diamine to convert electromagnetic 

energy to heat
38-39

. 

Effect of reactant ratio on PET conversion and product composition.  

The effect of increasing PET:ED on the extent of PET conversion is presented in Figure 

5(i). It is to be noted that on the basis of stoichiometry (Scheme 1), PET:ED of 1:2 

is  sufficient to effect complete depolymerization of PET. However, under these conditions, 

only 30 % conversion could be effected, which increased with increasing amounts of ED in 

the reactant medium. Complete PET conversion could only be effected as the PET:ED ratio 

increased to 1:6, under the experimental conditions employed. 

 

Figure 5: i) PET conversion as a function of reaction time and PET : ED ratio a) 1:2 b) 1:4 

and c) 1:6 ii ) Relative fraction (%) of  AOET & BAET as a function of PET:ED 

ratio(reaction temperature 250 °C, time= 10 mins) 
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                The effect of varying PET: ED ratio on the relative fraction (%) of AOET and 

BAET is presented in Figure 5(ii).  As per Carothers relation, increasing the stoichiometric 

imbalance between the reactants in the system precludes the formation of  higher molecular 

weight species
40

. Assuming that all the ester linkages in PET have equal probability of 

undergoing aminolysis, regardless of their position in the chain and the molecular weight of 

the polymer, the extent of depolymerisation resulting in the formation of lower molecular 

weight terephthalamides is expected to increase with higher amounts of ED in the reaction 

medium. It can be seen that the product mixture obtained at lower PET:ED comprise 

primarily of higher species (AOET) with lesser amounts of BAET, the amount of which 

increases with increasing ED. Interestingly, increasing the amount of ED in the medium 

beyond PET:ED:: 1:6 did not exert any pronounced effect on the product composition. The 

variation  in BAET yield (%) with PET:ED ratio, as quantified in terms of the ratio of amount 

of BAET experimentally obtained to the theoretical prediction is reported in the 

supplementary section (Figure S5), which shows that maximum BAET yield can be obtained 

under PET:ED ::1:6 at a reaction temperature of 250 °C.   

 As expected, the FT-IR spectra of AOET and BAET (Figure S6, Supplementary 

Section) is rather similar, with characteristic νC=O,amide at 1626 cm
-1

, νN-H,1° at 3342 cm
-1

and  

νN-H,2° at 3280 cm
-1 41

. The relative intensity of the peaks associated with NH stretching of 1° 

and 2° amines in BAET was higher as compared to AOET, which was quantified in terms of 

the ratio of their absorbance. This ratio (0.57, BAET and 0.49 AOET) clearly indicates that 

the concentration of 1° amine in BAET is greater than in AOET, in line with the structure 

presented in Scheme 1. 
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 The terephthalamides fractions were also characterized using 
1
H-NMR spectroscopy 

using DMSO (Figure 6). The 
1
H-NMR spectrum of BAET (Figure 6a) shows resonances at ~ 

8.0 ppm (4H, s, aromatic), 3.2 ppm (4H, t, CONHCH2CH2NH2) and 2.7 ppm (4H, t, 

CONHCH2CH2NH2). The 
1
H-NMR spectrum of AOET (Figure 6b) shows resonances at ~ 

8.0 ppm (8H, s, aromatic), 3.4 ppm (4H, t, CONHCH2), 2.7 ppm (4H, t, 

CONHCH2CH2NH2), 4.3 ppm (4H, s, CONHCH2CH2NHCO). The appearance of a singlet 

centered at 4.3 ppm in the spectra of AOET is due to the symmetrical ethylene group in 

between two amide groups in addition to the peaks of asymmetrical ethylene group in 

between an amide and an amine group at 3.4 and 2.7 ppm of part B. 

 

Figure 6: 
1
H-NMR spectra a ) BAET b) AOET 

 The DSC traces of BAET and AOET are presented in Figure 7. The sharp endotherm 

appearing at 181.7 and 298.4 ºC are associated with the melting of BAET and AOET 

respectively. It is to be noted that the melting point of the terephthalates obtained by 

glycolysis of PET in the presence of ethylene glycol is much lower; 110 and 160 ºC for bis-
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(hydroxyethyl) terephthalate (BHET) and oligomers respectively
32

. This difference in the 

melting points of PET glycolysates and aminolysates can be attributed to the strong 

intermolecular H –bonding between the amide groups in terephthalamide which is absent in 

the analogues esters. 

 

Figure 7: DSC traces a) AOET b) BAET 

Synthesis of bis-benzoxazines  

Bis-benzoxazines containing amide linkages were prepared using a solventless route 

by reacting cardanol with the PET derived terephthalamides obtained by PET aminolysis as 

per the reaction scheme presented in Scheme 2. The oxazine ring formed by Mannich like 

condensation of cardanol with terephthalamide and paraformaldehyde (2:1:4) is capable of 

undergoing ring opening polymerization leading to the formation of a crosslinked network.  

The presence of amide linkage in view of the H-bonding is expected to alter the properties of 

the resin appreciably. The benzoxazine resins obtained by the reaction of cardanol and 

formaldehyde with BAET and AOET have been referred to as C-BAET and C-AOET 

respectively. 
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Scheme 2: Bis-benzoxazine formation by reaction of terephthalamide with cardanol and 

formaldehyde  

 

 The FT-IR spectra of cardanol, C-BAET & C-AOET is presented in Figure 8.  The 

benzoxazine monomers, showed the absence of O-H and N-H at ~3335, >3161 cm
-1

 , 

suggestive of  complete utilization of cardanol and amine towards formation of oxazine ring. 

In addition to the stretching bands associated with the aromatic and alkene (3008 cm
-1

), and 

aliphatic (2926 and 2854 cm
-1

) C–H vibrations, other characteristic absorption bands 

observed in the spectra can be attributed to the C=C (~ 1600 cm
-1

), asymmetric and 

symmetric stretching vibrations of C-O-C (~1245 cm
-1

 and ~1030 cm
-1

 ), CH2 wagging (1370 

cm
-1

), and asymmetric stretching vibrations of C-N-C (1116 cm
-1

) respectively supporting the 

presence of double bonds and oxazine ring in Bz monomers. In cardanol, the peak at 990 cm
-1

 

can be attributed to the C=C-H vinylene C-H out-of-plane bend associated with the alkylene 

chain. Benzoxazine monomers showed a bimodal peak centered at 990 and 960 cm
-1

 

associated with the out-of-plane bending vibrations of C-H bond due to alkylene double bond 

and oxazine ring respectively 
42

.  
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Figure 8: FT-IR spectra: a) cardanol b) C-BAET c) C-AOET 

 The 
1
H-NMR of both the bis-benzoxazine resins was recorded using CDCl3 as solvent 

and presented in Figure  9. C-BAET exhibit characteristic resonances at ~ 5.3 ppm (4H, m, 

ArOCH2N) and ~ 4.7 ppm (4H, s, ArCH2N)  suggesting the conversion of hydroxyl to 

oxazine functionality (Figure 9a). Similarly, C-AOET formation was confirmed by the 

appearance of resonance at ~ 5.4 ppm (4H, m, ArOCH2N) and ~ 4.6 ppm (4H, s, ArCH2N) 

(Figure 9b).  The intensity ratio of the signals associated with the oxazine moiety at 4.6 

(singlet) and 5.4 ppm (multiplet) is expected to be 1:1. However, the same was found to be 

higher in the present study, which can be attributed to the resonance of alkylene protons 

present in cardanol (m, CH=, CH2=CH–) at the same position as ArOCH2N (~5.4 ppm). In 

cardanol based benzoxazines this ratio has been reported to be 1:3 
24

. This deviation from 1:1 

can also be ascribed to the oligomerisation of the benzoxazine resin. The  protons associated 

with the >CH2  in the mannich base formed as a result of ring opening appear in the region 

3.5-4 ppm which overlap with the peaks associated with the amine protons (BAET and 

AOET) in the same region as can be seen in the NMR spectra.  
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Figure 9: 
1
H-NMR spectra a) Cardanol b) C-BAET c) C-AOET 

 To investigate the curing behavior of the benzoxazine resins, non-isothermal 

calorimetric studies were performed and the curing profiles are presented in Figure 10. It can 

be seen that the temperature associated with the curing of C-BAET (Tpeak = 214  ºC) is 

relatively lower than C-AOET (Tpeak = 238  ºC). This is in accordance with previous studies, 

where increasing the chain length between benzoxazine moieties leads to a increase in curing 

temperature
22

. In our previous studies, we have reported the curing behavior of cardanol 

based mono-benzoxazine, which was found to  cure at relatively higher temperature (T ~ 242 

ºC) 
20

. Our studies clearly suggest that increasing the functionality can lead to substantial 

lowering of the curing temperature
24, 43

. Further, the molar enthalpy associated with the 
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polymerization for C-AOET is lower than C-BAET, which can again be credited to the larger 

number of oxazine rings per unit mass in the latter. 

Figure 10: DSC Traces: a) C-AOET b) C-BAET 

 The TG-DTG traces of the cured benzoxazines (C-AOET and C-BAET) are presented 

in the supplementary section (Figure S7). The benzoxazine resins prepared in the present 

work were found to exhibit excellent thermal stability with the temperature associated with 5 

% wt. loss being 298 and 380 °C for C-BAET and C-AOET respectively, suggesting their 

application in demanding areas requiring high  thermal stability. 

Adhesive property  

 The adhesive nature of the bis-benzoxazine resin was quantified as per the standard 

procedure and the result in terms of lap shear strength (LSS) are presented in Table 2 and the 

representative load-displacement curve is presented in supplementary section (Figure S8). It 

is to be noted that the LSS is dependent on several factors, particularly the ability of the resin 

to wet the substrate, its inherent adhesive nature, temperature, thickness of the resin and type 

of failure. The presence of larger number of polymerizable molecules in benzoxazines which 
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undergo thermally activated ring opening polymerisation in the absence of catalyst form cross 

linked networks on metal surfaces
44

. The ring opening of oxazine moieties generates specific 

groups which are capable of undergoing H-bonding, such as –OH and >N- as shown  in 

supplementary section (Figure S9) and FTIR of cured resin (Figure S10), in addition to the 

amide linkages which are already available in the main chain. Due to the presence of larger 

number of polymerizable benzoxazine in C-BAET as compared to C-AOET, the lap shear 

strength of the former was found to be relatively higher than which advocate the use of these 

resins as healants for self healing applications
45-47

.   

Table 2: Lap Shear Strength of benzoxazine resins 

Benzoxazine Resin Lap Shear Strength 

 (kgcm
-2
) 

  

C-BAET 38.2 ± 3.9  

C-AOET 28.3 ± 3.1 

Conclusion 

 Microwave assisted aminolytic depolymerization of PET in the presence of ethylene 

diamine (ED) was performed to yield terephthalamides which were used to prepare 

benzoxazine containing amide linkages. The effect of temperature and the molar ratio of 

PET: ED on the extent of PET conversion and relative percentage fraction of AOET and 

BAET was studied. Complete conversion of PET could be affected by performing the 

reaction at temperature close to the melting point of PET, at PET:ED:: 1:6.  Increasing the 

concentration of ED further did not affect the product composition appreciably. The amine 

terminated terephthalamides were used to synthesize benzoxazine resins containing amide 

linkages in the presence of cardanol as the phenolic component using Mannich type 

condensation. The resins were characterized using FT-IR and 
1
H-NMR and the curing 

behaviour was investigated by non-isothermal DSC.  The cured resins exhibited high thermal 

stability (T5% > 300 °C) and excellent lap shear strength (C-AOET = 28 kg cm
-2

, C-BAET = 
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38 kg cm
-2

). Our studies indicate that microwave irradiation can accelerate the kinetics of 

PET aminolysis resulting in shorter reaction times, and the products hence obtained can be 

transformed to a sustainable high performance resin. 
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A theoretical modeling for the catalyst-assisted growth of graphene sheet in the presence of plasma

has been investigated. It is observed that the plasma parameters can strongly affect the growth and

field emission properties of graphene sheet. The model developed accounts for the charging rate of

the graphene sheet; number density of electrons, ions, and neutral atoms; various elementary proc-

esses on the surface of the catalyst nanoparticle; surface diffusion and accretion of ions; and forma-

tion of carbon-clusters and large graphene islands. In our investigation, it is found that the

thickness of the graphene sheet decreases with the plasma parameters, number density of hydrogen

ions and RF power, and consequently, the field emission of electrons from the graphene sheet sur-

face increases. The time evolution of the height of graphene sheet with ion density and sticking

coefficient of carbon species has also been examined. Some of our theoretical results are in compli-

ance with the experimental observations. VC 2015 AIP Publishing LLC.

[http://dx.doi.org/10.1063/1.4938506]

I. INTRODUCTION

Prior works on the growth of carbon nanotubes led to

the invention of vertical graphene.1 In the current years,

there has been a deluge interest in the area of research of car-

bon nanostructures of various dimensionalities such as fuller-

enes (0-D), carbon nanotubes (1-D), graphene (2-D), and

diamond films (3-D). Among them, graphene, the basic

structural element of other allotropes of carbon, has inspired

academicians and industrial researchers due to its miraculous

properties2 in many sides. The economical mass production

of graphene has been the major concern for electronic appli-

cations. Some of the major approaches for the synthesis of

graphene include mechanical exfoliation, chemical exfolia-

tion, chemical vapor deposition, and several others.3 Among

these techniques, CVD in the presence of plasma is the most

viable one to meet the standards of the graphene.

Compared with other CVD methods, plasma enhanced

chemical vapor deposition technique (PECVD) offers plenti-

ful rewards, for instance, low temperature growth; better

control over nanostructure position, size, and shape; high

versatility; and growth of nanostructures with selected prop-

erties.4,5 Plasma plays a significant role in the nanostructure

synthesis.6 Recently, Wang et al.7 reported that plasma

accelerates the motion of the hydrocarbon radicals, enhances

the deposition of hydrocarbon ions onto the substrate sur-

face, and promotes the separation of carbon nanoflakes

(CNFs) from the substrate. The growth of nanostructures is

strongly affected by the ion and electron fluxes from the

plasma and may be well effectively controlled by the proper

selection of the plasma parameters. Extensive studies have

been done to study the influence of RF power, feedstock gas

ratio, electron-temperature, hydrogen gas, and growth time

on the structure, growth rate, and dimensions of the graphene

sheet.8–13

Nang and Kim8 have observed that with the increase in

plasma power and growth time, the structural quality of the

graphene films is improved and the thickness of graphene is

gradually decreased, finally saturating to a single layer gra-

phene (cf. Figs. 2 and 3 of Nang and Kim8).

Liu et al.9 have observed that upon increasing the RF

power from 500 to 700 W, the deposited carbon material

changes from 1-D to 2-D structure and when the RF power

increases to above 800 W the growth ratio decreases. The

decreasing growth ratio has been attributed to the etching

effect of hydrogen radical that overtake the benefit of provid-

ing more energetic ions at 800 W RF power.

Jiang et al.10 have studied the effect of gas flow rate on

the growth of graphene sheet. They observed that under a

certain methane flow rate and ratio of CH4 to H2, the size of

the graphene flake increases with growth time and then get

saturated. They have shown that the synthesized films pos-

sess excellent field emission (FE) properties with the field

enhancement factor of 1.1 � 104.

Levchenko et al.11 have fabricated the graphene flake on

Y-Ni catalyst using magnetic-field enhanced plasma and

have analytically studied the variation of graphene flake size

with surface temperature, plasma density, and the electron

temperature as parameters. They observed that graphene

flake size decreases with the plasma density and electron

temperature.

Kim et al.12 have synthesized graphene film on Ni foil

by microwave PECVD (MPECVD) method and found that

the number of layers of graphene increases by decreasing the

mixing ratio of hydrogen and methane.

Chan et al.13 have shown that high quality graphene

films on Cu films are synthesized by increasing the hydrogen

concentration by plasma-assisted thermal CVD. Their results

indicate that as the H2 flow rate increases, intensity ratio of

2D peak to G peak, i.e., I2D/IG increases from 0.98 to 2.29.

1070-664X/2015/22(12)/123517/11/$30.00 VC 2015 AIP Publishing LLC22, 123517-1
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Till date, several experimental evidences incorporating

the effects of catalyst and electric field due to plasma on the

vertical growth mechanism of graphene sheet have been

given.14–16 In the catalytic growth, hydrocarbon gas is disso-

ciated on the catalyst surface, whereas in the absence of cata-

lyst, the free radicals, ions, and reactive species are formed

by the collision of feedstock gas (hydrocarbons) and elec-

trons in the plasma.17 Many theoretical models18–20 have

also been claimed to study the growth kinetics of the gra-

phene sheet.

Zhu et al.14 reported that initially graphene layers grow

parallel to the substrate and then the top carbon layers curl

upward due to sufficient level of force at the grain bounda-

ries. They also revealed that the growth direction of the car-

bon nanosheets is determined by the induced polarization of

the graphitic layers associated with the electric field in the

plasma sheath.

Terasawa and Saiki15 have studied and explained the

growth mechanism of graphene on Cu by PECVD method.

In their findings, they have mentioned that the growth of the

first layer is due to the catalytic nature of Cu, while the

growth of the second and subsequent layers is mainly caused

by the radicals generated in plasma.

Ghosh et al.16 have demonstrated the effect of substrate

on the growth of graphene nanosheets. They have explained

the growth mechanism of vertical graphene nanosheets

assisted by electron cyclotron resonance chemical vapor dep-

osition (ECR-CVD) by eliciting the formation of nucleation

centers for nanographitic (NG) island formation during

surface-plasma interaction, coalescence of islands, and gen-

eration of stress at NG grain boundaries.

Zangwill and Vvedensky18 have presented a rate theory

of graphene growth on metals. They have revealed that the

two-dimensional graphene islands grow by the attachment of

five-atom clusters and the smallest stable precursor to the

graphene growth is formed when six of the mobile five-atom

clusters collide.

Mehdipour and Ostrikov19 have studied the metal-

catalyzed nucleation and growth of graphene using CVD. In

this case, they involved the complete cycle of neutral gas-

surface interactions and surface processes. They have also

explained the dual role of hydrogen in the Cu-catalyzed

growth of graphene.

Kim et al.20 have modeled the nucleation and growth of

graphene by CVD on Cu surface in the framework of

Langmuir adsorption theory and 2-D crystallization. Their

model provides the identification of the range of growth

parameters (temperature and gas pressures) that leads to the

final surface coverage of graphene.

Moreover, many works on graphene synthesis have

reported that the plasma treated graphene sheets have better

FE properties.10,21–24 It has been observed that the field

enhancement factor of graphene sheet is inversely propor-

tional to the thickness of graphene25,26 and hence lesser

thickness corresponds to higher field emission current

densities.

Malesevic et al.21 have found that the few-layer gra-

phene (FLG) synthesized by the MPECVD technique are the

good field emitter with low turn-on field of 1 V/lm and field

amplification factor was observed up to 7500. They have

also revealed that the FLG grown with high H2/CH2 gas ratio

are better field emitters as compared to low H2/CH2 gas

ratio.

Shih et al.22 have investigated the effect of plasma treat-

ment on the growth, structure, and field emission properties

of the two-dimensional CNFs and revealed that the field

emission properties get enhanced on increasing the RF

power. They have also illustrated the effect of substrate tem-

perature on the morphology of CNFs.

Wang et al.23 have developed a back gated triode emis-

sion device based on field emission characteristic of carbon

nanosheets, which were synthesized by the RF-PECVD

method. The field emission current was stable for >200 h at

1.3 mA emission current level. They imputed this result to

the high purity and uniform height distribution of the carbon

nanosheets.

Srivastava et al.24 have shown that the increase in

microwave power strongly affect the structure and morphol-

ogy of the quasi two-dimensional carbon films. The normal

alignment of the films to the substrate, increased density, and

reduced size are the main contributing factors to the charac-

teristics of field emission from the carbon nanofilms.

The existing growth models18–20 describe the growth

of graphene sheet in the absence of plasma and do not

explain the effect of plasma parameters on the growth and

field emission properties of the graphene sheet. In the pres-

ent paper, we try to present a kinetic model to explain the

plasma-assisted catalytic growth process of the graphene

sheet accounting the plasma sheath effects and various sur-

face processes. In this work, we solve the first order differ-

ential kinetic equations to study the dependence of

thickness and height of graphene on the plasma parameters

and henceforth account their effects on the field enhance-

ment factor.

The remainder of the manuscript is structured as fol-

lows: In Sec. II, we present a theoretical model, including

the charging rate of the graphene sheet, kinetic equations of

the electrons, ions and neutrals, and the growth rate equation

of the graphene sheet due to diffusion of carbon clusters on

catalyst surface to study the effects of plasma parameters on

the growth of the graphene sheet. Results of the present work

are discussed in Sec. III, and finally, conclusion is given in

Sec. IV.

II. MODEL

This paper enlightens the catalyst-assisted growth of

graphene sheet in Ar þ H2 þ C2H2 plasma, C2H2 acts as a

carbon source gas. The plasma consisting of electrons, ions

of acetylene (C2H2
þ), hydrogen (Hþ) denoted as ions of

types 1 and 2, respectively, and neutrals of type 1 (acetylene,

C2H2) and type 2 (hydrogen, H2) is considered. Copper (Cu)

catalyst over the silicon (Si) substrate is considered. The

complete d-electron shell of copper resulting in low chemical

affinity, minimal solubility of carbon, and less precipitation

of carbon from copper bulk make copper an effective cata-

lyst for the graphene.27
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The present model considers the following elementary

processes for the nucleation and growth of graphene sheet on

catalyst-substrate surface in plasma.

(1) First, the applied plasma power fragments the catalyst

film to catalyst nanoparticles, subsequently leading to

the formation of localized nucleation centers.6

(2) The hydrocarbon ions formed due to ionization of gas

within the chamber, pass through the plasma sheath, and

then via thermal dissociation, hydrogen induced decom-

position (dehydrogenation), and several other processes,

they adsorb, diffuse, and eventually attach each other to

form C-atom clusters.19

(3) These carbon-clusters diffuse and collide to form gra-

phene islands, and thereafter, coalescence of these gra-

phene islands leads to the formation of large graphene

islands. This leads to the parallel growth of graphene.19

(4) However, the coalescence of the graphene islands cause

stress at the grain boundaries, whose release favors the

vertical growth of graphene.16 The electric field gener-

ated by plasma ensures the motion of hydrocarbon ions

towards the grain/island boundaries, leading to the for-

mation of vertical graphene sheet.

Following Tewari and Sharma,28 we consider the sheath

kinetics to investigate the structure of sheath formed near the

substrate. We assume that the electric field within the sheath

is along the z-axis. The sheath equations are

î
@

@x
þ ĵ

@

@y
þ k̂

@

@z

� �
: np~vp

� �
¼ fizne; (1)

Mpnpvp
dvp

dz
¼ enpE�Mpnpfpnvp ; (2)

d2/ xð Þ
dz2

¼ �4p
X

qpnpnp ; (3)

where Eqs. (1), (2), and (3) represents the continuity

equation, ion-momentum balance equation, and Poisson

equation, respectively, p refers to either electron(e), C2H2
þ

or Hþ, np is their number density, Mp is their mass in

plasma, vp is their fluid velocity, fiz is the ionization fre-

quency, E is the electric field, fpn is the collision frequency,

np is the pth ion to electron number density ratio, qp is the

change of the species, / is the electrostatic potential,P
pnp ¼ 1; and 0 < np < 1.

A. Charging of the graphene

The charge developed on the graphene surface is deter-

mined by the accretion of electrons and positively charged

ions on the surface of the graphene sheet

Q0½s� ¼ Ii1gn þ Ii2gn � ceIegn; (4)

where Q is the charge over the graphene sheet, ce is the stick-

ing coefficient of electrons, Iijgn ¼ nijðxÞ ltþ htþ lhð Þð kBTij

2p2mij
Þ

1
2

f 2ffiffi
p
p ð eVs

kBTi
Þ

1
2þ exp½ eVs

kBTij
�erfc½ð eVs

kBTij
Þ

1
2�g� exp½� eUs

kBTs
� ; Iegn¼ ð kBTe

2p2me
Þ

1
2

neðxÞðltþhtþ lhÞexp eVs

kBTe
þ eUs

kBTs

h i
are the ion and electron

collection current on the graphene surface, respectively. Tij

is the ion temperature, mij is the ion mass (j refers to either 1

or 2 type of positively charged ion as explained earlier),

l; t; andh are the length, thickness, and height of the graphene

sheet, respectively, Ts is the substrate or catalyst temperature

(assuming catalyst and substrate to be at the same tempera-

ture), Vs is the surface potential of the graphene sheet (refer

Eq. (A2) of the Appendix), Te is the electron temperature, me

is the mass of electron, Us is the substrate bias, nij xð Þ ¼
nij0ð1� 2e/ðxÞ

mijvi0
2Þ is the ion density in the plasma sheath; vi0 is

the ion velocity at any point within the plasma, neðxÞ¼
ne0 exp½jej/ðxÞkBTe

� is the electron density in plasma sheath; /ðxÞ
is the electrostatic potential, ne0 is the electron density in

plasma sheath, /ðxÞ¼/0 expð�jxjkd
Þ, /0 is the negative poten-

tial at the surface, and kB is the Boltzmann constant. The

negative substrate bias is to attract and accelerate the posi-

tive species in plasma to stick into and form the

nanostructures.29

The first and second term on the right hand side of Eq.

(4) describe the charge developed on the graphene surface

due to accretion of positively charged ions of type 1 and 2,

i.e., ions of acetylene and hydrogen, respectively. The third

term represents the decrease in charge due to accretion of

electrons at the surface of the graphene sheet.

B. Kinetic equation of electron density

n0eðsÞ ¼ ðb1n1 þ b2n2Þ � ða1neni1 þ a2neni2Þ � cengnIegn ;

(5)

where b1 and b2 are the coefficient of ionization of the con-

stituent neutral atoms due to external field, ne is the electron

number density, ni1 and ni2 are the ion number density of ion

types 1 and 2, respectively, and n1 and n2 are the number

density of neutral types 1 and 2, respectively.

ajðTeÞ ¼ aj0ð300
Te
Þkcm3=s is the coefficient of recombina-

tion of electrons and positively charged ions,30 k ¼ �1:2 is a

constant, and j refers to either 1 or 2 type of ions.

Equation (5) indicates the growth of electron density in

the plasma system due to ionization of neutral atoms,

recombination of electrons and ions, and electron collection

current at the surface of the graphene. The first term on the

right hand side of Eq. (5) is the gain in electron density per

unit time because of ionization of neutral atoms. The sec-

ond and third terms display the decaying rate of the electron

density due to the electron–ion recombination and the elec-

tron collection current at the surface of the graphene,

respectively.

C. Kinetic equation of positively charged ion density

n0i1ðsÞ ¼ b1n1 � a1neni1 � ngnIi1gn � Jai1 þ Jdesorp1; (6)

n0i2ðsÞ ¼ b2n2 � a2neni2 � ngnIi2gn � Jai2 þ Jdesorp2 þ Jth;

(7)

123517-3 S. C. Sharma and N. Gupta Phys. Plasmas 22, 123517 (2015)

 This article is copyrighted as indicated in the article. Reuse of AIP content is subject to the terms at: http://scitation.aip.org/termsconditions. Downloaded to  IP:

14.139.251.107 On: Mon, 04 Jan 2016 04:39:55



where Jaij ¼ Pi

ð2pmijkBTijÞ
1
2

� nij

jij
is the adsorption flux onto the

catalyst substrate surface, Pi is the partial pressure of adsorb-

ing species, Jdesorpj ¼ jij� expð� eai

kBTij
Þ is the desorption flux

from the catalyst–substrate surface, j refers to either 1 or 2

type of ions, � is the thermal vibration frequency, eai is the

adsorption energy, jij is the ion flux on the catalyst substrate

surface, Jth ¼ jH� expð�deth

kBTs
Þ is the flux of type 2 ion (namely,

hydrogen) on account of thermal dehydrogenation, deth is the

activation energy of thermal dehydrogenation, and jH is the

hydrogen ion flux at catalyst–substrate surface.28

Eqs. (6) and (7) refer to the growth rate of positively

charged ions in plasma system. The first term on the right

hand side describes the gain in ion density per unit time on

account of ionization of neutral atoms. The next two terms

represent the rate of decrease in positively charged ion

density due to electron-ion recombination and ion collec-

tion current at the surface of the graphene, respectively.

The fourth and fifth term denotes adsorption and desorp-

tion of ions to/from the catalyst-substrate surface, respec-

tively. The last term in Eq. (7) represents the increase in

hydrogen ion number density in plasma because of thermal

dehydrogenation.

D. Kinetic equation of neutral atoms

n01ðsÞ ¼ a1neni1 � b1n1 þ ngnð1� ci1ÞIi1gn � ngnc1I1gn; (8)

n02ðsÞ ¼ a2neni2 � b2n2 þ ngnð1� ci2ÞIi2gn � ngnc2I2gn; (9)

where Ijgn ¼ njðltþ htþ lhÞð kBTn

2p2mj
Þ

1
2 is the neutral collection

current at the surface of graphene, j refers to either 1 or 2

type of neutral atom, Tn is the neutral temperature, mj is the

mass of neutral atom, nj is the neutral atom density, cj is the

sticking coefficient of neutral atom, and cij is the ion sticking

coefficient.

Eqs. (8) and (9) describe the growth rate of number den-

sity of neutral atoms of types 1 and 2; the first term of the

right side denotes the gain in neutral atom density per unit

time due to electron–ion recombination. The remaining

terms represent the decaying rate of neutral atom density due

to ionization, gain in neutral density due to neutralization of

ions collected at the surface of the graphene, and accretion

of neutral atoms of species 1 and 2 on the surface of the gra-

phene, respectively.

E. Kinetic equation for the growth of graphene nuclei

In the preliminary stage, catalyst (Cu) film fragments

into nanoislands of Cu.6 The diameter of islands is known to

be function of the thickness of the catalyst film. The island

size increases with the thickness of the catalyst film.31 Since

the catalyst activities depend on the size of the catalyst parti-

cle, therefore, the morphology, growth rate, and type of car-

bon nanostructure formed changes with the catalyst-island

size. Small catalyst particles favor the growth of carbon

nanotubes while the large catalyst particles promote the

growth of graphene.32 The present model considers the size

of the catalyst nanoparticle to be 40 nm.15

Following Tewari and Sharma,28 Mehdipour and

Ostrikov19

d

ds
pr2

g

� �
¼
	


2nCH� exp
�dEi

kBTs

� �
þ 2hCHJi1yd þ 2Ji1

þ Ji1radsJi2

�
þ Jcgmcþ



Ji1 1� htð Þ þ Ji1radsJH

�

þ Ji1 exp
�dEi

kBTs

� ��
mi1

�

� 2prcat

pr2
catqcat

D1 exp
�EsdC

kBTs

� ��

þD2 exp
�EsdCl

kBTs

� ��
� 1

Ii1g

� �
þ cC2H2

pr2
catIC2H2g ;

(10)

where rg is the radius of the graphene nuclei, rcat is the radius

of the catalyst nanoparticle, and qcat is the mass density of the

catalyst particle. Iijg ¼ ðprg
2ð8kBTi

pmij
Þ

1
2nijðxÞ½1� Qcji�exp½� eUs

kBTs
�Þ

is the ion collection current at the surface of the graphene

nuclei, (where, j refers to either 1 or 2 type of ion); cji ¼ e2

rgkBTs
,

Ijg ¼ ðpr2
gð8kBTn

pmj
Þ

1
2njÞ is the neutral collection current at the sur-

face of the graphene nuclei, j refers to either 1 or 2 type of

neutral atom, cC2H2
is the neutral atom sticking coefficient,

and nCH ¼ ðhCH�0Þ (Denysenko and Ostrikov33) is the surface

concentration of CH; hCH is the surface coverage by C2H2

radicals33 and �0ð�1:3� 1015Þ cm�2 is the number of adsorp-

tion sites per unit area,33 mC (¼ 12 a.m.u) is the mass of the

carbon atom and mi1 (¼ 26 a.m.u.) is the mass of type 1 (i.e.,

C2Hþ2 ) ions, dEi is the thermal energy barrier (�1:87 eV),19

Jij ¼ ðnijðkBTe

mij
Þ

1
2Þ is the flux of type j ion28 (where j refers to

1 or 2 type of ion), ydð� 2:49� 10�2 þ 3:29� 10�2

�Ei; where Ei is the ion energy in eVÞ is the stitching proba-

bility,34 radsð�6:8� 10�16cm2Þ is the cross-section for the

reactions of atomic hydrogen,33 Ja ¼ ðnavtha
4
Þ is the flux of im-

pinging species a (where a ¼ C;H); C and H stands for car-

bon and hydrogen species, respectively, na and vtha are the

number density and thermal velocity of a species, respec-

tively,33 D1 exp ð�EsdC

kBTs
Þ and D2expð�EsdCl

kBTs
Þ are the surface diffu-

sion coefficients of carbon monomers and C-atom clusters,

respectively, with the corresponding activation energies,

EsdC¼ 0:1 eV and EsdCl¼ 0:82 eV, respectively.19

Eq. (10) traces the development of graphene island on

the catalyst nanoparticle. The adsorption, surface diffusion,

and accretion of carbon atoms on the surface of the catalyst

via thermal dissociation, ion induced dissociation, decompo-

sition of positively charged ions, interaction of adsorbed

acetylene ions with atomic hydrogen from plasma, thermal

dissociation of carbon source gas of acetylene ions, and other

processes leads to the formation of C-atom clusters.19 The

surface diffusion (with energy barrier EsdCl) and agglomera-

tion of these clusters lead to the formation of graphene island

(with radius rg).19
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In Eq. (10), the first term in the first bracket on the right

side (see Ref. 33) accounts for the carbon yield on the cata-

lyst surface due to thermal dissociation of acetylene ions

(with activation energy of thermal dissociation, dEi); the sec-

ond term (see Ref. 33) denotes the carbon yield due to ion

induced dissociation of C2H2/ion-induced incorporation of

neutrals (see Ref. 34); the third term refers the decomposi-

tion of acetylene ions, i.e., C2Hþ2 ; the fourth term (see Ref.

33) describes the interaction of ions with atomic hydrogen

from the plasma; and the fifth term (see Ref. 33) is the rate

of the incoming flux of carbon atoms onto the catalyst parti-

cle. The terms in the second bracket refers to the adsorption

flux of type 1 ions to the catalyst surface, interaction of

adsorbed type 1 ions with atomic hydrogen from plasma, and

thermal dissociation of hydrocarbon source gas C2H2,

respectively. The term D1 expð�EsdC

kBTs
Þ and D2 expð�EsdCl

kBTs
Þ

accounts for the surface diffusion of carbon monomers (with

energy barrier EsdC) and carbon clusters (with energy barrier

EsdCl), respectively, onto the catalyst surface per unit area

mass density. The factor I
i1g

accounts for the ion collection

current on the growing graphene island. The last term

denotes the sticking of neutral atoms of type 1, i.e., acetylene

to the graphene island.

F. Growth rate equation for the graphene sheet

In the initial stage, formation of graphene islands result

in the planar growth of graphene. We believe that the length

of the graphene advance during the course of the planar

growth and we presume its value to be 1.6 lm.10 However,

the parallel growth of graphene eventually switches to the

vertical growth due to the stress developed at the graphene

island boundaries. Ion bombardment, temperature gradients,

and lattice mismatch between catalyst-substrate surface and

graphitic material are the main causes of this stress.35 Under

the influence of the electric field due to plasma, carbon atoms

diffuse at the graphene island boundaries raising the height

and thickness of the graphene sheet in the upward direction.

Finally, the etching of carbon due to hydrogen results in the

decrease in the thickness of the graphene

l
d h� tð Þ

ds
¼
 

n1

�
� D1 exp � Ed þ Einc

kBTs


 �� �
pr2

g

2prg

� Ii1gnð Þ þ cC2H2
IC2H2gnð Þ

!
�Mgn

qgn

; (11)

h sð Þ þ l½ � d tð Þ
ds
¼ Ji2 exp

�dEsdh

kBTs

� �
þ Ji2 1� htð Þ




þJi2 þ hCH Ji2yd þ �0� exp
�dEi

kBTs

� �� ��

� h sð Þ
ni2
þ cC2H2

pr2
gnIC2H2gn; (12)

where qgn is the graphene sheet density and Mgn is the mass

of the growing graphene sheet (Mgn � 12 g).

Eq. (11) describes the increase in area of the graphene

sheet due to diffusion of carbon atoms at the graphene island

boundaries, and ion and neutral collection current at the

growing graphene sheet. The first term on the right side of

the Eq. (11) describes the diffusion (with energy barrier,

Ed � 0:13 eV)14 and attachment of carbon atoms (with

energy barrier, Einc � 0:4 eV)36 to the border of the growing

graphene sheet. The factor Ii1gn corresponds to the ion collec-

tion on the growing graphene sheet, and the last term

accounts the sticking of neutral atoms of acetylene on the

graphene sheet.

Eq. (12) describes the decrease in thickness of graphene

sheet due to etching of carbon by hydrogen atoms. In Eq.

(12), the first term on the right hand side refers the incoming

flux of type 2 ion, i.e., hydrogen due to thermal dehydrogen-

ation of type 1 ions (see Ref. 33); the second term accounts

the adsorption of type 2 ions to the surface. The third term

(see Ref. 33) is the decomposition of positively charged ions

of type 2; the fourth term (see Ref. 33) describes ion induced

dissociation of acetylene; and the fifth term (see Ref. 33) is

due to the incorporation of hydrogen ions due to thermal dis-

sociation of acetylene ions. The last term denotes the stick-

ing of neutrals of acetylene on the surface of the graphene

sheet.

G. Energy balance equation for the graphene sheet

RF power ¼ d

ds
MgnCpTsð Þ

¼ Iegn cee
s
egn þ 1� ceð Þdegn es

egn �
3

2
kB

� �
Ts

	 �	 �

� 3

2
kB

� �
I1gn c1Tn þ d1gn 1� c1ð Þ Tn � Tsð Þ
 �

þ I2gnd2gn Tn � Tsð Þ� þ Ii1gn es
i1gn þ Iz1

� �
þ Ii2gn es

i2gn þ Iz2

� �� � 3

2
kB

� �

� 1� c1ið ÞIi1gn þ Ii2gn

 �
Ts � A

"
er Ts

4�Ta
4

� �

þ n1

8kBTn

pm1

� �1
2

þ n2

8kBTn

pm2

� �1
2

" #
kB Ts � Tnð Þ

#
;

(13)

where Mgnð¼ ðl� h� tÞqgnÞ is the mass of the graphene

sheet, A(¼ltþ lhþ th) is the surface area of the graphene

sheet, Cp is the specific heat capacity of graphene sheet

(Cp � 2.1 J g�1 K�1), es
egnð¼ 2kBTeÞ is the mean energy of

electrons collected by graphene,30 degnð�2 me

Mgn
Þ is the fraction

of excess energy of electron lost in a collision with graphene

sheet,30 djgn½¼ 2mj

ðmjþMgnÞ� is the fraction of excess energy of an

atom lost in a collision with the graphene sheet,30 Ta is the

ambient temperature, Tn is the temperature of the neutral

atomic species, Iz1 and Iz2 are the ionization energies of neu-

tral atoms 1 and 2, respectively ðIz1 ¼ 11:26 eV and Iz2

¼ 13:5 eVÞ, es
ijgnðZÞ ¼

 �
ð2� eVs

kBTi
Þ

ð1� eVs
kBTi
Þ

�
� eVs

kBTi

!
kBTi (see Ref.

30) is the mean energy collected by ions at the surface of
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graphene sheet, e is the emissivity of the material of the gra-

phene sheet, and r is the Stefan–Boltzmann constant.

Eq. (13) illustrates the effect of RF power on the mass

of the graphene sheet. The first two terms in Eq. (13) repre-

sents the rate of energy transferred to the graphene sheet due

to sticking accretion and elastic collision by constituent spe-

cies of complex plasma. The third term accounts the ioniza-

tion of neutral species 1 and 2 resulting in the collection of

ions on the surface of graphene sheet, and the fourth term is

due to sticking accretion of ions 1 and 2 on the graphene sur-

face. The last term is the rate of energy dissipation of the

graphene through radiation and conduction to the host gas.

H. Field enhancement factor

Following Watcharotone et al.25 and Miller et al.,26 the

expression for the field enhancement factor of graphene can

be written as

b � h

t
; (14)

where h is the height of the graphene sheet and t is the thick-

ness of the graphene sheet.

III. RESULTS AND DISCUSSION

The present work serves an analytical model for study-

ing the plasma-sheath-related effects on the graphene

growth. In particular, we study the role of different plasma

parameters on the growth and field emission properties of

graphene sheet with catalyst effects. In the plasma process,

substrate-catalyst surface is separated from the plasma by a

sheath. The electric field directed from the plasma bulk to-

ward the surface plays a vital role in the growth process of

graphene sheet. Due to the variations of the plasma parame-

ters, the sheath thickness changes, which in turn affects the

electric field strength, thereby, affecting the electron and ion

collection current to the graphene surface.

We assume that the applied plasma power ionizes the

neutral gas atoms, thereby creating active species, which

fragments the catalyst film into catalyst nanoparticles.

Various processes such as thermal and ion-induced dissocia-

tion of hydrocarbon gas, decomposition and adsorption of

positively charged ions of acetylene, interaction of ions with

hydrogen, surface diffusion of species, and several others

have been taken into account to the catalyst surface. In the

present example, we have accounted the parallel as well as

vertical growth of graphene sheet. At the first stage, the dif-

fusion and attachment of carbon atoms at the catalyst surface

results in the formation of C-clusters. These clusters diffuse

and stitch together to form graphene islands, leading to the

parallel growth of graphene. During the second stage, the

parallel growth of graphene sheet switches to the vertical

growth due to the development of stress at the graphene

island boundaries. The nucleation and growth behavior of

vertical graphene sheet is strongly affected by the in-built

electric field associated with plasma, which is responsible

for delivery of carbon atoms to the graphene island bounda-

ries and surfaces of the growing vertical graphene sheet. At

this stage, graphene sheet grows in height via ion and neutral

collection current at the graphene island boundaries and thick-

ens due to diffusion and attachment of carbon atoms at the pe-

ripherals of the growing carbon platelets. Further increase in

height and thickness occurs due to ion and neutral collection

current at the lateral surfaces as well as at the top surface of

the growing vertical graphene sheet. This is in accordance

with the growth possibilities proposed by Zhao et al.17 for

two-dimensional nanostructures. In this case, they proposed

that the growth may occur at the contact line between the gra-

phene and substrate, at the active steps/edges on two sides of

the graphene sheet, and at the free edges of the graphene sheet

[cf. Fig. 2(f) of Zhao et al.17]. The growing edges are then ter-

minated by the etching effect of hydrogen.

Numerical calculations have been carried out to study

the dependence of the dimensions (i.e., thickness and height)

of the graphene sheet on the plasma parameters (i.e., electron

density and temperature, ion density of both types 1 and 2,

and temperature), which subsequently influence its field

emission properties.

We have solved Eqs. (1)–(13) simultaneously at the

appropriate boundary conditions, viz., at s ¼ 0; electron

number density ne0(¼1011 cm�3), ion number density

ni10ð¼ 0:7ne0Þ, ni20ð¼ 0:5ne0Þ, neutral atom density n10 ¼ n20

ð¼ 1012cm�3), electron temperature Te0(¼ 1.7 eV), ion tem-

perature Ti0(¼ 2200 K), neutral temperature Tn0(¼ 2000 K),

mass of ion 1 mi1(¼26 a.m.u for acetylene (C2H2
þ)),

mass of ion 2 mi2(¼ 1amu for (Hþ)), density of catalyst Cu

qct(¼ 8.96 g/cm3), coefficient of recombination of electrons

and ions a10 � a20(¼ 1.12 � 10�7 cm3/s), j¼�1.2, and sub-

strate temperature Ts(¼600 �C).

Other parameters used in the calculations are thermal

energy barrier on the catalyst surface dEi(¼1.87 eV), energy

barrier for diffusion of carbon monomers EsdC(¼ 0.1 eV) and

for carbon clusters EsdCl(¼ 0.82 eV), energy due to dehydro-

genation of C2H2 dEsdh(¼ 1.7 eV), sticking coefficient of

electron ce (¼1), and sticking coefficient of ion cij(¼1). With

the aid of MATHEMATICA software and using all the

above values, we solve all the differential Eqs. (1)–(13)

simultaneously to study the dependence of height and thick-

ness of graphene sheet on plasma parameters.

Fig. 1 shows the schematic representation of the growth

stages of graphene sheet on the catalyst-substrate surface in

the presence of plasma. The sketch represents the fragmenta-

tion of catalyst film into catalyst nanoparticles, diffusion of

carbon monomers to the catalyst particles, diffusion of car-

bon clusters leading to the formation of graphene island, and

finally the vertical growth of graphene sheet due to stress

developed at the island boundaries.

Fig. 2 shows the variation of potential of the rectangular

graphene sheet along the vertical growth axis, i.e., z-axis.

From Fig. 2, it can be seen that the potential of the rectangu-

lar graphene sheet decreases linearly as the distance from the

surface is increased.

Fig. 3 shows the time-variation of the thickness of the

graphene sheet for different electron number densities and

electron temperatures (i.e., ne0 ¼ 1010cm–3 and Te0 ¼ 1:5 eV;
ne0 ¼ 1011cm–3 and Te0 ¼ 1:7eV; ne0 ¼ 1012cm–3 and Te0

¼ 1:9eVÞ. From Fig. 3, it can be seen that the thickness of
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the graphene sheet increases with time and then attains a sat-

uration value. The figure also shows the decrease in graphene

sheet thickness with electron density and temperature. This

happens because for larger values of electron density and

temperature, the rate of ionization of neutral atoms increases

due to which the number density of positively charged ions

and electron increases; therefore, the number of neutral

atoms of type 1 available for accretion decreases. Hence, the

thickness of the graphene sheet saturates at a lower value.

Fig. 4 illustrates the variation of thickness of graphene

sheet with time for different number density and temperature

of ions of type 2 (i.e., ni20¼ 1010 cm�3 and Ti0¼ 2100 K,

ni20¼ 1011 cm�3 and Ti0¼ 2150 K, ni20¼ 1012 cm�3 and

Ti0¼ 2200 K). From Fig. 4, it can be seen that the thickness

of the graphene sheet decreases with the increasing number

density of type 2 ions, i.e., of hydrogen ions. This is answer-

able to the fact that with the increasing density of hydrogen

ions, the etching of graphene sheet at the edges increases.

We assume that two processes occur in our growth mecha-

nism, viz., carbon deposition on the surface and etching of

the graphene sheet. On increasing the number density of

hydrogen ions, the etching effect becomes more prominent

resulting in the decrease in the thickness of the graphene

sheet. The theoretical findings of Fig. 4 are in compliance

with the experimental observations of Kim et al.12 and Chan

et al.13

Fig. 5 displays the time evolution of thickness of gra-

phene with RF power, i.e., RF power (¼ 50 W, 100 W, and

200 W). From Fig. 5, it can be seen that as the RF power is

FIG. 1. Schematic representation of

the formation of graphene sheet under

plasma: (a) formation of catalyst nano-

particles on the substrate surface, (b)

cluster formation due to the diffusion

of carbon atoms on the catalyst nano-

particles, (c) diffusion of clusters lead-

ing to the formation of graphene

islands, (d) growth of graphene sheet

at the bondaries of graphene islands,

and (e) scheme of the graphene sheet

considered.

FIG. 2. The variation of potential due to the rectangular graphene sheet

along the vertical growth axis (z-axis).

FIG. 3. This figure illustrates the time variation of the thickness of the graphene

sheet for different electron densities and temperatures (where a, b, and c corre-

spond to ne0 ¼ 1010cm�3 and Te0 ¼ 1:5 eV;ne0 ¼ 1011cm�3 and Te0 ¼ 1:7 eV;
ne0 ¼ 1012cm�3 and Te0 ¼ 1:9 eV, respectively). The other parameters are

given in the text.
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increased, the graphene sheet of lesser thickness is

observed. This is attributable to the fact that with the

increasing RF power the electric field in the plasma sheath

increases, thereby increasing the ion bombardment to

the vicinity of the graphene sheet, which consequently

etches up the graphene sheet. The results of Fig. 5 comply

with the experimental observations of Nang and Kim8 and

Liu et al.9

Fig. 6 shows the time-variation of the height of the gra-

phene sheet for different ion density and temperature of type 1

ion (i.e., ni10¼ 1011cm�3 and Ti0¼ 2150 K, ni10¼ 1012cm�3

and Ti0¼ 2200 K, ni10¼ 1013cm�3 and Ti0¼ 2250 K). Fig. 6

indicates that upon increasing the number density and temper-

ature of type 1 ion, the height of the graphene sheet increases.

As the ion density and temperature of type 1 ion increases, the

thickness of the plasma sheath increases and faster generation

of carbon monomers occurs; consequently, more diffusion of

the carbon ions take place, thereby increasing the height of

the graphene sheet. The results of Fig. 6 are in compliance

with the experimental findings of Jiang et al.10 (cf. Fig. 4 of

Jiang et al.10).

Fig. 7 shows the time-evolution of the height of the gra-

phene sheet for different values of the sticking coefficients of

the atomic species of the type 1 (i.e., c1 ¼ 0:3; 0:6; and 1:0).

The sticking coefficient gives the probability of incorporation

of the atomic species into the growing nanostructure.34 From

Fig. 7, it can be seen that the steady state can be achieved

faster as sticking coefficient approaches to unity.

We have hitherto studied the time-evolution of height

and thickness of the graphene sheet for a particular set of

parameters and further in order to understand the effect of

plasma parameters on the field emission factor b � h
t

�
,

where h is the height and t is the thickness of graphene

sheet), we estimated the variation of field enhancement

factor with the graphene sheet thickness for different elec-

tron densities and temperatures and RF powers. It is found

that the field enhancement factor increases with the

increase in the plasma parameters (electron densities and

FIG. 4. This figure illustrates the time variation of the thickness of the gra-

phene sheet for different ion densities and temperatures of type 2 ion (where

a, b, and c correspond to ni20¼ 1010 cm�3 and Ti0¼ 2100 K, ni20¼ 1011 cm�3

and Ti0 ¼ 2150 K, ni20¼ 1012 cm�3 and Ti0¼ 2200 K, respectively). The

other parameters are given in the text.

FIG. 5. The time variation of the thickness of the graphene sheet for differ-

ent RF power (where a, b, and c correspond to RF power¼ 50 W, 100 W,

and 200 W, respectively). The other parameters are given in the text.

FIG. 6. The time variation of the height of the graphene sheet for different

ion density and temperature of type 1 ion (where a, b, and c correspond to

ni10¼ 1011 cm�3 and Ti0¼ 2150 K, ni10¼ 1012 cm�3 and Ti0 ¼ 2200 K,

ni10¼ 1013 cm�3 and Ti0 ¼ 2250 K, respectively). The other parameters are

given in the text.

FIG. 7. The time variation of the height of the graphene sheet for different

sticking coefficients of atomic species (where a, b, and c correspond to

c1 ¼ 0:3; 0:6; 1:0, respectively). The other parameters are given in the text.
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temperatures) and RF powers (cf. Figs. 8 and 9, respec-

tively). Figs. 8 and 9 illustrate the variation of field

enhancement factor with respect to the saturated value of

thickness corresponding to different electron densities and

temperatures, and RF powers, respectively. In this case, b
has been calculated for a fixed value of height (i.e.,

h¼ 160 nm) of the graphene sheet as height has little

influence on the field enhancement factor of individual

carbon nanostructures.37 The above result is attributed to

the fact that with increase in the plasma parameters (elec-

tron densities and temperatures), and RF powers, the

thickness of the graphene sheet decreases (cf. Figs. 3 and 5,

respectively), which consequently enhances the field

enhancement factor (b / 1
t for a fixed value of h) of the gra-

phene sheet.

Using the results obtained, it can be concluded that by

suitably varying the plasma parameters, the graphene sheet

of large height and lesser thickness can be obtained. The

large field enhancement factor b � h
t

� �
can be estimated by

manipulating the plasma parameters, and RF power. This

result is similar to the experimental observations of Shih

et al.22 and Srivastava et al.24 Therefore, the present work

would pave the way for highly efficient graphene-based field

emitters.

An individual vertical graphene nanosheet typically has

a tapered shape,38 i.e., its thickness reduces from a few layer

graphene at the base to being atomically thin at the top. In

the present paper, the authors have shown that thickness

decreases with the plasma parameters and RF power but a

more practical and realistic study of tapered graphene sheet

will be presented in a future article.

IV. CONCLUSION

An analytical model to investigate the growth kinetics

of the catalyst-assisted graphene sheet has been developed,

and its field emission properties have been estimated.

Under the inclusion of plasma sheath effects, kinetics of

charge neutrality; number density of electrons, ions, and

neutrals; and diffusion of carbon monomers and carbon

clusters on the catalyst surface, the effect of various plasma

parameters on height and thickness of the graphene sheet

have been examined. It is observed from our study that

upon the increase in the plasma power and plasma parame-

ters, the thickness of the graphene sheet gets reduced, and

consequently, the field emission of electrons from graphene

surface increases. This work is envisioned practically to

manufacture the highly desirable field emitter devices based

on graphene sheet.

FIG. 9. The variation of field enhancement factor b with the thickness

of graphene sheet corresponding to different RF powers (where a, b and c

corresponds to different values of b at the saturated value of thickness

corresponding to different RF powers, i.e., a (¼ 50 W), b (¼ 100 W), and c

(¼ 200 W). The inset corresponds to the saturated value of thickness at

different RF powers.

FIG. 10. The 3-D view of rectangular graphene sheet.

FIG. 8. The variation of field enhancement factor b with the thickness of gra-

phene sheet corresponding to different electron densities and temperatures

(where a, b, and c corresponds to different values of b at the saturated value of

thickness corresponding to different electron densities and temperatures, i.e.,

a(¼ne0 ¼ 1010 cm�3 and Te0¼1.5eV), b(¼ne0 ¼ 1011cm�3 and Te0 ¼ 1:7 eV),

and cð¼ ne0 ¼ 1012cm�3 and Te0 ¼ 1:9 eVÞ. The inset corresponds to the satu-

rated value of thickness at different electron densities and temperatures.
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APPENDIX: POTENTIAL DUE TO RECTANGULAR
GRAPHENE SHEET

Following Ref. 39, we consider a charged rectangular

graphene sheet in 3-D space. The geometry of the problem is

given in Fig. 10. l; h; and t are the length, height, and thick-

ness of the graphene sheet, respectively.

Potential due to the sheet in 3-D space is given by

V ¼ 1

2
� 1

4pe0

� e

l� t

	
�2z tan�1 J

2t
ffiffiffiffi
N
p

� �
þ tan�1 K

2t
ffiffiffi
P
p

� �
þ tan�1 L

2t
ffiffiffiffi
Q
p

� �
þ tan�1 M

2t
ffiffiffi
R
p

� �� �

þ t� 2yð Þlog l� 2xþ
ffiffiffiffi
N
p� �

þ l� 2xð Þlog t� 2yþ
ffiffiffiffi
N
p� �

� t� 2yð Þlog �l�2xþ
ffiffiffi
P
p� �

þ lþ 2xð Þlog t� 2yþ
ffiffiffi
P
p� �

� l� 2xð Þlog �t� 2yþ
ffiffiffiffi
Q

p� �
þ tþ 2yð Þ log l� 2xþ

ffiffiffiffi
Q

p� ��
�log �l� 2xþ

ffiffiffi
R
p� �
Þ � lþ 2xð Þlog �t� 2yþ

ffiffiffi
R
p� ��

; (A1)

where

J ¼ ðl� 2xÞðt� 2yÞ; K ¼ ðlþ 2xÞðt� 2yÞ; L ¼ ðl� 2xÞðtþ 2yÞ; M ¼ ðlþ 2xÞðtþ 2yÞ;

N ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ðl� 2xÞ2 þ ðt� 2yÞ2 þ 4z2

q
; P ¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ðlþ 2xÞ2 þ ðt� 2yÞ2 þ 4z2

q
;

Q ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ðl� 2xÞ2 þ ðtþ 2yÞ2 þ 4z2

q
; R ¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ðlþ 2xÞ2 þ ðtþ 2yÞ2 þ 4z2

q
:

Now, the potential due to sheet along z-axis

Vz ¼
1

l� tð Þ � 7:2� 10�10 �8z tan�1 l� t

2z
ffiffiffi
S
p

� �
� 2l log �tþ

ffiffiffi
S
p� �
þ 2l log tþ

ffiffiffi
S
p� �
� 2t log �lþ

ffiffiffi
S
p� �
þ 2t log lþ

ffiffiffi
S
p� �

;

�
(A2)

where S ¼ l2 þ t2 þ 4z2.
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Abstract 

We propose a Surface Plasmon Resonance (SPR) based gas sensor in terahertz frequency 

with Otto configuration based on attenuated total reflection (ATR) technique using free 

standing doped graphene monolayer. Angular interrogation method has been used to study 

the performance of the sensor in terms of sensitivity and detection accuracy. Different 

chemical potential of graphene monolayer has been investigated to study its effect on these 

performance parameters. The results show that the optimisation of the gap distance between 

the prism base and the graphene monolayer has significant effect on the reflectivity of SPR 

sensing. This SPR based gas sensor shows ultrahigh sensitivity of 34.11 deg/RIU along with 

an ultrahigh Figure of Merit (FOM) of more than 1150 RIU-1. 
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1. Introduction 

The collective oscillations of free charge carriers at a metal-dielectric interface gives rise to 

Surface Plasmon Polariton (SPP) provided the dielectric constant of the two media is of 

opposite sign [1]. Such SPPs are known to be non-radiative in nature and exhibit strong field 

enhancement at the interface and are found to be extremely sensitive to any changes in the 

environmental conditions [2] due to which they form the platform of plasmonics; highly 

miniaturized and ultrafast technology. The resonant excitation of SPPs at the metal- dielectric 

interface gives rise to the phenomenon of Surface Plasmon Resonance (SPR), which 

constitute the core of many SPR based devices and sensors in particular[3]. In the past few 

decades, the study of SPR sensors has been focussed mostly in the visible and near infrared 

regimes with the use of conventional noble metals like gold and silver [2-3].However, the 

terahertz regime (0.1 to 10 THz) is still unexplored to a large extent although it  holds great 

promise in biological and security sensing applications. This is because, THz radiation is 

nonionizing in nature and many complex molecules exhibit signature spectra in THz 

frequency due to their inherent rotational and vibrational modes in the THz frequency band 

[4]. In principle, terahertz plasmonics combines the high sensitivity of SPR and broadband 

spectra of biological molecules in terahertz frequencies, which has huge potential in terahertz 

sensing [5]. However, SPR sensing in terahertz regime suffers from major drawbacks with 

the refractive indices of the conventional SPR active metals being extremely high in the 

terahertz regime as their intrinsic plasma frequency lies in the ultraviolet frequency region. 

Consequently, SPPs in the terahertz regime are found to be extremely unconfined and 

corresponds to Zenneck waves [6] with low electric field intensity at the metal-dielectric 
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interface. These weakly bound fields exhibit weak interaction between the incident radiation 

and analyte, which limits the sensitivity of the terahertz SPR sensors. To overcome the 

limitations of poor confinement, tunable SP-like modes supported on metal surfaces 

corrugated with nanoholes or nanorods have been proposed [7]. Also, artificially engineered 

structures, or metamaterials, such as periodically perforated metallic plates [8], hollow 

square-ended brass tubes [9], Sievenpiper mushrooms, and periodic patches [10-11] have 

been designed to produce the optical SPP behaviour in the low-frequency i.e. terahertz 

region. But, these structures are bulky size and have complex design, which requires high-end 

new technology and as such cannot be actively tuned. Also the field confinement is not as 

strong as desired. 

Recently, theoretical works have argued that SP excitation at terahertz frequencies 

with highly doped monolayer graphene is feasible [12]. Graphene, a 2D form of carbon 

having atoms arranged in honeycomb lattice [13] has been used for SP generation in terahertz 

frequencies, thereby, providing a suitable alternative to noble-metal plasmons. They exhibit 

much larger confinement and have relatively long propagation distances, with the advantage 

of being highly tunable via electrical and chemical doping [14-15]. In this paper, we present a 

comprehensive study on the performance of a terahertz gaseous sensor based on Otto 

configuration using doped graphene monolayer. Angular interrogation technique has been 

used to analyse the optimal gap distance between the prism base and graphene monolayer for 

effective excitation of SPP. Further, we analyse the dependence of sensitivity on the chemical 

potential and the refractive index of the gaseous medium. The figure of merit (FOM) has also 

been calculated by taking into account the full with at half maxima (FWHM) of the SPR 

curve. 

2. Design consideration and theory 
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Figure 1 illustrates the schematic of the proposed gaseous sensor in Otto configration. THz 

radiation is incident on a high index prism of refractive index np and  doped graphene 

monolayer is sandwiched between two homogenous media of dielectric constant  εd and εA. 

Here, we have considered εA=1 which gives us the free standing configuration of graphene. 

The gaseous analyte is considered in the gap of thickness ‘da’ between prism base and 

monolayer graphene (MLG). 

A p-polarized collimated terahertz beam is incident on one facet of Germanium prism and 

refracted to the bottom face with an internal incident angle θo [16]. After interacting with the 

gaseous analyte present inside the gap, the modulated radiation reflects off the prism base and 

exits from the other facet of prism into the THz spectrometer as shown in Fig. 1. The 

obtained reflectivity variation exhibits a sharp minimum at resonance angle for which the 

following condition (Eq. 1) is to be satisfied for the resonance excitation of SPP 

                                                           (1) 

where is the propagation constant of the SPP. 

It is to be noted that for our calculations, we have considered graphene conductivity derived 

within random phase approximation at zero temperature to be [17] 

     (2) 

where τ is the phenomenological relaxation time, e is the charge of an electron and µ is the 

chemical potential of the monolayer graphene. The first term in the equation corresponds to 

the intraband contribution whereas the second term is the interband contribution.In the 

terahertz regime, with high chemical potential of the graphene monolayer (hω << µ),the 

intraband contribution dominates and graphene acts as metal with a drude like conductivity 

given by [14] 
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where the chemical potential µ is determined by the carrier concentration  

with vF = Fermi velocity and ω = k0c is the angular frequency and the local limit ω >> τ−1. 

Further, the effective thickness of graphene monolayer has been taken to be tg =0.34 nm with 

an equivalent dielectric constant as given below [12] 

 

By matching the boundary conditions for the n1-Graphene monolayer-na system (Fig. 1), the 

SP dispersion can be derived as [15] 

                                                                          (5) 

where  is the transverse wavenumber of the SP. 

Also, different methods like hetero atom doping, including arc discharge, chemical vapor 

deposition, electro thermal reaction and ion-irradiation approaches can be used for graphene 

doping. Moreover, the chemical modification and the method of electrostatic field tuning is 

alternative route for doping graphene along with dopants like nitrogen and boron [18, 19]. 

However, for our analysis of proposed sensor, we employed standard Transfer Matrix 

Method (TMM) [20]. Sensitivity and Figure of Merit (FOM) are the two parameters we have 

used to analyse the performance of the proposed sensor, which are defined as:  

(i) Sensitivity of the SPR sensor using angular interrogation method is defined as the ratio of 

the change in resonance angle (  with the change in the refractive index ( ) of the 

sensing layer: ; 
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(ii) Figure of Merit (FOM) estimates the performance of the sensor and is defined as the ratio 

of sensitivity to FWHM:  

 

3. Results and Discussions 

It is to be mentioned that the frequency dependent dielectric constant of the graphene largely 

affects not only the resonance condition but the nature of the SPR curve. The real part of the 

dielectric constant defines the shift in the resonance angle and the significance of imaginary 

part lies in the determination of the FWHM of the SPR curve, which is responsible for the 

detection accuracy of the sensor. In order to understand these effects, in fig 2(a) and fig 2(b), 

we plot the variation of real and imaginary part of dielectric constant of graphene monolayer 

with terahertz frequency for three different chemical potential values µ= 0.8 eV, 1.2 eV and 

1.6 eV respectively. One can see that the value of real part of permittivity is extremely high 

in comparison to the imaginary part of the permittivity i.e., for high chemical potential MLG, 

we see that | g| >> | g| in the local limit (ω >> τ-1), which shows that graphene monolayer 

would support highly confined SPP modes at terahertz frequencies. 

It is to be noted that the proposed sensor would exhibit high performance only if, the 

structural parameters i.e. chemical potential of graphene and the gap thickness ‘da’ is 

optimized for the resonance excitation of the SPP. In the proposed structure, both these 

parameters are found to be interrelated. Figure 3, illustrates the variation of optimized gap 

thickness for resonant excitation of SPP with respect to the chemical potential of graphene. It 

is observed that with increase in chemical potential of the graphene monolayer, the optimised 

gap distance (the gap thickness for which, the obtained reflectivity is minimum) also 

increases. The reason is attributed to the fact that with increasing chemical potential, the real 
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as well as imaginary part of the dielectric constant of the graphene monolayer increases, due 

to which the modal field confinement decreases, and the air gap thickness for the resonant 

excitation increases. Thus, the proposed sensor has two degrees of freedom; the gap thickness 

and the chemical potential of graphene, which can be tailored for the high performance.  

On the basis of optimized air gap for a given potential, Fig 4(a) illustrates the 3D plot of 

minimum reflectivity with respect to the resonance incident angle for different values of da 

(gap distance). This shows that the minimum reflectance first decreases with increasing gap 

distance, zero at 18 μm and then increases, indicating that there exists an optimal value of the 

gap distance for which the complete power gets transferred from incident wave to the SPP at 

a given chemical potential. It is also observed that there exists a minimum and maximum gap 

thickness of 13 µm and 25 µm for which there is significant coupling between the evanescent 

wave of the incident radiation and SPPs, while beyond this range of gap thickness the SPR 

vanishes. This is because at gap thickness less than 13 µm, a considerable part of the energy 

reradiates back into the prism [21] which prohibits the SPP excitation, whereas at thickness 

greater than 25 µm the gap distance is too large for the evanescent wave to excite the SPP. 

Further, Fig 4 (b), illustrates the reflection spectra for the sensor comprising of graphene 

monolayer of chemical potential 0.8 eV, for three different gap thicknesses d=13 µm, 18 µm 

and 22µm. It is observed that the reflectivity is zero only for the gap thickness of 18 µm, 

thereby indicating the resonant excitation of SPP mode i.e. at this value complete energy gets 

coupled to the SPP. Further, the SPR curve broadens with the increase in the gap distance. 

Simultaneously, it is also observed that the resonance angle decreases with increasing gap 

distance, because the propagation constant of the SPP decreases, which results into weakly 

confined SPP. 

To study the sensitivity of the sensor with above optimized gap distance, fig. 5 shows the 

variation of sensitivity with respect to the chemical potential of graphene for two different 
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gaseous analyte (refractive index = 1.000 and 1.020). It is observed that the sensitivity is 

higher at larger refractive index of the analyte for the considered range of chemical potential. 

Also, the sensitivity decreases with increase in the chemical potential of the graphene 

monolayer. This is because, at higher chemical potential, doping levels is higher, which 

decreases the SPP mode confinement as graphene becomes more like a perfect conductor 

with increased conductivity and supports SPP modes whose modal fields extend more into 

the dielectric media. Therefore, we found that for high sensitivity the sensor should operate at 

a lower chemical potential (µ=0.8 eV for air gap of 18 µm). 

Now in order to study the performance of the sensor Fig.6 illustrates the variation of 

sensitivity as well as FWHM with the refractive index of the gaseous analyte of the proposed 

sensor having gap thickness 18 μm and graphene monolayer with chemical potential 0.8eV. 

We see that the sensitivity increases from 29.92 deg/RIU for nd=1.000 to 34.96 deg/RIU for 

refractive index nd=1.100 as the resonance conditions for different gaseous analytes is 

satisfied at different resonance angle. We also found that FWHM decreases indicating 

enhanced detection accuracy (inverse of FWHM). The increase in detection accuracy may be 

attributed to the low absorption at terahertz frequency, i.e. at THz frequencies different loss 

mechanism becomes inactive as the conductivity is only from the intraband part and the 

interband loss becomes negligible, thereby decreasing absorption loss and hence FWHM 

decreases [22]. To quantify the overall performance of the sensor, we calculated the FOM. 

The FOM increases with increasing na as can be seen in fig.7 as FWHM decreases with 

increasing na and as a result, the  FOM increases. The FOM values for na=1.000, 1.050 and 

1.100 is found to be 962.0579, 1058.824 and 1169.231 RIU-1 respectively which is higher 

than reported in the literature [23-25]. 

4. Conclusions 
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In conclusion a SPR based gas sensor using free standing doped graphene monolayer in 

terahertz has been proposed. Doped graphene monolayer acts as a plasmonic active material 

in terahertz which has been used for the excitation of SPP in an Otto-prism setup. The 

coupling efficiency of the evanescent wave and the SPP is found to be dependent on the gap 

distance between the prism base and the doping of monolayer graphene thereby influencing 

the sensitivity and the detection accuracy of the sensor. It is also found that with increasing 

chemical potential of the graphene monolayer, there is an increase in an optimal gap distance 

at which the strongest coupling occurs. We found that the sensitivity of the sensor increases 

from 29.92deg/RIU for na =1.000 to 34.96deg/RIU for na=1.100 along with the detection 

accuracy which increases from 32.15 deg-1 for na=1.000to 33.44 deg-1 for na=1.100 thereby 

providing an ultrahigh FOM (~1150 RIU-1) for the proposed sensor. We believe that such 

type of study will open a new window for high performance plasmonic sensor: a well-

developed research area in and around visible, for terahertz sensing. 
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Figure Captions  

Fig1: Schematic diagram showing the sensing mechanism via attenuated total reflection using 

a high-refractive-index prism and graphene monolayer at Terahertz frequency.  

Fig 2(a): Real part of εg as a function of frequency for different chemical potential (b): 

Imaginary part of εg as a function of frequency for different chemical potential.  

Fig 3: Variation of air gap with chemical potential for monolayer graphene.  

Fig 4: (a) 3D plot of the variation of minimum reflectance with resonance angle and gap 

distance, (b) Variation of reflectance with incident angle for different value of gap distances. 

Fig 5: Variation of sensitivity of the gas sensor with respect to the chemical potential of 

monolayer graphene for two different refractive indices of the gaseous analyte.  

Fig 6: Variation of sensitivity and FWHM with refractive index of the gaseous analyte. Inset: 

The SPR reflectance curve for two different refractive index of gaseous analyte.  

Fig 7: Variation of FOM with refractive index of gaseous analyte. 
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