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Inverted polymer Solar Cells of the classical poly (3-hexylthiophene) (P3HT):(6,6)-phenyl-C61butyric

acid methyl ester (PC61BM) blend on indium tin oxide substrates were fabricated, which shows improved

device performance, by using a facile solution–processed ZnO-polyelectrolytes [poly

(diallyldimethylammonium chloride) (PDADMAC), Poly (acrylic acid sodium salt) (PAS), poly

(4-styrenesulfonic acid) (PSS), and Polyvinylpyrrolidone (PVP)] nanocomposite as a cathode interface

layer compared to devices using pristine ZnO as cathode buffer layer in ambient conditions. The devices

with different combinations of polyelectrolyte with ZnO show different improvements in the device

efficiency. The combinations of ZnO with PVP and PDADMAC show highest amount of improvements

in the efficiency by a factor of �17–19. The improvement of the efficiency may be due to various

phenomena, such as the passivation of ZnO surface as well as bulk traps, work function modification,

improved energy level alignment, improved electronic coupling of the inorganic/organic interface,

improved light harvesting, and decrease of surface as well as bulk charge recombination in the device.

The introduction of polyelectrolyte into ZnO inhibits the aggregation of ZnO nanoparticles yielding the

large area ZnO nanoclusters; and hence, forming the uniform film of ZnO resulting in the modifications

of morphology as well as electronic structure of ZnO-polyelectrolyte nano-composite favouring better

electronic coupling between cathode and active layer and hence enhancing the current and, consequently,

the efficiency. This simple low temperature ZnO-polyelectrolyte nanocomposite based protocol proposed

for cathode interface layer modification may be very much useful for roll to roll industrial manufacturing

of organic solar cells. VC 2014 AIP Publishing LLC. [http://dx.doi.org/10.1063/1.4863434]

Organic Solar Cells (OSCs) are expected to be alterna-

tive energy resource for future generation and are likely to

be commercializing very soon.1–3 Hence, much attention has

been given to OSCs in past few years in view of improve-

ments of their power conversion efficiency (PCE) and life

time. The PCE of OSCs has reached in the range of 7–9 in

literature;4–6 however, still improvements are needed in

PCE.7 The factors,8 which determine the PCE of OSCs, are

open circuit voltage (Voc), short circuit current (Jsc), and fill

factor (FF). The Voc depends on the active layer materials

where as Jsc depends on the absorption spectrum as well as

on the transport of charge carriers through the film. Further,

the FF which represents how difficultly or easily the charge

carriers can be extracted out of the device, depends on many

factors such as series resistance, shunt resistance, and on the

quality of diode.

Besides PCE, the stability of OSCs is a major factor

which is playing a role against commercialization of OSCs.

In general, conventional OSCs comprise an active layer

sandwiched between two electrodes, namely, Indium Tin

Oxide (ITO) on bottom and metal electrode on the top. The

diffusion of air into the active layer through pinholes and

grain boundaries causes degradation of the device in air.

Moreover, the hygroscopic nature9,10 of the hole transporting

poly (3, 4 ethylene dioxythiophene) doped with polystyrene

sulfonate (PEDOT:PSS) layer aids towards degradation of

the device.

One approach to resolve the issue of degradation is to

adopt the inverted geometry where the charge separation and

collection is reversed. In the inverted structure the interface

of ITO/PEDOT:PSS can be avoided by using various high

band gap n-type of oxides11,12 such as ZnO, TiOx, V2O5, and

NiO instead of PEDOT:PSS. Moreover, the environmental

friendly nature, high optical transparency, relatively higher

electron mobility, blocking capability for the UV-light

induced photodegradation of organic materials, and avail-

ability of various techniques of wet synthesis of ZnO makes

it most suitable material to be used as an electron transport

layer (ETL) in the inverted OSCs.13–18 However, the major

problems in using ZnO nanoparticle films are (i) the presence

of defects due to adsorption of oxygen, (ii) back charge

transfer from ZnO to electron donating conjugated polymer,

and (iii) the spatial distribution of ZnO nanoparticles is also

not uniform, which renders large series resistance leading to

poor electronic coupling with the active layer. Hence, alter-

native approaches are needed in view of creating low defect,

smooth, and uniform films of the ETL which can create bet-

ter electronic coupling with the active layer. Self assembled

monolayers;19,20 polyelectrolyte applied on the top21–25 of

ZnO film can eliminate the surface traps up to some extent

a)Author to whom correspondence should be addressed. Electronic

addresses: jai_ti2002@yahoo.com and tiwarijp@mail.nplindia.org. Tel.:

91-11-4560-8620 (O) and 91-11-28741285 (R).
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and can improve the electronic coupling of ZnO/active layer

for improved device parameters. However, these strategies

can only remove traps on the surface of the film and bulk

defects remain intact which significantly affect the device

parameters. Further, the strategies of monolayer and a thin

layer of polyelectrolyte on the surface of ZnO have chal-

lenges on industrial scale as it complicates the film forming

process. Recently, it is suggested that one can passivate bulk

traps by using TiOx–ZnO nano-composite.26,27 Further, there

are reports of using polyelectrolyte as an electron transport-

ing or injecting/collecting layers in the OSCs as well as for

polymer based light emitting diodes.28–35 Hence, the use of

ZnO/polyelectrolyte hybrid nano-composite may be an alter-

native approach which can address the issues of series resist-

ance, distribution of nanoparticles, unbalanced charge

injection, and bulk/surface defects in ZnO films in view of

improving different device parameters for high efficient and

durable organic solar cells. Herein, we had chosen the well

known polymers, namely, poly (diallyldimethylammonium

chloride) (PDADMAC), Poly (acrylic acid sodium salt)

(PAS), poly (4-styrenesulfonic acid) (PSS), and

Polyvinylpyrrolidone (PVP) (Fig. 1) for the synthesis of

ZnO-polyelectrolyte nano composite used as an ETL in

inverted device configuration. These polyelectrolytes are

very much soluble in polar solvents, such as water or water/

alcohol mixture, hence; offer the option of mixing it with

ZnO to be used as interface layer in the inverted organic

solar cells. The combination of polyelectrolyte with ZnO

may change electronic configuration as well as morphology

and hence, device efficiency.

We have fabricated a high efficiency inverted organic

solar cell, viz., ITO/ZnO-polyelectrolyte (�25 nm)/poly

(3-hexylthiophene) (P3HT):(6,6)-phenyl-C61butyric acid

methyl ester (PC61BM)(�90 nm)/MoO3(�8 nm)/Al(�125 nm),

using a solution processed ZnO-polyelectrolyte nano composite

as the cathode interfacial layer. The inverted cells based on the

blend of P3HT and PC61BM using ZnO-PDADMAC as inter-

face layer demonstrated a Jsc of 10.86 mA/cm2 and PCE of

�1.86, which is �18.6 times higher than the PCE value of

inverted solar cell based on sole ZnO inter face layer fabricated

under same ambient conditions keeping all the parameters

unchanged. Further, similar enhancement (�17.1 times) of

device efficiency is observed for ZnO-PVP nano-composite

system. So, we can say that in the ZnO-polyelectrolyte nano-

composite, the surface as well as bulk traps of ZnO may have

smoothened/filled up by polyelectrolyte, and may be favouring

the restraining interfacial charge recombination, enhancing the

photovoltaic performance of OSCs.

Herein, we used four different polyelectrolytes, viz.,

PDADMAC, PAS, PVP, and PSS. The entire chemical

used here was purchased from the sigma Aldrich. The

ZnO-polyelectrolyte nanocomposite was synthesized from a

precursor, in which zinc acetate dihydrate (Sigma Aldrich,

99.99%) and poly electrolyte solutions were mixed in 2:1

ratio. Exactly speaking 0.235 g of zinc acetate dihydrate was

added in 5 ml propanol and allowed to stir for 5 min. A white

cloudy solution was obtained and then few drops of stabilizer

diethanolamine were added to this solution. Slowly, we

observe that the cloudiness disappears and a colourless,

transparent solution is obtained. Now, this solution is stirred

at 60 �C for 2 h and kept untouched and undisturbed for 24 h.

To make PSS, PAS, PDADMAC, and PVP solution, we

added 0.5 ml of this polymer in 0.5 ml of water and stirred it

for 30 min. Now to prepare the nanocomposite solution, we

added 1 ml of polyelectrolyte solution to 2 ml of zinc oxide

solution and the resultant solution was stirred for 30 min. For

the device fabrication, first of all patterned ITO were wiped

using a tissue paper dipped in acetone. Here, all the dust and

other particles are removed from the ITO. Following this,

the ITOs are ultra–sonicated for 20 min in a beaker filled

with soap water. Here, further other micro-sized impurities

are removed. Once the ultrasonic cleaning is complete, the

ITOs were further rubbed using cotton. This process of rub-

bing with soap is carried out until a proper thin layer of water

stays on the ITO. Then ITO is boiled in acetone for 20 min,

in trichloroethylene (TCE) for 15 min, and in isopropanol for

15 min. These cleaned ITOs are dried in oven at 150 �C for

30 min. Before using these ITOs for fabricating a device we

did UV-ozone treatment of all the ITOs. Subsequently, the

ITOs were spin coated with ZnO, ZnO-PAS, ZnO-PSS,

ZnO-PDADMAC, and ZnO-PVP solutions at 3500 rpm.

These films are heated at 200 �C for 30 min. The morphology

of the film was investigated using ZEISS EVO MA10 model

of SEM, Atomic Force Microscopy (NTMDT), and photolu-

minescence (PL) using Fluorolog. Further, a blend of

P3HT:PC61BM in the ratio 1:0.6 was prepared in total

30 mg/ml in dichlorobenzene and spin coated on the top of

ZnO and zinc oxide based nanocomposite film at 900 rpm at

room temperature and annealed at 120 �C for 10 min. Then

the films were transferred to thermal evaporator for deposi-

tion of MoO3 and Al layer, in which case a mask of size

�2 mm� 3 mm is used in vacuum of �10�6 Torr. Once the

device is fabricated, J-V characterization of the device is car-

ried out with cell illuminated under simulated AM1.5G illu-

mination at 100 mW/cm2 using Keithley 2420 Source Meter

interfaced with a computer. The measurements were done
FIG. 1. Schematic drawing of (a) PDADMAC, (b) PAS, (c) PSS, and (d)

PVP.
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both in illuminated and dark conditions. All the J-V charac-

teristics of devices are presented in Fig. 2 both in dark as

well as in illuminated conditions. In the ZnO-only devices a

typical open circuit voltage (Voc) of 0.59 V, short circuit cur-

rent (Jsc) of 0.25, and fill factor of 58.2 achieved giving a

PCE of 0.10. When PAS, PSS, PVP, and PDADMAC was

added to ZnO to obtain the nanocomposite layer, then the

device exhibited improved performance with nano compo-

sites of ZnO-PSS, ZnO-PVP, and ZnO-PDADMAC

(Table I). A close observation of Table I reveals that the

nanocomposite of ZnO with polymer gives better perform-

ance in terms of device parameter, viz., Jsc. The device with

the ZnO-PAS as an interface layer shows inferior device

characteristics in terms of Jsc, Voc, and FF, which can be

explained with the help of SEM shown in Figs. 3(a)–3(d), as

we can observe that the film of ZnO-PAS is not smooth one

and it have agglomerated nanoparticles of ZnO distributed

over all the area and even more it is having voids (Fig. 3(d))

on the surface of the ZnO-PAS film. Hence, its poor coupling

with active layer may be responsible for its inferior perform-

ance as it happens with the pristine ZnO based devices

(Figs. 4(c) and 4(d)). The Figs. 4(c) and 4(d) clearly show

the agglomerated ZnO nanoparticles when its spin coated on

ITO from the solution. Herein, we want to make it clear that

most of the devices with pristine ZnO as interface layer are

highly susceptible for shorts in our experimental conditions.

We tried to make the device using pristine ZnO by varying

composition from 0.035 to 0.535 g/5 ml. However, we came

to an end of shorting of the devices, and only a few worked

with lower values of efficiency. The devices with the com-

posite layers produced good device as shown in Table I. We

know that device efficiency using pristine ZnO as an inter-

face layer is small. Further, optimization of solution concen-

tration/thickness may give better performance as reported in

literature for pristine ZnO based inverted devices. However,

here our motive is the demonstration of effect of

ZnO-polyelectrolyte nanocomposite on the device perform-

ance. These values (Table I) of device parameters showed

superior interface properties of the ZnO-PSS, ZnO-PVP, and

ZnO-PDADMAC nanocomposite. The Figs. 4(a), 4(b), 5(a),

and 5(b) show a representative SEM/AFM image of the spin

coated nanocomposite of ZnO-PDADMAC on the ITO,

FIG. 2. J-V plot for devices- ITO|ZnO|P3HT:PC61BM|MoO3|Al, ITO|ZnO-

PAS|P3HT:PC61BM|MoO3|Al, ITO|ZnO-PSS|P3HT:PC61BM|MoO3|Al, ITO|

ZnO-PVP|P3HT:PC61BM|MoO3|Al, and ITO|ZnO-PDADMAC|P3HT:PC61

BM|MoO3|Al.

FIG. 3. SEM of a film of ZnO-PAS

nanocomposite, (a)–(c) showing

agglomerated nanoparticles of ZnO in

PAS matrix and (d) voids on the sur-

face of the film.

TABLE I. Inverted devices parameters whose J-V plots are shown in Fig. 2.

Interface layer FF (%) Voc (V) Jsc (mA/cm2) PCE (%)

ZnO 58.20 0.59 0.25 0.10

ZnO-PAS 31.60 0.36 0.07 0.01

ZnO-PSS 54.00 0.45 1.77 0.42

ZnO-PVP 40.00 0.59 9.62 1.71

ZnO-PDADMAC 33.00 0.54 10.82 1.86
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which clearly demonstrates that the ZnO nanoparticles are

finely distributed over the entire surface and the surface is

very smooth (Fig. 5). In addition, we have observed that the

ZnO-PSS and ZnO-PVP also shows (figure is not shown

here) the fine distribution of ZnO nanoparticles in the matrix

of PSS and PVP. Hence, the improved electron collection

capability (Table I) is expected from the ZnO-PDADMAC,

ZnO-PVP, and ZnO-PSS nanocomposite morphology which

have resulted in better device parameters (Table I).

In order to explain the improved current collection

(Table I) in devices with composite layer, we tried to investi-

gate the effect of PDADMAC, PVP, and PSS modification

on the surface defects of Zn nanoparticles through PL under

330 nm photoexcitation as shown in Fig. 6. The emission

band at �370 nm may be due to exciton emission. The two

shoulders at �420 and �439 nm may be originating from the

Zn interstitial defects. Further, the broad emission at

�475 nm may be attributed to transition among photoexcited

carriers, oxygen vacancies, surface defects, etc. As obvious

from Fig. 6 the emission intensity decreases for composite

layer with respect to the pristine zinc oxide layer, which may

be indication of passivation of surface traps in composite

layers. Moreover, we have investigated the electron trans-

porting property of the pristine ZnO as well as of ZnO-

PDADMAC nano composite using electron only devices of

the structure ITO/ZnO/Al and ITO/ZnO-PDADMAC/Al

respectively. We measured the space charge limited current

FIG. 4. SEM of a film of (a) and (b)

ZnO-PDADMAC, (c) and (d) pristine

zinc oxide, showing agglomerated zinc

oxide nanoparticles in (c) and (d), and

finely distributed and planar zed ZnO-

PDADMAC nanocomposite film.

FIG. 5. AFM images of (a) ZnO-PDADMAC topography (b) height images,

spin coated on the ITO surface taken in tapping mode. Both of images were

obtained for 10 lm� 10 lm surface area. The root mean square (RMS)

roughness of the ZnO-PDADMAC film is �5 nm.

FIG. 6. PL spectra of ZnO, ZnO-PSS, ZnO-PAS, ZnO-PVP, and ZnO-

PDADMAC films prepared through spin coating at 3500 rpm.
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(Fig. 7) (SCLC) of these device and calculated the effective

charge carrier mobility with the help of well known Mott-

Gurney SCLC relation.21 We found that the effective elec-

tron mobility (�6.1� 10�4 cm2V�1s�1) is higher for com-

posite layers with respect to pristine zinc oxide (�4.2� 10�4

cm2V�1s�1) layers. Thus, the passivation of surface traps as

well as mobility improvements will lower the trap assisted

recombination at the interface, increasing the charge collec-

tion, and hence the efficiency in composite layers devices.

Further, a closure observation of Table I shows the decrease

of fill factor of the devices with composite layer with respect

to the pristine zinc oxide based devices. The observed

decrease in the device FF may be attributed to the excess

polyelectrolyte layer on the ZnO surface as suggested by

Small et al.33

In summary, we synthesized ZnO-PAS, ZnO-PVP,

ZnO-PDADMAC, and ZnO-PSS nano-composite through

solution route and demonstrated OSC devices by incorporat-

ing them in the inverted structure. The PVP, PSS, and

PDADMAC not only improved the electron collection

(Table I) efficiency of the inverted devices but also smooth-

ened the ZnO-surfaces (Figs. 3–5), thereby reducing the

leakage current and improving the device efficiency. The

power conversion efficiency value of �1.86 (Table I) of a

ZnO-PDADMAC nano-composite based inverted device is

�18.6 times higher to the efficiency of ZnO as an inter layer

for P3HT:PC61BM based system. Hence, this study repre-

sents an alternative approach to modify interfacial layer for

developing devices with improved efficiency.
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Abstract—The methods based on the droop characteristics
have inherent advantages in parallel operation of voltage source
inverters (VSI’s). The droop control method requires information
of voltage and current only at point of common coupling
without any communication link between individual inverters.
In conventional droop method, the active and reactive power
are shared in linear relation to frequency and voltage, hence, the
performance of the controller is imprecise under different loading
conditions. In this paper, a modified droop characteristics has
been proposed for sharing power among the VSI’s in order to
achieve better frequency and voltage regulation. This modified
method has the ability to regulate the frequency even at low
power outputs while preventing overloading during peak power
demand. The modelling and simulation of the proposed method
has been performed in MATLAB/SIMULINK to validate the
approach.

Index Terms—Droop method, Micro-grid, Parallel Operation
of Inverters.

I. INTRODUCTION

Now a days, use of power electronics based distributed

resources (DR) have increased in the main electricity power

system (EPS). The concept of micro-grid has emerged in view

of the requirement of the small local power system which have

their own load, and can supply power even in failure of the

main grid. In micro-grid, the integration of these inverters is

one of the key requirement. Due to short overloading capacity

of the inverters, several parameters especially output filter

parameters have to be taken care of while designing the system

[2,3].

The X/R ratio of tie lines between inverters plays a vital role

in inverter’s control. Theoretically, active and reactive powers

are function of both voltage and frequency, however, if X/R

ratio is high, then active power depends more on frequency

and similarly reactive power have more impact on voltages.

With low X/R ratio, the above relation gets reversed [6].

There are two main control modes in micro-grid. First one

is grid connected mode while another is islanded mode. In

grid connected mode, the VSI’s operates in current control

mode to supply active and reactive power at grid frequency

and line voltages [7]. In grid connected mode the main role

of VSI’s is to only inject the generated power into the grid

and any power mismatch is supplied/absorbed by the grid

to meet the load demand. In islanding mode, the grid is

absent, VSI’s have to balance the power mismatch with defined

sharing of power among them. The constant frequency and

constant voltage type VSI’s need communication link for

power sharing, so reliability of the system depends upon

the reliability of communication channel. Master slave based

system requires minimum communication bandwidth but can

be utilized only for small area system. The failure of the master

will cause the whole system to collapse in large distributed

system [4].

A truly redundant VSI’s based micro-grid should not require

any communication between VSI’s to operate in parallel. The

droop control method needs no communication medium for

parallel operation as its control algorithm uses those line quan-

tity which are locally available at point of common coupling

(PCC). As droop is a natural characteristics of governor action

in conventional EPS, similar P−ω and E−Q droop for active

and reactive power sharing in parallel operation of inverters

has been suggested in many papers [5]. With conventional

droop, different inverters share power linearly according to

their droop coefficients. Such system suffers from reduced

voltage and frequency for long duration which may affect the

power quality. Further, A few papers have described the state

of charge (SoC) based droop method, but implementation of

this method requires measurement for DC link voltage and

stored energy which is complicated [10].

In this paper, the conventional droop control characteristics

has been modified so as to meet the requirement of the invert-

ers operating in parallel in all inverter based micro-grid. The

paper is divided into six sections. Section-1 gives the general

introduction. Section-2 describes the concept of conventional

droop method. Proposed droop method is described in Section-

3. Sections 4-6 give simulation results and discussion.

II. THE CONCEPT OF DROOP CONTROL

The concept of droop control used in parallel operation of

VSI’s is taken from conventional power system control, where

due to the system inertia, the system frequency decreases

with increase in load. It is important to mention that the

conventional power system has large rotating mass, so large

amount of energy is stored in the form of inertia. The micro-

grid, where sources are predominantly connected via power

electronics interface, has almost negligible inertia. Introducing

droop in power controller can emulate inertia in VSI’s as in

the conventional turbine-synchronous generator system.

The basic P −ω and E−Q droop characteristic are shown

in figure-1.
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Figure 1. Conventional P/Q Droop Curves.

The active and reactive power flow from an inverter to the

grid through an impedance can be expressed as [5]:

P =

(
EV

Z
cos(δ)− V 2

Z

)
cos(θ) +

EV

Z
sin(δ)sin(θ) (1)

Q =

(
EV

Z
cos(δ)− V 2

Z

)
sin(θ)− EV

Z
sin(δ)cos(θ) (2)

where Z and θ are the magnitude and the phase of the

output impedance respectively; V is the common bus voltage;

δ is the phase angle between the inverter output voltage and

the micro-grid voltage. There is no decoupling between P−E
and Q − ω
So as to decouple the above relations, the output impedance

is taken as purely inductive. Z= X and θ = 900.

P =
EV

X
sin(δ) (3)

Q =
EV

X
cos(δ)− V 2

X
(4)

Usually the angle δ is very small. The values of sin δ ≈ δ
and cos δ ≈ 1, consequently,

P =
EV

X
.δ (5)

Q =

(
EV

X
− V 2

X

)
(6)

For small perturbations,

Δδ ∝ ΔP

and similarly,

ΔE ∝ ΔQ

from above deductions, a linear relation can be established

between ω − P and E −Q, i.e.

ω = ω∗ −mf .P (7)

E = E∗ −me.Q (8)

The equations (7-8) represent conventional droop method,

where E is the amplitude of the inverter output voltage; ω is

the frequency of the inverter; ω∗and E∗ are the frequency and
amplitude of inverter voltage at no-load respectively; mf and

me are the proportional droop coefficients of frequency and

voltage.

It is observed that droop coefficients largely affect the

stability of the system. The increasing value of Q-droop

coefficient of the system results into shifting of the real

poles (zero frequency) to the right side of the imaginary

axis in complex plane while increase in ω-droop coefficient

causes low frequency poles to travel into unstable region[9].

Therefore, the higher coefficient values is avoided for stability

reason. But the value of coefficient within the permissible

limits may have following effects:

1) High value of droop coefficient, means low inertia and

hence contribution to the stability for the whole system

is low. However, the power sharing is very precise with

long settling time.

2) Lower value of droop, can be treated as high inertia

system, with almost isochronous behaviour. It provides

faster to balance the power demand-supply. However, at

the same time the power sharing among the inverter may

not be precise.

III. PROPOSED DROOP CONTROL

To achieve better dynamic response, additional derivative

terms in linear droop has been reported [6].

With the derivative term, the droop equations can written

as :

ω = ω∗ −mf .P − nf .
dP

dt
(9)

E = E∗ −me.Q− ne.
dQ

dt
(10)

Integration of equation (9) leads to,ˆ
ωdt =

ˆ
ω∗dt−mf

ˆ
Pdt− nf

ˆ
dP

dt
dt

or

θ = ω∗t−mf

ˆ
Pdt− nfP

the above equation can be bifurcated as constant frequency

and instantaneous phase (θ = ω∗t+ φ),
where

φ = −mf

ˆ
Pdt− nfP (11)

The coefficients mf and nf represents the proportional and

derivative terms of PD regulator respectively.

To achieve improved performance from droop coefficient

mf , one must take care of the following points:

1) It must be modified in such a way that overloading of

inverter can be prevented in peak load. This will avoid

the frequent tripping of inverters due to its protection

scheme. At the same time the contribution of other

sources to deliver demanded power should increase.

2) Below the rated load, the value of mf must be low in

order to achieve maximum contribution in stabilizing the

overall system, Whereas the inverter can be utilized up
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to its rated valve rating to share instantaneous power and

meeting out load demand rapidly.

Thus, from above reasoning, It is clear that the coefficient must

be proportional to power, therefore

mf ∝ P

mf = mfpP (12)

Where mfp represents the a new proportionality coefficient,

and accordingly the equation (7) can be modified as,

ω = ω∗ −mfpP
2 (13)

The plots between ω and P based on conventional and

modified droop characteristics have been shown in figure-2,

for 5kW, 50 Hz with droop in frequency of 1 Hz. For better

understanding of the proposed method, the new droop charac-

teristics has been divided into three zone; Isochronous, linear

and steep droop zone. In isochronous zone, the frequency do

not vary too much w.r.t output power, and hence in this region

inverter can share more power than with conventional method.

Moreover, in this zone the inverter is always expected to be

loaded upto the most served power. This may be beneficial

in the case of renewable energy sources (RES), where this

power is generally available. During steep zone, frequency

drop will be very rapid (while normal loading is although

higher than conventional) so the overloading of the inverter

could be avoided.

Figure 2. Conventional and Proposed Droop Method

a) Calculation of the new droop coefficient, mfp: The

mfpcoefficient can be taken as,

mfp = mf/Pmax

rewriting equation (10)

ω = ω∗ −mfp.P
2 − nf

dP

dt
(14)

Now, the derivative term in equation (14) will help in settling

down the response rapidly. The constant coefficient nf also

can be improved by making it proportional to power P , doing

this will provides variable coefficient, which increases linearly

when power output increase. Therefore, at maximum power

output it provides faster response during rapid power changes.

It will cause better tracking of steep droop.

Now replacing nf with nfp.P and integrating equation (15),

φ = −mfp

ˆ
P 2dt− nfp

P

2

2

(15)

The value of nfp must be such that the phase shift caused

by square term should not become too high.

In this work, it has been taken as
nf

2∗P 2
max

so that at higher

output power, the maximum phase drift remains within limit.

Similarly, Q droop can be written as,

E = E∗ −meq.Q
2 − neq.Q.

dQ

dt
(16)

where,

me and ne is replaced by meq.Q and neq.Q
meq, neq= Constant, can be taken equal to me

Qmax
and

ne

2∗Q2
max

respectively.

Pmax/Qmax= Rated active / reactive power.

The dynamic coefficients of droop controller will provide

different effective droop gradient upon loading conditions. In

simulation, the proposed method has been applied to frequency

droop only.

IV. SIMULATION

Simulation of the proposed scheme is performed in MAT-

LAB/SIMULINK. The block diagram of the system is shown

in figure-3

Figure 3. Block Diagram of Controller’s of Parallel Operating Inverters

The measured value of three phase voltages and currents

are converted into DC quantity by dq0 transformation. Propor-
tional plus Integral control type voltage and current controller

has been implemented for inner loops [8]. The virtual resistor

has been used for passive damping by considering equival-

ent drop in reference voltage proportional to filter capacitor

current. This proportional value is termed as a constant Kc in

ohm. All measured quantity are essentially local and are taken

from PCC and the inverter output. Both the inverters are 3-

phase 3-level VSI, having LC filter at output. System has been

designed for 50 Hz , 230 Vl−l. All other system parameters

are given in table-1.

The tie line has been taken as three phase series inductance

(no coupling effect) with very low value of inductance. There
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are few local loads attached to each inverter so that inverters

must be loaded to some value before sharing any power. A

three phase circuit breaker is used in simulation to connect

them instantaneously when required.

Parameter Inverter 1 and 2

Switching Frequency 5kHz
Filter series Inductance(Lf ) 3.2mH
Filter shunt capacitance(Cf ) 35 μF
Filter series Inductor’s ESR 0.2Ω
Filter shunt capacitor ESR 0
Corner frequency filter (ωc) 2990 rad/s

Voltage controller Proportional gain(Kpv) 0.5
Voltage controller Integral gain(Kiv) 336

Current controller Proportional gain(Kpc) 8.7
Current controller Integral gain(Kic) 1609

Virtual Resistance(Kc) 0.8Ω
DC link Voltage(Vd) 500V

F-Droop Proportional gain (mp) 1e−4

V-droop Proportional gain(np) 0.8e−3

mfp 1e−4/5000

nfp 1e−4/2*25e6

mep –
nep –

Table I
SYSTEM PARAMETERS

V. RESULTS AND DISCUSSION

A. Power Sharing with Same Droop Characteristics

To show power sharing capability of the proposed method,

inverter-2 is connected to inverter-1 at 0.12 sec of simulation

time. Initially, as inverters are not synchronized there would

be a phase and amplitude difference between both the inverter

voltages which causes high power swing between them as is

observed in figures-4 and 5.

Figure 4. Active Power Sharing Between both Inverter by Proposed Method

Figure 5. Reactive Power Sharing Between both Inverter by Proposed Method

Again with the increase in load at 0.5 sec, the power is

equally shared by both the inverters with good precision as

shown in figure-5.

Figure 6. Inverter Frequencies in Proposed Method

Figure 7. Inverter Voltages in Proposed Method

From figures-6 and 7, it is clear that the frequency and

voltage has been controlled upto rated value. The deviation

in system voltage and frequency are the main power quality

issues which can be improved by the proposed method.

B. Power Sharing with Different Droop Characteristics
To show the effectiveness of the proposed method, the

inverter-1 is controlled using proposed droop controller while
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Inverter-2 by conventional droop controller. The main purpose

of the proposed control approach is to load the inverter upto

its maximum capacity during light load conditions and also to

prevent the inverter from overloading during peak load condi-

tions. It can be easily made out from figures-8 and 9, at low

power demand inverter -1 shares more power than the inverter-

2, while, during peak load the inverter with conventional droop

control shares power beyond its rated capacity and inverter -1

with the proposed method is restricted to the rated capacity.

Further, the system with proposed droop control technique

settles down quickly during load perturbations.

Figure 8. Active Power Sharing of the Inverters

Figure 9. Reactive Power Sharing of the Inverters

VI. CONCLUSION

The proposed droop controller has various advantages over

conventional droop method. The modification in droop char-

acteristics shows its ability to provide better regulation of

frequency and voltage with fast and precise dynamic response.

With low output power, the frequency regulation is almost

isochronous in nature, providing fast transient sharing of

power while at high output power, reduction of overloading has

be observed. The proposed droop characteristic can be applied

to PV type sources which can normally produces power below

their rated capacity. Hence, in design one can chose this output

as operating point accordingly and assign droop coefficients

in such a way that the inverter provides desired regulation of

frequency at this operating point.
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Abstract 
 
Present study was carried out to evaluate the feasibility of conventional 
rural based defluoridation technique - Nalgonda technique, Activated 
alumina in urban areas. Nalgonda technique is being used extensively 
due to ease in construction of the reactor, operation & maintenance. 
This technique is very effective even when the fluoride concentration 
is above 20 mg/L. However, generation of acid or alkali water, residual 
aluminum, soluble aluminum fluoride complexes and fluoride 
contaminated sludge limits its practical applications. Above this, 
leakage of sulphate as aluminium sulphate with concentration as high 
as 400 mg/L in treated water, makes it un-potable and caused pitting 
effect on RCC reservoir/reactor or container. Cement paste is also 
employed for effective removal of F- due to high concentration of Ca2+ 
and additional adsorption of the remaining F- into amorphous calcium 
phosphate. However lime creates the problem of hardness of effluent 
water and co-precipitation particle of CaF2 are too fine to be 
sedimented without coagulation. Limitation of CaF2 precipitation also 
includes it inability to reduce F- concentration of less than 10- 20 mg/L 
against permissible limit of 1.5 mg/L. Activated Alumina though 
showed effective removal of fluoride, slow rate of adsorption, pH 
adjustment, accumulation of bacteria in the long run inhibits its 
commercial application. Also sludge generation is one of its main 
drawbacks. Application of these conventional techniques in urban 
areas will leads to generation of large amount of fluoride sludge which 
creates another issue of solid waste management. It will be advisable to 
set up decentralized locality based fluoride removal treatment unlike 
high capacity water treatment in urban areas.  
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1. Introduction 
Fluorine is the most highly reactive element and exists in water mainly as fluoride ion. 
Fluoride is highly toxic and is considered as an accumulative toxin (Pillai and Stanley 
2002). It is present in ground water coming either from natural sources like weathering 
and volcanic processes or from wastewater of industries like fertilizer, glass, ceramics, 
brick, iron works and electroplating (Nigussei et al., 2007). Fluoride has both 
beneficial and harmful effects on the human health depending upon its level. Among 
the beneficial effects of fluoride in human body, strengthening of bones and prevention 
from tooth decay are significant (Fawell et al., 2006). W.H.O has stated that it should 
be in the range of 0.1 to 0.5ppm. The Indian Standard for fluoride contents is 1 ppm. 
This shows that the requirement of fluoride content changes and it depends on the 
geographical condition and the age of human beings. Excess fluorides in drinking 
water cause dental fluorosis and/or skeletal fluorosis. Removal of fluoride from 
drinking water, defluoridation, is normally accomplished by adsorptive (including ion 
exchange) and precipitation processes. Nalgonda Technique was developed by 
National Environmental Engineering Research Institute (NEERI), Nagpur, India 
(Bulusu et al., 1979), which involves, the addition in sequence, of an alkali, chlorine 
and aluminium sulphate or aluminium chloride or both; followed by settling and 
filtration. Adsorption is also a method used for removal of fluoride in which materials 
like activated carbon, activated alumina, bone char, or ion-exchange resins are used as 
adsorbents (McKee and Johnston, 1934). Presently several methods have been 
practised to remove fluoride from drinking water, however in urban, the application of 
these techniques has certain drawbacks at the time of implementation. 

 
2. Materials and Method 
In the process of Nalgonda Technique, alum (aluminium sulphate) and lime (calcium 
oxide) are added to and rapidly mixed with the fluoride contaminated water. Induced 
by a subsequent gentle stirring, “cotton wool”-like flocs develops (aluminium 
hydroxides) and is subject to removal by simple settling. The main contents of the 
fluoride are removed along with the flocs through combination of sorption and ion 
exchange with some of the produced hydroxide groups (Dahi et al., 2006). Activated 
alumina for defluoridization through adsorption involves preparation at low 
temperature dehydration. The fluoride uptake capacity of activated alumina depends on 
the specific grade of activated alumina, the particle size and the water chemistry (pH, 
alkalinity and fluoride concentrations) (Ganesh et al., 2006; Kumar and Gopal 2000). 
Bone char used for defluoridation involve sieving of bone char to the average particle 
diameters of 0.65, 0.79 and 1.29 mm, then washing it with deionized water, drying in a 
furnace at 100◦ C for 24 h and stored in plastic containers. The concentration of 
fluoride in an aqueous solution was determined by a potentiometric method. 
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3. Results and Discussion 
Nalgonda techniques, activated carbon, bone char methods used for deflouridation of 
water are used basically in rural areas, which is community based. Nalgonda process 
did not achieve a great degree of success in field application as it removes only a 
smaller portion of fluoride (18–33%) in the form of precipitates and converts a greater 
portion of ionic fluoride (67–82%) into soluble aluminium fluoride complex ion, and 
therefore this technology is erroneous. Adoption of Nalgonda technique for 
defluoridation of water is not desirable due to use of aluminium sulfate as coagulant, 
the sulfate ion concentration increases tremendously and in few cases, it crosses the 
maximum permissible limit of 400 mg/L, which causes cathartic effect in human 
beings.  The residual aluminium in excess of 0.2 mg/L in treated water causes 
dangerous dementia disease as well as pathophysiological, neurobehavioural, structural 
and biochemical changes. It also affects musculoskeletal, respiratory, cardiovascular, 
endocrine and reproductive systems. On household scale it is introduced in 
buckets or drums and at community. For larger communities a waterworks-like flow 
system is developed, where the various processes of mixing, flocculation and 
sedimentation are separated indifferent compartments. 

Defluoridation using Activated Alumina (AA) has been one of the widely used 
adsorption/ ion exchange methods water and many reports are available on large-scale 
installations for townships, requiring supervision and skilled personnel. The quality of 
treated water from such facilities was assured. However, this approach was not 
immediately feasible because of increase hardness and surface loading (the ratio of 
total fluoride concentration to activated alumina dosage). The process is highly 
selective and is pH specific with low adsorption capacity, poor physical integrity, 
requires acidification and pretreatment and its effectiveness for fluoride removal 
reduces after each regeneration. 

Bone char, though cost effective with a defluoridation percentage of 62 to 66%, 
still posses limitations such as harbors of bacteria and hence unhygienic conditions. 
Without a regular fluoride analysis, nothing indicates when the material is exhausted 
and the fluoride uptake is ceased. Moreover, the use of bone-char will have 
psychological effects on consumers. In urban areas, peoples generally use R.O 
techniques to maintain the fluoride from groundwater source but it proves costly. Thus, 
these conventional techniques are not that much suitable for the urban areas, we need 
such a technique having economical cost and easily accessible. 

 
4. Conclusion 
The literature survey has indicated that each of the discussed techniques can remove 
fluoride under specified conditions. The fluoride removal efficiency varies according 
to many site-specific chemical, geographical and economic conditions, so actual 
applications may vary from the generalizations made. Any particular process, which is 
suitable at a particular region, may not meet the requirements at some other place. 
Nalgonda technique, Activated Alumina, Bone Char is suitable technique for Indian 
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rural communities. Thus we have to look for urban areas accessible methods for 
deflouridation which are economical and effective. 

 
References 

 
[1] Pillai, K. S., & Stanley, V. A. (2002). Implications of fluoride-an endless 

uncertainty. Journal of Environmental Biology, 23, 81-87. 
[2] W. Nigussie, F. Zewge, and B.S. Chandravanshi, “Removal of excess fluoride 

from water using waste residue from alum manufacturing process”, Journal of 
Hazardous Materials, vol. 147, no. 3, pp. 6954-963, 2007 

[3] J. Fawell, K. Bailey, J. Chilton, E. Dahi, L. Fewtrell, and Y. Magara, Fluoride 
in drinking water, WHO IWA Publishing, 2006 

[4] Bulusu, K.R., Sundaresan, B.B., Pathak, B.N., Nawlakhe, W.G., Kulkarni, 
D.N., Thergaonkar, V.P., 1979. Fluorides in water, defluoridation methods 
and their limitations. J. Institute Engineers (India)- Environmental 
Engineering Division 60, 1-25. 

[5] McKee, R.H., Jhonston, W.S., 1934. Removal of fluorides from drinking 
water. Industrial Engineering Chemistry 26 (8), 849-850. 

[6] Eli Dahi, Felix Mtalo, Balthazar Njau and Henrik Bregnhj. Reaching the 
unreached: Challenges for the 21st century. Defluoridation using the Nalgonda 
Technique in Tanzania. From the proceedings of 22nd WEDC Conference, 
New Delhi, India, 1996. 

[7] Muthu Ganesh.I, Vinodhtm.V, Padmapriya.G, Dr.K.Sathiyanarayanan, Mr. P. 
C. Sabumon. An improved method for defluoridation. Indian J. Environ 
Health. January 2003; 45(1): 65-72. 

[8] S. Kumar and K. Gopal.A Review on Fluorosis and its Preventive Strategies. 
Indian J. Environmental Protection. June 2000;20(6):430-6. 



A Simple Approach for Image Enhancement using 
New Power-Law Transformation Operators 

Om Prakash Verma\ Nitesh Gi1l2, Pooja Gupta2 and Megha2 
'
Department of Information Technology, Delhi Technological University, Delhi, India. 

2
Department of Computer Science Engineering, Maharaja Agrasen Institute of Technology, Delhi, India. 

opverma.dce@gmail.com, niteshgill 125 1 @gmail .com, poojagupta.may9 1 @gmail.com, megha.juI9 1 @gmail.com. 

Abstract- In this paper, we present a new approach for the 
enhancement of a highly underexposed color image using a 
power-law transformation operator. A function called exposure 
[I] is used to measure the intensity exposition of the image. This 
function facilitates the estimation of highly underexposed region 
of the given image. The chromatic information of the color space 
is decoupled from the achromatic information using HSV (Hue, 
Saturation and Intensity) model. The hue component, in the 
model is preserved to keep the original color composition of the 
image intact. The other two components of the model are 
saturation and intensity. These two components play a significant 
role in enhancement of highly underexposed images by 
recovering the lost information in the image. New power-law 
transformation operators are defined for the two components, i.e. 
saturation and intensity, to improve the tone of the image. The 
values of these two components are varied to get the enhanced 
image. 

Index Terms- Exposure, Image Enhancement, Power-Law 
Operator, Highly Underexposed Image. 

I .  INTRODUCTION 

An important consideration in image processing is the 
measurement of light in order quantity to describe an image. 
The effect of inadequate lighting, the aperture size, the shutter 
speed, and the nonlinear mapping of the image intensity may 
lead to the most common defects, found in recorded images, 
of poor contrast. Such type of defects in recorded images is 
reflected in the gray level histogram of the images .  Several 
image enhancement algorithms exist in the spatial domain. 
One of these kinds is reported in [2] ,  where the image 
enhancement is based on the human perception (retinex). Tao 
and Asari [3] extended the approach in [2] ,  where the color 
saturation adjustment for producing more natural colors is 
implemented. 

Image enhancement approaches may introduce color 
artifacts if directly applied to the R G and B components of a 
degraded color image which is inappropriate for the human 
visual system. Velde [4] attempts to enhance the color image 
in the LUV color space. The HSV [5] color space was 
developed to be more "intuitive" in manipulating color and 
were designed to approximate the way human perceive and 
interpret color. In the HSV model, hue describes the shade of 
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color and where that color is found in the color spectrum. 
Saturation plays an important role in the enhancement of 
highly underexposed images as it describes how pure the hue 
is with respect to a white reference .  Finally, intensity is a 
relative description of how much light is coming from the 
color. In the process of color image enhancement, the original 
color (hue) of the image is generally not disturbed. Hue
preserved color image enhancement is presented in [6] . 
Deepak and Joonwhoam [7] proposed a similar approach by 
working only on the luminance component of HSV color 
space. Gorai and Ghosh [8] also presented a hue-preserved 
color image enhancement in which the quality of the intensity 
is improved by a parameterized transformation function, in 
which parameters are optimized by PSO based on an objective 
function. 

In this paper, we present an approach for enhancement of 
highly underexposed images . The intensity and the saturation 
component, in HSV model, are made variable while keeping 
the hue of the image fixed. A function called exposure [ 1 ]  is 
used to provide an estimation of the intensity level of an 
image. This function considers the shape of the histogram of 
the intensity component for calculating the exposure value of 
the given image. Based on the exposure value, the level of 
underexposed region of an image can be estimated. Highly 
underexposed images then can be modified by power-law 
transformation operator. The parameters of the function are 
adjusted to make them applicable to a particular type of 
degradation in the image. Eschbach and Webster [9] proposed 
a method for altering the exposure of an image, by iteratively 
comparing the intensity with a pair of preset thresholds Tlight 
and T dark, which indicate the satisfactory brightness and 
darkness, respectively, while processing the image until the 
threshold conditions are satisfied. Shyu and Leoua [ 1 0] 
present a better approach based on Genetic Algorithms (GAs) 
for the color image enhancement. In the context of image 
processing, only a few papers address the issue of highly 
underexposed images .  Hanmandlu and Jha [ 1 1 , 1 2] used a 
global contrast intensification (GINT) operator, which is an 
extended NINT operator for the enhancement of the 
luminance part in the fuzzy domain, and also propose the 
quality factors. The parameters of this operator are found by 



optimizing the image entropy. This approach works well for 
underexposed images but fails for highly underexposed 
images. A novel approach for the enhancement of mixed 
exposed color images using an optimal fuzzy system and 
Bacterial Foraging Optimization (BFO) is presented in [ 1 ] .  
Another approach is proposed using modified Artificial Ant 
Colony System (AACS) in [ 1 3 ] .  In comparison, the proposed 
approach is found to be simple and better than the above 
approaches .  The major drawback of both the above 
approaches is that they work well for mixed exposed images 
but fails to enhance highly underexposed images .  Thus we 
define a simple technique for color image enhancement. The 
proposed new function is used for the enhancement of highly 
underexposed images and it gives very good results even 
before applying any optimization operations. 

The organization of the paper is given as follows. Section II 
introduces the image categorization based on the intensity 
exposition of the image. This helps in identifying the (highly) 
underexposed images .  Section III presents the proposed 
enhancement technique using the power-law transformation 
operator. The power-law transformation operator works in the 
underexposed region of the image histogram and improves the 
visual quality of the image. The results are discussed in 
section IV and conclusions are drawn in section V. 

II. IMAGE CATEGORIZATION BASED ON 
INTENSITY EXPOSITION OF IMAGE 

The histogram is used to graphically characterize the images. 
When an image is exposed correctly the histogram of its pixel 
intensity values will seem fairly centered in the mid-range and 
expanded at all intensity levels. Badly exposed images, on the 
other hand, will have a histogram skewed to one side and its 
mean can be centered in the limits of the pixel range. 
Here, we use a function called exposure proposed in [ 1 ]  for 
enhancement of highly underexposed images. This function 
denotes what amount of the image gray levels are highly 
underexposed. The parameter "Exposure" is used to identify 
highly underexposed images and is given by 

L L h(x).x 
1 . 1 Exposure = - -"x.:::.� L;----

L L h(x) 
x=l 

( 1 )  

where, X indicates the gray level values o f  the image, hex) 
represents the histogram of the whole image, and L represents 
the total number of gray levels. This parameter is normalized 
in the range [0, 1 ] .  If the exposure value is in the range of O . 1 -
0 .3  then the image has more of underexposed region. Further 
if exposure value is less than 0.2 then it is a highly 
underexposed image. It has been found that for a pleasing 
image, the exposure should be as close to O . S .  

III. PROPOSED ENHANCEMENT TECHNIQUE 

The HSV color space (Hue, Saturation, Value) is often used 
because it corresponds better than the ROB color space in 
how people experience color. 
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In the proposed approach the intensity value of the pixel is 
changed through the power-law transformation operator. For 
each pixel in the given image the modified pixels are obtained 
from the mappings performed by the power law 
transformation operator. 

A. POWER LAW TRANSFORMATION 

The histogram equalization method for image enhancement 
suffers from the fact that it may sometimes decrease the 
contrast. In the power law transformation one has to choose 
the exponent appearing in the transformation function such 
that it does not degrade the quality of image. 
The power-law transformation is defined as 

(2) 
where, X and Y are the gray level of the pixels in the output and 
input images, respectively and c is a constant. For various 
values of y different levels of enhancements can be obtained. 
Figure 1 shows the plot of power law transformation with the 
input gray level X along the x axis and the output gray level Y 
on the y axis for various values of y and constant c = 1 . 

Figure I :  The plot of power law transformation 

A family of possible transformation curves can be obtained just 
by varying the y.  

B.  PROPOSED POWER-LAW TRANSFORMATION 
OPERATOR 

In our experimentation, we propose two separate power-law 
transformation operators one for saturation component and 
other for intensity component. 
The Intensity component is given as: -

V' = AVO (3) 
For the intensity component, the value of {3 is kept less than 1 .  
Here V is the original intensity and V' is the transformed 
intensity. A is the intensity constant. 
And the Saturation component is given as:-

(4) 

The value of a for this component is kept slightly more than 1 
to obtain an improved quality image. 5 is the original saturation 
and 5' is the transformed saturation. (J is the saturation 
constant. 



C. ALGORITHM FOR PROPOSED TECHNIQUE 

Step 1 )  Input the given image and convert the image 
from RGB to HSV color space. 

Step 2) Compute the histogram hex) where E {V} . 
Here V is gray-level component. 

Step 3) Calculate the value of exposure using ( 1 ) .  
Step 4)  Based on the value of  exposure identify 

underexposed and highly underexposed 
images. 

Step 5) Compute the values of intensity and saturation 
component using (3) and (4) .  Verify the values 
of /3, A, a, and (J respectively. 

Step 6) Now re-calculate the value of exposure for the 
enhanced image using ( 1 ) .  

Step 7 )  Convert back the HSV color space image to 
corresponding RGB color space image. 

IV. RESULTS AND DISCUSSIONS 

The proposed approach has been implemented using 
MATLAB. Around 60 images of highly underexposed type are 
considered as test images. Some of the images are presented 
here . 
The power law transformation operator provides a simple 
approach for the enhancement of the highly underexposed 
images . It is noticed from the experimentation that the value of 
the exposure approaches 0.5 by varying a, /3, A, and (J but 
pleasantness of the image is maintained when value of A is kept 
1 .5 and /3 = 0 .5  for intensity component and value of (J = 
1 and a = 1 . 5  for the saturation component. Thus the two 
power-law operators are: 

Saturation component 
S' = S1 .S 

Intensity component 
V' = 1 . 5  X Vo.s 

(5), 

(6) 

Table- I :  The Exposure for different values of ajp , 17  = A = 1 

Image � Enhanced exposure 
Original 

1 . 5/0 .6  1 . 5/0 .5  1 . 510 .4 1 . 5/0 .3 210.6  2/0 .5  2/0 .4 2/0 .3 
Exposure 

Stage 0 .0806 0 . 1 976 0.248 1 0 .3 139 0.4002 0.2046 0.2567 0 .3248 0 .4141 

Bridge 0 . 1 703 0 .3 148 0 .3709 0.4399 0. 5259 0.3 1 52 0.3 7 1 6  0 .4408 0. 5269 

Girl 0 .0 1 84 0.0657 0. 0932 0 . 1 337 0 . 1 95 1  0.0688 0.0973 0 . 1 394 0.2028 

Mall 0 .0613  0 . 1 460 0 . 1 8 14 0 .2268 0.2854 0. 1 5 1 0  0 . 1 877 0.2346 0.295 1 

Sidewalk 0 . 1 758 0 .3 1 63 0 .3685 0 .4330 0 . 5 136  0.3265 0 .3801  0 .4465 0. 5293 

Board 0 .0960 0.2087 0.2543 0 .3 1 14 0.3 840 0.2 127 0 .2591 0 .3 176 0.39 17  

Snail 0 .0469 0 . 1253 0 . 1 6 1 9  0 .2 1 09 0.277 1 0 . 1 284 0. 1 660 0 .2 1 6 1  0.2838 

Ambience 0 . 1 638  0 .2720 0 .3 1 1 6 0 .3613  0.4246 0.28 1 0  0.3220 0 .3734 0.4389 

Hills 0 . 1 938  0 .3 168 0 .3605 0.4 1 54 0.4867 0.3268 0.3 7 1 7  0.4280 0.501 1 

Table-2 : The Exposure for different values of aj p, 17 = 1 and A = 1 .5 

Image � Enhanced exposure 
Original 

1 . 5/0 .6  1 . 5/0 .5  1 . 510 .4 1 . 5/0 .3 210.6  2/0 .5  2/0 .4 2/0 .3 
Exposure 

Airport 0 .0537 0.2027 0.2634 0.3475 0.465 1 0.2 142 0.2785 0 .3678 0.4925 

Stage 0 .0806 0.2946 0 .3702 0.4689 0.5980 0 .3049 0.3 832 0.4852 0.6 1 82 

Bridge 0 . 1 703 0.4707 0 .5544 0.6579 0 .7729 0.47 1 5  0 .5555 0. 6592 0. 7744 

Girl 0 .0 1 84 0 .0970 0 . 1 378 0 . 1 989 0.2909 0. 1 0 1 3  0 . 1 440 0 .2072 0. 3027 

Mall 0 .0613  0 .2 1 67 0.2699 0 .3381  0.4264 0.2243 0.2794 0 .3498 0.4409 

Sidewalk 0 . 1 758 0.4507 0. 5272 0 .62 19  0 .7380 0 .4589 0 .5375 0 .6348 0. 7538 

Board 0 .0960 0 .3 1 12 0 .3794 0.4652 0 .5738 0.3 170 0.3 867 0 .4744 0. 5852 

Snail 0 .0469 0 . 1 860 0 .2408 0 .3 144 0.4 138  0. 1 907 0.2469 0 .3222 0.4239 

Ambience 0 . 1 638  0 .3941 0 .4496 0 .5 1 73 0.6004 0.406 1 0.4629 0 .53 1 7  0.6 1 59 

Hills 0 . 1 938  0.4670 0 . 5288 0 .6030 0.6906 0.48 1 5  0 . 5447 0 .6 1 86 0. 7023 
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Table- l shows the value of exposure when a and f3 are 
varied and A = (J = 1 .  Table-2 shows the value of exposure 
when a and f3 are varied and value of A = 1 . 5  and (J = 1 .  
For the subjective evaluation o f  the appearance, a few o f  the 
test images are shown in figures 2( c) to 1 1  (c) 
The proposed approach is compared with the existing 
BFO [ I ] .  Table-3 shows the comparison between the 

exposure obtained by using the BFO approach[ l ]  and the 
proposed technique. From the table it can be seen that the 
exposure value for the images "Bridge", "Girl", "Hill" with 
the proposed approach is more than the BFO approach. 
Figures(2) to ( 1 1 )  shows that the proposed approach carries 
out the enhancement to a more pleasing level. 

Table-3 : Exposure comparison with BFO Approach [ I I 

[mage 

Airport 

Stage 

Bridge 

Girl 

Mall 

Sidewalk 

Board 

Snail 

Ambience 

Hills 

Figure 2: "Airport" (a) Original 

Figure 3 :  "Stage" (a) Original 

Figure 4: "Bridge" (a) Original 

Original Exposure Exposure using 
Exposure using Proposed 

BFO[I I Technique 

0 .0537 0.2304 0.2634 

0 .0806 0 .2612 0.3702 

0 . 1 703 0.2644 0 .5544 

0 .0 1 84 0. 099 1 0 . 1 378 

0 .0613  0 .2243 0.2699 

0 . 1 758 0.45 13  0. 5272 

0 .0960 0 . 1 565 0.3794 

0 .0469 0. 1 529 0.2408 

0 . 1 638  0 .3401 0.4496 

0 . 1 938  0 .3977 0. 5282 

(b) Enhanced image using BFO (c) Enhanced Image using proposed technique 

(b) Enhanced image using BFO (c) Enhanced [mage using proposed technique 

(b) Enhanced image using BFO (c) Enhanced [mage using proposed technique 
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Figure 5 :  "Girl" (a) Original (b) Enhanced image using BFO (c) Enhanced Image using proposed technique 

Figure 6: "Mall" (a) Original (b) Enhanced image using BFO (c) Enhanced Image using proposed technique 

Figure7 :  "Sidewalk" (a) Original (b) Enhanced image using BFO (c) Enhanced Image using proposed technique 

Figure 8: "Board" (a) Original (b) Enhanced image using BFO ( c) Enhanced Image using proposed technique 

Figure 9: "Snail" (a) Original (b) Enhanced image using BFO ( c) Enhanced Image using proposed technique 

Figure 1 0 :  "Ambience" (a) Original (b) Enhanced image using BFO ( c) Enhanced Image using proposed technique 
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Figure l l :  "Hills" (a) Original (b) Enhanced image using BFO (c) Enhanced Image using proposed technique 

V. CONCLUSIONS 

The objective of this paper is to come up with a new approach 
to enhance the highly underexposed image by using power
law transfonnation operator. An image may be identified as a 
highly underexposed image with the amount of exposure 
parameter. A visually pleasing image has been obtained by 
applying two power-law transformation operators. The result 
of the proposed technique has been compared with the BFO 
approach [ 1 ] .  The proposed approach is simple and better 
results are obtained for highly underexposed images .  

Several contributions made as part of this work include : 1)  
demarcation of highly underexposed image; 2) presentation of 
efficient operators for the enhancement of highly 
underexposed image, and 3) presentation and verification of 
effective operators to get visually appealing images. 
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Abstract— In this paper an adaptive single seed based region 
growing algorithm (ASSRG) is proposed for color image 
segmentation. The proposed method starts with the center pixel 
of the image as the initial seed. The region growing formula uses 
three homogeneity criteria local, global and relative, in two steps 
to label the pixel to a region. It first checks for the color 
similarity of the pixel with respect to the connected labelled pixel 
and secondly with the mean value of a growing region. If the 
similarity criterion is fulfilled then this pixel is included in the 
growing region. Otherwise the similarity of the pixel with respect 
to its 8-neighbors is compared with respect to the mean value of a 
growing region. If the pixel is closer to the growing region as 
compared to its neighbors then it is included in the growing 
region, otherwise it is labelled as boundary pixel. After one 
region is completely grown, the next seed pixel is selected from 
the boundary pixel stack. Region merging is performed to reduce 
over segmentation in the results. We have applied our algorithm 
to Berkley images with successful results and the evaluation of 
the segmented images has been done using Liu’s F-factor, total 
number of regions segmented and time taken by the algorithm. A 
fuzzy rule based modification of the algorithm is also proposed to 
further improve results. The proposed algorithm is also 
compared with SSRG algorithm using Otsu’s threshold, SRGRM 
algorithm and MRG region growing techniques and is shown to 
outperform all methods. 

Keywords- Color image segmentation, Single seeded region 
growing, Liu’s F-factor, Fuzzy rule based region growing,region 
growing formula. 

I. INTRODUCTION 
Image segmentation is a technique to partition a given 

image into a finite number of non overlapping regions using 
some characteristics of the image, such as grey value 
distribution, texture distribution, etc. [1]. Automatic image 
segmentation and object extraction are critical issues in 
computer vision applications, which led to the proposal and 
development of a large number of segmentation techniques. 
Image segmentation techniques are classified into two main 
categories [2], One is region based [3,4 ,5], which relies on the 
homogeneity of spatially localized features, whereas the other 
is non-region based which uses discontinuity measures 
[6,7,8,9] and do not consider local information such as regions 
similarity, boundaries and smoothness. Region growing was 
proposed by Adams and Bischof [10] in 1994. Due to efficient 
results for realistic images, it is used widely in different 

applications [11,12,13]. In recent works edge extraction and 
seeded region growing was integrated to enhance 
segmentation accuracy [14,15,16]. Moigne and Tilton develop 
an Iterative Parallel Region Growing algorithm (IPRG) [17]. 

 In Iterative region growing [17,22], pixels are merged to 
optimize an objective function in each iteration. The 3D 
relaxation labeling technique is used for region segmentation 
by Cheng [23]. Dehmeshki et al. [24] proposed adaptive 
sphericity oriented contrast region growing based on fuzzy 
connectivity map. Trémeau and Colantoni used a combination 
of two structures of graph, region adjacency graph and the line 
graph for color image segmentation methods [25]. The 
algorithm proposed by Hojjatoleslami and Kruggel [21] 
involves a gray level similarity criterion to expand the region 
and a size criterion to prevent from over-growing. 
Hojjatoleslami and Kittler [26] use average contrast and 
peripheral contrast to control the growing phase. 

 Most of the region growing methods result in over 
segmented images. Merging phase is used to overcome this 
problem in which small regions are merged to produce desired 
output. In most of the merging algorithms small regions are 
merged to the closest connected region based on some 
similarity criteria [12,27]. Chang and Li [11] adaptively assess 
region homogeneity from region feature distributions to decide 
merging of regions. 

To enhance the capability of region growing algorithms, we 
propose a new adaptive single seed based region growing 
algorithm for color image segmentation, which starts with the 
center pixel of the image as the initial seed. Most of the region 
growing techniques do not produce efficient results because 
they only take into account local homogeneity relationship. As 
they do not integrate global relationships between region and 
pixel, they do not perform well. To incorporate both local and 
global relationships, the proposed algorithm uses three 
homogeneity criteria calculated with respect to connected 
labelled pixel, mean value of the growing region and 
similarity to its 8-neighbors. We also fuzzify the proposed 
algorithm to improve results. A single seed based region 
growing (SSRG) algorithm using the Otsu’s threshold as the 
growing criteria was proposed by the authors in [30], and 
serves as a precursor to the work done in this paper. 
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The paper is organized as follow: Section II discusses the 
problems of existing region growing methods and the 
motivation for the proposed method. In Section III we present 
the proposed ASSRG algorithm. Section IV depicts fuzzy 
version of the proposed algorithm. In Section V segmentation 
results of the proposed algorithm and comparisons with SSRG 
algorithm using Otsu’s threshold and two other methods are 
discussed. Section VI draws the conclusion from the overall 
results. 

II. THEORETICAL BACKGROUND 
The key factors which affect the region growing techniques 

are positions of the initial seeds, the region growing formula 
and the growing sequence of the seeds. Region growing 
methods typically start with the initialization of seeds which 
are grown by linking the neighboring pixels according to the 
growing formula, until all pixels are labelled. In [14] edge 
detection is performed first and then the centroid between two 
edges is selected as initial seed. Cui et al [18] adopt the Harris 
corner detector to calculate the initial seed. Watershed 
algorithm is used to select initial seeds by Tang [19]. Huang et 
al. [20] used edge and smoothness factors as criteria to 
determine initial seeds. But seed selection is affected by the 
limitations of the techniques used and increases the 
computation overhead. 

Another factor, on which region growing methods depend, 
is growing formula. Initial seeds grow by integrating their 
neighborhoods which fulfil some similarity criteria [12, 21] 
which is either determined heuristically or from some simple 
algorithm like Otsu’s adaptive threshold technique. The region 
growing formula should be capable of fulfilling the following 
homogeneity criteria: 

• Pixels must be homogeneous with respect to some 
properties, inside one region. 

• Pixels must have distinct properties with respect to pixels 
from other region. 

Region growing formula should also be time efficient and able 
to segment a wide range of images. 

Proposed algorithm uses three homogeneity criteria to 
segment an image efficiently with the above requirements. We 
consider that a pixel could be associated with a region Ri if 

1) It is similar enough to connected pixel belonging to the 
region Ri. 

2) It is similar enough to the mean value of the region Ri 
3) It is more similar to the mean value of the region Ri 

than to its 8-neighbors. 
These criteria have been applied in two steps in our algorithm. 
If the first two criteria are fulfilled by the pixel then it is 
labelled to growing region otherwise third one is analysed. 

III. PROPOSED ADAPTIVE  SINGLE SEED BASED REGION 
GROWING ALGORITHM 

In the first step of the proposed ASSRG algorithm image I is 
read in RGB color space. Then center pixel of the image is 
selected as the initial seed to start the region growing phase. 
The region growing phase starts with analysing intensity values 
of neighbors of seed pixel in RGB space. [Ix,y]R, G, B represents 

intensity value at coordinates (x,y) in image I in RGB color 
space. MEANRC represent the mean intensity value of pixels 
labelled with RC region. RC is a counter used to label the 
pixels of a region which is growing. Region growing formula 
uses Euclidean distance between intensity values of pixels in 
RGB space to determine similarity index. It first checks for 
similarity of pixel (m, n) to be labelled with connected pixel (x, 
y) and with mean value of the growing region (MEANRC). If 
the similarity criterion is fulfilled then the pixel is included in 
the growing region and labelled with RC. Otherwise the 
similarity of the pixel with respect to its 8-neighbors is 
compared with respect to the mean value of the growing 
region. If it is closer to growing region as compared to its 8-
neighbors then it is included in the growing region, otherwise 
this pixel (m, n) is labelled as boundary pixel. After one region 
is completely grown, the next seed is selected from the 
boundary pixel stack. We select intensity value 10 for 
similarity criterion between pixel and connected labelled pixel 
and intensity value 50 for similarity criterion between pixel and 
mean value of the growing region based on many experimental 
trials. 

Algorithm: ASSRG 
STEP 1: Read color image I(R X C). 
STEP 2: Initialization step 

• Select initial seed pixel (x, y) as :  
x = R/2; y = C/2; 

• Initialize a counter to track the region number of 
the region which is growing. 
RC=1; 

STEP3: Assign initial mean value of region RC as: 
• [MEANRC]R, G, B = [Ix,y]R, G, B .  

Where Ix,y represent intensity value in the image I  
 at coordinates (x, y). 

STEP 4: Examine the 8-neighbors of the seed pixel (x,y) one 
by one in a window IMN(3*3) with center pixel (x,y) labelled 
with region number RC and let pixel (m,n) represent one of 
the 8-neighbors at a time: 

If pixel (m, n) not labelled with any region number 
 then  

Calculate distance between center pixel and neighbor 
pixels for all three R, G and B color space as: 
     [DIST1m,n]R,G,B = [DIST (Im,n-Ix,y)]R,G,B 
      [DIST2m,n]R,G,B= [DIST (Im,n–MEANRC)]R,G,B 

Where
2( ( , ), ( , )) ( ( , ,1) ( , ,1))DIST f x i y j f x y f x i y j f x y+ + = + + −

        
STEP 5: if [DIST1m,n]R<10 and [DIST1m,n]G<10 and 
 [DIST1m,n]B<10 AND [DIST2m,n]R<50 and 
 [DIST2m,n]G<50 and [DIST2m,n]B<50, then 

• Label pixel (m,n) with RC and update 
[MEANRC]R,G,B. 

• Store pixel (m, n) in PG(Pixel to Grow) stack. 
Else 
• Calculate minima as: 

[MINIMA]R,G,B= [minimum{S}]R,G,B 
where S is a set created by 8-neighbors from the    
Center pixel as: 



S={Im,n-Im-1,n-1, Im,n-Im-1,n, Im,n-Im-1,n+1, Im,n-Im,n-1, 
 Im,n-Im,n+1, Im,n-Im+1,n-1, Im,n-Im+1,n, Im,n-Im+1,n+1} 

If [(Im,n-MEANRC) < MINIMA)]R and  
    [(Im,n-MEANRC) <MINIMA)]G and  
    [(Im,n-MEANRC)<MINIMA)]B  then 

•  Label pixel (m, n) with RC and update 
[MEANRC]R,G,B 

• Store pixel (m,n) in PG stack. 
 Else  

• Label pixel (m, n) as the boundary pixel 
and store in BP (Boundary Pixel) stack. 

STEP 6: Repeat step 3-6 until all pixels of PG can be grown. 
STEP 7: if BP stack is not empty 

• Pick a pixel from BP, if it is labelled with some 
region number remove it from BP otherwise assign 
it as next seed pixel (x, y). 

• Update region counter RC as: 
        RC=RC+1; 

• Go to step 2 to grow next region RC.  
Else if BP is empty 
• Go to step 8. 

STEP 8: Post processing: merge small regions (less than 154 
 pixels) with closest connected region with  respect  
 to the mean value as explained in the 
 POSTPROCESS  procedure.  
EXIT 
 
Procedure: POSTPROCESS 
STEP 1: take the output of the proposed algorithm as input. 
STEP 2: repeat for all small regions (sized less than 154 
 pixels) 

 Step  2(a): find out connected regions. 
 Step 2(b): find out closest connected region with 
 respect to the mean value in all three R, G and B 
 space. 
 Step 2(c): Label all the elements with same as closest 
 region and update mean value of updated region. 
Exit 

IV. FUZZIFICATION OF PROPOSED REGION GROWING 
ALGORITHM 

In Fuzzy rule based adaptive single seed based region 
growing algorithm, step 4 and 5 of the proposed ASSRG 
algorithm proposed in section III in which decision is made to 
label pixel with same region or boundary pixel, is solved by 
fuzzy rule. The basic flow of the algorithm is same as 
proposed algorithm. The fuzzy rule is formulated as follows:  
If Ix,y and Im,n is VERY SIMILAR 

AND 
If Im,n and MEANRC is SIMILAR 

OR 
if Im,n and MEANRC is RELATIVELY SIMILAR 

THEN 
Label pixel (m,n) with same region number as growing region 
(RC) 

 ELSE 
Label Pixel (m,n) as boundary pixel. 

Where Ix,y represent intensity values at coordinate (x,y) and  
I'm, and  represent intensity values of the immediate 8-neighbors 
of (x,y). MEANRC is the mean intensity value of region 
labelled with RC.MINIMA is the lowest difference between 
pixel (m, n) and its all 8-neighbors.  
The fuzzy sets SIMILAR, VERY SIMILAR and 
RELATIVELY SIMILAR are given by 
VERY SIMILAR (Im,n): 

FMV (Im,n, Ix,y ,10) =

2
, ,

2

( )
( )

2(10)
m n x yI I

exp
−

−

 (1) 
 
SIMILAR (Im,n): 

FMV (Im,n, MEANRC ,50) =

2
,

2

( )
( )

2(50)
m n RCI MEAN

exp
−

−

 (2) 
 
RELATIVELY SIMILAR (Im,n): 

FMV (Im,n ,MEANRC, MINIMA)= 

2
,

2

( )
( )

2( )
m n RCI MEAN

MINIMAexp
−

−

 (3) 
 
Where FMV(x, μ ,σ ) is the Gaussian distribution function is 
given by: 

FMV (x, μ ,σ ) =

2

2
( )( )

2
x

exp
μ

σ
−−

  (4) 
The standard deviation for all the three Gaussian functions 

is determined from the algorithm given in section III. 

V. RESULTS AND DISCUSSION 
To examine the efficiency of the proposed ASSRG 

algorithm, we applied it to 12 color images from the Berkley 
segmentation database [28] as shown in Fig. 1. The images are 
of the size either 481×321 or 321×481. We use a system 
configured with Intel processor 2.63 GHz and 1 Gigabyte of 
RAM and the matlab2009 tool for implementation purpose. To 
evaluate proposed algorithm’s results, we calculate a 
segmentation evaluation index: Liu’s F-factor [29] given by: 

2( ) i iF I R e A= × ∑
  (5) 

where, I is the image to be segmented, R total number of 
regions in the segmented image, Ai the area or the number of 
pixels of the Ith region and ei the color error of regions. ei is 
defined as the sum of the Euclidean distance of the color 
vectors between the original image and the segmented image 
of each pixel in the region. The term R  is a local measure 
which penalizes small regions or regions with a large color 
error. ei indicates whether or not a region is assigned an 
appropriate feature (color). A large value of ei means that the 
feature of the region is not well captured. In this paper, F is 
normalized by the size of the image and is scaled down by the 
factor 1/1000. The smaller the value of F, the better is the 
segmentation result. We also calculate time consumption by 
algorithm and total number of regions to evaluate our results. 



Comparison methods: 
 We compare our proposed algorithm results with SSRG 

algorithm using Otsu’s threshold proposed by the authors in 
[30] and two adaptive region growing algorithms SRGRM 
[20] and MRG [31]. 

 C. Huang improvises the concept of integration of edge 
information to select seed regions proposed by them [32]. In 
this paper [20], a seeded region growing and merging 

(SRGRM) algorithm for color image segmentation by 
automatic seed selection and region growing is proposed in the 
HSV color model. The non-edge and smoothness at pixel’s 
neighbors are used as a criterion to determine the initial seeds. 
According to the authors, the results from their segmentation 
results are more accurate especially at the image boundary 
comparable to the automatic seeded region growing (ASRG) 
method proposed by Shih [33]. 

 
 (a)     (b)       (c)          (d)   (e) 

        (k)       (l) 
 (f)     (g)        (h)           (i)   (j) 

 
Fig. 1 Original images (a) Rock, (b) Elephant, (c) Tree and ox, (d) Man on boat, (e) Eagle, (f) F1 Race cars, (g) Bridge, (h) Fox 

on ice, (i) Man and building, (j) Airplane, (k) Old man, (l) statue 
 

 
Tree and ox  

 
Eagle 

 
Fox on ice 

 
Bridge 

 
Statue 

    (a)        (b)  (c)          (d)     (e) 
Fig. 2 Segmentation results (a) Proposed ASSRG algorithm, (b) Proposed fuzzy algorithm (c) SSRG algorithm using Otsu’s 

threshold (d) MRG algorithm (e) SRGRM algorithm 



Camapum proposed a new algorithm in [31] for automatic 
segmentation of images having clinical structures. The main 
contributions are the method of seed pixels selection and 
predicate of the Multi-Region Growing (MRG) [31] 
algorithm. The objective of this work is to help the clinical 
oncologist in this complex task by providing an accurate and a 
reliable automatic method. Their work follows the one started 
by Bueno [34]. In order to improve the results, they propose a 
new method of automatic markers detection through the image 
histogram. This improvement is very important and resulted in 
precise segmentation of images with poor contrast and 
acquired from different CT equipments. The statistic measures 
showed the high accuracy of segmentation, what makes it 
useful. The multi-region growing algorithm implemented in 
this work is quite independent of the input images.The seed 
selection and homogeneity criteria are robust leading to a 
successful segmentation. This justifies our selection of the 
region growing techniques used for comparison with proposed 
algorithm. 

The results after applying region growing algorithms to the 
Berkley images are shown in Fig. 2. These results are obtained 
by converting the labelled image to a RGB image. As shown 
in Fig. 2(a) we obtain visually acceptable segmentation results 
for our proposed ASSRG algorithm. The results for ‘tree and 
ox’, ‘eagle’, ‘fox on ice’ showing good segmentation results 
for both proposed and fuzzy version of the proposed method. 
Slight over segmentation is observed in the case of images 
having large numbers of small regions like ‘bridge’ image and 
‘statue’ image which contains several pieces of stones. Results 
of the fuzzy proposed algorithm show more continuous 
regions as compare to proposed method. 

SSRG algorithm using Otsu’s threshold segments regions 
efficiently which have high intensity similarity between 

connected pixels. The MRG is quite independent of the input 
image. It automatically finds out initial seeds and stopping 
criteria for growing formula that is a great advantage of the 
algorithm. Another advantage is that it does not require any 
post processing. MRG algorithm efficiently segments the 
images with varying contrast and dimension. It has limitation 
to segment those regions which have very low contrast in two 
connected regions. Our proposed method performs better for 
all images except images which have very small region like 
‘man on boat’ image. SRGRM produce satisfactory results. 

Evaluation factors shown in table 1 describe the efficiency 
of the proposed algorithm and the comparison algorithms. 
Numbers of regions segmented by proposed ASSRG 
algorithm are acceptable. The total time taken is low, which is 
about 11 to 22 seconds, except ‘statue’ image in which time 
taken is 57.90 seconds. It is also observed Liu’s F-factor is 
also low in the order of 10-5 - 10-6, which describes the good 
segmentation results of our proposed method. The Liu’s F-
factor is lower for the proposed and SSRG algorithms using 
Otsu’s threshold as compared to MRG and SRGRM algorithm 
however the number of regions produced by SSRG algorithm 
is very high, with r = 2408 for the ‘statue’ image. This defect 
is removed by the proposed method where the number of 
regions is significantly reduced with only a slight increase in 
Liu’s F-factor. The time taken is lower compare to the 
proposed method because of simple flow of the algorithm. 

For proposed fuzzy algorithm total numbers of regions are 
lower and total time taken is slightly more with compare to 
proposed method. MRG algorithm has the advantage of no 
requirement of post processing which causes lower total time 
taken by algorithm compare to proposed method. 

 
TABLE 1: EVALUATION FACTORS FOR PROPOSED ALGORITHM, PROPOSED FUZZY ALGORITHM, SSRG ALGORITHM USING OTSU’S THRESHOLD, MRG  

ALGORITHM, SRGRM ALGORITHM 
R: total number of regions in segmented image 
T: total time taken by algorithm (in seconds) 
F: Liu’s F-factor 

  
 Proposed ASSRG 

algorithm 
Proposed fuzzy 

algorithm 
SSRG algorithm using 

Otsu’s threshold 
MRG algorithm SRGRM algorithm 

Image R T F R T F R T F R T F R T F 
Rock 27 14.1 8.07e-6 19 21.0 1.59e-5 378 10.3 2.35e-6 31 7.3 3.58e-5 15 12.0 1.83e-5 

Elephant 34 14.2 7.44e-6 28 21.5 2.38e-5 663 11.1 2.69e-6 21 7.6 1.59e-5 46 11.1 4.58e-5 
Tree and 

Ox 
10 13.3 2.39e-6 9 20.6 8.39e-6 778 10.6 3.35e-6 23 7.4 2.34e-5 33 13.9 2.16e-5 

Man on 
boat 

68 20.7 6.97e-5 48 25.3 1.68e-4 716 11.0 4.14e-6 24 8.1 4.57e-5 34 12.2 1.44e-4 

Eagle 41 14.3 2.04e-5 33 21.2 4.17e-5 522 11.3 2.88e-6 32 3.9 2.52e-5 20 12.9 3.51e-5 
F1 race 

cars 
67 14.6 5.30e-5 62 23.4 1.00e-4 1000 12.0 5.81e-6 27 5.8 4.17e-5 87 12.8 1.06e-4 

Bridge 144 22.7 1.61e-4 113 27.4 1.46e-4 1628 12.5 1.13e-5 32 7.1 3.47e-5 31 13.6 6.06e-5 
Fox on ice 8 14.9 4.43e-6 9 20.8 5.05e-5 243 11.0 8.94e-7 23 8.0 1.90e-5 62 10.9 2.56e-4 
Man and 
building 

128 18.8 1.04e-4 113 25.2 2.41e-4 1103 12.0 9.76e-6 31 7.7 1.14e-4 89 10.7 1.65e-4 

Airplane 4 10.2 9.21e-7 4 20.1 2.17e-6 25 9.8 1.62e-7 32 10.3 6.15e-6 13 21.7 2.87e-6 
Old man 21 13.2 5.37e-6 15 20.2 2.01e-5 316 10.8 1.98e-6 33 7.5 4.99e-5 23 11.0 4.78e-5 

statue 146 57.9 1.66e-4 132 49.0 2.04e-4 2408 13.2 1.58e-5 33 7.6 5.45e-5 45 10.9 7.43e-5 



VI. CONCLUSION 
In this paper an adaptive single seed based region growing 

algorithm (ASSRG) is proposed. The proposed algorithm 
solves the problem of initial seed selection in typical region 
growing algorithm and reduces computational overhead by 
growing on region at a time from a single seed in a hierarchical 
manner. Instead of selecting a threshold heuristically as in 
conventional region growing algorithms, a multi stage adaptive 
algorithm is proposed taking into account the relationship of a 
pixel with its 8-neighbors and the mean of the growing region. 
Based on segmentation results and the evaluation factor it is 
concluded that our proposed algorithm produces good 
segmentation results for a wide range of realistic images. A 
fuzzy rule based modification of the algorithm is also proposed 
in which decision making steps is solved by fuzzy rule and the 
results are compared with that of the proposed algorithm. The 
proposed algorithm is also compared with SSRG algorithm 
using Otsu’s threshold, SRGRM algorithm and MRG 
algorithm and this shown to outperform all three methods.  

REFERENCES 
1. S.Sathish Kumar, M.Moorthi, M.Madhu, Dr.R.Amutha, ”An improved 

method for image segmentation using fuzzy-neuro logic”, International 
Conference on Computer Research and Development, DOI 
10.1109/ICCRD.2010.155. 

2. D. H. Ballard and C. Brown, Computer Vision. Berlin, Germany: 
Springer Verlag, 1982. 

3. H. Jiang, J. Toriwaki, and H. Suzuki, “Comparative performance 
evaluation of segmentation methods based on region growing and 
division,” Syst. Comput. Jpn., vol. 24, no. 13, pp. 28–42, 1993. 

4. Kai-Tat Fung; Wan-Chi Siu; ” DCT-based video downscaling transcoder 
using split and merge technique ”, IEEE Transactions on Image 
Processing , Publication Year: 2006 , Page(s): 394 – 403. 

5. Aneja, K.; Laguzet, F.; Lacassagne, L.; Merigot, A.;” Video-rate image 
segmentation by means of region splitting and merging ” IEEE 
International Conference on Signal and Image Processing Applications 
(ICSIPA), 2009, Page(s): 437 – 442. 

6. A. J. Abrantes and J. S. Marques, “A class of constrained clustering 
algorithms for object boundary extraction,” IEEE Trans. Image 
Processing,vol. 5, pp. 1507–1521, 1996.  

7. L. Najiman and M. Schmitt, “Geodesic saliency of watershed contours 
and hierarchical segmentation,” IEEE Trans. Pattern Anal. Machine 
Intell., vol. 18, pp. 1163–1173, 1996.  

8. Weihong Cui; Yi Zhang, “Graph Based Multi spectral High Resolution 
Image Segmentation”, International Conference on Multimedia 
Technology (ICMT), 2010 , Page(s): 1 – 5. 

9.  Tianhu Lei, Udupa, J.K., “Performance evaluation of finite normal 
mixture model-based image segmentation techniques” IEEE 
Transactions on image Processing, Volume: 12 , Issue: 10, Page(s): 1153 
– 1169,2009. 

10.  Adams, R., Bischof, L., “Seeded region growing”, IEEE Transactions 
on Pattern Analysis and Machine Intelligence, vol. 16 , page 641-
647,1994.   11. Yian-Leng Chang and Xiaobo Li, ”Adaptive Image Region-Growing”, 
IEEE transactions on image processing, VOL. 3, NO. 6, November 
1994.  12. Luis Garcia Ugarriza, Eli Saber, Sreenath Rao Vantaram, Vincent 
Amuso, Mark Shaw, and Ranjit Bhaskar, “Automatic Image 
Segmentation by Dynamic Region Growth and Multiresolution Merging 
” IEEE transactions on image processing, VOL. 18, NO. 10, October 
2009.  

13. Shu-Yen Wan and William E. Higgins, “Symmetric Region Growing”, 
IEEE transactions on image processing, Vol. 12, No. 9, September 2003. 

14. Jianping Fan, David. K. Y. Yau, Ahmed. K. Elmagarmid, and Walid G. 
Aref, “Automatic Image Segmentation by Integrating Color-Edge 

Extraction and Seeded Region Growing ”, transactions on image 
processing, Vol. 10, No. 10, October 2001. 

15. T. Pavlidis and Y.-T. Liow, “Integrating region growing and edge 
detection,” IEEE Trans. Pattern Anal. Machine Intell., vol. 12, pp. 225–
233, 1990. 

16. M. Tabb and N. Ahuja N, “Multiscale image segmentation by integrated 
edge and region detection,” IEEE Trans. Image Processing, vol. 6, pp. 
642–655, 1997.  

17. Jacqueline Le Moigne and James C. Tilton, “Refining Image 
Segmentation by Integration of Edge and Region Data”, IEEE 
transactions on geosciences and remote sensing, Vol. 33, No. 3, May 
1995 

18. Weihong Cui, Zequn Guan, Zhiyi Zhang, “An Improved Region 
Growing Algorithm for Image Segmentation”,International conference 
on Computer Science and Software Engineering Vol. 6, Page(s):93 – 96. 

19. Jun Tang, “Color Image Segmentation algorithm Based on Region  
Growing”. International Conference on Computer Engineering and 
Technology. Vol 6 , Page(s): V6-634 - V6-637 2010.  

20. Chaobing Huang, Quan Liu, Xiaopeng Li, “Color Image Segmentation 
by Seeded Region Growing and Region Merging ”, International 
Conference on Fuzzy Systems and Knowledge Discovery ,FSKD 2010. 

21. S. A. Hojjatoleslami and F. Kruggel, “Segmentation of Large Brain 
Lesions ”,  IEEE transactins on medical imaging, Vol. 20, No. 7, July 
2001.  

22. Qiyao Yu and David A. Clausi, “IRGS: Image Segmentation Using 
Edge Penalties and Region Growing ”, IEEE transactions on pattern 
recognition and machine vision, VOL. 30, NO. 12, December 2008 23. S.-C. Cheng , ”Region-growing approach to color segmentation using 3-
D clustering and relaxation labeling”, IEEW Proc.-Vis. Image Signal 
Process., Vol. 150, No. 4, August 2003. 

24. Jamshid Dehmeshki, Hamdan Amin, Manlio Valdivieso, and Xujiong 
Ye, “Segmentation of Pulmonary Nodules in Thoracic CT Scans: A 
Region Growing Approach”, IEEE transactions on medical imaging, 
VOL. 27, NO. 4, APRIL 2008 467. 

25. Alain Trémeau and Philippe Colantoni, ”Regions Adjacency Graph 
Applied to Color Image Segmentation”, IEEE transactions on image 
processing, Vol. 9, No. 4, April 2000.  

26. S. A. Hojjatoleslami and J. Kittler, “Region Growing: A New 
Approach”, IEEE transactions on image processing, Vol. 7, No. 7, July 
1998. 

27. Jia-Nan Wang, Jun Kong, Ying-Hua Lu, Wen-Xiang Gu, Ming-Hao 
Yin, Yong-Peng Xiao, “A region-based SRG algorithm for color image 
segmentation ”, International Conference on Machine Learning and 
Cybernetics, Hong Kong, 19-22 August 2007. 

28. The Berkley Segmentation Database and Benchmark.      
[online]http://www.eecs.berkley.edu/-Research/Projects/CS/vision/bsds/.  

29. Jianqing Liu , Yee-Hong Yang,” Multiresolution Color Image 
Segmentation” IEEE Transaction on pattern analysis and machine 
intelligence Vol no. 7, JULY 1994. 

30. Verma, O.P.; Hanmandlu, M.; Susan, S.; Kulkarni, M.; Jain, P.K., "A 
Simple Single Seeded Region Growing Algorithm for Color Image 
Segmentation using Adaptive Thresholding, "Communication Systems 
and Network Technologies (CSNT), 2011 International Conference on , 
vol., no., pp.500,503, 3-5 June 2011 
doi: 10.1109/CSNT.2011.107 

31. Juliana Fernandes Camapum, Alzenir O. Silva, Alan N. 
Freitas,Hansenclever de F. Bassani, Flávia Mendes O. Freitas” 
Segmentation of Clinical Structures from Images of the Human Pelvic 
Area” Symposium on Computer Graphics and Image Processing 
(SIBGRAPI’04).  

32. Chaobing Huang, Quan Liu, “Color image retrieval using edge and 
edge-spatial features”, Chinese Optics Letters, 2006, vol.4, no.8, pp.457-
459 

33. Frank Y. Shih, Shouxian Cheng. “Automatic seeded region growing for 
color image segmentation”, Image and Vision Computing, 2005, vol.23, 
pp.877-886. 

34. M. G. Bueno, Computer Aided Segmentation of Anatomical Structures 
in computed Tomographic Images, PhD Thesis, Coventry University, 
1998. 



 

 

1789 

 

Research Article 

International Journal of Current Engineering and Technology    
ISSN 2277 - 4106  

 © 2013 INPRESSCO. All Rights Reserved. 

Available at http://inpressco.com/category/ijcet  

An Experimental Investigation of Jatropha Biodiesel Blends in a Multi Cylinder 

CI Engine: Performance and Emissions Study 

Amit Pal
Ȧ*

 

ȦDepartment of Mechanical Engineering, Delhi Technological University, Formerly Delhi College of Engineering, Delhi-110042, India 
 

Accepted 05 November 2013, Available online 01 December 2013, Vol.3, No.5 (December 2013) 

 

 

Abstract 

 

There is tremendous increase in transportation activities in recent times. Petroleum fuels are the key energy source in 

India and preferred as automotive fuel. Their use has been increasing continuously from 3.5 MMT (Million Metric Tons) 

in the year 1950-51 to 84.3 MMT in 1997-98 and about 113 MMT in 2001 and it were about 148 MMT in 2011-12. 

Petroleum based fuels are obtained from limited reserves which are highly intense in certain regions of the world. 

Therefore, those countries that do not have these resources and facing a foreign exchange crisis are looking for 

alternative fuels, which can be produced from materials available inside the country. Biodiesel is considered as clean 

fuel since it has almost no sulphur, no aromatics and has about 10 % built in oxygen, which helps it to burn fully. In 

present paper the engine performance and exhaust emissions of jatropha oil biodiesel blends, were investigated on a 39 

kW multi cylinder engine, in B10 to B30 percent blends and compared with the petroleum diesel fuel. The experimental 

results show that the engine power and torque of the mixture of oil–diesel fuel are close to the values obtained from 

diesel fuel and the amounts of smoke, CO and HC exhaust emissions are lower than those of diesel fuel, except slight 

increase of NOx emissions at higher loads. 

 

Keywords: Diesel Engine, Performance testing, Emissions, Smoke, jatropha, biodiesel 

 

 

1. Introduction 
1
  

The world is presently facing the twin problems of fossil 

fuel depletion   and severe environmental degradation. 

Haphazard extraction and lavish consumption of fossil 

fuels resulted in reduction of underground carbon 

resources. The search for alternative fuels, which promise 

a melodious correlation with sustainable development, 

energy preservation, efficiency and environmental 

protection, has become highly prominent in the present 

context. In the last decade, several researchers have been 

examined that vegetable oils may be proved as one such 

alternative fuel and their potential. Vegetable oils are 

renewable and eco-friendly to the environment, and they 

are free of sulphur content in them.  This makes vegetable 

fuel studies become current issue among the various 

popular investigations. Bio-diesel have many advantages 

over petroleum diesel fuel; produce less smoke and 

particulates, have high cetane number, produce lower 

carbon monoxide and hydrocarbon emissions, renewable, 

biodegradable and non-toxic. In India, with abundance of 

forest resources, there are a number of other non-edible 

tree borne oilseeds with an estimated annual production of 

more than 20 million tones, which have large potential for 

making biodiesel to supplement other conventional 

sources. Biodiesel is considered as clean fuel since it has 
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almost no sulphur, no aromatics and has about 10 % built 

in oxygen, which helps it to burn fully. Hebbal et al. 

(2006) have presented the investigation on deccan hemp, a 

non-edible vegetable oil in a diesel engine for its 

suitability as an alternate fuel.  

 Agarwal and Agarwal (2007) conducted experiments 

using various blends of Jatropha oil with mineral diesel to 

study the effect of reduced blend viscosity on emissions 

and performance of diesel engine. The acquired data were 

analyzed for various parameters such as thermal 

efficiency, brake specific fuel consumption (BSFC), 

smoke opacity, CO2, CO and HC emissions. While 

operating the engine on Jatropha oil (preheated and 

blends), performance and emission parameters were found 

to be very close to mineral diesel for lower blend 

concentrations. Purushothaman and Nagarajan (2009) 

presented work on the performance, emission and 

combustion characteristics of a single cylinder, constant 

speed, direct injection diesel engine using orange oil as an 

alternate fuel and the results are compared with the 

standard diesel fuel operation. Results indicated that the 

brake thermal efficiency was higher compared to diesel 

throughout the load spectra. Carbon monoxide (CO) and 

hydrocarbon (HC) emissions were lower and oxides of 

nitrogen (NOx) were higher compared to diesel operation. 

Labeckas and Slavinskas (2006) reported the comparative 

bench testing results of a four stroke Diesel engine when 

operating on neat rapeseed oil methyl ester and it’s 5 %, 
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10 %, 20 % and 35 % blends with Diesel fuel.  The brake 

specific fuel consumption at maximum torque and rated 

power found to be higher for rapseed oil by 18.7 % and 

23.2 % relative to Diesel fuel.  The maximum brake 

thermal efficiency is higher for rapseed oil at higher load. 

The maximum NOx emissions increase proportionally 

with the mass percent of oxygen in the bio-fuel and engine 

speed. The carbon monoxide emissions and visible smoke 

emerging from the biodiesel over all load and speed ranges 

are lower by up to 51.6 % and 13.5 % to 60.3 %, 

respectively. The carbon dioxide (CO2) is slightly higher 

in case of biodiesel. The emissions of unburned 

hydrocarbons for all bio-fuels are reported low.  

 In the study of Altuna et al. (2008) a blend of 50 % 

sesame oil and 50 % diesel fuel was used as an alternative 

fuel in a direct injection diesel engine. The experimental 

results show that the engine power and torque of the 

mixture of sesame oil–diesel fuel are close to the values 

obtained from diesel fuel and the amounts of exhaust 

emissions are lower than those of diesel fuel. Suresh 

kumar et al. (2008) presented the results of performance 

and emission analyses of an unmodified diesel engine 

fuelled with Pongamia Pinnata Methyl Ester (PPME) and 

its blends with diesel. Engine tests were conducted to get 

the comparative measures of brake specific fuel 

consumption (BSFC), brake specific energy consumption 

(BSEC) and emissions such as CO, CO2, HC and NOx to 

evaluate the behaviour of PPME and diesel in varying 

proportions. BSFC and BSEC for all the fuel blends and 

diesel tested decrease with increase in load. This is due to 

higher percentage increase in brake power with load as 

compared to increase in the fuel Consumption. For the 

blends B20 and B40, the BSFC is lower than and equal to 

that of diesel respectively and the BSEC is less than that of 

diesel at all loads. This could be due to the presence of 

dissolved oxygen in the PPME that enables complete 

combustion; engine emits more CO for diesel as compared 

to PPME blends under all loading conditions. The CO2 

emission increased with increase in load for all blends. 

The lower percentage of PPME blends emits less amount 

of CO2 in comparison with diesel. Blends B40 and B60 

emit very low emissions. This is due to the fact that 

biodiesel in general is a low carbon fuel and has a lower 

elemental carbon to hydrogen ratio than diesel fuel.  HC 

emission decreases with increase in load for diesel and it is 

almost nil for all PPME blends except for B20 where some 

traces are seen at no load and full load. The NOx emission 

for all the fuels tested followed an increasing trend with 

respect to load. The reason could be the higher average gas 

temperature, residence time at higher load conditions. 

In an experiment on a kirloskar single cylinder diesel 

engine with 10-20 % palm oil bio-diesel, Naveen and 

Dhuwe (2004) reported significant reduction in smoke 

level. Lapuerta et al. (2007) analyzed diesel engine 

emissions when using biodiesel fuels as opposed to 

conventional diesel fuels.   The engine emissions from 

biodiesel and diesel fuels are compared, paying special 

attention to the most concerning emissions, nitric oxides 

and particulate matter. Some of the important outcomes 

are: at part load operation, no differences in power output, 

since an increase in fuel consumption in the case of 

biodiesel would compensate its reduced heating value. 

There is slight increase of NOX with biodiesel because of 

more oxygen content of biodiesel and at higher 

temperature it leads to increase NOx. There is a sharp 

reduction in particulate emissions with biodiesel as 

compared to diesel fuel.  CO is usually found to 

significantly decrease with biodiesel. A more complete 

combustion caused by the increased oxygen content in the 

flame coming from the biodiesel molecules has been 

pointed out as the main reason. 

 Some researchers worked to find the effect of viscosity 

on emissions and performance of diesel engine Agarwal                

et al. (2001), Gangwar et al. (2008) and Choudhary et al. 

(2008). Emission parameters such as smoke NOx and CO2 

were found to have increased with increasing proportion of 

Jatropha oil in the blends compared to diesel. They found 

Jatropha oil to be a promising alternative fuel for 

compression ignition engines. Thermal efficiency was 

lower for unheated Jatropha oil compared to heated 

Jatropha oil and diesel. CO2, CO, HC, and smoke opacity 

were slightly higher for neat Jatropha oil compared to that 

of diesel, but it were significantly less with Jatropha and 

other specie’s bio-diesel. These emissions were found to 

be close to diesel for preheated Jatropha oil.  

 

2. Experimental setup for performance testing 

 

The setup consists of four cylinders, four stroke, Tata 

Indica diesel engine connected to eddy current type 

dynamometer for loading. The engine test setup 

specifications are given in Table 1, actual test setup is 

shown in Figure 1. The setup enables study of engine 

performance for various parameters such as torque, brake 

power, specific fuel consumption, brake thermal 

efficiency, opacity and p-θ diagram. The main aim of this 

experiment is to investigate the suitability and effect on 

performance of blending of biodiesel with gasoline diesel 

fuel. 

 

Preparation of biodiesel blends 

 

 
 

Figure 1: Actual Experimental setup. 
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Calorific value of petroleum diesel = 42000 kJ/kg. 

Calorific value of biodiesel = 37000 kJ/kg. 

Density of petroleum diesel = 800 kg/m
3
. 

Density of biodiesel = 891 kg/m
3
. 

 

Table 1: Specifications of the engine test setup 

 

S.No. Component Specifications 

1 Engine 

Tata Indica, 4 Cylinder, 4 Stroke,                            
water cooled, Power 39kW at 5000 rpm, 

Torque 85 NM at 2500 rpm, stroke 

79.5mm, bore 75mm, 1405 cc, CR22 

2 Dynamometer eddy current, water cooled 

3 

Temperature  Input RTD PT100,Range 0–100 0C, 

transmitter 
Output 20 mA and , Input                                                      
Thermocouple, Range 0–1200 0C,  

4 Piezo sensor Range 5000 PSI,  

5 Air box 
M S fabricated with orifice meter                          

and manometer 

6 
Load 

indicator 
Digital, Range 0-50 Kg, Supply 230VAC 

7 

Engine Input Piezo sensor,crank angle sensor,           

Input Piezo sensor, Communication RS 

232, Crank angle sensor,                        
No.  No. of channel 2, 

indicator 

8 Software Enginesoft  

9 
Temperature Type RTD, PT100 and  

sensor Thermocouple Type K 

10 
Fuel flow 

DP transmitter, Range 0-500 mm  
transmitter 

11 
Air flow Pressure transmitter,  

transmitter Range (-) 250 mm WC 

12 Load sensor 
Load cell, type strain gauge,  

Range 0-50 Kg 

 

Table 2: Description of different blends of biodiesel 

 

Blend 

Amount of Amount of 
Calorific 

value 
Resultant 

Diesel (ml) Bio diesel of  blend Density 

  (ml) (kj/kg) (kg/m3) 

Diesel 2000 0 42000 800 

B-10 1800 200 41500 809 

B-20 1600 400 41000 818 

B-30 1400 600 40500 827 

On this engine experiments are performed with different 

blends of biodiesel (pure diesel, B-10, B-20, and B-30). 

Jatropha biodiesel were prepared in our IC Engines 

laboratory. These blends are prepared in quantity of 2 liter 

each by mixing required quantity of biodiesel in petroleum 

diesel. There description of biodiesel blends is shown in 

Table 2. 

3. Result and discussions on performance testing 

Variation of Torque v/s  Engine Speed  

 

Figure 2 shows the variation of torque with speed for pure 

diesel and biodiesel blends of jatropha biodiesel. Variation 

of torque for different blends and pure diesel at a particular 

engine speed is within a very narrow range. In case of both 

biodiesel blends and pure diesel, initially the torque rises 

sharply with increase in engine speed up to 2500 rpm. 

Between speed 2500 to 4000 rpm the variation or torque 

with speed remain almost constant. Further increase in 

speed causes decrease in torque. The pattern is almost 

same for all blends.   At initial speed biodiesel have more 

torque especially jatropha biodiesel has more torque. 

Almost similar pattern has obtained for all percentage of 

blends. 

 

 
 

 
 

 
 

Figure 2: Comparison of Torque v/s Speed for different 

biodiesel blends of Jatropha oil 

 

Variation of Brake Power v/s Speed 

 

The variation of brake power vs. speed for both blends in 

comparison to pure diesel is shown in Figure 3. The Brake 

Power increases proportionally to engine speed in the 

range of 2000 to 4000 rpm. In this speed range variation of 

brake power is between 6-32 kW. For more than 4000 rpm 

there is fluctuating variation in brake power among the 

biodiesel blends. The variation of brake power is almost 

negligible for all types of blends and pure diesel for upto 

4000 engine rpm. Between 4000 to 5000 rpm biodiesel 
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blends are having slightly higher brake power as compared 

to pure diesel. At initial speed break power obtained is 

more in case of biodiesel. Except initial speed thumba 

biodiesel has more power compare to jatropha biodiesel.  

  

 
 

 
 

 

Figure 3: Comparison of Brake Power v/s Speed for 

different biodiesel blends of Jatropha oil   

 

  
 

 

Figure 4: Brake Thermal Efficiency v/s Speed for 

different biodiesel blends of Jatropha oil  

 

Brake Thermal Efficiency v/s Speed 

 

Figure 4 shows comparison of Brake thermal efficiency 

vs. speed for different biodiesel blends of jatropha oil in 

comparison to diesel respectively. The maximum value of 

brake thermal efficiency for all blends & pure diesel is at 

2000 rpm. For all blends of both oils variation of brake 

thermal efficiency is higher as compared to pure diesel for 

wide range of engine speed. The maximum thermal 

efficiency is achieved by using JB-30 blend is around 26.9 

% at 2000 rpm which is 5 % higher as compared to pure 

diesel. The brake thermal efficiency is almost constant 

between rpm range of 2000 to 4000, and it decreases 

sharply with further increase in rpm and with increase in 

percentage of biodiesel blending the brake thermal 

efficiency increase for wide range of engine rpm. Jatropha   

oil exhibits comparatively higher efficiency for all speed 

range than pure diesel with all blends. Biodiesel blend of 

30% shows much higher efficiency than diesel fuel.     
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Figure 5: Comparison of Opacity v/s Speed for different 

biodiesel blends of Jatropha oil 

 

Smoke Opacity v/s. Speed 

 

To understand the pollution aspect of biodiesel the 

variation of opacity vs. speed are shown in Figure 5. The 

smoke opacity value for pure diesel is slightly higher as 

compared to all type of blends for wide range of engine 

rpm. For all biodiesel blends the opacity value increases 

from 10 to 60 % between the speed ranges of 2000 to 3500 

rpm. There is no significant change in opacity value for 

above 4000 rpm engine speed. The trend regarding 

variation of opacity with respect to speed is almost similar 

for all type of blends and further the variation of opacity 

value of different blend at a particular rpm is almost 

negligible. Except initial speed opacity of biodiesel blends 

have less value than diesel oil. This is due to better 

combustion property of biodiesel.  

 

4. Conclusions  

 

From the engine performance testing it can be concluded 

that the performance parameters and emission 

characteristics for   biodiesel (jatropha) are better results 

than the diesel oil. In this work performance of biodiesel is 

compared by the parameters like brake power, torque, 

brake thermal efficiency, specific fuel consumption and 

emission are characterized by opacity measurement. Some 

advantages obtained for biodiesel are: 

 At low speed more torque is obtained for biodiesel and 

torque almost constant for wide range of speed for both 

diesel and biodiesel blends. Maximum torque obtained for 

jatropha oil is 7.5 kg-m at 2500 rpm and maximum 

percentage increase in torque is 30% more than the diesel 

oil which is obtained for 30% blend   at 1500 rpm. 

 More brake power is obtained at initial speed and it is 

nearly constant for 2500 to 4000 rpm. The maximum 

brake power achieved is 35 kW at 5000 rpm for biodiesel 

a blend of 10%. Maximum percentage increase obtained 

for biodiesel of 30% blend is 3.5% at 1500 rpm.   

 Except at starting speed more brake thermal efficiency 

has obtained for higher speeds. For 10% blend of biodiesel 

there is not much difference in diesel and biodiesel. For 

higher blend biodiesel has much better efficiency than 

diesel oil. Maximum brake thermal efficiency increased is 

1.98% for biodiesel at 2000 rpm. 

 Lower value of opacity has obtained for biodiesel than 

diesel oil at higher speeds. Maximum reduction in opacity   

obtained is about 35 % for   biodiesel.  
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Abstract- Ad hoc On Demand Vector (AODV) is a reactive 
routing protocol in Mobile Ad hoc Network (MANET).There 
have been several past works done to mitigate black hole effect 
but most of the methods incur overhead to the existing 
protocols. For the aforesaid reason, in this paper, we propose a 
new method MEAODV(Modified Enhanced AODV), based on 
the previous work EAODV(Enhanced AODV).The MEAODV 
is based on route discovery process for mitigating black hole 
effect. It does not incur any overhead to the network. It has 
similar logic as in EAODV but has few different condition 
parameters for checking the RREP message for better route 
discovery mechanism. In simulation, MEAODV has 
outstanding results in terms of better Performance Delivery 
Ratio(PDR) and less End-to-End Delay as compare to EAODV 
method by varying malicious nodes whereas it offers better 
PDR than EAODV by varying number of nodes. 
 
Keywords- AODV, Black hole, EAODV, End-to-End Delay, 
MANET, MEAODV, Packet Drop Ratio, Performance 
Delivery Ratio, RREP message, RREQ message. 

                                       
I. INTRODUCTION 

 
AODV, a reactive routing protocol uses a broadcast route 
discovery mechanism[1]. The protocol functions in two 
phases: route discovery and route  maintenance. Initiation of  
a Route Discovery process is held whenever a source node 
wants to communicate with another node for which no 
routing information is present in its table. In Route 
Maintenance, symmetric links are being assured by Periodic 
hello messages . AODV protocol is vulnerable to many 
attacks such as black hole, warm hole and so on. Black hole 
effect on AODV protocol is more severe as compare to 
other protocols. In this paper, We have focus on black hole 
attack on a wireless network.  

To carry out a Black hole attack, malicious node waits 
for neighbouring nodes to send RREQ messages[1]. 
When RREQ message is being received by the 
malicious node receives, it sends a false RREP message 
without checking the routing table, and quickly gives a 
route to destination over itself , before other nodes send 
a real one. It assigns high sequence number to in order 
to get down in the routing table of the victim node. 
Therefore route discovery process is assumed to be 
completed by requesting nodes and ignore RREP 
messages of other nodes  and begin to send data packets 
to malicious node. All RREQ messages are being 
attacked by malicious node. 
Review of past works mostly have disadvantage of 
network overhead. Since mobile devices have limited 
resources, thus give an adverse effect due to high 
processing overhead on an overall network performance 
including power usage. The main idea behind our 
proposed algorithm is to introduce a new method called 
MEAODV (Modified Enhanced AODV) which has 
more packet delivery ratio as compare to previous work 
EAODV method to mitigate the black hole attack. This 
method is an enhancement of previous work called 
EAODV [2]. 
MEAODV has given more control to routing updates in 
order to mitigate black hole effect. This paper is 
organized as follows. Section II discusses past works. 
Section III presents the MEAODV method. Section IV 
discusses simulation results and lastly, conclusion and 
future works are presented in Section V. 
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II.RELATED WORK 

 
Many techniques have been proposed by researcher to 
prevent black hole attack. P. Raj and P. Swadas [3],     
proposed an adequate solution based on A DYANAMIC 
LEARNING SYSTEM. In this system they check RREP 
messages which comes from intermediate nodes. E.A 
Mary[4], proposed authentication based on certification in 
order to counter the black hole effect. Kamarularifin Abd. 
Jalil, Zaid Ahmad2[5], proposed an Efficient Routing 
Discovery Algorithm (ERDA) whose aim was to reduce 
overhead and latency. Kamarularifin Abd. Jalil, Zaid 
Ahmad2[2] , proposed an Enhanced AODV(EAODV) 
algorithm based on process of route discovery. Main 
drawback of this algorithm is that, if multiple reply comes 
again from the same malicious node, then Reply is not 
discarded, moreover it is being accepted. This algorithm 
does not run if multiple reply comes from the same 
malicious node. Rajesh Yerneni, and Anil k. Sarje[6],  
proposed an Opinion AODV to mitigate black hole attack. 
Vrutik Shah, and Nilesh Modi[7],  proposed a mitigation 
algorithm whose main drawback is that, if multiple reply 
messages come from the same malicious node which is 
already present in the malicious list, then every time we are 
using detection method(Packet drop ratio) to check for 
malicious reply. This increases end to end delay. Instead of 
detecting again, we should discard the packet.  

 
III. MITIGATION METHOD FOR BLACK HOLE 

ATTACK 
 
The MEAODV is an enhancement of EAODV routing 
protocol [2], which provides better Packet Delivery Ratio as 
compare to EAODV method against black hole attack. In 
MEAODV, there is a revision of logic as described in 
EAODV but with few different condition parameters for 
checking the RREP message for better route discovery 
mechanism. 
The MEAODV method works similar to EAODV method 
except redundancy in the process of detecting malicious 
node is prevented. The MEAODV, by getting rt-modify 
parameter “false” exhibits a detection of malicious node 
only when malicious node has not previously send the 
RREP message(malicious node is not already present in 
intrud_list). If malicious node is already present in  
 
 
 

 
 
 

intrud_list, there is no need to detect for malicious 
node,simply a packet of malicious node is dropped. 
Moreover, in the previous EAODV work, when rt-
modify parameter is “false”, there is always a check on 
malicious node. This is done by detecting malicious 
node, even if it is already present on intrud_list. So this 
kind of redundancy is also prevented in the propose 
work named MEAODV. 
This method also prevents RREP message of multiple 
malicious nodes from getting into the network and 
updating the routing table. 
The code of MEAODV method is as follows: 
Modified Enhance AODV 
1. RecvReply(Packet P){ 
2. Save P.srcIPadd and P.ds_seqno to rreply_table 
3.  if(rt_modify is false){ 
4.               if(P.srcIPadd in intrud_list){ 
5.                                           Drop packet P 
6.                                           flush rreply_table 
7.                                                     return} 
8.               else{ 
9.                           if(0<packet drop ratio<1){ 
10.                                          set rt_modify to true} 
11.                        else{ 
12.                              save P.srcIPadd in intrud_list; 
13.                              Drop packet P 
14.                              flush rreply_table 
15.                              return} 
16.                   } 
17.                                     } 
18.  if(P.dsIPadd not in RT routing table entry) 
19.   { 
20.      Add P.dsIPadd to RT entry} 
21. Select ds_seqno from RT   
22. if(rt_modify and((P is from destination node)  
23.      or (P.ds_seqno > RT.ds_seqno) 
24.      or(P.ds_seqno= RT.ds_seqno and  
25.      P.hopcount < RT.hopcount)))   
26.      { 
27.          if (P is from destination node) 
28.                { set rt_modify to false;  
29.                 update RT entry with P;  
30.             send out data packets in buffer} 
31.  else if (intermediate node){forward packet} 
32.  else { discard packet} 
33.     } 
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 The working of MEAODV is as follows:
1. At the beginning, rt_modify paramete
2. Since malicious node is the first node
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IV. SIMULATION ENVIRO
 

A simulation model was developed NS-
used to generate data after analyzing tra
were analysed by using following three c
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method and AODV with MEAO
analysed.PDR of normal AODV is high
malicious node. When network is und
normal AODV drops drastically as com
EAODV or MEAODV. By compa
MEAODV method,   MEAODV has slig
less End to End Delay comparatively to 
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number of nodes, PDR of ME
comparatively to EAODV but end-to-e
Overall simulation parameters are confin
                                   TABLE 1 

SIMULATION PARAMETER
 

Parameters Values 
Simulator  NS 2.35 
Protocol AODV 
Simulation Duration 600 seconds
Simulation Area 600*600 
Movement Model Manhattan G
Traffic Type CBR 
Data Payload 512 bytes/p
Pause Time 0.2 seconds
Maximum Speed 55 m/s 
Number of Nodes 30 
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 40 nodes                              76    
 60 nodes                              81    
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Abstract—Effective and efficient image retrieval techniques 

have become the fast and active research area because of 

explosive use of digital images. User interaction in CBIR 

system consists of a query formation. The user has problems 

in declaration of a query with different schemes which has 

been introduced in literature. In this paper, we analyze the 

two retrieval method, query by texture and query by 

color .Texture features involves the invariant histogram 

characteristics to retrieve the images and color features 

carry the color histogram in RGB color space to retrieve the 

images. It is observed from the experimental results, that 

the query by texture is more effective than the query by 

color for retrieving the general images.  

 

Index Terms—invariant histogram, Image retrieval 

performance, query by Texture, query by color  

 

I. INTRODUCTION 

The term CBIR can be defined as to retrieve the image 

from low level features like color, texture, shape and 

spatial information [3], [10].The most important 

challenge of CBIR system is to determine the 

exact/approximate matching image of database to the 

query image. Interaction of users in CBIR system is of 

vital worth [4], [24]. CBIR techniques extract content 

based features namely color, texture and shape from the 

image systematically and by comparison between query 

and database image determined by the corresponding 

difference between the features of images from distance 

function. Content based visual features are categorized 

into two domains; that is common visual content and 

Field Specific visual content like face recognition, task 

dependent applications we discuss only general visual 

contents here. This paper mainly focuses on the two 

features of CBIR i.e. Color and Texture. According to the 

features of these two, they both performed well in the 

retrieval process of general images, other features of 

CBIR Shape and spatial location performs well for 

example bio medical images , object oriented images 

such as buildings and tower [1]. From the comprehensive 

experimental results it is found that , Invariant Histogram 

perform well in many task dependent application , so it 
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can be recommended for every general image retrieval 

application . 

Features of Color mainly color histogram and RGB 

color space have been addressed in detail in Section 2. 

Later on texture features have been discussed in section 3, 

experiment results and performance evaluation of CBIR 

system in Sections 4. In the end, in Section 5 we 

concluded the paper.  

  

Color is a dominant and distinguishable feature for 

image retrieval. Mostly CBIR systems use color space, 

histogram, moments and color coherence vector to 

represent color [7]. Color feature is one of the most 

widely used features in low-level feature [18]. Compared 

with shape feature and spatial location feature, its results 

shows efficient stability and also have insensitive results 

to the rotation and zoom of image. Color histogram [19] 

is widely used to represent color feature. In this paper, 

histogram-based search method is investigated in RGB 

color spaces.  

A. Color Spaces 

Color space consists of three dimensional spaces and 

color is used as a vector in it. Color Spaces are required 

for description of color based retrieval of image [11]. 

Mostly RGB, LAB, LUV, HSV, YCrCb and opponent 

color space are used for color space. The selection of 

color space is done from uniformity characteristics [12], 

[23] and uniformity means to have colors points that have 

similar distance in color space as perceived by human eye. 

B. Color Histogram 

It is a standard demonstration of color characteristic in 

CBIR systems [13], [20]. It is very efficient in description 

of both local and global features of colors [14]. This 

computes the chromatic information and invariant of 

image along the view axes for translation and 

rotation ,when the large scale image data base computes 

histogram, its efficiency is not satisfactory and to 

overcome this conflict joint histogram technique is 

introduced [15], [22].Color histograms is a fundamental 

technique for retrieving images and extensively used in 

CBIR system [8], [25]. The color space has segmentation, 

for every segment the pixels of the color within its 

bandwidth are counted, which shows the relative 
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II. COLOR FEATURE
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frequencies of the counted colors. We use the RGB color 

space for the histograms. Only minor differences have 

been observed with other color spaces for the histogram 

in [19]. Color Histogram H(m) is a distant probability 

function of the image color [1].This probability function 

is used for the determination of joint probability function 

for the intensities of the three color channels. Further 

informally, the color histogram is defined as [9], [21]. 

ha,b,c=N.prob(a,b,c) 

where a, b, c represent the three color channel (RGB)  

H (m) = [h1, h2…hn] 

Hk=nk/N, k=1, 2….n; 

where N is the number of pixel image M and nk is the 

number of pixel with the image value k. 

III. TEXTURE FEATURES 

Texture is an essential feature for general images .But 

yet still not the comprehensive definition of it exist .Even 

though rough definition of it described in [2] as, A texture 

can be defined as gray level basic elements and spatial 

organization of these. The gray level elements may be 

single pixels and the Spatial location may be random, 

depend on one or more periodic primitives etc. based on 

corresponding matrices, autocorrelation, digital 

transformation techniques, textural edginess, 

morphological methods, A comprehensive detail of these 

techniques has been given in [4]. Texture feature 

definition for computer vision application is defined as a 

description of local shape and color feature or in a more 

comprehensive way it is defined as structure and 

randomness [16]. Structural methods consist of graphical 

method which tends to be more effective when applied to 

the texture [17]. 

A. Invariant Image Features 

Invariant image feature have certain trans-formations 

that is translation, rotation and scaling .The characteristic 

of image features is, it does not change when the 

transformation are applied. In these work, invariant 

feature histograms is used as described in [5]. The 

proposed method is to compute the invariant features 

with transformation from the integration over all 

considered on transformation features and construction of 

image features technique for the gray scale image 

described in [6]. We will address image features which 

are invariant with respect to rotation and translation 

transformation. For a given an image M and complex 

valued function f(M) it is possible to construct an 

invariant features A[f](M) by integrating f(gM) over the 

transformation group G: 

A [f] (M) = dg 

This averaging technique for constructing the image 

feature is explained in detail [11] for general 

transformation group. 

B. Invariant feature Histogram  

Initially invariants mention above can be used for 

describing an image invariantly, although for texture 

categorization we have stochastic texture. We therefore 

see an advantage of using invariant histogram of the local 

computations instead of the summation of these. 

As the histogram is invariant with respect to the image 

translation, we may consider the histogram equation in [2] 

as 

A (f) [M] =d 

Which are the local computations within the two step 

integration. Note that A(f)[M] is not a scalar anymore but 

of the same dimension as M i,e for each image point M 

(i,j) a local invariant feature [A(f)[M](i, j) ] is calculated 

from circular neighborhood around(i, j). The feature 

value of a pixel remain same as the one of its transformed 

pixel, which is generally located at another index. So 

(A(f)[M](i, j) is itself not invariant but the histogram of A 

(f)[M] is.  

IV. EXPERIMENTS 

The performance evaluation has been investigated to 

examine the behavior of Query by Color and Query by 

Texture .User were assigned to search for target image 

from mat lab application of CBIR system. Image queries 

have been conventionally presented using example image 

query image or the group of example image (query by 

group example) in CBIR systems .Mat lab application has 

been developed as prototypes of QBC and QBT. 

A. Image Database 

In the experiment, different image classification has 

been used for small image database .Comprehensive set 

of images having sub set of images like flowers, leaves, 

sky, faces. tiger, cone shapes , mountains etc. 

Procedure: 

 

Figure 1. Feature dialog 

CBIR system‘s job is to compute the most relevant 

images for given image query. User were given two jobs 

in mat lab application, retrieving the images by QBC and 

finding pre-selected target image from texture 

features .Subject were asked to select menu options using 

a feature dialog as shown in Fig. 1. Features of the 

images in the application were scheduled in a tree-

structure foam. For example in the flower image database, 

No. of flowers and major color of the flower is listed. 

Subject have choice to carry on their image retrieving 
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process as much as they want to have relevant images .In 

the prototype of QBT, subjects were given a query 

images, and resubmit the queries unless they searched the 

exact image .The time taken to complete the task has 

been observed for both query features.  

B. Graphical User Interface of QBC and QBT 

The user was first given the GUI as shown in Fig. 1. 

The first and second menu option is used for inserting 

more images in database and calculating the statistical 

feature of database images. 

Once the user done with the image inserting, then the 

user interface as shown in Fig. 2 appeared if QBC for 

Red is clicked. When the user started the searching 

process, an example image has been provided from the 

database. The best most similar images are retrieved from 

the database as a results as shown in Fig. 3. Upon 

receiving the results, user verify the result are relevant or 

not and resubmit another query image from the result to 

get the best results. The user may keep on doing the same 

process to refine the query for obtaining better results.  

 

Figure 2. User interface of query image by color for Red 

And next frame shown search result images. The order 

of ranking was top to bottom; left to right. The first rank 

was omitted because it was the example image for the 

query. 

 

Figure 3. User interface of result panel of QBC for Red 

The user interface as shown in Fig. 4 appeared if QBC 

is clicked. When the user started the searching process, an 

example image has been provided from the database. The 

best most similar images are retrieved from the database 

as a results as shown in Fig. 5. Upon receiving the results, 

user verify the result are relevant or not and resubmit 

another query image from the result to get the best results.  

And next frame shown search result images. The order 

of ranking was top to bottom; left to right. The first rank 

was omitted because it was the example image for the 

query. 

 

Figure 4. User interface of query image by color for green 

 

Figure 5. User interface of result panel of QBC for Green 

The user interface as shown in Fig. 6 appeared if QBC 

is clicked. When the user started the searching process, an 

example image has been provided from the database. The 

best most similar images are retrieved from the database 

as a results as shown in Fig. 7. Upon receiving the results, 

user verify the result are relevant or not and resubmit 

another query image from the result to get the best results.  

  

Figure 6. User interface of query image by color for Blue 

And next frame shown search result images. The order 

of ranking was top to bottom; left to right. The first rank 

was omitted because it was the example image for the 

query. 

 

Figure 7. User interface of result panel of QBC for Blue 

If the QBT prototype was clicked by the subject, the 

same dialog box was given to the subjects as appeared in 

Fig. 4 similar to that for query image by color. And the 

searching process is similar to the above mentioned task, 
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except it ended only when the subject found the target 

image. Subject carried out a searching process until the 

target was found and the time taken is recorded. The 

example query image and results of query by texture are 

shown as in Fig. 4 and 5. 

 

Figure 8. User interface of query image by texture 

And next frame shown search target image. 

 

Figure 9. User interface of result panel of QBT 

 

Figure 10. Graphical representation of images’ invariant histogram 

Subject might found the relevant image in the pop up 

window of result panel, and might continue to explore 

further results; until they decided to exit the system. The 

texture feature has been extracted using invariant feature 

Histogram.  

The Histogram of an image described the every pixel 

of image and its brightness level. The bottom of the graph 

represent the brightness level of each bin, corresponding 

to each brightness level, there is a vertical line which 

represent how many of pixel are there. 

C. Experimental Results 

The experimental result of both query interface are 

shown in Table I. Comparison are made between QBC 

and QBT using a small image database .T-test is 

conducted to determine if the difference is significant 

between these to query example. It is found that more 

relevant images are found using query by texture on 

every type of general images. The constraints of QBE is 

that the accomplishment of most similar image set is 

strongly depends on the initial set of image queries 

Experimental results shows that there is significant 

difference among the performance of both query method, 

and QBT is proven to produce better results in terms of 

identifying more relevant images and successfully 

retrieving a target image. The difference is found to be 

significant at p. 05 for the small image database. 

However, when the size of image database is large, the 

difference in total time taken and the average time taken 

per query between QBC and QBT are insignificant; it’s 

mainly due to the more significant number of interactions 

with QBT prototype. The page zero problem in QBC 

avoids identifying more relevant images because they are 

not able to acquire better examples to submit as queries 

after a number of trails. It is understandable that user is 

more able to find a target image using QBT. In QBT the 

task is to find a target image instead of as many relevant 

images as possible. There are no significant difference 

between using QBT and QBC in other measurement 

except in the number of queries, at the p 0.01. We 

conclude that QBT provides more functionalities and 

capabilities to produce better performance in terms of 

identifying more relevant and approximately retrieving a 

target image successfully. 

TABLE I  

Prototype Statistical 
features  

QBT QBC p-
value 

No. of relevant images Mean  118.34 104.28 .05* 

 Std 78.68 84.10 .05 

No .of queries Mean 29.05 27.89 .05 

 Std 24.20 17.43 .05 

Total time taken Mean 25.61 29.56 .05 

 Std 22.11 26.78 .05 

V. CONCLUSION 

In this paper, we investigated two features for the 

query image of content based image retrieval, query by 

color and query by texture. These features have different 

characteristics to retrieved the more relevant images 

Retrieving process is done on the basis of Color 
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histogram in RGB space for query by color and Invariant 

histogram for query by texture. Invariant histogram has 

more functionalities and capabilities for the most relevant 

image to the representative labeled images on GUI. The 

results of a user evaluation shows that QBT out performs 

QBC. Considerably more most relevant images are 

recognized when the query image is taken QBT. A 

noticeable efficient rate in searching a most similar image 

is obtained. 
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Abstract—In restructured daily power markets, forecasting 

electricity price and load are most essential tasks and basis for 
any decision making. Short-term load forecasting is an essential 
instrument in power system planning, operation, and control. 
Also, the accurate day ahead electricity price forecasting 
provides crucial information for power producers and consumers 
to develop accurate bidding strategies in order to maximize their 
profit. In this paper artificial intelligence (AI) has been applied in 
short-term load and price forecasting that is, the day-ahead 
hourly forecast of the electricity market parameters (load and 
price) over a week. Neural network fitting tool of MATLAB 
Software has been used to compute the forecasted load and price 
in ISO New England market. The data used in the forecasting are 
hourly historical data of the temperature, electricity load and 
natural gas price of ISO New England market. The ANN was 
trained on hourly data from the 2007 to 2011 and tested on out-
of-sample data from 2012. The simulation results have shown 
highly accurate day-ahead forecasts with very small error in load 
and price forecasting. 

Keywords—Day ahead electricity price forecast, locational 

marginal price (LMP), mean absolute percentage error, neural 

network, power system, short-term load forecasting. 

I. INTRODUCTION 

With the introduction of deregulation in power industry, 
many challenges have been faced by the participants in the 
emerging electricity market. Forecasting electricity parameters 
such as load and price have become a major issue in 
deregulated power systems [1]. The fundamental objective of 
electric power industry deregulation is efficient generation, 
consumption of electricity, and reduction in energy prices. To 
achieve these goals, accurate and efficient electricity load and 
price forecasting has become more important [2]. 

  Accurate forecasting of electricity demand not only will 
help in optimizing the startup of generating units it also save 
the investment in the construction of required number of power 
facilities and help to check the risky operation and unmet 
demand, demand of spinning reserve, and vulnerability to 
failures [3]-[4]. 

  Price forecasting provide crucial information for power 
producers and consumers to develop bidding strategies in order 
to maximize profit. It plays an important role in power system 
planning and operation, risk assessment and other decision 
making. Its main objective is to reduce the cost of electricity 

through competition, and maximize efficient generation and 
consumption of electricity. Because of the non-storable nature 
of electricity, all generated electricity must be consumed. 
Therefore, both producers and consumers need accurate price 
forecasts in order to establish their own strategies for benefit or 
utility maximization [5]. 

  In general, electricity demand and price in the wholesale 
markets are mutually intertwined activities. Short-term load 
forecasting is mainly affected by weather parameters. 
However, in short-term price forecasting, prices fluctuate 
cyclically in response to the variation of the demand. Many 
factors which influence the electricity price, such as hour of the 
day, day of the week, month, year, historical prices and 
demand, natural gas price etc. The ISO New England market is 
co-ordinated by an independent system operator (ISO). In the 
ISO New England market, it is observed that daily power 
demand curves having similar pattern, but the daily price 
curves are volatile. Therefore, forecasting of LMPs become 
more important as it helps market participants not only to 
determine the bidding strategies of their generators, but also in 
risk management [5].   

    Various AI techniques used in load and price forecasting 
problem are expert systems, fuzzy inference, fuzzy-neural 
models, artificial neural network (ANN). Among the different 
techniques of forecasting, application of ANN for forecasting 
in power system has received much attention in recent years 
[6]-[9]. The main reason of ANN becoming so popular lies in 
its ability to learn complex and nonlinear relationships that are 
difficult to model with conventional techniques [10]. 

  In this paper, neural Network fitting tool of MATLAB has 
been used to compute the short-term load and price forecast in 
ISO New England market. Both the hourly temperature and 
hourly electricity load, historical data have been used in 
forecasting. The temperature variable is included because 
temperature has a high degree of correlation with electricity 
load. In price forecasting hourly natural gas data has been also 
considered as an input for forecast. The neural network models 
are trained on hourly data from the NEPOOL region (ISO New 
England), from 2007 to 2011 and tested on out-of-sample data 
from 2012. The simulation results obtained have shown that 
artificial neural network (ANN) is able to make very accurate 
short-term load and price forecast. Box plots [11] of the error 
distribution of forecasted load and price has been plotted as a 
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function of hour of the day, day of the week and month of the 
year. 

  The paper has been organized in five sections. Section II 
presents the overview of neural network used. Section III 
discusses the selection of various data and model of ANN for 
day-ahead load and price forecasting. Results of simulation are 
presented in Section IV. Section V discusses the conclusion 
and future work. 

II. ARTIFICIAL NEURAL NETWORK FOR LOAD AND PRICE 

FORECASTING 

  Neural networks are composed of simple elements called 

neuron, operating in parallel. A neuron is an information 

processing unit that is fundamental to the operation of a neural 

network. The three basic elements of the neuron model are. A 

set of weights, an adder for summing the input signals and 

activation function for limiting the amplitude of the output of 

a neuron [12]. Artificial neural network is inspired by 

biological nervous systems. The Fig. 1 illustrates such a 

situation. A neural network can be trained to perform a 

particular function by adjusting the values of the connections 

(weights) between elements. In load forecasting, typically, 

many input/ target pairs are needed to train a neural network. 

 

 
 
Fig. 1.  Model of an artificial neural network (ANN). 
 

  In fitting problems, neural network is mapped between 
data set of numeric inputs and a set of numeric targets. The 
neural network fitting tool consists of two-layer feed-forward 
network with sigmoid hidden neurons and linear output 
neurons. It can fit multi-dimensional mapping problems 
arbitrarily well, given consistent data and enough neurons in its 
hidden layer. The neural network is trained with Levenberg-
marquardt back propagation algorithm [13]. 

III. DATA INPUTS AND ANN MODEL 

The models are trained on hourly data from the NEPOOL 
region (ISO New England) from 2007 to 2011 and tested on 
out-of-sample data from 2012. The data used in the ANN 
model are historical data of both the temperature and hourly 
electricity load. The relationship between demand and average 
temperature is shown in Fig. 2, where a close relationship 
between load and temperature can be observed. Hourly 
temperature data for location in high demand area of NEPOOL 
region has been considered in this paper. Relationship between 
LMP and system load for NEPOOL region in year 2012 is 
shown by Fig. 3. It shows that as the system load increases 

with LMP and both are highly correlated. Fig. 4 shows the 
effect of natural gas price on LMP for ISO New England 
market and both are interdependent.  
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Fig. 2.  Scatter plot of system load vs. temperature (degrees Fahrenheit) for 

NEPOOL region (ISO New England) for year 2007 to 2012 with fitting 

equation of quadratic and 4th degree. 
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Fig. 3.  Relationship between LMP and load in NEPOOL region for the year 

2012 with linear and quadratic fitting equation. 
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Fig. 4. Relationship between LMP and natural gas price by scatter plot   for 

ISO New England  market in year 2012 with fitting equations. 

 

     The ANN model includes creating a matrix of inputs from 

the historical data, selecting and calibrating the chosen model 

and then running the model. For the load forecast, the inputs 

include  

• Dry bulb temperature  

• Dew point temperature  

• Hour of day  

• Day of the week  

• Holiday/weekend indicator (0 or 1)  

• Previous 24-hr average load  



• 24-hr lagged load  

• 168-hr (previous week) lagged load  

   

Similarly for price forecast, the inputs include 

• Dry bulb temperature  

• Dew point temperature  

• Hour of day  

• Day of the week  

• Holiday/weekend indicator (0 or 1)  

• System load 

• Previous day's average load 

• Load from the same hour the previous day 

• Load from the same hour and same day from the 

previous week 

• Previous day's average price 

• Price from the same hour the previous day 

• Price from the same hour and same day from the 

previous week 

• Previous day's natural gas price 

• Previous week's average natural gas price 
 

IV. SIMULATION AND RESULTS 

    In this paper hourly day-ahead load and price forecasting has 

been done for sample of each week of data of year 2012 using 

neural network tool box of MATLAB R12a. The ANNs are 

trained with data from 2007 to 2011 of ISO New England 

market. The test sets are completely separate from the training 

sets and are not used for model estimation or variable selection.  

Various plots of the error distribution as a function of hour of 

the day, day of the week and month of the year are generated. 

Also, the various plots comparing the day ahead hourly actual 

and forecasted load and price for every weeks for the year 2012 

are also generated. Simulation results of new ISO England 

market is discussed below. 

A. Load Forecasting of New England Pool region (ISO New 

England) 

In The ANN’s accuracy on out-of-sample periods is 
computed with the Mean Absolute Percent Error (MAPE) 
metrics. The principal statistics used to evaluate the 
performance of these models, mean absolute percentage error 
(MAPE), is defined in eq. 1 below 

                            (1)                                                                                  

where  LA is  the actual  load, LF is the forecasted load, N is         
the number of data points. 

  The    ANN   model used in the forecasting has input, 
output and one hidden layers. Hidden layer has 48 neurons. 
Inputs to the neurons are listed above. After simulation the 
MAPE obtained is 1.59% for load forecasting for the year 
2012, as shown in Fig. 5.  

The box-plot of the error distribution of forecasted load as a 
function of hour of the day is presented in Fig. 6. It shows the 

percentage error statistics of hour of the day in year 2012. It is 
also evident that the maximum error is for the 21st hour of the 
day and minimum error for 14

th
 hour of the day in year 2012. 

The box-plot of the error distribution of forecasted load as a 
function of day of the week is evaluated in Fig. 7 which shows 
the percentage error statistics of day of the week in year 2012. 
The maximum error is for the Monday and minimum error for 
Saturday in year 2012. The box-plot of the error distribution of 
forecasted load as a function of month of the year 2012 is 
evaluated in Fig. 8. The figure indicates that the maximum 
error is for the October 2012 and minimum error is for May 
2012. 
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Fig. 5.  Multiple series plot between actual load & forecasted load by using 

ANN in NEPOOL region (ISO New England) for year 2012. 
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Fig. 6.  Box-plot of the error distribution of forecasted load as a function of 

hour of the day for year 2012. 
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Fig. 7.  Box-plot of the error distribution for the forecasted load as a function 

of day of the week in the year 2012. 
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Fig. 8.  Box-plot of the error distribution of forecasted load as a function of 

month of the year for the year 2012. 

 

Multiple series plots between actual load & forecasted load 
from 29 January, 2012 to 04 February, 2012 & from 28 

October, 2012 to 03 November, 2012 for NEPOOL region 
(ISO New England) and also plots of MAPE with maximum 
error (3.87%) and minimum error (0.90%) have been shown in 
Fig. 9 and Fig. 10. 
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Fig. 9.  Maximum MAPE is 3.87% for the load forecast of 28 October, 2012 to 
03 November, 2012 NEPOOL region (ISO New England).  
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Fig. 10.  Minimum MAPE is 0.90% for the load forecast of 29 January, 2012 

to 04 Febuary, 2012 NEPOOL region (ISO New England).  

B. Price Forecasting of New England Pool region (ISO New 

England) 

  For price forecasting the accuracy of forecast is accomplished 
by MAPE, this is computed as in eq. 2 below 

                 (2) 

Where PA and PF are the actual and forecasted hourly prices, N 
is the number of hours, and i is the hour index. 

  The ANN model used in the forecasting has input, output 
and one hidden layers. Hidden layer has 22 neurons. The 14 
different inputs to the input layer are same as specified above 
for price forecast. We were able to obtain an MAPE 9.25% for 
price forecasting in the year 2012, which is shown in Fig. 11.  
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Fig. 11.  Multiple series plot between actual & forecasted price by using ANN 

in NEPOOL region (ISO New England) for year 2012. 
 

The box-plot of the error distribution of forecasted price as 
a function of hour of the day is evaluated in Fig. 12. It shows 
the percentage error statistics of hour of the day in year 2012. It 
is clear that the maximum error is for the 8th hour of the day 
and minimum error for 1

st
 hour of the day in year 2012. The 

box-plot of the error distribution of forecasted price as a 
function of day of the week is evaluated in Fig. 13. It shows the 
percentage error statistics of day of the week in year 2012. The 
maximum error is for the Saturday and minimum error for 
Monday in year 2012. The box-plot of the error distribution of 
forecasted price as a function of month of the year is evaluated 
in Fig. 14 which shows the percentage error statistics of month 
of the year in year 2012. The maximum error is for the June 
month and minimum error for February. 
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Fig. 12.  Box-plot of the error distribution of forecasted price as a function of 

hour of the day for year 2012. 
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Fig. 13.  Box-plot of the error distribution for the forecasted price as a 

function of day of the week in the year 2012. 
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Fig. 14.  Box-plot of the error distribution of forecasted price as a function of 

month of the year for the year 2012. 

 

Multiple series plots between actual price & forecasted 
price from 17 June, 2012 to 23 June, 2012 & from 07 October, 
2012 to 13 October, 2012 and also plots of MAPE with 
maximum error (19.87%) and minimum error (5.60%) have 
been shown in Fig. 15 and Fig. 16. 
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Fig. 15.  Maximum MAPE is 19.87% for the price forecast of 17 June, 2012 

to 23 June, 2012 in NEPOOL region (ISO New England).  
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Fig. 16.  Minimum MAPE is 5.60% for the price forecast of 7 October , 2012 
to 13 October, 2012 in NEPOOL region (ISO New England).  

 

The Mean Absolute Percentage Error (MAPE) between the 
forecasted and actual loads and prices for each week has been 
calculated and presented in the Table I for the year 2012. 
MAPE has been taken as a matric as a measure of error to 
show the effectiveness of the ANN over an average span of 
time. Most of time ANN is forecasting with minimum possible 
error and high absolute error at one or two instances may occur 
but effectiveness of ANN remains good most of the time. 
These errors may also be checked with more modifications in 
the ANN.  

Comparison of MAPE (%) using different methods of load 
forecast has been shown in Table II with their maximum & 
minimum MAPE in their testing interval [1]-[10].Also, from 
Table II it is clear that average MAPE is 1.59% for load 
forecast in the testing year 2012 by using ANN proposed in 
this paper. This is much better than the existing models of load 
forecast. 

TABLE I 

RESULTS FOR OUT-OF-SAMPLE TEST FOR YEAR 2012 

 
S. N. Duration  

mm/dd/yy -mm/dd/yy 

MAPE (%) 

Load  Price  

1 01/01/12-01/07/12 2.03 11.23 

2 01/08/12-01/14/12 1.24 8.72 

3 01/15/12-01/21/12 1.39 10.61 

4 01/22/12-01/28/12 1.79 6.46 

5 01/29/12-02/04/12 0.90 (min) 7.25 

6 02/05/12-02/11/12 1.22 6.57 

7 02/12/12-02/18/12 1.13 6.88 

8 02/19/12-02/25/12 1.36 6.49 

9 02/26/12-03/03/12 1.49 9.13 

10 03/04/12-03/10/12 1.59 8.19 

11 03/11/12-03/17/12 1.96 7.71 

12 03/18/12-03/24/12 1.73 9.64 

13 03/25/12-03/31/12 1.32 11.64 

14 04/01/12-04/07/12 1.61 8.70 

15 04/08/12-04/14/12 1.34 11.37 

16 04/15/12-04/21/12 1.80 12.58 

17 04/22/12-04/28/12 1.53 12.15 

18 04/29/12-05/05/12 1.45 9.79 

19 05/06/12-05/12/12 0.93 8.78 

20 05/13/12-05/19/12 1.01 7.68 

21 05/20/12-05/26/12 1.15 9.08 

22 05/27/12-06/02/12 1.76 8.92 



23 06/03/12-06/09/12 1.29 7.61 

24 06/10/12-06/16/12 0.94 8.39 

25 06/17/12-06/23/12 1.58 19.87 (max) 
26 06/24/12-06/30/12 1.68 14.73 

27 07/01/12-07/07/12 1.78 11.59 

28 07/08/12-07/14/12 1.43 9.64 

29 07/15/12-07/21/12 1.43 10.44 

30 07/22/12-07/28/12 1.47 12.07 

31 07/29/12-08/04/12 1.23 7.40 

32 08/05/12-08/11/12 1.70 5.98 

33 08/12/12-08/18/12 1.60 6.59 

34 08/19/12-08/25/12 1.25 8.79 

35 08/26/12-09/01/12 1.64 10.73 

36 09/02/12-09/08/12 1.53 9.70 

37 09/09/12-09/15/12 2.08 7.87 

38 09/16/12-09/22/12 1.70 6.99 

39 09/23/12-09/29/12 1.28 6.49 

40 09/30/12-10/06/12 1.37 6.63 

41 10/07/12-10/13/12 1.56 5.60 (min) 
42 10/14/12-10/20/12 1.80 7.08 

43 10/21/12-10/27/12 1.35 6.37 

44 10/28/12-11/03/12 3.87 (max) 11.01 

45 11/04/12-11/10/12 1.86 11.41 

46 11/11/12-11/17/12 1.59 7.31 

47 11/18/12-11/24/12 2.27 8.81 

48 11/25/12-12/01/12 1.28 11.11 

49 12/02/12-12/08/12 1.74 13.72 

50 12/09/12-12/15/12 1.76 8.47 

51 12/16/12-12/22/12 1.84 6.16 

52 12/23/12-12/29/12 2.57 10.95 

 

TABLE II 

COMPARISON OF MAPE (%) USING DIFFERENT 

METHODS OF LOAD FORECASTING 

 
S.N. Methods Max. 

MAPE 

Min. 

MAPE 

Avg. 

MAPE 

1 GRNN 4.00 1.80 2.90 

2 Back Propagation 3.27 1.73 2.53 

3 SVM 6.10 1.50 2.71 

4 Dual SVM Hybrid 3.62 1.21 2.10 

5 ARMA 10.34 1.53 4.77 

6 Recurrent ANN 4.10 1.39 2.08 

7 Modified ANN  3.90 1.82 2.81 

8 Hybrid ANN  2.79 1.58 2.14 

9 Similar Day Approach  4.95 0.65 -------- 

10 Multi stage ANN STLF 

Engine 

6.39 2.81 4.85 

11 SOM-SVM Hybrid 2.68 1.34 2.06 

12 ANN Used in this Paper 3.87 0.90 1.59 

 

V. CONCLUSION AND FUTURE WORK 

This paper presented day-ahead short-term electricity load 
and price forecast by using artificial neural network (ANN) 
approach in NEPOOL region (ISO New England).  In ISO 
New England market, the main challenging issue is that the 
daily market price curves are highly volatile. The simulation 
result produced accurate predictions even in volatility cases. 
The test results also confirm that the power demand is the most 
important variable affecting the electricity price. The ANN 
model used has forecasted load and price for every week of the 
year 2012 and results indicates that it has performed well in 
every week even in the case of sudden weather changes. The 
forecasting reliabilities of the ANN model were evaluated by 

computing the MAPE between the exact and predicted 
electricity load and price values. The MAPE for load 
forecasting varies from 0.9% to 3.87% and it varies from 5.6% 
to 19.87% in the case of price forecasting. The average MAPE 
obtained is 1.59% for load forecast and average MAPE for 
price forecast is 9.25% in the year 2012. The results suggest 
that present ANN model with the developed structure can 
perform good prediction with least error. In future effect of 
other weather parameters like humidity, precipitation, and wind 
velocity on short-term load and price forecasting may be 
worked out. A hybrid ANN model will also be worked out to 
take care of some high error weeks and refine the forecasting. 
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         Abstract: The aim of this paper is to introduce the robust 
models for scaling and speed relations, with reference to the 3D 
distance from the camera, in order to enhance the target tracking 
and localization efficiency. The estimated distances of the object, 
using our model, from the camera is useful for handing both, self-
occlusion and inter-object occlusion efficiently. Apart from the 
above, scaling factor estimation is useful for efficiently tracking 
the object under multi person tracking scenario. In order to 
establish our models, we have taken different sets of video 
sequence from standard video set captured under different 
environments. Curve fitting methods were applied in order to 
deduce the robust scaling and speed model for 3D motion 
analysis in single view video sequences. 
 
         Keywords—Regression , GMM, Scaling, 3D distance 

 

I. INTRODUCTION 
    With the advent of digital image processing, different 

fields in computer vision were explored for their application in 
surveillance, unmanned vehicles, traffic control, video 
profiling, airport traffic monitoring and activity analysis etc. 
for both defense and civil applications [1]. The proliferation of 
high computing facility, high frame rate cameras and 
interdisciplinary application for video analysis has generated 
great deal of interest among the researchers. Image processing 
is complex due to the conversion from 3D world to 2D world, 
noise in the image, clutter in the environments, change in 
illumination, occlusion, etc. The effect of scaling of object 
when it moves away or towards the camera was recognized by 
different authors [17, 18, 19]. It was reported in literature, that 
a good representation model, of the object greatly cater for the 
scaling effect of the object. However, still exhaustive analysis 
of this effect has been studied only to a limited extent. The 
main reason for this is that a great amount of data needs to be 
analyzed for developing robust model for scaling effect with 
respect to the 3D distance from the camera. Similarly, actual 
speed of the object when it is away from the camera needs to 
be studied for handling occlusion while tracking the object in 
the video sequences. The objects which are away from the 
camera appear slower in the camera video as compared to the 
objects which are nearer to the camera. A number of 
geometric properties of the object get affected while we 
transfer from 3D world to 2D world. The compression of data 
makes the actual object in the video appear either larger or 
smaller, as it approaches closer or moves away from the 

camera. Similar effect is observed in the speed of the object 
with its motion towards or away from the camera.  

    Our research problem is better illustrated in figure 1. 
The scaling and speed of the object with reference to the 
distance of the object from the camera clearly points towards 
the problem statement of our present research work. 

 

Figure 1: Scaling and Speed at different distance 

    Numbers of researcher are working towards the 
advancement of surveillance systems, but still most of the 
algorithms have prior assumptions which depend upon their 
application. Most of these algorithms have assumption such as 
small field of view, near/mid-field settings or top-down views 
[11, 12]. In general surveillance application needs wide area 
coverage as in traffic monitoring or scene-level activity 
modeling, thus the application of these algorithms where there 
is a pronounced effect of scaling and speed of the object, is 
questionable.  

   The scaling and speed problem was also catered through 
3D reconstruction and camera calibration. Criminisi et al. [13] 
reconstructed 3D affine geometry by drawing parallel lines as 
a reference for the object, and further labeled the scene feature 
using hand labeling. Although, this algorithm is useful for 
architectural or forensic application, it could not be applied for 
automated surveillance application, where monitoring at real 
time is the foremost requirement. In [14], Jaynes proposed an 
algorithm with multiple cameras for surveillance application 

Proceedings of the 2013 IEEE Second International Conference on Image Information Processing (ICIIP-2013)

978-1-4673-6101-9/13/$31.00 ©2013 IEEE 90



 

which automatically aligned the image trajectories. Their 
algorithm also solved for the problem of relative posing of the 
cameras. However, multiple users need to be present for its 
application. The effect of scaling may still be present in the 
scenario where a single object is present in the video 
sequence. In another method for camera calibration, Lv et al. 
[15] assumed the objects to be perpendicular to ground plane 
and that their height remains the same. But, in actual scenario 
when object is moving, scaling comes into picture and needs 
to be catered with a robust model. The effect of scaling is 
tackled in tracking scenario by different methods. In [17] scale 
of fast changing object was estimated using the mean shift 
algorithm. However, iterative nature of the algorithm is more 
computationally expensive. In similar lien, Jiang in [18] used 
Scale Invariant Feature Transform (SIFT) for tackling the 
scaling effect of the object in a video sequence, but the 
algorithm is computationally expensive. Our proposed model 
could be useful for catering scaling and speed problem of the 
object in the video sequence and can be embedded in 
previously developed algorithms for enhanced video 
surveillance. With this, it is hoped that this manuscript will 
definitely give a seminal learning to academia, industry and 
defense establishments.  

    In this paper we follow a bottom-up approach in elaborating 
the issues that need to be handled when one aims for modeling 
object scale and speed in the video sequence. Entire paper has 
been divided into 5 sections. Mathematical model for curve 
fitting and the errors associated with it is explained in section 
2. Section 3 gives the overview of our work along with some 
of the experiments setup with the details about the data sets 
used in our work. The results and analysis of the data is 
elaborated in section 4. Also, the best model which could be 
used for catering scaling and speed effect of the object is 
introduced. Finally, the concluding remarks and future 
direction in this field are sketched in Section 5. 

II MATHEMATICAL MODELING AND CURVE FITTING 

    Regression analysis is used for finding relationship 
between one dependent variable and number of independent 
variables [3-4].  Regression modeling involves formation of 
relationship of the form 1 1( ..... , ..... )n ny f x x α α ϕ= +  
where α1, α2 are the weights and ϕ  is the error variable which 
is estimated from the sample data. The proposed                                         
model is further tested for the goodness of the fit by different 
methods used for prediction of dependent variable form given 
independent variable. 

    There are a number of methods for finding regression 
modeling. The most commonly used for regression analysis 
are a) Method of moments b) least square and c) Graphic 
method. The principle of moment’s method is based on the 
assumption that the moment of the observed value of the 
dependent variable is the same as the moment of the 
calculated value of the dependent variable. Based upon this all 
the weights and error variables are calculated. Similarly, 
graphical methods assume linear relation between dependent 
and independent variables. The complex expression is 
converted to linear relation before the start of modeling. The 

method for curve fitting which is mostly used is least square 
method. In the present work, we have developed a model 
based upon the least square method. This method was 
proposed by German scientist Karl Gauss where the weight of 
the regression equations and the error variable are estimated 
by making sum of squares of vertical deviation, to minimum 
value. As shown in figure 2, x is the independent variable and 
y is the dependent variable. The aim of this method is to draw 
a regression line so that the vertical deviation of dependent 
variable is minimum. [5, 10]. 

 

 
Figure 2: Regression line plot  

 
    For better illustration of method, let us take the curve as:  
           y=a+bx+cx2+.................kxm-1                  ... (1) 
 

   The sample points are taken from the experiments for 
finding the weight. As shown in the figure 2 above, sample 
points are taken as

1 1 2 2 3 3( , ), ( , ), ( , ), ......., ( , )m mx y x y x y x y . Now, we draw a 
regression line for the best fit in the sample space. If the 
observed value of independent variable is (x=xi) then from 
this, the value of dependent variable is =AiBi. The regression 
line estimation from this is given by equation (2). 

2 . . . . . .  . . . . . . . .   (2 )n
i i i i ia b x c x k x C B+ + + + =  

 
   Difference between the observed and the expected value 

is taken for each and every sample. Difference for sample xi is 
given as AiBi−CiBi = iϕ (say). For different samples the error 

are found as 1 2 3, , ,...... ......i mϕ ϕ ϕ ϕ ϕ  where some of these 
errors are positive and some are negative valued. So square of 
these errors for each sample is taken as in equation (3)  

2 2 2 2 2
1 2 3 ...... ......i mS ϕ ϕ ϕ ϕ ϕ= + + + + + +  … (3) 

 

    The given equation for sum of square error is solved so 
that the error value is minimized. From the solution of 
equation (3), regression coefficients are calculated using the 

least square method. If yi is the actual value and iy  is the 
estimated value of y. The sum of square error is measured 
using equation (4). 
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    The value of SSE determines the goodness of fit of the 
curve. In general lower the value of SSE, better is fit. 
Similarly deviation from the mean value is measured using 
equation (5) and known as sum of square of regression [8]. 
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1

( )                           ... (5 )
m

i i
i

SSR y y
=

= −∑  

    From equation (4) and (5), sum of square deviation about 
the mean value is found using equation (6) as sum of square of 
total: 
 
    SST = SSR + SSE                                      … (6) 
  
    Most common regression measure coefficient for goodness 
of fit is R- square which is the measure of ratio of SSR and 
SST and is calculated using equation (7): 

SSR SSER-square= =1 -               ... (7)
SST SST

 

 
   The value of R-square varies from 0 to 1 with 1 indicating 
that the samples exactly fit on regression line. Apart from 
these measures, root mean square error is also used for 
performance measure of regression model. Lower the value of 
RMSE, better is the fit. For our developed model, we have 
calculated all these performances measure and based upon 
their values, the best model is suggested. Before we start with 
the model performance measure, we have briefly elaborated 
the experiment setup for our experiments. 
 
    III    EXPERIMENTAL SETUP AND DATA CAPTURING 
 
    During our experimentation, we generated a large dataset of 
both indoor and outdoor videos. For our experiments we used 
Sony DCR-SX44E with Carl Zeiss Vario-Tessar (60 X Optical 
and 2000 X Digital), filter diameter: 30mm, F1.8~6.0 and 
focal length f=1.8~108mm. Frame rate of the captured video 
was 25 frames per second. We divided the data set into two 
categories depending upon the environment. Data set1 
consisted of 10 videos captured under full light conditions and 
Data set 2 consisted of 8 videos captured during dim light 
conditions, for both indoor and outdoor environment.  Online 
video was acquired from the camera, projected centrally. The 
flow diagram of speed and scale estimation for online video is 
shown in figure 3 below. The background was subtracted 
using Gaussian Mixture Model [6]. We took three Gaussians 
with different mean and standard deviation. The pixels which 
were not assigned to any of these Gaussians were declared as 
the foreground pixels. Once the foreground was detected, 
centroid of the object was calculated. Area of bounding box 
which encloses the object was calculated for the estimation of 
the scale. Further, speed of the object was determined by 
measuring the distance travelled from frame to frame. This 
process was repeated for different 3D distance of the object 
from the camera. This data was then stored in an array. Once 
the object moved out of camera view angle, we applied the 

regression analysis for modelling the scale and the speed of  
the object w.r.t the 3D distance from the camera. Different 
errors associated with the regression analysis were estimated 
and the best model was selected. In Video Data set 1 
(Park_moving.avi), using the above mentioned algorithm, 
object was extracted. The position of object at different 
location is shown in Figure 4. From the analysis, it was 
revealed that the object is reasonably scaled form frame 
number 770 to 2050. 

 

 

Figure 3: Flow Diagram of Speed and Scale Estimation 
    Estimated speed and area at different 3D distance from 
camera are tabulated in Table1. Analysis of the tabulated data 
revealed that the object speed decrease from 140 (pixel scaled) 
to 17 (pixel scaled) when 3D distance form camera is 
increased from 5m to 45m. Similarly in video data set 2 
(road_eve.avi), the position of object at different location is 
shown in Figure 5. Frame by frame analysis showed that the 
object got reasonably scaled from frame no. 620 to 2525.  The 
estimated speed and the estimated area at different 3D 
distances from the camera are tabulated in Table2. Analysis of 
the tabulated data revealed that object speed decrease from 
100 (pixel scaled) to 11.16 (pixel scaled) when the 3D 
distance from the camera is increased from 8m to 64m. Using 
the algorithm discussed above , speed and area of the object 
are estimated for all the videos from Video Data set 1 
(10Videos)  and Video Data set 2 ( 8 Videos) . These data are 
further subjected for curve fitting for building a robust model 
for speed and area w.r.t. the 3D distance from the camera.
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            Figure 4: Target Location at Different Frames                                                                      Table 1:  Target Locaton and Speed at Differen   Distance                            

                                                                                                                                                     

 

 

 

Figure 5: Target Location at Different Frames                                                      Table 2:  Target Locaton and Speed at Different Distance

 
              IV RESULTS AND ANALYSIS 
 

    Using the extracted speed and scaling data for all the 
video sets, we have carried out regression analysis of data. We 
have compared four models for speed and scale factor and 
further residual error in each of the model is estimated using 
MATLAB tool. The details of various models are discussed as 
follow: 
 
4.1 Regression Model for Speed of Object  
Data from the 18 videos in data set 1&2 is analysed for 
building a robust model for speed of object w.r.t. 3D distance 
of the object from the camera. 

a) Regression Analysis for Exponential Fit  
The exponential fit for the video sequences captured is given 
as equation (8). 

( )                     ... (8)bx dxf x ae ce= +                  

Average value of above regression coefficients are as 
follow:  a=185              , b = -1, c =19 and d=-0.03. The 
average value of error for the data set 1&2 is as follows:  
SSE= 2.3, R-square = 0.9998 and RMSE = 0.67.  

 
b)  Regression Analysis for Power Fit 
The power fit for the video sequences captured is given as 
equation (9). 

( )                       ... (9)bf x ax c= +  
Average value of above regression coefficients are as follow: 
a=496, b = -0.66 and c = -27. The average value of error for 
the data set 1&2 is as follows:  SSE= 48, R-square = 0.9980 
and RMSE = 2.7.  
 
c) Regression Analysis for Polynomial (4th degree) Fit 
The power fit for the video sequences captured is given as 
equation (10). 

S.No DISTANCE 
(in meters) 

SPEED (in 
pixels/sec) 

CHANGE IN X CHANGE
IN Y    

BOX AREA (in 
pixel square) 

1 5 140 78 200 15600 
2 10 88.8 48 150 7200 
3 15 60 40 110 4340 
4 18 47.82 33 97 3200 
5 20 40.83 30 85 2650 
6 22 37.34 27 80 2185 
7 25 31 25 67 1645 
8 27 28.83 22 62 1370 
9 30 26.16 20 55 1050 
10 33 23.27 15 53 812 
11 35 23.00 13 46 720 

12 38 20.51 12 45 552 
13 40 19.50 11 43 470 
14 43 18.74 10 40 398 

15 45 17 10 34 340 

S.No DISTANCE (in
meters) 

SPEED (in 
pixels/sec) 

CHANGE  
IN X 

CHANGE 
IN Y 

BOX AREA 
(in pixel square)

1 8 100 78 250 19500 
2 12 74.63 45 171 7700 
3 16 56.48 29 125 3625 
4 20 43.95 23 95 2185 
5 24 35.18 19 84 1596 
6 28 28.26 17 74 1260 
7 32 24.23 16 64 1020 
8 36 20.07 14 59 829 
9 40 16.91 13 51 670 

10 44 15.64 12 47 559 
11 48 14.17 11 42 462 
12 52 13.16 10 38 378 
13 56 12.27 8 38 310 

14 60 11.60 7 36 258 

15 64 11.16 6 34 210 
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4 3 2
1 2 3 4 5( )      ... (10)f x k x k x k x k x k= + + + + Average 

value of above regression coefficients are as follow:  k1= 
0.000056, k2 =-0.009, k3 =0.53, k4 = -15 and k5 =192. The 
average value of error for the data set 1&2 is as follows:  
SSE= 2.75, R-square = 0.9997 and RMSE = 0.8980.  
 
d) Regression Analysis for Polynomial (5th degree) Fit 
The power fit for the video sequences captured is given as 
equation (11). 

5 4 3 2
1 2 3 4 5 6( )  .. (11)f x k x k x k x k x k x k= + + + + +

Average value of above regression coefficients are as follow:  
k1= 0.000056, k2 =-0.009, k3 =0.53, k4 = -15, k5 =192, k6 =202. 
The average value of error for the data set 1&2 is as follows:  
SSE= 1.585, R-square = 0.9997 and RMSE = 0.63.  
 
4.2  Regression Model for Scaling of Object 
Data from the 18 videos in data set 1&2 is analysed for 
building a robust model for speed of object w.r.t. 3D distance 
of the object from the camera. 

a) Regression Analysis for Exponential Fit  
The exponential fit for the video sequences captured is given 
as equation (12) 

      ( )                     ... (12)bx dxf x ae ce= +                  
Average value of above regression coefficients are as follow:  
a=12200000. b = -0.2016, c =412 and d=-0.03. The average 
value of error for the data set 1&2 is as follows:  SSE= 570, R-
square = 1 and RMSE = 10.5.  
 
b)  Regression Analysis for Power Fit 

The power fit for the video sequences captured is given as 
equation (13). 

( )                       ... (13)bf x ax c= +  

Average value of above regression coefficients are as follow: 
a=136000, b = -1.51 and c = -3. The average value of error for 
the data set 1&2 is as follows:  SSE= 77000, R-square = 
0.9980 and RMSE = 97.  
 
c) Regression Analysis for Polynomial (4th degree) Fit 
The power fit for the video sequences captured is given as 
equation (14). 

4 3 2
1 2 3 4 5( )      ... (14)f x k x k x k x k x k= + + + +  

Average value of above regression coefficients are as follow:  
k1= 0.0045, k2 = -0.31, k3 = 48, k4 = -1455 and k5 =17000. The 
average value of error for the data set 1&2 is as follows:  
SSE=8340, R-square = 0.9999 and RMSE =53.  
 
d) Regression Analysis for Polynomial (5th degree) Fit 
The power fit for the video sequences captured is given as 
equation (15). 

5 4 3 2
1 2 3 4 5 6( )  .. (15)f x k x k x k x k x k x k= + + + + +  

 
Average value of above regression coefficients are as follow:  
k1= -0.000036, k2 =-0.01, k3 = -2.1, k4 = 95, k5 = -2115, k6 
=21500. The average value of error for the data set 1&2 is as 
follows:  SSE= 1075, R-square = 0.9999 and RMSE = 26. In 
Figure 6 Exponential, Power, Polynomial (4th degree) and 
polynomial (5th degree) curve fitting results are plotted along 
with 3D distance from camera for the video sequences for 
Data Set 1((Park_moving.avi).  The error analyses for these 
curve fitting models are plotted as residual plots.In Figure 7  
Exponential, Power, Polynomial (4th degree) and polynomial 
(5th degree) curve fitting results are plotted along with 3D 
distance from camera for the video sequences for Data Set 
2(road_eve.avi).  The error analyses for these curve fitting 
models are plotted as residual plots. 
 

 
     Figure 6: Speed vs distance relations are shown as (a) Exponential curve fitting and Power curve fitting (b) Polynomial(4th degree) and polynomial(5th 

degree). (c)    Residual for above curve fitting   Area vs Distance relations are shown (d ) Exponential and Power (e) Polynomial(4th degree)  and polynomial(5th 

degree). (f) Residual comparison for the above curve fitting. 
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Figure 7: Speed vs Distance relations are shown as (a) Exponential curve fitting and Power curve fitting (b) Polynomial(4th degree) and polynomial(5th degree) 
(c) Residual for above curve fitting. Area vs Distance relations are shown (d ) Exponential and Power (e) Comparison of Polynomial(4th degree) and 
polynomial(5th degree) (f) Residual comparison for the above curve fitting. 

From the analysis of the plotted data, it was observed that 
polynomial plots gave a sharp increase in the error as the 
distance of the object from camera increases above 60m. 
Hence, one could faithfully conclude that the exponential 
regression model could be used for finding either speed or 
scale of the object when 3D distance from camera is known. 
The relation mentioned in equation 8 and 12 may be used for 
calculation of speed and scale of the object respectively. 
  
         V   CONCLUSION AND FUTURE DIRECTION 
 
    Although, robust computer vision algorithm are developed 
for object classification , scene segmentation, activity re-
cognition , video profiling and object tracking etc., improving  
the quality of video surveillance system still remain a 
challenging task.  In our present work we have compared 
different regression models of speed and scale relation in 
reference to the 3D distance of the object from the camera. 
From analysis of different videos both indoor and outdoor, we 
can conclude that the speed and scaling could be better 
modelled as exponential fit in comparison to polynomial or 
power regression model. In field of computer vision where 
scaling and speed of the object greatly affects the tracking 
performance, the developed regression model could be 
embedded to handle occlusion better during tracking. It could 
also be used under multi- sensor environment where distance 
could be easily detected with radar sensor. It is also helpful for 
defence application for building automated armaments. 
However, we have conducted all experiment under the 
assumption that the speed of the object remains constant. In 
future, we are working for building model where speed of 
object varies with time and also multiple objects are present in 
scene. Also we are working on embedding this model for 
surveillance algorithm in order to enhance its performance. 
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Abstract— This paper carves out the design of unity power 

factor controller for three phase variable speed induction 

motor drive. SPWM technique is used to improve the power 

factor of the system to unity and hysteresis controller is used 

for speed control of the drive. These control techniques lead 

to a unity power factor seen by the ac supply and minimize 

the power loss, audible noise, and motor torque ripple. A 

three level converter-inverter system employing advanced 

insulated gate bipolar transistors (IGBTs) is used. 

 

Index Terms—Ac-dc-ac converter; vector controlled 

induction motor drive; unity power factor control, 

Hysteresis controller  

 

I. INTRODUCTION 

Induction motor is widely used in industry and 

agricultural sector due to the fact that it is relatively 

cheap, rugged and maintenance free. It needs reactive 

power for operation and working. Thus, a large reactive 

power is required to be supplied and transmitted which 

reduces the power factor of the system and hence the 

transmission lines capacity. It is therefore desirable to 

improve the power factor of supply side for induction 

motor drive. This can be achieved using unity power 

factor (upf) controller with sinusoidal pulse width 

modulation (SPWM) technique. In the present work, the 

authors have simulated the IGBT based power converter, 

connected to three phase induction motor drive. 

Hysteresis controller is used for variable speed control.  

A lot of research has been going on to improve the 

performance and efficiency of the induction drive system. 
K. Thiyagarajah, V. T. Ranganathan described an 

inverter/converter system operating from a single phase 

supply using IGBT [1]. Adrian David Cheok, Shoichi 

Kawamoto, Takeo Matsumoto, and Hideo Obi described 

new developments in the design of high-speed electric 

trains with particular reference to the induction motor 

drive system [2]. Prasad N. Enjeti, and Ashek Rahman 

have proposed the new single-phase to three-phase 

converter for low-cost ac motor drive [3]. The different 

control strategy of induction motor drive system has been 

presented and discussed by various researchers [4]-[6]. 

                                                           
Manuscript received August 1, 2013; revised November 5, 2013. 

II. PROBLEM FORMULATION 

The induction motor drive comprises of (i) ac to dc 

converter, (ii) dc to ac inverter, and (iii) dc link capacitor 

between the converter and inverter. Fig. 1 shows the 

proposed configuration for unity power factor control 

towards power supply to induction motor drive. The 

front-end for the system used here is a full-bridge IGBT 

PWM converter with an ac reactor [7]. In order to 

maintain the supply current at unity power factor, unity 

power factor controller with SPWM technique is 

designed. 

 

Figure 1.  Block diagram of supply side unity power factor control of 
induction motor drive 

On the machine side, a high switching frequency three 

phase PWM inverter using IGBT is used. This converter 

is controlled by hysteresis controller for variable speed 

drive. The entire system is fed from single-phase mains 

supply. 

III. POWER FACTOR CONTROL ALGORITHM 

To achieve unity power factor on supply side, input 

voltage to converter, Vr, is controlled with current and 
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voltage feedback to control the phase difference between 

the ac supply voltage and current. In the unity power 

factor case, the converter voltage amplitude is given by (1) 

[8] 

          √  
  (    ) 

                            ( ) 

If the converter voltage can be controlled to the above 

value then unity power factor will be maintained. In the 

developed upf controller, a control system is used to 

maintain unity power factor by controlling the switching 

of converter. The upf controller maintains a constant dc 

output voltage, in order that a steady dc link voltage is 

fed to the inverter. The block diagram of unity power 

factor controller algorithm is shown in Fig. 2. 

 

Figure 2.  Block Diagram of Unity Power Factor Control Algorithm 

IV. DYNAMIC MODEL OF INDUCTION MOTOR 

The three phase squirrel cage induction motor in 

synchronous rotating reference frame can be represented 

as in Fig. 3[9]. 

Voltage and flux equations for the motor are given by 

(2)-(9)[9]. 
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where Vqs & Vds are the applied voltages to the stator; ids, 

iqs, idr, & iqr are the corresponding d & q axis currents; φqs, 

φqr & φds , φdr are the rotor & stator flux component; Rs, Rr 

are the stator & rotor resistances; Lls & Llr denotes the 

stator & rotor inductances, Lm is the mutual inductance.

 

Figure 3.  Equivalent circuit of Induction motor in synchronous rotating 
reference frame, a) q-axis circuit b) d-axis circuit 

The electromagnetic torque equation is given by (10) 

   
      
      

 (             )               (  ) 

where P denotes the pole number of the motor 

In case of vector control the q-component of the rotor 

field φqr would be zero. Then the electromagnetic torque 

is controlled only by q-axis stator current & (10) is 

reduced to (11) 

   
      
      

 (      )                      (  ) 

V. VECTOR CONTROL METHODOLOGY 

There are large number of ways for speed control of 

induction motor among which vector or field oriented 

control is the most widely accepted methods now a 

day’s[9]-[15]. In the present studies indirect vector 

control method is employed. Here, the unit vector is 

generated in an indirect manner using the measured speed 

ωr and slip speed ωsl. The following dynamic equations 

take into consideration to implement indirect vector 

control strategy. Equation 12 shows the rotor flux 

position. 

   ∫     ∫(      )                (  ) 

The stator current ia, ib, ic in the 3-phase coordinate is 

changed to 2-phase AC current in the static coordinate 

with 3/2 equivalent transformation. Then through 

synchronous rotating coordinate transformation, the 2-

phase AC current will be equivalent as dc current id and iq 

in the synchronous rotating coordinate. The abc-dq 

transformation is an essential part of this scheme. The 

direct–quadrature–zero (dqo) transformation or zero–

iqr 

Vqr 

iqs 

idr 

Vds Vdr 

- + 

 

+ -  

Lls=Ls - Lm Rs 
We*qs 

Llr=Lr - Lm 

Lm 

(We-Wr)*qr 

Rr 

ids (a) 

(b) 

+ 

- 

- + 
Lls=Ls - Lm Rs 

We*ds 
Llr=Lr - Lm 

Lm 

(We-Wr) *dr 
Rr 

Vqs 
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direct–quadrature (odq) transformation is a mathematical 

transformation used to simplify the analysis of three-

phase circuits. The transformation of abc-dq involves the 

decoupling of variables with time-varying coefficients 

and refers all variables to a common reference frame. 

This transformation reduces the three line currents to two 

dc quantities in dq reference frame. The two dc quantities 

are orthogonal to each other. This allows the control of 

the two quantities independently. The three-phase 

transformation into two-phase is carried out through abc-

dq transformation by using various methods like 

Stanley’s transformation, Park’s transformation etc. 

Park’s transformation applied to three-phase currents is 

shown by (13) 
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The inverse transform is shown by (14) 
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VI. HYSTERESIS CURRENT CONTROL ALGORITHM: 

 

Figure 4.  Block diagram of hysteresis current control 

Fig. 4 shows the block diagram for hysteresis current 

control scheme for induction motor drive. In this circuit 

three phase load i.e induction motor in our case is 

connected to the PWM voltage source inverter. 

Hysteresis current algorithm is used to control the speed 

of induction motor. The load currents ia, ib and ic are 

compared with the reference currents ia*, ib* and ic* and 

error signals are passed through hysteresis band to 

generate the firing pulses, which are operated to produce 

output voltage in manner to reduce the current error. The 

purpose of the current controller is to control the load 

current by forcing it to follow a reference one. It is 

achieved by the switching action of the inverter to keep 

the current within the hysteresis band. The load currents 

are sensed & compared with respective command 

currents by three independent hysteresis comparators 

having a hysteresis band ‘h’. The output signals of the 

comparators are used to activate the inverter power 

switches. The inverter current vector is given by (15)  

  
 

 
[        

   ]                      (  ) 

where α is complex number operator 

 

Figure 5 Fixed band shape of hysteresis controller 

In this scheme, the hysteresis bands are fixed 

throughout the fundamental period. Fig. (5) Shows the 

fixed band shape of hysteresis controller. The algorithm 

for one phase of this scheme is given by (16)-(18)  

                                        (  ) 

Upper band limit of current 

                                               (  ) 

Lower band limit of current 

                                               (  ) 

where, h = Hysteresis band limit  

If 
                                     

If 
                                     

VII. SIMULATION RESULTS AND DISCUSSION 

The simulation has been carried on the 3-phase, 5hp 

(3.73KW), 1750rpm (183.33rad/sec), 50Hz squirrel cage 

induction motor with following parameters: 

Stationary reference frame 

Y- Connected 

Rs (stator resistance) = 1.115Ω 

Rr (rotor resistance) = 1.083Ω 

Ls (stator inductance) = 0.005974H 

Lr (rotor inductance) = 0.005974H 

Lm (magnetizing inductance) = 0.2037H 

J (moment of inertia) = 0.02Kg m
2 

P (number of poles) = 4 
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(a) 

 
(b) 

 Figure 6.  (a)and (b) Simulink plot showing supply side unity power 
factor control on “no load” at 60 rad/sec 

 
(a) 

 
(b) 

Figure 7.  (a)and (b) Simulink plot showing supply side unity power 
factor control on “full load” at 60 rad/sec 

Fig. 6-Fig. 9 shows the supply side unity power factor 

control on different speed and different load.  

 
(a) 

 
(b) 

Figure 8.  (a)and (b) Simulink plot showing supply side unity power 
factor control on “no load” at 150 rad/sec 

Fig. 10-Fig. 13 shows the voltage (line-line), three 

phase stator current, speed and electromagnetic torque on 

different load and different speed with respect to time. 

 
(a) 

 
(b) 

Figure 9.  (a)and (b) Simulink plot showing supply side unity power 

factor control on “full load” at 140 rad/sec 
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Figure 10.  Simulink plot showing voltage (line-line), three phase stator 
current, speed and electromagnetic torque on “no load” at 60rad/sec 

speed with respect to time 

Fig. 6 shows the simulink result of supply side unity 

power factor control of 5hp induction motor working on 

“no load” at 60 rad/sec. It has been observed that at no 

load supply side current is 8.1A peak current but at 

improved power factor of approximately unity. The 

current contains nominal harmonics. 

Fig. 7 shows the simulink result of supply side unity 

power factor control of 5hp induction motor working on 

“full load” at 60 rad/sec, it has been observed that at full 

load supply side current is 12.1A peak current but at 

improved power factor of approximately unity. The 

current contains nominal harmonics. 

Fig. 8 shows the simulink result of supply side unity 

power factor control of the 5hp induction motor working 

on “no load” at 150 rad/sec. It has been observed that at 

no load supply side current 8.1 A peak current but at 

improved power factor of approximately unity. The 

current contains nominal harmonics. 

Fig. 9 shows the simulink result of supply side unity 

power factor control of 5hp induction motor working on 

“full load” at 140 rad/sec, it has been observed that at full 

load supply side current is 30A peak current but at 

improved power factor of approximately unity, the 

current contains nominal harmonics. 

Fig. 10 shows voltage (line-line), three phase stator 

current, speed and electromagnetic torque of 5hp 

induction motor on “no load” at 60 rad/sec. The no load 

current per phase is 3.2A peak. The currents show a 

hysteresis band of variation. The three phase currents are 

perfectly sinusoidal, 120
o 

apart from each other. At the 

time of starting the maximum current drawn by the 

induction motor is as high as 18A peak. Initially current 

frequency is low due to this at the time of starting torque 

is more. 

 

 

Figure 11.  Simulink plot showing voltage (line-line), three phase stator 
current, speed and electromagnetic torque on “full load” at 60rad/sec 

speed with respect to time 

 

Figure 12.  Simulink plot showing voltage (line-line), three phase stator 
current, speed and electromagnetic torque on “no load” at 150rad/sec 

speed with respect to time 
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Figure. 13.  Simulink plot showing voltage (line-line), three phase stator 
current, speed and electromagnetic torque on “full load” at 140rad/sec 

speed with respect to time 

Fig. 11 shows voltage (line-line), three phase stator 

current, speed and electromagnetic torque of 5hp 

induction motor on “full load” at 60 rad/sec. The full load 

current is 9.4A peak. The current shows a hysteresis band 

of variation. The three phase currents are perfectly 

sinusoidal, 120
o 

apart from each other. At the time of 

starting the maximum current drawn by the induction 

motor is as high as 18A peak. Initially current frequency 

is low due to this at the time of starting torque is more. 

Fig. 12 shows voltage (line-line), three phase stator 

current, speed and electromagnetic torque of 5hp 

induction motor on “no load” at 150 rad/sec. The no load 

current is 3.2 A peak. The currents show a hysteresis 

band of variation. The three phase currents are perfectly 

sinusoidal, 120
o 

apart from each other. At the time of 

starting the maximum current drawn by the induction 

motor is as high as 18A peak. Initially current frequency 

is low. Due to this, at the time of starting, torque is more. 

Fig. 13 shows voltage (line-line), three phase stator 

current, speed and electromagnetic torque of 5hp 

induction motor on “full load” at 140 rad/sec. The full 

load current per phase is 9.4 A peak. The current shows a 

hysteresis band of variation. The three phase currents are 

perfectly sinusoidal, 120
o 

apart from each other. At the 

time of starting the maximum current drawn by the 

induction motor is as high as 18A peak.  

VIII. CONCLUSIONS 

Simulation studies have been carried out using 

MATLAB 7.7.0 (R2008b) to control the speed of 

induction motor and improving the power factor of 

supply side to unity. The speed is controlled using 

hysteresis current controller, which controls the 

frequency of stator current. The results are taken for 

different values of speed under both no load and full load 

condition. It has been observed that the power factor can 

be controlled to unity at all speeds. The above studies are 

useful in improving the performance and efficiency of the 

supply system by decreasing the reactive power 

requirement of the system. 
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Figure 1. Bayer CFA Pattern and the 3 x 3 neighbourhood used 
to calculate the edge strength S.

 1. IntroduCtIon
Digital Cameras containing single chip sensors are 

increasingly becoming popular due to their savings in cost and 
size. In a single chip camera sensor, at each pixel location, only 
one of the R, G, B channels are captured in the layout of the 
Bayer pattern3 as shown in Fig. 1. The resulting image is called 
the mosaic image. Colour filter array interpolation (CFA) or 
demosaicking techniques1,2 are used to generate the missing 
colour values using the existing colour values in the mosaic 
image. Since green colour samples show least aliasing, the 
green channel is interpolated first followed by the red and the 
blue channels1,2. Edge directed green channel interpolation was 
investigated before using both luminance and chrominance 
gradients4,5. Chrominance gradients were also used for initial 
green channel interpolation7. The edge strength filter output 
has been used to improve the green channel interpolation in 
an iterative manner leading to computational overhead2. It 
is established that high frequency details from the mosaic 
image are more informative than those from individual 
channels6. More recently, an adaptive threshold based on high 
frequency information was proposed for the interpolation of 
green pixels21. Colour demosaicking has also been achieved 

by considering the spectral and spatial sparse representations 
of images jointly22. All these techniques highlight the fact 
that the presence of edges should be taken into account while 
interpolating. This forms the basis of our paper in which we 
use the edge strength information from the mosaic image in a 
non-iterative manner for determining the relative participation 
of pixels while interpolating. The result is a linear filter that 
achieves interpolation through fuzzy memberships.  

2. ProPoSed Fuzzy non-lIneAr 
Colour dIFFerentIAl CorrelAtIve 
InterPolAtIon For hIgh detAIl 
ImAgeS
There are a number of colour correlation based interpolation 

techniques which assume either colour ratio8 or colour 
difference5 to be constant. The latter technique which is called 
the colour differential correlative interpolation (CDC) gives 
excellent results for positive colour correlation but produces 
colour artifacts in the case of negative colour correlation or 
location of edge points. The non-linear CDC filter is used to 
reduce the artifacts that arise in the colour difference method1. 
The non-linear CDC filter involves a directed interpolation 
process with constant scrutiny of edge information and 
consequent selective participation of the neighborhood pixels 
in the interpolation. We avoid this constant scrutiny of edges 
by including all the pixels in the interpolation process and 
assigning a weight to each pixel based on its edge strength. The 
lesser the edge strength at a pixel the more is its participation in 
the interpolation process.

The proposed fuzzy non-linear CDC filter is described 
below. Authors defined the edge strength for a mosaic image, 
as defined by Kuno & Sugiura2. Consider a 3 x 3 neighbourhood 
of pixels labeled P1-P9 (Fig.1). Then the edge strength2 at the 
center pixel P5 is given by

Edge Strength based Fuzzification of Colour Demosaicking Algorithms

Seba Susan* and Deepak Aneja
Delhi Technological University, New Delhi-110 042, India 
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In this paper we fuzzify the bilinear colour interpolation and the non-linear colour differential correlative 
interpolation techniques of colour demosaicking, using the edge strength map of the mosaic image. In doing so we 
ensure that the edges have less participation in the interpolation thereby minimizing the interpolation error. The result 
is faster and more accurate colour demosaicking algorithms with application to high resolution images. The overall 
improvement is quite significant when it comes to colour interpolation of high definition/high resolution images 
containing a lot of detail or edges as proved by the extensive experimental results on state-of-the-art databases and 
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1 9 3 7
2 8 4 62 2

P P P P
S P P P P

− −
= + + − + −                                 (1)

For any pixel k in the mosaic image, the edge strength 
computed using eqn. (1) is kS , k = 1, 2,…, M x N, where M 
x N is the size of the mosaic image. The fuzzy membership 
of the pixel k for participation in the interpolation process is 
given by

1
max( )

k
k

kk

S
S

∀

µ = −                                                              (2)

The fuzzy membership kµ in eqn. (2) has values in the 
range of 0 to 1. high membership indicates that k belongs to 
a smooth region (low edge strength Sk) and low membership 
indicates that k is an edge pixel (high edge strength Sk). 

The fuzzy average of a set X with elements x X∈ having 
a set of associated memberships { µ } is defined as

x X

x X

x
∈

∈

µ
µ =

µ

∑
∑                                                                         (3)

Now we replace the averaging in the interpolation 
process of the non-linear CDC filter by the fuzzy averaging 
of the interpolating pixels using eqn. (3), instead of checking 
iteratively whether the correlation is maximum along horizontal 
(h) or vertical (V) direction and applying the interpolation 
only in that direction1. Since each pixel is weighted by its 
membership, the participation of edge pixels in the negative 
correlation case is automatically reduced due to lower fuzzy 
memberships.

The steps of our fuzzy non-linear CDC filter method are 
outlined below on the lines of the process in1 for the Bayer 
pattern in Fig. 1. here the lower case letters are the interpolated 
signals and the upper case letters are the already existing ones 
in the mosaic image. Step 0 involves the computation of the 
gradients divKv and divKh in h and V directions respectively1. 
This step is omitted in our method since the participation of the 
interpolating pixels is determined automatically through fuzzy 
memberships and not through a rigorous if-else procedure. 
Step 1: G plane interpolation on R and B planes

At the r32 pixel location,

32 32 32 32( )g R G Rε ε= + −                                                         (4)

The subscript ε  in eqn. (4) denotes low frequency 
information computed by fuzzy averaging as shown below.

32 , 22,31,33,42
ij ij

ij

ij
ij

G
G ijε

µ
= ∈

µ

∑
∑

                                           (5)
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∑
∑

                               (6)

The edge pixels thus contribute less to the computation 
of the second term in eqn. (4) which is the offset value. The g 
values at B pixel locations are similarly computed.
Step 2: R and B plane interpolation on G plane.

At the g22 pixel location,
22 22 22 22( )v vr G R gε ε= + −                                                        (7)

where 

22 , 12,32
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ij
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R
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∑

                                                    (9)

Similarly at the G33 pixel location,
33 33 33 33( )h hr G R gε ε= + −                                                      (10)

The subscripts h and v in eqn. (10) and eqn. (7) denote the 
low frequency information in horizontal and vertical directions 
respectively. The B values at all G pixel locations are similarly 
computed.
Step 3: Interpolation of R and B planes on B and R planes 
respectively.

At the B23 pixel location, 
23 23 23 23( )r g R gε ε= + −                                                        (11)

where, 
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∑

                                          (12)
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∑

                                          (13)

The B values at all R pixel locations are similarly 
computed. 

3. the Fuzzy BIlIneAr InterPolAtIon 
FIlter For reAl tIme APPlICAtIonS
Authors presents a simplified version method for faster 

processing. In this method we simply interpolate the colours 
in the same plane without adding any offset to the existing 
center pixel. This is equivalent to a fuzzification of the bilinear 
interpolation filter11 method of colour demosaicking, which 
averages the colour samples without checking for any edges. 
The edge strength is used to compute the fuzzy memberships 
as in eqn. (2). The fuzzy memberships obtained from the edge 
strength using eqn. (2) constrain the contribution of edge 
pixels in the weighted averaging. 

The steps of our fuzzy bilinear interpolation method are 
given below for the Bayer pattern in Fig. 1.

Step 1: G plane interpolation on R and B planes
At the r32 pixel location 

32 , 22,31,33, 42
ij ij

ij

ij
ij

G
g ij

µ
= ∈

µ

∑
∑

                                           (14)

Step 2: R and B plane interpolation on G, B planes and G,R 
planes respectively.

At the g22 pixel location,

22 , 12,32
ij ij
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                                      (15)

At the B23 pixel location,

23 , 12,14,32,34
ij ij
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                                            (16)
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methods Fungi
2560 x 1600 

Insect 
1680 x 1050

Painting 
1024 x 768  

     Fruits
     495 x 370  

Stones 
480 x 320     

PSnr Time PSnr Time PSnr Time PSnr Time PSnr Time
(a) 46.7 0.23 35.9 0.02 47.8 0.09 38.6 0.03 48.0 0.07
(b) 50.3 0.77 36.9 0.03 50.2 0.40 40.3 0.04 51.6 0.17
(c) 41.4 43.1 38.2 1.69 42.3 18.3 38.9 1.97 46.4 8.25
(d) 43.2 124.7 34.9 4.60 46.7 52.6 36.2 5.46 47.3 24.5
(e) 51.1 12.4 37.0 0.43 50.6 5.13 40.6 0.52 51.9 2.29
(f) 39.0 34.2 34.8 1.47 42.2 13.3 35.0 1.78 49.5 4.67
(g) 40.1 351.9 35.4 14.6 42.1 145.9 35.7 17.5 45.1 64.2
(h) 52.3 0.22 39.2 0.01 51.1 0.05 42.3 0.01 49.6 0.03
(i) Too large computations
(j) 54.0 58.1 39.4 1.93 51.5 23.2 42.3 2.41 49.3 10.3
(k) 50.9 26.8 37.0 0.94 50.5 11.2 40.6 1.12 51.9 5.36
(l) 53.5 65.7 40.1 2.46 52.0 29.7 42.8 2.91 50.0 12.6

Table 1. Results of real-time colour filter array interpolation on the high definition images in Fig. 2 in terms of PSNR and running 
time in seconds. 

The B values at all G and R pixel locations are similarly 
computed. In the case of the Bilinear interpolation filter the 
memberships in eqns. (14)-(16) are equal to 1. 

4. exPerImentAl reSultS
The experiments are conducted on the high definition 

images, ‘Fungi’, ‘Insect’, ‘Painting’, ‘Fruits’, ‘Stones’ 
downloaded from the web shown in Fig. 2, and also on state 
of the art databases – Berkeley (100 test images of size 481 x 
321)9, high resolution and high dimensional landsat satellite 
images17, 700 x 504 nikon fluorescent microscopy images18 
and the 512 x 712 Kodak true colour loss less images19. For 
each image, the mosaic is obtained in the layout of the Bayer 
pattern in Fig. 1. The coding is done in mATlAB 7.9 on a 
2.3 ghz Pentium processor. The PSnR and runtime of the 
proposed fuzzy bilinear interpolation filter (labeled as (k)) and 

the proposed fuzzy non-linear CDC filter (labeled as (l)) are 
compared with a slew of state-of-the-art colour demosaicking 
methods namely, 
(a) nearest neighbor replication12 
(b)  Bilinear interpolation11 
(c)  Smooth hue transition interpolation13 
(d)  Pattern matching algorithm14 
(e)  edge directed interpolation15 
(f)  Colour interpolation using laplacian second order colour 

correction7 
(g)  Threshold based variable number of gradients16 
(h)  gradient corrected linear interpolation20  
(i)  edge strength based CFA interpolation2 and 
(j)  non-linear CDC filter1. 

The colour demosaicking results of the five high-definition 
images are shown in Table 1 for all methods. It is seen that for 

Figure 2. The high definition images used for the experimentation, (a) Fungi, (b) Insect, (c) Painting, (d) Fruits, (e) Stones. 

(a) (c)(b)

(d) (e)
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all images except Fungi, the proposed fuzzy filters outperform 
the other methods, with our fuzzy bilinear interpolation filter (k) 
providing the lesser execution time, albeit at a reduced picture 
quality. The fuzzy bilinear interpolation filter however gives 
best results for the ‘Stones’ image where colour contrast and 
colour edges are few. The results for the edge strength filter2 are 
not included since the runtime (several hours for each image) 

for these images is too considerable for real-time applications. 
Fig. 3 shows the mosaic image and its edge strength map for 
the ‘Fruits’ image. A small segment of the ‘Fruits’ image, 
highlighted in Fig. 3, is used for visual comparison of the 
reconstructed results of all methods in Fig. 4. As observed, the 
fuzzy non-linear CDC filter (l) gives the best visual match to 
the original image in Fig. 3 and the highest PSNR in Table 2.

methods
Berkeley images 

(100 images)
Landsat satellite images 

(23 images) 
Nikon fluorescent microscopy 

images (24 images)
          Kodak loss-less  

colour images (24 images)
PSnr Time PSnr Time PSnr Time PSnr Time

(a) 40.2±1.2 0.008±0.004 39.0±2.6 0.08±0.05 41.8±1.8 0.02±0.02 40.1±1.8 0.04±0.005
(b) 44.0±2.2 0.09±0.03 41.1±3.6 0.4±0.22 42.2±2.1 0.07±0.012 41.2±2.1 0.13±0.01
(c) 42.5±2.3 1.91±0.28 39.1±2.0 15.9±8.7 41.8±2.2 3.6±0.09 41.0±2.2 4.6±0.2
(d) 37.8±1.8 5±0.4 37.5±2.0 56.1±29.2 41.7±1.5 9.8±0.46 37.6±1.1 10.6±0.3
(e) 44.7±2.6 0.5±0.07 41.5±3.8 5.5±3.0 44.3±2.2 0.92±0.04 42.3±2.2 1.1±0.08
(f) 36.1±3.1 1.6±0.17 36.7±2.2 12.6±6.8 40.2±1.2 2.0±0.31 36.6±2.0 4.4±0.7
(g) 37.2±2.2 15±2 36.2±1.7 129.5±68.2 39.4±1.4 24.9±2.4 35.9±1.7 48.4±4
(h) 45.6±2.1 0.006±0.001 43.7±3.9 0.05±0.02 43.3±2.2 0.01±0.0 44.4±2.3 0.03±0.02
(i) 46.0±2.3 228±34 Too large computations 42.6±2.1 275.0±17.5 44.8±2.3 403±60
(j) 45.0±2.0 2±0.11 44.2±4.0 18.7±9.6 43.0±2.1 4.3±0.08 46.0±2.4 6.9±0.1
(k) 44.3±2.5 0.95±0.06 41.3±3.8 14.2±7.5 44.4±.2.2 1.9±0.03 42.0±2.2 3.4±0.09
(l) 46.3±2.4 2.5±0.2 44.4±4.0 23.0±11.8 43.1±2.2 5.1±0.12 45.3±2.3 8.7±0.07

Table 2. Results of real-time colour filter array interpolation on various datasets in terms of the (average PSNR ±Standard deviation, 
average time in seconds ± Standard deviation). 

Figure 3. (a) The original ‘Fruits’ image with a small section shown highlighted, (b) The original mosaic image, and (c) The edge 
strength map of the mosaic image.

(a)

(b) (c)
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Figure 4. The reconstructed colour images for the highlighted section of Fruits image in Fig. 3 for the 12 colour demosaicking 
methods labeled (a) to (l) in the results section.

The results for the Berkeley, landsat, nikon microscopy, 
and Kodak datasets are summarized in Table 2 for methods 
(a) to (l) and these once again ascertain the efficiency of the 
fuzzy colour demosaicking algorithms proposed in this paper 
in terms of the highest possible PSNR achieved at the lowest 
runtime. The proposed Fuzzy bilinear interpolation method 

is a good option for colour interpolation in real-time with 
acceptable visual quality, whereas for high resolution images 
the Fuzzy non-linear CDC filter can be relied on for obtaining 
highly efficient results in a very short time. Fig. 6 shows the 
interpolated results of the zoomed in image of the microscopy 
image shown in Fig. 5. The results indicate the best visual 

Figure  5. An example from the Nikon Microscopy database  with a  highlighted section shown for subsequent comparison of 
demosaicking results.

(i) (k)(j) (l)

(e) (g)(f) (h)

(a) (c)(b) (d)
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Figure 6. Results of 12 demosaicking methods (a)-(l) on an example from the Nikon Microscopy database the highlighted section in 
Fig. 5.

quality for the proposed fuzzy bilinear interpolation method as 
compared to all other methods. The Gradient corrected linear 
interpolation (method (h)) provides the lowest runtime but its 
PSNR is relatively low. The Fuzzy bilinear interpolation is 
found to excel for the Microscopy images in terms of highest 
PSNR with an average execution time of only 2 s. The Fuzzy 
non-linear CDC method is found best for the high resolution 
satellite images and marginally close to the non-linear CDC 
filter for the Kodak images, outperforming all other methods 
in a consistent manner.

 
5. ConCluSIon

In this study, authors fuzzify the non-linear CDC 
colour filter array interpolation and the bilinear interpolation 
techniques for colour demosaicking. The fuzzy memberships 
used are derived from the edge strength map of the mosaic 
image. We observe a rise in PSNR values and reduction in 
execution time for high resolution images where the edge 
information is significant. 
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Abstract - In this paper field distribution inside rectangular 
dielectric waveguide has been studied assuming square wave 
field incidence for its dominant and other modes. Incident 
square wave field can be seen as made up of various harmonics 
of sine and cosine functions. Here up to five harmonics of sine 
and cosine function are taken to represent the field distribution 
and mathematical equations are derived. Field distribution 
inside and outside the wave guide are plotted using Mat Lab 
application for even and odd symmetric fields. Two modes, EY ru n  

and EX run of propagation are considered inside the dielectric 
wave guide, having most of the electric field in y direction and x 
direction respectively. From these, Eigen equations and 
propagation constant can be calculated for harmonics of the 
incidence wave function. For frequencies above cut-off, field is 
assumed to be confined inside the waveguide and decaying 
exponentially outside, as assumed in Marcatili' s  method to find 
the wave guide solution. 

Keywords- Field generated in P mn and F mn mode, 
Rectangular dielectric waveguide, square wave incidence, 
harmonic of sine (cosine) function for square wave. 

I. INTRODUCTION 
Dielectric waveguides restrict and direct the signal in 

particular direction and find their applications in many 
communication circuits, at millimeter and sub millimeter 
frequencies. It is important to study their modes of 
propagation and its propagation characteristics .  The modes 
of dielectric waveguides are more difficult to analyze than 
those of the metallic rectangular waveguide because they 
don't have metallic boundaries [ 1 ] .  A lot of study has been 
done in wave guides by assuming co-sinusoidal field as 
incidence field [2] ,  [3] but very less by assuming square 
field or harmonics field as incidence . In the present analysis, 
distribution of electric and magnetic field as square wave 
form is represented by the harmonics of the sine (cosine) 
wave field inside the core and exponential decaying field 
outside the waveguide. 

The dielectric rectangular wave guide material is 
assumed to have relative dielectric constant, Er > I and 
surrounding material is air. Because of absence of 
conducting boundaries the EM field exists inside and outside 
the wave guide[2] ,  [ 1  I ] .  

P mn and EX mn as well a s  hybrid modes (all six 
components Ex, Ey, Ez. Hx, Hy, Hz) are supported by 
rectangular dielectric waveguide [4] ,  [5] . Modes are 
designated as P mn, if the electric field is parallel to the y
axis, and as EX mn if electric field is parallel to x -axis. m and 

978-1 -4799-1 607 -8/1 3/$31 . 00©201 3 IEEE 
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n subscript designate the number of maxima in x and y 
direction. E\nn modes have components namely Ex, Ey, E" 
Hx, and H" with Hx = 0 which can be visualized as the TMx 
modes .  Similarly, Ey, Ez. Hx, Hy, and Hz. with Ex = 0 are the 
components of the P mn modes which can be visualized as 
TEx modes [ 1 3 ]  - [ 1 5] .  In dielectric waveguide the dominant 
modes correspond to m=n= 1 .  

II. EQUATIONS WITH SQUARE WAVE INCIDENCE 
Taking square wave as incident filed on rectangular 

dielectric waveguide and propagation along z-axis as shown 
in figure 1 .  

l 

x 

Fig. 1 .  Wave propagation in rectangular dielectric wave guide in + z- axis 

The incident wave function can be written in two forms;  
One in even symmetric and other odd symmetric 
( asymmetric) field [4, 20] . 

Fig. 2. Various regions defined in Marcatalli approximation method [2] 

Using the Marcatili ' s  approximation method, assuming 
most of the field is confined inside the core of the 
waveguide and the field in corners is neglected as shown in 
figure 2 [2] . The field potentials for even symmetric and odd 
symmetric (asymmetric) fields can be written as described in 
subsequent sections. 

41 1 



A. Equations for even symmetry 
'Peven = Al Red(ux)Red(ulY) e-j\z 

Ixl :S a, ly l :S b (inside guide) 
= B I e-vXRecte(ulY) e-j\z 

Ix l � a, lyl :S b (outside guide) 
= C I Rect"(ux) e-v

ly 
e-j\z 

Ix l :S a, Iyl � b ( outside guide) [7] 
( I )  

The function RedO i s  taken for representing even 
rectangular field. Also u, Ub Kz are propagation constant 
inside the dielectric in x, y and z direction and v, vI  are 
attenuation constant in x and y directions outside the 
dielectric region. Al B I and CI are the amplitude values of 
the function. The Rect 0 function can be seen in the form of 
harmonics of cosine and sine function for symmetric and 
asymmetric fields . The regions x > a and y > b have been 
neglected as fields are very weak at these corners, this has 
been done by applying Marcatili ' s  and Ooell ' s  approximate 
methods [ 1 -2] . 

2 b  

Fig. 3 .  Even symmetric rectangular function across the dielectric 
waveguide 

Figure 3 shows the rectangular field as even symmetric 
distribution to origin. The even Red 0 function can be 
written as harmonics of cosine functions. The harmonics 
equations for n up to 9 can be written as : - .  

(n=3) 

(n=5) 

(n=9) 

F(x) : �  4
b co(7lX) _ �.co(3TCX) TC a 3TC a 

4b {7lX) 4b { 37C X) 4b { 57C X) F(x) : � - co - - _ ·co - + - co -7C a 37C a 57C a 

F(x) : �  �co(1tx) _ �.co( 37C X) + �co( 57C X) + n a 3n a 5n a 

�col 7TCXJ + �col 97CXJ 
7TC \ a 9TC \ a 

(2) 
Where F(x) is rectangular function in terms of harmonics 

of cosine only and b is the amplitude values of the function. 
Taking even symmetric rectangular function in terms of five 
harmonics from eq. 2, the field equations ( 1 )  can be written 
as 

(3) 

Constant A, 8 and C are the normalized amplitude values .  
From these derived mathematical harmonics equations (3) 
graphical distribution of fields can be plotted using 3 -D 
graphical tool of Mat lab . 

B. Equations {or odd symmetry 
Rectangular field equations for asymmetric (odd) 

distribution can be written as 

'Podd = Al RectO(ux) Rece(ulY) e-j\z 

Ix l :S a, lyl :S b (inside guide) 
= 8 1 e-vx RectO(ulY) e-j\z 

Ix l � a, lyl :S b (outside guide) 
= C I Rece(ux) e-v

ly 
e-j\z 

Ix l :S a, Iyl � b (outside guide) [7] 
(4) 

Here, the function Rece 0 is taken for representing odd 
rectangular field and other terms remain same, as defmed 
earlier. Figure 4 shows the odd symmetric rectangular field 
to origin. 

I .. 
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Fig. 4 . Odd symmetric rectangular function across the dielectric waveguide 

The odd rectangular field can be written with harmonics 
of sine function. For n ranging from 3 to 9 the odd 
rectangular function are : -

F(x) : � 4b sin(rex) + �.sin( 37C X) 
( n�3) 7C a 37C a 

_ 4b (rex ) 4b ( 37C X) 4b ( 57C X) ( n-5) F(x) : = - sm - + - -S1n - + - sin -
1[ a 31I a 51I a 

( n�9) F(x) : �4b 
SlJ 7lX ) + � .SiJ 37C X) + � s,J 57C X) 

7C '\ a 3TC '\ a STC ll\ a 

+ �.SiJ 77C X) + �SiJ 97C X) 77C 1\ a 97C 1\ a (5) 
Similarly, putting the odd rectangular fields of Eqn 5 for 

five harmonics the field equations (4) becomes 

<Jlodd : = A{sin(u.X) + � .sin(3UX) + f ·sin(5UX)) + 

( . I . 1 . ) -vl "Y -j .kz ·Z : � C o sm(u ·x) + - ·sm(3ux) + - ·sm(5ux) (e) (e) 3 5 
(6) 

From the mathematical equations (3) and (6) graphical 
distribution of fields can be plotted by using 3 -D graphical 
tool of Mat lab . This field distribution gives a better 
understanding of 3-D visualization of harmonics of a wave. 
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The 3 -D graph plotted are with the field varying as even and 
odd function around origin in x and y direction inside the 
dielectric and decaying exponentially outside the boundary 
of dielectric. The propagation constant and attenuation 
constant inside and outside the waveguide are assumed with 
certain values and different propagation mode graphs are 
plotted. 

III. EVEN SYMMETRIC FIELDS WITH VARIOUS 
HARMONICS 

A. Inside the waveguide 
The even symmetric square fields e mn with Ex and Ey 

harmonics components in x and y direction and propagation 
in z direction, are shown in figure 5 .  The derived 
mathematical equation 3 has been normalized with respect to 
amplitude. Wave fields inside the dielectric for 1 ,  3 and 5 
harmonics function are plotted for mode m=n= l .  

Fig. S .  EXmn mode even symmetric fields inside the waveguide with 
harmonics ( 1 -S harmonics) 

B. Outside the waveguide 
Exponentially decaying field outside wave guide derived 

in equation 3 for same mode are shown in figure 6. The 
wave function plots are shown for third and fifth harmonics .  

Fig. 6 (a) 

Fig. 6 (a) and (b) . EXmn mode even symmetric fields outside the waveguide 
with harmonics (3 and S harmonics) 

IV. ODD SYMMETRIC FIELDS WITH VARIOUS 
HARMONICS 

A. Inside the waveguide 
Similarly, the odd symmetric fields of E\nn mode are 

plotted by taking the equation 6. For the dominant mode 
(m=n= I) waveform plots for 1 ,  3 and 5 harmonics are shown 
in figure 7 .  

Y-ax is - I  - 1  

.1 - 1 

X-ax is 

Fig. 7 .  EX mn Odd symmetric fields inside the waveguide with harmonics ( I 
S harmonics) 

B. outside the waveguide 
Outside decaying field plot for odd symmetric function 

for EXmn mode is shown in figure 8 .  The wave function plot 
shown is for third harmonics .  
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Fig. 8. EXmn mode odd symmetric fields outside the waveguide with 3 
harmonics 

v. FIELD DISTRIBUTION OF SOME OTHER MODES 
Field distribution mode m= l and n=3 ie EX13 inside the 

wave guide are also drawn from same equations .  Figure 9 
depicts the field distribution of even symmetric field and 
figure 1 0  shows the odd symmetric field. These fields are 
shown only for fifth harmonics .  

Y-ilxis - 1  - 1  X-ax is  

Fig. 9 .  Even field distribution for E'1J mode inside waveguide with five 

harmonics 

·2 
1 

Y-axis -1 - 1  X-ax is 

Fig. 10. Odd field distribution for E'll mode inside waveguide with five 

harmonics 

v. RESULT AND DISCUSSIONS 
The rectangular symmetric or asymmetric field basically 

consists of various harmonics of the cosine or sine functions . 
Field equations for up to five harmonics are being taken and 
the waveform plots for these harmonics inside and outside 
the wave guide are plotted using 3 -D tool of Matlab. The 
waveform plot of up to fifth harmonics inside the wave 
guide looks like a square waveform. These 3 -D plots give a 
clear understanding of all the fields inside as well as outside 

the waveguide for various harmonics .  Waveform plots, for 
not only these modes but for any other mode can also be 
plotted by using the same equations. From these wave 
function equations the characteristic equation with 
harmonics can be written and value of propagation constant 
can be found. This propagation constant can be compared 
with the propagation constant found by single sine or cosine 
field [24] . 
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Abstract 
 
This paper presents Glowworm Swarm Optimization (GSO) algorithm 
to solve the optimal power flow (OPF) problem. The objective is to 
minimize the fuel cost and keep the power outputs of generators, bus 
voltages, shunt capacitors/reactors and transformers tap-setting in their 
secure limits. Glowworm Swarm Optimization algorithm, enables a 
swarm of agents to split into subgroups, exhibit simultaneous taxis 
towards each other, and rendezvous at multiple optima (not necessarily 
equal) of a given multimodal function. In our problem the agents are 
generation values of the generator. The incorporation of the proposed 
method using GSO has been examined and tested for standard IEEE 30 
bus system in MATLAB and its effectiveness is illustrated. 
 
Keywords: Glowworm Swarm Optimization, optimal power flow, fuel 
cost. 

 
1. Introduction 
The optimal power flow of OPF has had a long history in its development. It was first 
discussed by Carpentier in 1962 and took a long time to become a successful algorithm 
that could be applied in everyday use. [1]In an OPF, the values of some or all of the 
control variables need to be found so as to optimize (minimize or maximize) a 
predefined objective. Objective function takes various forms such as fuel cost, 
transmission losses and reactive source allocation. The OPF methods are broadly 
grouped as Conventional and Intelligent.[2]The conventional methodologies include 
the well known techniques like Gradient method, Newton method Quadratic 
Programming method, Linear Programming method and Interior point method. They 
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have poor convergence, may get stuck at local optimum, they can find only a single 
optimized solution in a single simulation run and they become too slow if number of 
variables are large. To overcome the limitations and deficiencies in analytical methods, 
intelligent methods based on Artificial Intelligence (AI) techniques have been 
developed in the recent past.  Intelligent methodologies include the recently developed 
and popular methods like Genetic Algorithm, Particle swarm optimization. The main 
advantages of Intelligent methods are: Possesses learning ability, fast, appropriate for 
non-linear modeling, etc [3].  

In this paper optimal power flow using one of novel nature inspired technique 
known as Glowworm Swarm Optimization (GSO)is used. GSO is a popular swarm 
intelligent optimization technique proposed by K.N.Krishnanad and D.Ghose in 2005, 
which has received some interest recently, and mimics the behavior of glowworms 
glow to attract companions that can successfully find the global optimum and 
searching multiple optimum of multimodal function[4]. Now GSO algorithm is widely 
used in some spheres. Glowworm Swarm Optimization algorithm, enables a swarm of 
agents to split into subgroups, exhibit simultaneous taxis towards, and rendezvous at 
multiple optima (not necessarily equal) of a given multimodal function. This was 
basically inspired from the modified Ant Colony Optimization (ACO) with some 
significant differences. OPF using GSO helps us to find out the optimal value of 
generation of generators which will help us to minimize the cost function which is the 
objective function in our problem, keeping in view the different constraints that come 
in OPF [5]. 

 
2. Optimal Power Flow Problem Formulation 
The standard OPF problem can be written in the following form, Minimize F(x) (the 
objective function) subject to: 

hi(x) = 0, i = 1, 2, ..., n (equality constraints) 
gj(x) = 0, j = 1, 2, ...,m (inequality constraints) 

where x is the vector of the control variables, that is those which can be varied by a 
control center operator (generated active and reactive powers, generation bus voltage 
magnitudes, transformers taps etc.)[5],[8]&[11]; the essence of the optimal power flow 
problem resides in reducing the objective function and simultaneously satisfying the 
load flow equations (equality constraints) without violating the inequality constraints. 
The most commonly used objective in the OPF problem formulation is the 
minimization of the total cost of real power generation. The individual costs of each 
generating unit are assumed to be function, only, of active power generation and are 
represented by quadratic curves of second order. The objective function for the entire 
power system can then be written as the sum of the quadratic cost model at each 
generator[1][2]&[3] given by eqn(1). 

(ݔ)ܨ = ∑ (ܽ݅ + ܾ݅ܲ݃݅ + ܿ݅ܲ݃ଶ)
ୀଵ    (2) 

Where ng is the number of generation including the slack bus. Pgi is the generated 
active power at bus i. ai, bi and ci are the unit costs curve for ith generator. While 
minimizing the cost function, it’s necessary to make sure that the generation still 

(1) 
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supplies the load demands plus losses in transmission lines. Usually the power flow 
equations are used as equality constraints, active and reactive power injection at bus i 
are defined in the following equation: 

ܲ(ܸ, (ߠ = ∑ ܸ ܸ(݆݃݅ cos݆݅ߠ + ܾ݆݅ sin ௨௦(݆݅ߠ
ୀଵ ; ݅ =  ݏݑܾ݊,2

 

ܳ(ܸ,ߠ) = ∑ ܸ ܸ(݆݃݅ sin ݆݅ߠ + ܾ݆݅ cos ௨௦(݆݅ߠ
ୀଵ ; ݅ = ݒ݊ + 1,    ݑܾ݊

 

The inequality constraints of the OPF reflect the limits on physical devices in the 
power system as well as the limits created to ensure system security. The most usual 
types of inequality constraints are upper bus voltage limits at generations and load 
buses, lower bus voltage limits at load buses, var. limits at generation buses, maximum 
active power limits corresponding to lower limits at some generators, maximum line 
loading limits and limits on tap setting of TCULs and phase shifter. Upper and lower 
bounds on the active generations at generator buses can be given by eqn (3) 

Pgi min ≤Pgi ≤ Pgimax, i=1, ng. (4) 
Applications of a conventional optimization technique such as the gradient-based 

algorithms to a large power distribution system with a very non-linear objective 
functions and great number of constraints are not good enough to solve this 
problem.[6] Because it depend on the existence of the first and the second derivatives 
of the objective function and on the well computing of these derivative in large search 
space[12]. 

 
3. Glowworm Swarm Optimization 
In the glowworm swarm optimization algorithm, glowworms are randomly placed in 
the objective function space, which contain a luminescent quantity called luciferin. The 
intensity of luciferin is associated with the objective function of glowworm’s location, 
and a greater luciferin mean better location and objective function value of 
glowworms[4]. Each glowworm has a local-decision domain that is bound by a radial 
sensor range. In the local decision domain, each glowworm finds neighbor and is 
attracted by the brighter glow of other glowworms in the neighborhood set, and the 
neighbor has the greater luciferin. The glowworm moves toward the brighter 
glowworm using a probabilistic mechanism. Also, local-decision domain size is 
variable that is affected by the number of neighbors. When the neighbor has the lower 
density, the local-decision domain will enlarge in favor of finding more neighbors; 
when the neighbor density is higher, the local-decision domain will reduce. Finally, the 
movement of glowworms will lead to majority gathering to multiple optima[5]&[6]. 

Entire process of GSO algorithm includes four steps: deployment of glowworms 
phase, luciferin-update phase, movement phase and local-decision domain update 
phase. Deployment of glowworms phase: in the phase, the purpose is to enable the 
glowworms to be dispersed in the entire objective space. Each glowworm contains 
equal quantity of luciferin and sensor range. Luciferin-update phase: during the 
luciferin update phase, each glowworm changes luciferin value according to the 
objective function value of their current location. The luciferin update rule is given by 
eqn(4): 

(3) 



  Rahul Dogra & Nikita Gupta  

 

158

݈(ݐ + 1) = (1 − (ݐ)݈(ߩ + ݐ)ܬߛ + 1)    (5) 
 

Where 0) ߩ < ߩ < 1) is the luciferin decay constant, ݈(ݐ) is the luciferin 
enhancement constant and ܬ(ݐ) indicates the objective function value at glowworm i’s 
location at time t. Movement phase: during the movement phase, each glowworm 
selects a neighbor that has higher luciferin value and moves toward it using a 
probabilistic mechanism. The probability of glowworms i moving towards a neighbor j 
is based on the Eq. (2) at iteration t given by eqn(5): 

(ݐ)ߩ =
ቀೕ(௧)ቁି൫(௧)൯

∑ ൫ೖ(௧)൯ି൫(௧)൯ೖ∈ೀ()
  (6) 

Where݈(ݐ) is the luciferin value of glowworm i, d(i, j) is the Euclidian distance 
between glowworms i and j . The movement of glowworms i is as follows in eqn(6): 

ݐ)ݔ + 1) = (ݐ)ݔ + ݏ ௫ೕ(௧)ି௫(௧)

∥௫ೕ(௧)ି௫(௧)∥
                         (7) 

Where s is the step-size. Local-decision domain update phase: when the number of 
neighbor changes, local-decision domain needs update at each of iteration, local-
decision domain update rule can be presented by the following equation (7) 

ݐ)ௗݎ + 1) = min {ݎ௦, max {0, (ݐ)ௗݎ + ൫݊௧ߚ − ൫ ܰ(ݐ)൯ൟ}   (8) 
Where ݎௗ ݐ) + 1) is the local-decision domain of glowworm i at the t+1 iteration, ߚ 

is a constant parameter that affects the rate of change of the neighbor domain, ݊௧ is 
threshold that is used to control the number of neighbors [5]. 

 
4. GSO Applied to Optimal Power Flow 
The GSO-based approach for solving the OPF problem to minimize the cost takes the 
following steps: First we fix the minimum and maximum value of each generator using 
the IEEE-30 bus system data that is we fix our workspace. Then we deploy the agents 
randomly in the workspace (here in our problem the agents are generation values of the 
generator).Then we give the parameters of GSO in our program for OPF using GSO, 
which are always fixed for every experiment. Then we formulate the objective function 
of the six generators (here in our problem formulation the objective function has been 
taken as cost function).Then we apply the stage of GSO named Luciferin Update phase 
using its standard formula. This step helps in updating the generation values of the 
entire individual generator. Then we calculate the probability of movement of agents 
towards each other. Then accordingly we give the movement step to the agents in the 
movement phase of OPF using GSO. Then we set the constraints required for the OPF, 
using the IEEE-30 bus data. Then we give the last phase of our algorithm i.e. the local 
decision domain range update rule, which helps in effective movement of agents so 
that they can capture the optimal value effectively. Then we simulate our program in 
MATLAB and get the final results. 
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5. Result of OPF Using GSO 
The proposed GSO algorithm is tested on standard IEEE 30 bus system. The test 
system consists of 6 thermal units. The program was written and executed on Intel 
Core 2 Duo having 2.4 GHZ 3GB RAM. The optimal setting of the GSO control 
parameters are: ߩ = ߛ,0.4 = ߚ,0.6 = 0.08  and sensor range is 200. 

 
Table 1: Values of parameters achieved using Glowworm optimization technique. 

 
Parameters Values 
Initial Cost of Generation 742.30 $/hr 
Final Cost of Generation 425.90 $/hr 
P1 61.37 MW 
P2 23.23 MW 
P3 33.37 MW 
P4 29.47 MW 
P5 28.68 MW 
P6 15.63 MW 
Time Taken 45.06 seconds 

 

 
Fig. 1: Fuel cost variation. 

 
6. Conclusion 
In this paper for the sake of solving optimal power flow (OPF) problems one of novel 
nature inspired technique known as Glowworm Swarm Optimization (GSO) has been 
used for solution of optimal power flow problem of large distribution systems via a 
simple genetic algorithm. The objective was to minimize the fuel cost and keep the 
power outputs of generators, bus voltages, shunt capacitors/reactors and transformers 
tap-setting in their secure limits. GSO has been examined and tested for standard IEEE 
30 bus system in MATLAB. We saw that our objective function i.e. cost function was 
minimized under the constraints and also we got the values of generation of different 
generator which would give optimum generation under different constraints.         
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 ABSTRACT

Thermogravimetric analysis of high density polyethylene and Co3+ catalyst mixtures was studied under non-isothermal
conditions. The mixtures used in this study consist of blends of HDPE: Co3+ in 3:1 and 5:1 ratios. The pyrolysis was
carried out over a temperature range of 30 to 800 0C in an inert atmosphere of nitrogen, with a heating rate of 100C/
min. The kinetic parameters were evaluated using the Coats and Redfern method. The activation energy of raw HDPE
was decreased by Co3+ catalyst by nearly 80% within the given temperature ranges. A reduction in the activation
energy of the blended mixture was observed, which clearly indicates the synergism in the co-cracking/co-processing
reactions. The reaction is defined as zero order reaction. The catalyst chosen for pyrolysis shows effective aspects on
HDPE degradation.

Keywords: Degradation, Catalyst, HDPE, Kinetics, Non-isothermal

1. INTRODUCTION

The global production of plastics in 2010 was 265MMT and in 2011, it was 280 MMT. Europe produced 21.5%
and China 23.5% of the global production. India’s share is just 4.25%. An exponential increase in production and
consumption of plastics has put lot of pressure on recycling and management. Though recycled plastics have
found applications in protecting lands and fields, construction of buildings and many more, the emphasis has
been on the sustainable energy recovery[1]. More emphasis has been laid on making plastics a high-quality
secondary raw material for diversified applications.

The thermal treatment of plastics wastes by pyrolysis or incineration has received considerable attention. A
proper thermal treatment system not only resolves the disposal problems, but also recovers energy as well as
several organic compounds which may find applications as raw materials. High-temperature pyrolysis processes
have been developed in the past[2,3]. However, absence of reliable data on hydrodynamics, heat transfer and
kinetics required to develop high temperature pyrolysis reactors hampered their optimal design and operation.
Therefore, the kinetics of thermal degradation of such solid plastics wastes must be studied to provide a more
detailed thermal and flow analysis[4].

Dynamic thermogravimetric analysis (TGA) has been frequently used to study the kinetics and mechanism of
thermal degradation of polymers, as it provides reliable information on the frequency factor, the activation
energy, and the reaction order[5-10]. Ahmaruzzaman and Sharma[11-17] have described the advantages of
studying non-isothermal kinetics over the isothermal kinetic studies. In this paper, the kinetics of pyrolysis of
high density polyethylene (HDPE) in the presence of cobalt trichloride was studied under non-isothermal heating
in nitrogen media using TGA curves. The kinetic parameters of the process were calculated using the method of
Coats–Redfern[18] and kinetic equations.

2. MATERIALS AND METHOD

The HDPE (MWZ 4,20,000) were procured from the Bls Ethanol Private Limited, New Delhi, India. The property
of raw plastic is given in Table 1. The catalyst cobalt tri-chloride used in the study was of AnalaR grade. TGA
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analysis of the samples is done using a STA6000, thermogravimetric analyser under non-isothermal conditions,
over a temperature range of 30 0C to 700 0C and at a heating rate of 10 0C/min. About 10 mg of the sample was
used for the study, in an inert nitrogen atmosphere having 20 ml/min nitrogen flow. The weight loss data were
recorded as a function of time and temperature using special software in computer. Pyrolysis was carried out at
non-isothermal conditions[18]. As slow heating rate was used, the heat transfer limitation was ignored.

Table 1: Properties of raw HDPE sample used
-----------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------

Property HDPE
-----------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------

Manufacturer Bls Ethanol Private Limited, New Delhi
Form Pellets
Density, kg/m3 at 296 K 950–956
Melting point (0C) 399–405
Melt flow rate, g/10 min 0.3–0.5

-----------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------

2.1. Analysis of Weight Loss Data

Assuming first-order decomposition reaction, an integral method was used to evaluate the kinetic parameters.
Details of the mathematical procedure used in the analysis of the TGA data can be found elsewhere[17,18]. The
extent of conversion, or the fraction of material pyrolysed, x, may be defined using the expression:

                                      (1)

Where, wo, is the initial weight (in mg), wt is the weight after t minutes (in mg) and           , is the weight after pyrolysis
(in mg). The rate expression can be written as:

                                   (2)

With a linear heating rate of a, (K /min),

                                            (3)

The integrated rate expression for n = 1 will be,

              (4)

and integrated rate expression for n≠1 will be,

                           (5)

In these expressions, T = temperature, A = frequency factor, R = gas constant, a = heating rate and E =
activation energy of the reaction. In the present study, the order of the reaction is assumed between n = 0 to n =
4. The parameters of the Equations- 5 were calculated for n=0, 0.5, 1, 1.5, 2, 2.5, 3, 3.5 and 4.0. Then, the plots
of ln[-ln(1-X)/T2] against 1/T for n=1 and ln [1-(1-X)1-n/(1-n)T2] against 1/T for n≠1 were drawn. Where these
plots correspond to each other, the same will be the order of the reaction.

The value of n which gives the value of highest R2 (regression coffecient) indicates the reaction order. From the
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slope (y = mx + C) activation energy (-E/R = m) of the reaction is calculated. Frequency factor A can be
calculated from the intercept. As R, a and E are known, then A can be determined.

                    (6)

3. RESULTS AND DISCUSSION

The TGA of HDPE, HDPE- cobalt trichloride (3:1) and HDPE- cobalt trichloride (5:1) are carried out under non-
isothermal conditions- [18-21] in nitrogen medium over a temperature range of 30-700 0C and at a heating rate of
10 0C/min. About 10 mg of each sample was used for the study. An inert atmosphere was maintained using
flowing N2 at 20 ml/min. The weight loss data were recorded as a function of time and temperature and presented
in Figures 1- 3.

All the weight loss curves are smooth, with one inflection point during reaction under nitrogen atmosphere. In all
experiments, the final temperature was nearly 500 0C. Although the decomposition curves of HDPE-CoCl3 (3:1)
given in Figure 2 shows that HDPE degrades nearly 100% at 460 0C the decomposition curves of HDPE:CoCl3
(5:1) given in Figure 3 shows that HDPE degrades nearly 70% at 5150C and the decomposition of raw HDPE
occurs at 490 0C. The pyrolysis study reveals that 3:1 ratio of catalyst is more favourable for the decomposition
of HDPE.

Figure 1: Thermogram of HDPE

Upon analysing the TGA data, it was revealed that a linear curve of Equation- 5 for n = 0 is the most appropriate
as the regression coefficient is highest for n=0; the curves of Equation- 5 for raw HDPE, HDPE-CoCl3 (3:1) and
HDPE-CoCl3 (5:1) under non-isothermal conditions are presented in Figures 4-6. In these figures, the entire
range of the plots of ln[-ln(1-X)/T2] against 1/T for n=1 and of ln[1-(1-X)1-n/(1-n)T2] against 1/T for n≠1 correspond
to a linear graph.The value of n which gives the value of highest R2 (regression coefficient), indicates that
reaction is of zero order for all the three samples at a heating rate of 10 0C/min.

Reasonable fits of data to straight lines in these figures indicate that the assumption of first order kinetics for
thermal decomposition of HDPE, as proposed by the Coats and Redfern[18] in presence of cobalt tri-chloride is
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not acceptable. The analysis of TGA data presented reveals that the thermal decomposition of HDPE and its
blend can be described by a zero-order reaction. The apparent kinetic parameters are shown in Table 2. The
activation energy values found in this study are not in agreement with earlier studies wherein it ranged from 28
to 350 kJ/mol for different forms of Polyethylene[21], which appears to be reasonable due to difference in
molecular weight of the HDPE. The calculated activation energy value is minimum for HDPE-CoCl3 (3:1), which
indicates that this blend is most favourable for thermal degradation of HDPE.

Figure 2: Thermogram of HDPE-CoCl3(3:1)

Figure 3: Thermogram of HDPE-CoCl3(5:1)
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Figure 6: Curve based on the integrated rate expression (Equation 5) for n = 0 for HDPE-CoCl3 (5:1)

Figure 4: Curve based on the integrated rate expression (Equation 5) for n = 0 for Raw HDPE

Figure 5: Curve based on the integrated rate expression (Equation 5) for n = 0 for HDPE- CoCl3 (3:1)
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Table 2: Apparent kinetic parameters determined by the Coats and Redfern method under non- isothermal
conditions for raw HDPE, HDPE-CoCl3(3:1) and HDPE- CoCl3(5:1)

-----------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------
Material Order of reaction(n) Activation Energy (Ea) (kJ/mol) Frequency factor (A)
-----------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------
HDPE 0 41.21 0.00732
HDPE-CoCl3(3:1) 0 7.11 0.32222
HDPE-CoCl3(5:1) 0 9.34 0.03944
-----------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------

4. CONCLUSION

From the study, the following points can be concluded-

Kinetics studies under non-isothermal conditions confirmed that Co3+ is a good catalyst for thermal
decomposition of HDPE.

The activation energy data from the TGA study revealed that the HDPE-CoCl3 (3:1) blend has the lowest
activation energy and so this ratio is favourable.

The kinetics of thermal degradation of HDPE in the presence of cobalt tri-chloride under non-isothermal
conditions is of zero order.
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Abstract: In this paper, we have derived mathematical expressions for the loss caused by ill processing of items or 
jobs at various processing units in a production line. On the basis of the expressions, we concluded a policy for 
minimization of the loss caused by ill processing of jobs or items at various processing units. In the production line, 
each of the processing units has multi-server facility. Arrivals to the first processing unit are according to Poisson 
distribution. Service times at each of the processing units are exponentially distributed. At each of the processing 
units, we have taken into account immediate feedback and the rejection possibility. Considering the processing cost 
at each of the processing units, the average loss to the system due to rejection, caused by ill processing at various 
processing units, is obtained. 
Keywords: Queuing Network, Processing Units, Production Line, multi-server, Immediate Feedback 
 
Politika minimizacije gubitka za proizvodnu liniju sa trenutnom povratnom vezom u multi serverskom 
okruženju za sve proizvodne jedinice. U ovom radu je izveden matematički izraz za gubitak usled neadekvatne 
obrade delova ili radnih pozicija na različitim proizvodnim jedinicama na proizvodnoj liniji. Na početku 
experimenta je usvojena politika minimizacije gubitka usled neadekvatne obrade delova ili radnih pozicija na 
različitim proizvodnim mestima. Na proizvodnoj liniji svaka proizvodna jedinica ima multi serversko postrojenje. 
Dolazak do prvih proizvodnih jedinca se odvija shodno Poasonovoj raspodeli. Servisna vremena na svakoj 
proizvodnoj jedinici su eksponencionalno raspoređena. Na svakoj proizvodnoj jedinici je uzeta u obzir trenutna 
povratna sprega i moguće odbacivanje. Uzimajući u obzir troškove obrade na svakoj proizvodnoj jedinici, prosečan 
gubitak sistema usled odbacivanja, usled neadekvatne obrade na različitim proizvodnim jedinicama, je održan. 
Ključne reči: čekajuća mreža, proizvodne jedinice, proizvodna linija, multi server, trenutna povratna sprega 
 
1. INTRODUCTION 
A production line as shown in fig.1 is a sequence of a 
finite number of processing units arranged in a specific 
order. At each of the processing units, service may be 
provided by one person or one machine that is called 
single- server facility, or it can be provided by more 
than one persons or more than one machines that is 
called multi-server facility at the respective processing 
units. In this paper we have considered multi-server 
facility at each of the processing units. At each of the 
processing units, a specific type of processing is 
performed i.e. at different processing units material is 
processed differently. At a processing unit, the 
processing times of different jobs or items are 
independent and are distributed exponentially around a 
certain value, called mean processing time. 
In a production line the processing of raw material or a 
job starts at the first processing unit.  It is processed for 
a certain time interval at the first processing unit and 
then it is transferred to the second processing unit for 
other type of processing, if its processing is done 
correctly at the first processing unit. This sequence is 
followed until the processing at the last processing unit 
is over. In a production line raw material is processed at 
a series of processing units one after the other and 
finally it is transformed into finished goods ready for 
use. 

End of processing at each of the processing units give 
rise to the following three possibilities: 
(a) Processing at a unit is done correctly and the job or 
material is transferred to the next processing unit for 
other type of processing. 
(b) Processing at a unit is not done correctly but can be 
reprocessed once more at the same processing unit. 
(c) Processing at a unit is neither done correctly nor it 
can be reprocessed at the same processing unit i.e. this 
job or material is lost, in this situation the job or 
material is rejected and put into the scrap. 
 We are applying Queuing Theoretical approach to 
study the production line and hence to derive the policy 
for minimization of the said loss. Several researches 
have studied the queues in series having infinite 
queuing space before each servicing unit. Specifically, 
J. R. Jackson [1] had studied network of waiting lines, 
R.R. P. Jackson [2] studied finite and infinite queuing 
space with phase type service taking two queues in 
series. In, K.L. Arya [3] has found that the steady state 
distribution of queue length taking two queues in the 
system, where each of the two non- serial servers is 
separately in service. O.P. Sharma [4] studied the 
stationary behavior of a finite space queuing model 
consisting of queues in series with multi-server service 
facility at each node. 
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Fig. 1.  A production line 
 
2. MODELING 
 
We consider a production line as shown in fig.2 
consisting of an arbitrary number(r) of processing units 
arranged in a series in a specific order. Each of the 
processing units has multi- server facility and 
immediate feedback. 
 
Let 
 
  = Mean arrival rate to the first processing unit from 
an infinite source, following Poisson’s rule. 
 

i  = Mean service rate of an individual server at the 
thi processing unit having exponentially distributed 

service times. 
 

is  = Number of servers at the thi  processing unit. 

 

in = Number of unprocessed jobs before the thi  

processing unit waiting for service, including one in 
service, if any, at any time t. 
 

1, iip = Probability that the processing of a job or 

material at the thi  processing unit is done correctly and 

it is transferred to the 
sti )1(   processing unit. 

 

iip ,  = Probability that the processing of a job or 

material at the thi processing unit is not done correctly 
but it can be reprocessed once more, so, it is transferred 
to the same processing unit for processing once more. 

oip ,  = Probability that the processing of a job or 

material at the thi  processing unit is neither   done  
correctly nor it remains suitable for reprocessing. 
 

iC  = Processing cost per unit at the thi  processing 

unit. 
 
L  = Average loss per unit time, to the system due to 
rejection of items at various processing units due to ill-
processing. 
 

),,...,( 21 tnnnP r  Probability that there are 1n jobs 

waiting for processing before the first processing unit 
including one in service, if any, 2n jobs before the 

second processing unit waiting for service including 

one in service, if any, and so on, rn jobs before the thr  

processing  unit waiting for service including one in 

service ,if any at time t, with in  ri  10 , and  

P  tnnn r ,,..., 21 =0, if some in <0 (because number 

of jobs cannot be negative). 
 
The above production line can be represented by a 
serial network of queues in which each processing unit 
is equivalent to a queue with the same number of 
similar servers and the same numbers of jobs waiting 
for service. 
In the above serial network of queues, each queue has 
immediate feedback. To analyze this serial network of 
queues firstly we remove the immediate feedback. 

 

 
Fig. 2. Proposed production line 

 

 
Fig.3. Equivalent serial network of queues 
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After the removal of immediate feedback the above 
serial network of queues is replaced by one, as shown 
in Fig. 3. 

Here '
i  iii p ,1 , where 

'
i  is the effective 

service at the thi processing unit after the removal of 
the immediate feedback [5]. 
And the respective probabilities become as follows 

ioq
)1( ii

io

p
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, 1iiq
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1

ii
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p


   (1) 

3.  EQUATIONS GOVERNING THE QUEUING 
SYSTEM 

 
Under the steady state conditions, we have [6, 7, 8] : 
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4.  SOLUTION FOR INFINITE QUEUING 
SYSTEM 

 
Under the steady state conditions all the queues behave 
independently and thus the solution of steady state 
equation in product form is given by [9,10] 
 

P  rnnn ,......., 21  =   in
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1 , where 

 rini  10  and 1i  ri 1                  (3) 

 

If any i  ri 1 >1 then the stability is disturbed 

and the behavior of the system will not remain 
stationary consequently solution will not be given by 
Eq. (3). 
 
Here, we have 
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With 11,0 p

 
 

It is observed that 
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i
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1
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5.  EVALUATION OF AVERAGE LOSS: 
 
Let 1c be the processing cost at the first processing 

unit, 2c the processing cost at the second processing 

unit and so on … rc , the processing cost at the 
thr processing unit. 

If an item is rejected just after its processing at the first 
processing unit is over, then it causes a loss c1 to the 
system. If an item is rejected just after its processing at 
the second processing unit is over, then it causes a loss 
(c1+c2) to the system. Thus, in general if an item is 
rejected just after its processing at the rth processing unit 
is over, then it causes a loss (c1+c2+c3+…+cr ) to the 
system. 
 
L, the average loss per unit time to the system due to 
rejection of items just after the processing at various 
processing units due to ill-processing (processing of an 
item is neither done correctly nor it can be reprocessed) 
is 
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On the basis of the above expressions, it is clear that 
later the stage of rejection of an item from the assembly 
line greater the loss to the system.  
 
6.  POLICY TO MINIMIZE THE LOSS 
 
There are two types of losses. 
 
1. First Type- 
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 one-when the processing of an item or job is not done 
correctly and it is reprocessed at the same production 
line. In this type the time spent by the machine goes 
waste and creates loss to the system. 
 
2. Second Type- 
when the processing of an item or job at a processing 
unit is not correctly as well as it can not be reprocessed 
once more, it then is put into the scrap. In this type, the 
cost of bringing the item or job into the present form 
goes waste. This loss includes the cost occurred due to 
processing at the earlier stages and the cost occurred on 
the material in making it suitable for processing at the 
first processing unit. 
 
In this study, we are considering the second type loss 
caused as the cost occurred due to processing at the 
earlier stages  
 
Average loss i.e. the sum in equation (6), can be 
minimized by minimizing the individual terms. This we 
can do in three ways: 
 
(i)  It is obvious from the equation (6) that if an item (or 
a job) is rejected from the production line at a later 
stage it causes more and more loss to the system. Thus, 
emphasis should be given to install comparatively much 
efficient machines at later stages. 
(ii)  The sum in equation (6) can be minimized by 
minimizing the term Pio.. Thus loss can be minimized 
by installing machines with minimum rejection rate. 
(iii) The sum in equation (6) can be minimized by 
maximizing the term (1-Pii) i.e. by minimizing Pii. 
Thus, loss can be minimized by installing machines 
with minimum reprocessing rate. 
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Abstract 
 
Rapid increase in population and industrialization leads to huge 
generation of solid waste throughout the country with landfilling as the 
most common practice for management of these solid waste. It is 
estimated that out of 3267 MLD of sewage is generated in Delhi. 
Concentrations of COD, BOD5, heavy metals, NH4AN, low 
BOD5/COD ratio and the lack of nutrients in the methanogenic phase 
have restricted the application of biological treatment processes like 
aerated lagoons, activated sludge, sequence batch reactors, trickling 
filter, rotational biological contactors, thereby membrane technology is 
now days being used. Membrane filtration can be defined as the 
separation of solid immiscible particles from a liquid or gaseous stream 
based primarily based on size difference. It includes processes such as 
reverse osmosis (RO), nanofiltration (NF), ultrafiltration(UF) and 
microfiltration (MF). MF cannot be use alone in leachate treatment, 
used as pre-treatment for other membrane processes e.g. UF, NF or 
RO. MF alone, the COD removal is between 25-35%. Using the UF 
step alone 50% of organic matter can be separated. Nanofiltration 
removes up to 60-70% COD as well as about 50% ammonia from 
leachates while its combination with physicochemical methods further 
improves leachate treatment bringing the COD removal (refractory 
COD inclusive) to a range of (70-80%). Reverse Osmosis process has 
been reported to be a very efficient and promising method for leachate 
treatment. RO membranes can remove more than 99% organic 
macromolecules and colloids from feed water and up to 99% of the 
inorganic ions. Due to high rejection ability, reverse osmosis 
membranes retain both organic and inorganic dissolved in water with 
rejection rates of 98 - 99% thus being useful for purifying of liquid 
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wastes, i.e. leachate. Permeate generated from the reverse osmosis unit 
is low in inorganic and organic contaminants which meet the discharge 
standards. 
 

1. Introduction 
Due to rapid urbanization and uncontrolled growth rate of population, Solid Waste 
Management (SWM) has become acute in India. The waste characteristics are 
expected to change due to urbanization, increased commercialization and standard of 
living. Waste disposal is one of the major problems being faced by all nations across 
the world. It is more than a menace in our country. In Indian cities the waste is 
generally not weighed. It is measured by volume to determine the quantity of waste 
disposed. Several studies conducted by National Environmental Engineering Research 
Institute (NEERI) and other consultants have shown that the waste generation rates are 
low in smaller towns whereas they are high in cities over 20 lac population. The range 
is between 200 gms / capita / day and 500 gms / capita / day. Leachate is the liquid 
waste which leaches out from solid waste. It varies widely in composition regarding 
the age of the landfill and the type of waste that it contains. It can usually contain both 
dissolved and suspended material. In a landfill that receives a mixture of municipal, 
commercial, and mixed industrial waste, but excludes significant amounts of 
concentrated specific chemical waste, landfill leachate may be characterized as a 
water-based solution of four groups of contaminants dissolved organic matter 
(alcohols, acids, aldehydes, short chain sugars etc.), inorganic macro components 
(common cations and anions including sulfate, chloride, Iron, aluminium, zinc and 
ammonia), heavy metals (Pb, Ni, Cu, Hg etc.), and xenobiotic organic compounds such 
as halogenated organics. The physical appearance of leachate when it emerges from a 
typical landfill site is a strongly odoured black, yellow or orange colored cloudy liquid. 
The smell is acidic and offensive and may be very pervasive because of hydrogen, 
nitrogen and sulfur rich organic species. Biologically refractory organic constituents, 
ammonia, and heavy metals in leachate are three principal issues with regard to 
treatment and disposal. The organic content in leachate is usually described by COD, 
5-day BOD, or total organic carbon (TOC). Generally, high COD (3000–60,000), high 
BOD5/COD ratio (> 0.6), a high fraction of low-molecular organics characterize 
leachate from young landfills (1–2 years old). In contrast, moderate COD (100–500 
mg/L), low BOD5/COD ratio (< 0.3), and a high fraction of high molecular-weight 
organics characterize mature leachate from old landfills (> 10 years old). 

 
2. Materials and Methods 
Microfiltration membrane size ranges between 0.02-10 μm and size range of 
ultrafiltration between 0.001-0.02 μm. Nanofiltration size range is from 0.0001-0.005 
μm and for reverse osmosis it varies from 0.0001-0.003 μm.  
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3. Result and Discussion 
Leachate consists of many different organic and inorganic compounds that are 
typically either dissolved or suspended in the wastewater. High concentrations of 
chemical oxygen demand (COD) associated, BOD, nitrogen, phenols, pesticides, 
solvents and heavy metals are common in these systems. Due to these characteristics 
leachate treatment technologies fall into these basic types biological and 
physicochemical and membrane process of treatment. 

Biological treatment is firmly established as the standard method of waste 
treatment for some wastes. Biological purification processes can be aerobic type or 
anaerobic depending on whether or not the biological processing medium requires O2 
supply.The Moving Bed Biofilm Reactor (MBBR) is a highly effective biological 
treatment process that was developed on the basis of conventional activated sludge 
process and bio filter process. The most notable developments in anaerobic treatment 
process technology was the upflow anaerobic sludge blanket (UASB) reactor in the 
late l970s in the Nether-lands by Lettinga and his coworkers. Membrane filtration is 
used to remove particles that are too small for ordinary filters to remove. Most 
membrane filtration systems use cross flow filtration where the feed waste liquid flows 
across the membrane rather than through it, as in conventional filtration. The common 
membrane materials used for this process are Polysulfone (PSUF), Dynel, Cellulose 
acetate (CA). In nanofiltration process the membrane used also has Asymmetric micro 
porous structure. The size is in the range of 0.01–5nm. The driving force applied at 
pressure 5–50atm and sieving mechanism followed. The common membrane material 
used for this process is Polyvinylidene fluoride (PVDF).  

The biological treatment processes including the aerobic and anaerobic treatment 
provide a good to average treatability for young to not so old leachates but are affected 
by excess biomass. The physio-chemical treatment processes have an average effect on 
the treatment of heavy metals and organic waste. The coagulation flocculation 
treatment process has average removal efficiency of heavy metals for medium to old 
leachates with high sludge production and consequent disposal. The chemical 
precipitation gives the same results for medium aged leachate. Adsorption gives a good 
result in removal of organic wastes from old leachates but with carbon fouling problem 
and is expensive too. The UASB technology needs constant monitoring when put into 
use to ensure that the sludge blanket is maintained, and not washed out (thereby losing 
the effect) UASB reactors, when they are submitted to high volumetric organic loading 
rate values, have exhibited higher performances compared to other kinds of anaerobic 
reactors. The membrane filtration processes provides an efficient removal technique 
for sulphate salts and ions, organic and inorganic compounds, but are costly. The 
nanofiltration process is effective in removing sulphate salts and ions, while reverse 
osmosis is good in removing of organic and inorganic compounds but require 
pretreatment. Activated sludge is not efficient for compounds with MW higher than 
5000 and nutrients additions may be required. Trickling filter requires a clarifier for 
sloughed off solid and oxygen transfer is a Iimiting factor for BOD> 450 mg/l. 
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Activated carbon Adsorption necessitate regeneration of carbon or it is wasted with the 
sludge.  
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ABSTRACT 

This paper presents the performance and emission 

characteristics of a medium capacity diesel engine fueled with 

castor seed oil biodiesel were conducted. The result of the 

performance studies showed an improved performance of the 

Brake Thermal Efficiency for B10  was higher than that of B0 

while the maximum was obtained as B0 (24.53%) and B10 

(25.87%) respectively. The Brake Specific Energy 

Consumption was also found lowest for B10 blend which was 

found to be marginally different from the fossil diesel. The 

emission studies showed that the CO, CO2, NOx and Smoke 

opacity increase with increase in blending ratio. Hence, B20 

was the highest for these values. It could be concluded that the 

castor oil methyl ester blends can be used in CI engines in rural 

area for meeting energy requirement in various agricultural 

operations such as irrigation, transportation and so on.  

Key Words: Biodiesel, Castor Oil, Emission, Performance, 

Tran-esterification.    

NOMENCLATURE 
%       Percentage. 

bhp     Brake Horse Power 

BMEP     Brake Mean Effective Pressure. 

BP                   Brake power 

BSEC     Brake Specific energy    Consumption 

BTE    Brake Thermal Efficiency. 

CO         Carbon Monoxide 

CO2     Carbon Dioxide. 

cst     Centi Stroke 

FFA     Free Fatty Acid. 

h     hour 

HC     Hydrocarbon 

kW     Kilo Watt 

kWh    Kilo Watt Hour 

L     Liter 

B 0      Neat Diesel 

B 5     5%  COME and 95% Neat Diesel 

B 5     10%COME and 90% Neat Diesel 

B 5     15% COME and 85% Neat Diesel 

B 20   20% COME and 80% Neat Diesel 

mf    mass flow rate 

mm    Millimeter                                      

COME   Castor Oil Methyl Ester                                  

NOx    Nitrogen Oxides.                                  

ppm    Parts Per Million.                                     

PM     Particulate matter                                                  

rpm    Revolution Per Minute.                           

Sec    Second                                                   

UHC    Unburned hydrocarbon  

V     volt 

INTRODUCTION 

According to the international energy agency (IEA) report the 

world will need 50% more energy in 2030 than today, of which 

45% will be accounted for by China and India [1]. In the quest 

for this, the non-oil producing countries like India have 

initiated efforts to lessen their dependency on fossil fuels by 

encouraging the development of alternative energy sources 

such as the production of biodiesel using locally available 

crops, thereby converting unutilized agricultural land to 

produce high oil-yield crops that are cheap, abundant and can 

be grown rapidly [2]. 

Biodiesel is a renewable clean bio-energy as it can be produced 

from vegetable oils, animal fats and micro-algae oil thus 

becoming a promising alternative to diesel fuel with prior 

advantages such as its biodegradability, non-toxic, and has low 

emission profile [3]. Biodiesel unlike fossil diesel has no 

aromatics, and contains about 10-11% oxygen by weight which 

on combustion on compression engine showed performance 

and characteristics of biodiesel-fueled engine are something 

crucial and was found to be responsible for reduced exhaust gas 

emissions, including Carbon monoxide (CO), Carbon dioxide 



 2  

(CO2), unburned hydrocarbon (UHC) and Particulate Matter 

(PM) on the positive side and reported increase in nitrous oxide 

(NOx), low calorific value and high viscosity on the negative 

side [4-5].  

The performance of a diesel engine is directly affected by the 

presence of metals and metalloids in fuel depending on their 

concentrations, these species can cause several problems such 

as corrosion of engine parts and shortening of machinery 

lifetime [6]. It is therefore imperative to use a vegetable oil of 

high quality and specific properties that can improve 

performance of biodiesel on the engine. One of such vegetable 

oils is castor seed oil which is slight viscosity, odor, Pale-

yellow, non-volatile and non-drying with an average oil content 

of about 46-55% [7].  

An intensive review of literature indicated quit reasonable 

literature exist on the use of castor seed oil in biodiesel 

production. For examples, Panwar et al [8] investigated 

important properties of methyl ester of castor seed oil are 

compared with diesel fuel. The authors analyzed the engine 

performance with different blends of biodiesel and was 

compared with mineral diesel and concluded that the lower 

blends of biodiesel increased the break thermal efficiency and 

reduced the fuel consumption. The results proved that the use 

of biodiesel (produced from castor seed oil) in compression 

ignition engine is a viable alternative to diesel.  

Bello et al  [9] also discussed the use of castor oil methyl ester 

as possible alternative fuel for diesel engines. To overcome the 

high kinematic viscosity of the neat oil, a high molar ratio of 

6:1 was used to produce the methyl ester. The results obtained 

gave properties, torque outputs and specific fuel consumption 

that are close to those of diesel fuel thus confirming that it can 

be used as alternative fuel for diesel engines.  

Palligarnai et al [10] examined  different biodiesel sources 

(edible and non-edible), virgin oil versus waste oil, algae-based 

biodiesel that is gaining increasing importance, role of different 

catalysts including enzyme catalysts, and the current state-of-

the-art in biodiesel production. 

Gwi-Taek & Don-Hee [11] applied response surface 

methodology in order to optimize the reaction factors for 

biodiesel synthesis from inedible castor oil. Specifically, the 

effects of multiple parameters and their reciprocal interactions 

using a five-level three-factor design and optimized the reaction 

temperature, oil-to-methanol molar ratio, and quantity of 

catalyst were evaluated. Subsequent empirical analyses of the 

biodiesel generated under the predicted conditions showed that 

the model equation accurately predicted castor biodiesel yields 

within the tested ranges. 

 

MATERIAL AND METHODS 

 

Biodiesel Production 

The biodiesel was produced by a two-stage esterification and 

transesterification of a required quantity of the oil and ethanol 

the molar ratio of 1:6 was used. The catalyst (KOH) weight of 

0.75 % of the weight of the oil was used. The reaction 

temperature was maintained at 65
0
C±1 for 90 minutes reaction 

time under a constant stirring speed using a magnetic stirrer hot 

plate. The sample was allowed to get separated over night and 

the COME layer at the top was washed gently with water and 

excess methanol was evaporated [12]. 

Fuel Properties of Castor Methyl Ester 

The physico-chemical properties evaluated in respect of Diesel  

are summarized in Table 1. The density (kg/m
3
) and specific 

gravity were determined by Anton Parr DMA 4500 density 

meter at operating temperature of 15.25
0
C. The Kinematic 

viscosity (mm
2
/s or cst) was determined at 40

0
C with TOLEDO 

Mettle apparatus.  The calorific value (MJ/kg) of the biodiesel 

was measured by oxygen bomb calorimeter PARR 600. The 

oxidation stability index (h) was measured by the induction 

period of the sample using the biodiesel Rancimat 873 and 

finally, the acid value and the % Free Fatty Acids (FFA) were 

also measured using 0.1N NaOH titration. 

 

Table 1: Fuel properties of Castor Oil and its FAME in 

comparison with Diesel. 

 

Properties Unit ASTM 

Method 

Castor 

oil 

CME Diesel 

Kinematic 

Viscosity at 

40 
0
C 

cSt D-445 222.4 10.5 4.3 

Density  gm/cc D-4052 0.96 0.91 0.83 

Calorific 

value 

MJ/kg D-4809 36.3 39.25 45.3 

Flash point  0C D-93 320 165 47 

FFA   % D974 2.67 0.41 NA 

Acid Value  mg 

KOH/g 

D-664 1.63 0.92 NA 

 

Analysis of Fatty Acids of Castor Oil 

The gas chromatography was conducted by injection of 20mg 

of the COME into the gas chromatographic  equipped with a 

split/split-less injection port using flame ionization detector and 

N2 as the carrier gas flowing at a rate of 8ml/min. The split 

ratio was 50:1 while the injection temperature was kept at 

350
o
C and sample elusion time of 45 mins. The percentage 

composition by mass of the individual acids was computed as 

shown in table 3. 

ENGINE EXPERIMENT 

A single cylinder- medium capacity, four-stroke, vertical, Air 

cooled, diesel engine of Kirloskar was used. An electrical 

dynamometer coupled to the engine was used as a loading 

device operated at no load, 20, 40, 60 and 100% load condition 

for engine while fuel consumption was measured with the help 

of a digital stopwatch and burette. Engine emissions like HC, 

NOx and CO were recorded using AVL Di gas analyzer. Engine 

smoke was carried out using AVL smoke meter. The engine 

was started using neat diesel and allowed to attain stability for 

at least 30 minutes before taking the baseline data. In the 

subsequent stages, diesel line was swapped with Castor oil 

methyl ester blends (or bio Diesel tank) and respective 

parameters were noted. The detailed layout of the engine test 

set up is shown in Fig. 1 while the details of test rig 

instrumentation are shown in Table 2. 
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Figure 1: Line diagram of engine set-up. 

 
 
RESULTS AND DISCUSSION 

 

Fuel Properties of COME 

The results of the of the fuel properties of the castor seed oil 

and COME were presented in table 2. From the results, it was 

evident that the viscosity of both the oil (222.4) and FAME 

(10.5) were relatively high. High kinematic viscosity affects the 

operation of fuel injection equipment, particularly at low 

temperatures when the increase in viscosity affects the fluidity 

of the fuel [13]. The calorific value (39.25 MJ/Kg) and flash 

point (165 
o
C) of FAME on the other hand were found to be 

within the range reported by literature. The acid value and the 

FFA values the maximum acid value of biodiesel according to 

ASTM D6751-08 is 0.5 (mg/KOH/g) which means that the 

pure oil has not exceeded this limit even before the 

transesterification reaction. The difference in acid value of the 

same feedstock and attributed it to quality of the oil as well as 

factors such as immature seeds and poor storage conditions. 

The COME on the positive side has high oxidation stability of 

greater than eight hours which could be attributed to high 

degree of unsaturation as highlighted in the fatty acids profile. 

The results in this study were slightly different than that 

reported [14] for the same oil FAME, the authors the Kinematic 

viscosity was (15.94 cSt), the density (926.6), calorific value 

(37.8 MJ/Kg) and flash point (189.3 
o
C). 

 

Fatty Acid Profile 

The fatty acid profile of COME in table 3, revealed that 

ricinoleic acid constituted about 90% of the fatty acids present 

in the oil. This unsaturated fatty acid  (97.7%) gives castor seed 

oil unique properties such as improved lubricity due to the 

presence of –OH attached to the oleic fatty acid structure. Other 

fatty acids in the oil include oleic and linoleic acids were also 

present. 

 

 

 



 

Engine Performance 

The performance of an engine is important in determining the 

application of biodiesel or any other alternative fuels on engine. 

The blending of non-edible biodiesel with mineral diesel can be 

applied directly to CI diesel engines but the effect of using this 

biodiesel must be evaluated by determining engine power, 

brake thermal efficiency, brake specific fuel consumption and 

emission products as regular as possible. 

 

Table 2: Specification of the engine and the Dynamometer

 

Engine Specification 

Engine model             DAF8, 

No. of cylinder 1 

Bore  x  stroke 95 x  110

Compression ratio 17.5:1 

Rated output  5.9 KW at 1500 rpm.

S.F.C 251 gm/KWh

Swept volume 780 cc. 

Dynamometer specification

           Manufacturer Kirloskar Electric Co. Ltd., 

India 

           Dynamometer Type Single phase, 50 Hz, AC 

alternator 

           Rated Output 5KVA@1500rpm

           Rated Voltage 230V 

           Rated Current 32.6 A 

 

 

 

Brake Thermal Efficiency:  In all cases, brake thermal 

efficiency (BTE) was increasing with increase in applied load 

due to the reduction in heat loss and increase in power 

developed with increase in load. The full load BTE for B10 was 

25.87% which was higher than that of the baseline diesel 

operation which stood at 24.53%. Hence B10 yields good 

thermal efficiency compared to B0, B05 and B20. Initially the 

thermal efficiency of the engine was improved with increasing 

concentration of the biodiesel blend. The possible reason

this is the additional lubricity provided by the biodiesel. The 

molecules of biodiesel (i.e. methyl esters of the oil) contain 

some amount of oxygen, which takes active part in the 

combustion process. It is noticed that after a certain limit with 

respect to diesel ester blend, the thermal efficiency trend was 

reverted and it started decreasing as a function of the 

concentration of blend. This lower BTE was obtained for B20 

which could be due to the reduction in calorific value and 

increase in fuel consumption as compared to B10.

this study were consistent with results of Raheman and Ghadge 

[15] who reported the decrease in BTE with increase in the 

proportion of biodiesel in the blends at all compression ratios 

and injection timings using a Ricardo E6 engine fueled with 

Mahua FAME. 
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The performance of an engine is important in determining the 

alternative fuels on engine. 

edible biodiesel with mineral diesel can be 

applied directly to CI diesel engines but the effect of using this 

biodiesel must be evaluated by determining engine power, 

ic fuel consumption and 

Specification of the engine and the Dynamometer. 

95 x  110
 

5.9 KW at 1500 rpm. 

251 gm/KWh 

 

Dynamometer specification 

Kirloskar Electric Co. Ltd., 

Single phase, 50 Hz, AC 

5KVA@1500rpm 

In all cases, brake thermal 

efficiency (BTE) was increasing with increase in applied load 

due to the reduction in heat loss and increase in power 

BTE for B10 was 

the baseline diesel 

Hence B10 yields good 

thermal efficiency compared to B0, B05 and B20. Initially the 

thermal efficiency of the engine was improved with increasing 

concentration of the biodiesel blend. The possible reason for 

this is the additional lubricity provided by the biodiesel. The 

molecules of biodiesel (i.e. methyl esters of the oil) contain 

some amount of oxygen, which takes active part in the 

combustion process. It is noticed that after a certain limit with 

ect to diesel ester blend, the thermal efficiency trend was 

reverted and it started decreasing as a function of the 

concentration of blend. This lower BTE was obtained for B20 

which could be due to the reduction in calorific value and 

umption as compared to B10. The result of 

this study were consistent with results of Raheman and Ghadge 

[15] who reported the decrease in BTE with increase in the 

proportion of biodiesel in the blends at all compression ratios 

Ricardo E6 engine fueled with 
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load for different blends is presented in figure 3 showing the 

change in BSEC was almost simila

also found lowest for B05 blend which was found to be 

marginally different from the fossil diesel. It could be 

concluded that BSEC was best improved by 20% blend. This 

was consistent with the results of other authors for example,

Saboo [17], reported a decrease in BSCE and exhaust emissions 

for Polanga oil methyl ester fueled in a single cylinder engine.

 

Figure 2: Brake Thermal Efficiency of Biodiesel Blends versus 

Brake Power 

 

Figure 3: Brake Specific Energy

Blends versus Brake Power 

 

Emission Characteristics 

Carbon dioxide (CO2), Carbon monoxide (CO) and Nitrous 

Oxide (NOx) are important compounds to measure in emission 

studies due to their high toxicity and can be detrimental to the

peoples on cumulative effect. In a summary form, the largest 

decreases in the amounts of CO2, CO, HC, and smoke existing 

in emission gas were observed for B20, which means that 

increasing the amount of biodiesel in the fuel blend can lower 

the amount of the released pollutant after combustion as shown 

in figure 4, figure 5 and figure 6 respectively. Thus, it can be 

concluded that B20 is the best candidate as green fuel among 

all the blends studied in the above experiment. 
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Nitrogen Oxide (NOx) emissions:  It is found that the exhaust 

temperature increases with increase of COME in blends and is 

higher than that with diesel for all blends at all loads. Also a 

corresponding increase in NOx emission is observed. This may 

be due to higher combustion chamber temperature, which in 

Table 3: Characteristics of Fatty Acids in Castor Seed Oil FAME

 

S.No. Name of Fatty Acid Chemical name of fatty acids

1 Dhydroxyst Dhydroxyst

2 Palmitic Hexadecanoic

3 Stearic Octadecanoic

4 Oleic Octadecenoic

5 Linoleic Octadecadienoic

6 Arachidic Eicosanoic

7 Ricinoleic Ricinoleic

8 Linolenic Octadecedienoic

9 Saturated          - 

     10 Unsaturated         - 

 

 

Figure 4: Variation of CO with respect to Brake Power.

 

 

 

 

 

 

Figure 5: Variation of CO2 with respect to Brake Power.
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It is found that the exhaust 

temperature increases with increase of COME in blends and is 

higher than that with diesel for all blends at all loads. Also a 

emission is observed. This may 

higher combustion chamber temperature, which in 

turn is indicated by the prevailing exhaust gas temperature. 

With increase in the value of exhaust gas temperature, NO

emission also increased. Biodiesel fuel has the potential to emit 

more NOx as compared to that of diesel fueled engines

shown in figure 7. 

Table 3: Characteristics of Fatty Acids in Castor Seed Oil FAME 

 

Chemical name of fatty acids Degree of  
unsaturation 

Chemical Formula

Dhydroxyst - - 

Hexadecanoic 16:0 C16H32O2 

Octadecanoic 18:0 C18H36O2 

Octadecenoic 18:1 C18H34O2 

Octadecadienoic 18:2 C18H32O2 

Eicosanoic 20:0 C20H40O2 

Ricinoleic 18:1 C18H34O3 

Octadecedienoic 18:3 C18H30O2 
- - 

- - 

 
Variation of CO with respect to Brake Power. 

 
with respect to Brake Power. 

Figure 6: Variation of HC with respect to Brake Power.

 

 

Biodiesel due to its higher cetane number than petroleum diesel 

contains no aromatics, and less oxygen which makes it to 

exhibit reduced carbon monoxide (CO), unburned 

hydrocarbons (HC) and particulate matter (PM) in its exhaust 

but showed increase nitrous oxide emissions [18].
 

Figure 7: Variation of NOx with respect to Brake Power.

 

Smoke opacity: Figure 8 shows the variation of smoke opacity 

of COME blends and diesel fuel. From the test results, it was 

found that the smoke opacity of neat diesel fuel is higher to that 

of biodiesel blends. At lower loads, the opacity difference is 

comparable but for full load condition B 20 shows lower smoke 

opacity than that of diesel fuel.  
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Figure 8 shows the variation of smoke opacity 

of COME blends and diesel fuel. From the test results, it was 

found that the smoke opacity of neat diesel fuel is higher to that 

ds. At lower loads, the opacity difference is 

comparable but for full load condition B 20 shows lower smoke 



 

 

Figure 8: Variation of Smoke Opacity with respect to Brake 

Power. 

 

This occurs due to longer ignition delay period (keeping all 

parameters constant) because of more fuel injection before 

ignition, higher temperature in the cycle and earlier termination 

of combustion process. The residence time is therefore 

increased. All these factors have found to reduce smoke 

in exhaust. 

 

CONCLUSION 

 
The performance and emission characteristics of a medium 

capacity diesel engine fueled with the blends of Castor seed oil 

methyl esters were conducted. The results indicated that B10 

blend resulted in highest full load BTE of 25.87% which was 

followed by B0 (24.53%), B5 (23.67%), B15 (21.71%) and 

B20 (20.89%) respectively. Similarly, full load BSEC 

by B10 was the least amongst the test fuels and stood at 13.91 

MJ/kWh as compared to 15.21 MJ/kWh exhibited by the 

baseline data of diesel. Volumetric emissions of CO were

to get reduced with increase in volume fraction of 

in the test fuel. The full load CO emission for neat

0.6% which was dropped to 0.45% for B20. The rest of the test 

fuels exhibited CO emission trends within that range

emissions of CO2 were found to increase with increased 

biodiesel composition in the test fuel indicating superior 

combustion behavior with increased biodiesel volume fractions. 

Full load HC emission for the baseline was 70ppm which was 

reduced continuously with increase in biodiesel composition 

the test fuel and finally B20 exhibited 64ppm of HC emission. 

Smoke opacity was reduced for higher biodiesel volume 

fractions. Opacity was found to be 78% for B20, 84% for B15, 

89% for B10, 94% for B05 as compared to 98% exhibited by 

the baseline data of diesel. However, the emission of NO

an upward trend with increase in biodiesel volume fraction in 

the test fuel. Emission of NOx was increased to 1748 ppm for 

B05, 1780 ppm for B10, 1882 ppm for B15 and 2022 ppm for 

B20 as compared to 1550 ppm exhibited by the baseline data of 

diesel. As an outcome of the exhaustive engine trail and the 

subsequent analysis, it may be concluded that 

methyl ester blends can be used in unmodified 

leading to reduced emissions of CO, THC, 

marginal increase in NOx emissions. The biodiesel can be of 

great help to provide energy security in remote rural areas of 

the country.  
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Abstract-This paper investigates the effect of two different 
second generation current conveyor (CCll) topologies on the 
behaviour of low pass, high pass and band pass filters. One of the 
current conveyor topology is based upon CMOS inverters and 
the other realization is based on translinear loop. 3-db 
bandwidth, Total Harmonic Distortion (THD) and output noise 
are used as comparison parameters. Simulation results show that 
THD of CMOS inverter's based filters is lesser than that of the 
translinear loop based CCll filters. The former topology also 
enjoys better noise throughout its bandwidth against the latter 
one. All the simulations are done on PSPICE using typical 
BSIM3V3 O.35/lm CMOS process parameters. 

Keywords- Second generation current conveyor, CMOS 
inverter, translinear loop, filters, transconductance mode. 

I .  INTRODUCTION 

There has been substantial emphasis on the development of 
current mode signal processing circuits such as filters and 
oscillators. This is due to increased bandwidth, simple 
circuitry, better linearity, dynamic range performances and 
lower power consumption as compared to their voltage mode 
counterparts. A variety of current mode building blocks are 
developed at the same time to keep the pace with current 
mode circuits. The current conveyor (CCII) is one among such 
blocks which has received significant attention. It is hybrid 
block and has basic construction containing a voltage follower 
(VF) interconnected with either current mirror or current 
follower. 

The CCII is three-terminal devices with the terminals 
designated X, Y and Z. The potential at X follows the voltage 
applied to Y. The current flowing into X is copied at Z with 
high output impedance .  There is no current flow through 
terminal Y. 

A variety of topologies are proposed for CCII in [ 1 ] ,  [2] and 
references cited therein. The topology reported in [ 1 ]  is on 
CMOS inverters .  In this topology the inverters operate in 
transconductance mode. The other current conveyor topology 
is translinear loop based [2] . In this paper, a performance 
comparison is carried out for CCII based low pass, high pass 
and band pass filters constructed with these two topologies .  
Performance comparison is done using 3 -dB bandwidth, THD 
and Noise with respect to frequency as parameters .  All the 

PSPICE simulations are done using typical BSIM3V3 O . 35 flm 
CMOS process parameters .  

In Section II  and III, CMOS inverter based current conveyor 
and trans linear loop based current conveyor topologies [ 1 ,  2] 
are reviewed briefly. Section IV presents the High-Pass, Low
Pass and Band-Pass filters design [3 ] .  The simulation results 
are presented in section V which is followed by conclusion in 
section VI. 

II. CMOS INVERTER BASED CURRENT CONVEYOR 

The positive type second generation current conveyor based 
on CMOS inverter topology is shown in Fig. 2 [ 1 ] .  It employs 
the CMOS inverters in transconductance mode of operation. 

A. CMOS Inverter in Tranconductance Mode 
The transistor sizes WNILN (nmos transistors) and WrlLr 

(pmos transistors) of the CMOS inverters are set in order to 
obtain a voltage transition around VIN = VOUT = (VDD+Vss)/2 . 
This condition leads to a common mode voltage VCM about 
VCM = 0 for Vss= -VDD, for small signal amplitudes about 
VeM all the inverters behave as a trans conductor [4] . In this 
mode of operation, the small signal output current (iout) of 
inverter is given by iou' = -gm Vin, where gm is the inverters 
transconductance and Vin is the inverter small signal input 
voltage. The CMOS inverter I-V characteristics m 
transconductance mode are shown Fig. I .  

400uA 
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I� 

""" 

2 00uA 
g 
� 
c 

� OA 5 
� -2 00uA 
-400uA -3 . 0U -2 . 0U OU 2 . 0U 

I nput voltage Vin (V) 
Fig. 1 CMOS Inverter in transconductance mode of operation 
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B. CMOS Inverter Based Current Conveyor 
Fig. 2 [ 1 ]  shows positive type second generation current 

conveyor based upon CMOS inverters only. Consider 
transconductance of all the inverters are same in Fig. 2 (gmi of 
each Ii = gm) ' The relationship between voltages of terminals 
X and Y is obtained by analysing the path between inverters 
I I ,  12, 13 and 14 as 

RL VX = -- Vy ( I )  RL+Rx 
Where gm = lIRx. It is clear from Fig. 2 that Iz = I4+1S, and Ix 
= I2+h We have I4 =I2 and Is =I3 , which leads to Iz = Ix. 

z 

x 
:;x.>-...... ....:;."'T'"----� - VX 

Ix 

Fig. 2 CMOS Inverter based CCII+ [ I ]  

III. TRANS LINEAR Loop BASED CURRENT CONVEYOR 

An implementation of translinear loop based positive type 
second generation current conveyor is shown in Fig.3 [2] .  

z 

Fig. 3 Translinear loop based CCII+ [ 1 ]  

CCII+ shown in Fig. 3 allows the function of voltage 
follower between points X and Y due to the trans linear loop 
formed by MI, M2, M3 and M4 (Vx = Vy) .The transistors Ms 
and M6 provide the biasing to the loop. The output NMOS and 
PMOS current mirrors (M7' Ms, M9 and MIO) duplicate the 
current from port X to port Z (Iz = Ix) . 

IV. FILTERS 

The filter structures used for comparison of current 
conveyor topologies, mentioned in section II and III are 
shown in below subsections. All the three filters, low pass, 
high pass and band pass, consist of two capacitors, two 
resistors and one positive type second generation current 

conveyor [3 ] . The cut-off frequency is same for all the filters 
and calculated as 

"'o� Je.e, C1 Cz 

A. Low-Pass Filter 

A second order low pass filter is shown in Fig. 4. 

y R2 
CCII+ Z C1 

1 Vin X 

r R1 

Fig. 4 CCII+ based Low pass filter 

(2) 

The low pass filter is having a voltage transfer function for 
01 = O2 = 0 as given below 

Va C Z  
Vin 

B. High-Pass Filter 

Fig. 5 shows a second order high pass filter. 

C1 R1 

y 

C2 

CCII> 

Fig. 5 CCII+ based High pass filter 

(3) 

Vo 

R2 

The voltage transfer function of high pass filter for C 1=Cz = 
C is given as 

Va 
Vin 

C. Band-Pass Filter 

(4) 

The second order band pass filter is shown in Fig. 6. The 
voltage transfer function of the filter for 01 = O2 = 0 is given 
as below 

Va 
Vin (5) 

420 



y 

cell-

Fig. 6 CCII+ based Band pass filter 

V. SIMULATION RESULTS 

The filter structures of Figs . 4 - 6 are simulated to see the 
effect of CCII toplogies on filter performance .  The typical 
BSIM3V3 0 .35  .urn CMOS process parameters and power 
supply of ±2 .5V are used. The aspect ratios of the transistors 
used in CCII+ implementation are given in Table I. The filters 
are designed for pole frequency of 1 5 .9MHz and quality factor 
of I .  The component values for the resistors (Rl . Rz) and 
capacitors (Cl .  Cz) are taken as 1 0  KQ each and I pF each 
respectively. The filter responses are shown in Figs . 7 - 9 
which conform to the transfer functions given by (3) - (5). 
The inverter based CCII+ consumes almost half area than its 
translinear counterpart. 

TABLE I 
ASPECT RATIO OF TRANSISTORS 

CMOS inverter based CCII+ in Fig. 2 
WN , Wp l . 5flill, 3 flill 
LN = Lp 
Translinear loop based CCII+ in Fig. 3 
WI =W2 =W6 =W9 =WIO 
W3 =W4 =Ws =W7 =Ws 
LI =L2 =L3 =L4 = Ls =L6 =L7 =Ls =L9 =LIO 

O�==�==��--------� 

-c: � � -5 0 
'tI 

o - �verter based Lf'f 
X -Translil ear Loop based 

Lf'f 

-1 00+-----.------,------1 
1 0KHz 1 . 0MHz 1 00MHz 1 1lGHz  

Frequency , Hz  

Fig. 7 Frequency response of  Low pass filter 

2 flill 
3 flill 
9 flill 2 flill 

42 1 

O�----------r=���--I 

D - nverler based HPF 
y-. - Trans_ear Loop 

based HPF 

7 
/ 

-1 00+-�------r_------�--------� 
1 1lKHz  1 . IlMHz 1 8Hz 1 KHz 

Frequency , HZ 
Fig. 8 Frequency response of High pass filter 

o 

- B O+---------,--------,--------� 
1 0KHz 1 • O�lHz 1 00MHz 1 0GHz  

Fn'quency.  Hz 

Fig .  9 Frequency response of Band pass filter 

The following subsections describe the dynamic range, 
THD and noise with respect to frequency. 

A. 3-dB Bandwidth 

The bandwidth response for current transfer from x to z 
terminal is shown in Fig. 1 0 .  The bandwidth for tranlinear 
and inverter based CCII are reported as 200 MHz and 400 
MHz respectively. The bandwidth for voltage transfer is 
found to be high for both the topologies . 

o - -- -
C - I n u p r t p r  b a s� 

C C I I + \ 
x- T r a n s l i n p a r  l o o p  '---'\ 

-5 b a s e d  C C I I + \ 
\ 
\ 

-1 0 \ 
\ 
\ 

- 1 5 +----,----------,---�----,_--� 
1 00KHz  1 .  OHHz 1 00HHz 

C x D B (  I ( U 2 ) !  I ( I X »  
F r p q up n cy 

1 0GHz  

Fig. 1 0  Bandwidth response of  CCII+ 



B. THD 
An input sinusoidal excitation of frequency 3MHz is 

applied to see the effect of CCII topologies on THD. Fig. 1 1  
shows the THO variations with respect to the input sinusoidal 
voltage signal amplitude for low pass filter. It may be noted 
that THO is comparable for low signal amplitudes but the 
inverter based topology gives better performance for higher 
signal amplitudes. 

8 

o 

- I NVERTER based lPF _ Translinear loop based 
LPF 

� � ci � ci � � � � � � ci � � � � � � � � � � � � 
Appl ied sinusoidal  input voltage M 

Fig. I I  THD variation of Low pass filter versus amplitude of applied 
sinusoidal signal 

C. Noise Analysis 
An input ac excitation having amplitude 200m V is 

applied to see the effect of CCII topologies on output 
noise. Figures 12  - 14  show the equivalent output noise 
against frequency for low pass, high pass and band pass 
filters. A close observation of these curves reveals that 
inverter based topology gives better performance. Table II 
shows the output noise value (n V) at 1 5 .9 MHz frequency 
for all three filters . 

TABLE 11 
OUTPUT NOISE COMPARISON FOR 15 .9MHz FREQUENCY 

� LPF HPF BPF 
Topology 

Translinear 26.47 37 .78 40.22 
loop based 

CMOS Inverter 19 .67 29.57  19 .67  
based 

�.U.-----------------, 

11,1-1-----.--.......... \ ---1 
1 . lI!z 

(a) 

I .Mlz 1 . IT�l 

(b) 
Fig. 12 Output noise of Low pass filter versus frequency (a) Translinear 

loop based (b) CMOS inverter based 
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Fig. 13 Output noise of High pass filter versus frequency (a) Translinear 

loop based (b) CMOS inverter based 
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Fig. 14 Output noise of Band pass filter versus frequency (a) Translinear 
loop based (b) CMOS inverter based 

VI. CONCLUSION 

The effect of CCII topologies on the filter performance is 
evaluated on the basis of 3 -dB bandwidth, THO and output 
noise in this paper. Bandwidth response for current transfer is 
found to be twice for CMOS inverter based CCII than that of 

422 



translinear loop based CCII. The THO of CMOS inverter' s  
based topology i s  better than that the one based on traditional 
translinear loop. The former topology also has lesser noise 
against the latter one . The area of silicon required for CMOS 
inverter based CCII is approximate half of the silicon area for 
translinear loop based CCII, which is a clear advantage of 
CMOS inverter based CCII. At low power supply the 
traditional CCII deviates from its characteristics while CMOS 
inverter based CCII is able to operate under such conditions. 
The traditional CCII requires additional biasing circuitry. One 
more advantage of CMOS inverter based circuit is that they 
can be synthesized using digital inverter ICs .  
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Phase control of nanostructured iron oxide for
application to biosensor†

Rachna Sharma,ac Ved Varun Agrawal,*a A. K. Srivastava,a Govind,a Lata Nain,b

Mohd Imran,a Soumya Ranjan Kabi,b R. K. Sinhac and Bansi D. Malhotra*d

We report results of the studies relating to the phase transformation of bare Fe3O4 nanoparticles (NPs) to

a-Fe2O3 NPs obtained during electrophoretic film deposition onto indium-tin oxide coated glass plates. The

in situ oxidation of NPs during electrophoretic deposition can be circumvented using surface passivation of

the Fe3O4 NPs with an organic shell (carbon) as well as an inorganic shell (silica), while retaining the

biocompatibility of the Fe3O4 NPs. XRD and XPS studies reveal the transformation of Fe3O4 NPs to

a-Fe2O3 NPs upon electrophoretic deposition, and the retention of the phase of the Fe3O4 NPs upon

encapsulation with carbon and silica, respectively. The results of SEM studies indicate decreased

agglomeration of the Fe3O4 NPs upon encapsulation during film deposition. Attempts have been made

to compare the characteristics of cholesterol biosensors fabricated using Fe3O4@C and a-Fe2O3 NPs,

respectively. The Fe3O4@C NPs based cholesterol biosensor shows response time of 60 s, a linearity

range of 25–500 mg dl�1, a sensitivity of 193 nA mg�1 dl cm�2 and a Michaelis–Menten constant of

1.44 mg dl�1.

Introduction

Nanostructured iron oxides (Fe3O4, g-Fe2O3 and a-Fe2O3) owing
to their multifunctional properties, such as small size, super-
paramagnetism, low toxicity etc., are being widely investigated
for applications in high-density information storage,1 electronic
devices,2 ferrouid technology,3 catalysis,4 pharmaceuticals5

and biotechnology.6 Among these, the application of nano-
structured iron oxides in clinical diagnostics and biomedicine
have aroused much interest because of their biocompatibility
and stability under physiological conditions.7,8 They can also be
used as contrast agents in magnetic resonance imaging,9,10 as
mediators in hyperthermia,11 as carriers for guided drug
delivery12–14 and as immobilization supports for desired
biomolecules for the diagnosis of various pathogens and
diseases, and estimation of various biochemical analytes such
as glucose, urea etc.15–17 Besides this, the particle size of the

nanostructured iron oxide can be controlled to a similar size as
that of a biomolecule (protein 5–50 nm; virus 20–450 nm; cell
10–100 mm).18

Despite several advantages, the susceptibility of Fe3O4 NPs
towards oxidation and their tendency to agglomerate due to
strong dipole–dipole attractions between particles, have limited
their applications to date.19 It is anticipated that encasing
colloids in a shell of a different material may perhaps protect the
core from extraneous chemical and physical changes. Core–shell
nanostructures are known to exhibit improved physical and
chemical properties over their single-component counterparts,
and hence are potentially useful for a range of applications. To
improve the stability of the deposited NPs, many molecules,
such as carbon and silica, have been considered as interesting
encapsulants.20–22 Compared to polymer and inorganic shells,
carbon shells exhibit much higher stability in various chemical
and physical environments such as acid or basemedia, as well as
at high temperatures and pressures.23 Thus, carbon coated Fe3O4

NPs may perhaps ensure prolonged activity of the biomolecules
and enhanced stability of the biosensors.

Among various methods, the formation of nanocrystalline
lms using electrophoretic deposition has recently gained
much interest since it is cost effective24 and can be used to
obtain uniform thin lms by optimizing parameters such as
solution concentration, applied potential, pH of the solution
etc.24,25 The fabrication of nanostructured iron oxide lms using
electrophoretic deposition and its characterizationmay perhaps
yield important information relating to the phase change of
nanostructured iron oxide. Also, the utilization of
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nanostructured iron oxide lms for the fabrication of biosen-
sors may perhaps result in enhanced electrocatalytic activity of
the given biomolecule and improved sensitivity for detection of
the desired analyte.

We report a novel method of controlling the phase of iron
oxide NPs obtained during electrophoretic deposition. It is
shown that the phase of the nanostructured iron oxide during
electrophoretic deposition can be tuned to the desired
requirements by using bare Fe3O4 NPs or capped Fe3O4 NPs as
the starting material. The nanocrystalline lms of Fe3O4@C and
a-Fe2O3 NPs have been employed for the fabrication of a
biosensor using cholesterol oxidase as a model enzyme and the
biosensing characteristics have been investigated using elec-
trochemical techniques such as cyclic voltammetry and elec-
trochemical impedance spectroscopy. To the best of our
knowledge, there is as yet no report on the phase trans-
formation of Fe3O4 NPs during electrophoretic deposition, its
prevention and further application in biosensing.

Experimental methods
Materials and methods

Ferrous sulphate heptahydrate (FeSO4$7H2O), ferric chloride
(FeCl3), sodium hydroxide (NaOH), fructose (C6H12OH) powder
and tetraethyl orthosilicate (Si(OC2H5)4) have been purchased
from Sigma-Aldrich. All reagents are of analytical grade and have
been used without further purication. De-ionized water (Milli-Q
10 TS) with resistivity >18.2 MU cm has been used for preparing
all aqueous solutions. Indium-tin-oxide (ITO) coated glass plates
have been obtained from Balzers, UK, (Baltracom 247 ITO,
1.1 mm thick) with a sheet resistance and transmittance of 25 U

sq�1 and 90%, respectively. Cholesterol powder and cholesterol
oxidase (EC 1.1.36 from Pseudomonas uorescens) with a specic
activity of 26 U mg�1 have been purchased from Sigma-Aldrich
(USA). The stock solution of cholesterol has been prepared in
10% triton X-100 and stored at 4 �C.

(a) Preparation of Fe3O4, Fe3O4@C and Fe3O4@SiO2 NPs

(I) FE3O4 NPS. The Fe3O4 NPs have been prepared via
hydrolytic reaction based on chemical co-precipitation of metal
salts with an alkali, as reported earlier.26 Briey, 0.32 M FeS-
O4$7H2O and 0.64 M FeCl3 are added to 10 mL of deoxygenated
water (containing 12.1 N HCl) with continuous stirring at 30 �C.
The solution containing iron salts is dropwise added to 100 mL
of NaOH solution (1.5 M) with vigorous stirring at 30 �C. The
mixture is then stirred for an additional 30 min, resulting in the
appearance of a black precipitate. The particles are washed by
centrifugation at 3500 rpm for 30 min and the supernatant is
removed by decantation. The particles are then redispersed in
200 mL of deoxygenated water and are stabilized by making the
pH of the sol 3.5 using HCl.

Furthermore, the Fe3O4 NPs are subjected to high tempera-
ture and pressure using autoclaves. 30 mL of the above
synthesized NPs are autoclaved at 180 �C for 4 h.27

(II) FE3O4@C NPS. Carbon capped Fe3O4 NPs have been
prepared via hydrothermal carbonization reaction. For this

purpose, 10 mmol of fructose powder is added to 30 mL of
Fe3O4 NPs sol23,28,29 and the mixture is autoclaved at 180 �C for
4 h. At this temperature, fructose melts and carbonization of
fructose occurs, resulting in a carbon shell over the Fe3O4 NPs.30

The reaction mixture is cooled under ambient conditions. The
synthesized product is washed by centrifugation at 3500 min�1

and the supernatant is removed by decantation. No change in
color of the sol is observed and the pH of the NPs redispersed in
water is recorded as 8.0.

(III) FE3O4@SIO2 NPS. To 10 mL of Fe3O4 NPs sol (diluted
with 40 mL of iso-propanol) are added 1 mL of ammonia and
1 mL of tetraethyl orthosilicate (TEOS).31 The mixture is stirred
at 30 �C for 4 h and a change in colour from dark brown to light
brown is observed upon completion of the reaction. The
synthesized NPs are collected by centrifugation at 3500 min�1

and the pH of the NPs redispersed in water is recorded as 9.6.

(b) Preparation of nanostructured iron oxide lms

The nanocrystalline lms of iron oxide are deposited onto ITO
coated glass plates using a two-electrode system with platinum
as the auxiliary electrode and an ITO-coated glass plate as the
deposition electrode. The electrophoretic deposition involves
charged particles in a suspension being deposited onto an
electrode under the inuence of an applied electric eld. Thus,
the use of surfactant is avoided and the charge on the surface of
the NPs is introduced by adjusting the pH of the suspension to
obtain a stable sol. The Fe3O4 NPs carry a positive charge at pH
3.5 since the isoelectric point of Fe3O4 is 6–7.32–34 Cationic NPs
are deposited onto the ITO-coated glass plate at the cathode
terminal. Application of even a small voltage leads to electrol-
ysis of water, producing hydrogen and oxygen gas, which hinder
continuous ow of the NPs and affect the lm uniformity.25

Thus, a mixture of methanol–water (2 : 1) is utilized for depo-
sition of the desired nanocrystalline lm. The conditions for
obtaining uniform lms have been optimized for various
parameters such as applied potential, concentration, deposi-
tion time, etc., and uniform lms of Fe3O4 NPs and Fe3O4 NPs
(autoclaved) are obtained upon application of a 5 V potential for
30 s (Scheme 1).

Scheme 1
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The Fe3O4@C and Fe3O4@SiO2 NPs have been deposited in a
methanol–water (2 : 1) mixture. Although the Fe3O4@C NPs are
stable at 8.0 pH, no deposition occurs, indicating that the NPs
carry negligible charge. A positive charge on the NPs is then
introduced by adjusting the pH to 3.5 and a nanocrystalline lm
is deposited onto the ITO-coated glass plate at the cathode
terminal by applying an optimized potential of 10 V for 60 s.
Interestingly, the Fe3O4@SiO2 NPs carry negative charge at pH
9.6 (as the iso-electric point of SiO2 NPs is �2),35 thus a nano-
crystalline lm is deposited onto the ITO-coated glass plates at
the anode terminal upon application of a 10 V potential for 60 s.

(c) Fabrication of nanostructured iron oxide lm based
bioelectrodes

ChOx is physisorbed onto the nanostructured iron oxide lms.
For this purpose, 20 mL of freshly prepared ChOx solution (1 mg
mL�1) is spread onto the a-Fe2O3 and Fe3O4@C nanocrystalline
lms. ChOx immobilized iron oxide lms are incubated at 27 �C
for 2 h and at 4 �C for 12 h.36 Later, weakly bound ChOx are
removed by washing these lms with 100 mM PBS buffer con-
taining 0.05% Tween-20.37 These lms are stored at 4 �C when
not in use. The fabricated ChOx/Fe3O4@C lm/ITO and ChOx/a-
Fe2O3 lm/ITO bioelectrodes have been characterized via SEM,
CV and EIS studies and the enzyme activity measurements for
the fabricated bioelectrodes have been carried out using CV and
EIS techniques.

(d) Characterization

TEM micrographs have been recorded using a high-resolution
transmission electron microscope (HR-TEM, Tecnaii-G2F30
STWIN). Samples for TEM are prepared on 200 mesh carbon
coated copper grids. A drop of iron oxide NPs sol is carefully
placed on the copper grid surface and is then dried under
ambient conditions. The structure of the powder samples and
nanostructured iron oxide lms have been analyzed using X-ray
powder diffraction (XRD, Cu-Ka radiation, Rigaku) over the 2q
range from 25–70� using a monochromatized X-ray beam with
Cu-Ka radiation (l ¼ 1.54 Å). XPS measurements have been
carried out in a Perkin Elmer XPS chamber (PHI 1257) with a
base pressure of 5 � 10�9 torr. The chamber is equipped with a
dual anode Mg-Ka (energy 1253.6 eV) and Al-Ka (energy
1486.6 eV) X-ray source and a high-resolution hemispherical
energy analyzer for energy resolved electron detection. An Mg-
Ka X-ray source has been used for this study. The samples are

Fig. 1 TEM micrographs of: (a) Fe3O4 NPs (inset: high-resolution image of a
single particle); (b) Fe3O4 NPs (autoclaved); (c) Fe3O4@C NPs; (d) Fe3O4@SiO2 NPs.

Fig. 2 UV-vis absorption spectra of: (a) Fe3O4 NPs; (b) Fe3O4 NPs (autoclaved); (c)
Fe3O4@C NPs; (d) Fe3O4@SiO2 NPs.

Fig. 3 XRD spectra of: (a) Fe3O4 NPs; (b) film obtained from Fe3O4 NPs; (c) film
obtained from Fe3O4 NPs (autoclaved); (d) film obtained from Fe3O4@C NPs; (e)
film obtained from Fe3O4@SiO2 NPs.
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sputtered with 4 keV argon ions to remove surface contamina-
tion prior to XPS studies. The absorption studies of the bare and
encapsulated NPs have been conducted on a Phoenix–
2200 DPCV UV-Vis spectrophotometer in the wavelength range
200–900 nm. The transmission studies of the nanostructured
iron oxide lms in the infrared region have been carried out on
a Perkin Elmer, Spectrum BX II spectrophotometer in the
wavenumber range of 400–4000 cm�1. The morphological
changes of the nanocrystalline lms upon enzyme immobili-
zation have been studied using SEM (LEO 440 scanning electron
microscope).

The electrochemical experiments have been conducted on
an Autolab PGSTAT 302N System (Ecochemie, The Netherlands)
in a three electrode system. All electrochemical experiments
have been carried out in a cell containing 15 mL of 100 mM
phosphate buffer solution (PBS) containing 0.9% NaCl and
5 mM K3/K4[Fe(CN)6] as a redox probe and using a platinum
wire as auxiliary, a Ag/AgCl wire as reference, and the nano-
structured iron oxide lms on ITO as the working electrode.

Results and discussion
(a) TEM studies of iron oxide NPs

Fig. 1(a) shows a TEM micrograph of the Fe3O4 NPs, indicating
formation of nearly monodispersed nanocrystals with an
average diameter of 10 nm. The lattice spacing of �2.56 Å
obtained from the fringe pattern (Inset Fig. 1(a)), matches with
the d-value (2.56 Å), corresponding to the (311) hkl plane of the
Fe3O4 nanocrystals (JCPDS le: 890951). However, aer hydro-
thermal treatment, the average size of the NPs increases by
about two nm (Fig. 1(b)). The increase in the average particle
size of autoclaved NPs and the decrease in the number of

Fig. 4 Deconvoluted XPS spectra of Fe 2p3/2 acquired for: (a) a-Fe2O3 film, and
(b) Fe3O4@C film.

Fig. 5 FTIR spectra of: (a) a-Fe2O3 NPs film obtained from Fe3O4 NPs; (b) a-Fe2O3

NPs film obtained from Fe3O4 NPs (autoclaved); (c) film of Fe3O4@C NPs; (d) film
of Fe3O4@SiO2 NPs.

Fig. 6 SEM micrograph of: (a) a-Fe2O3 NPs film obtained from Fe3O4 NPs; (b) a-
Fe2O3 NPs film obtained from Fe3O4 NPs (autoclaved); (c) film of Fe3O4@CNPs; (d)
film of Fe3O4@SiO2 NPs.
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smaller NPs indicates the growth of NPs at the expense of
smaller NPs, suggesting Ostwald ripening38 of NPs. Also, the
edges and roughness observed on the NPs’ surfaces are reduced
upon hydrothermal treatment, and the NPs assume a spherical
shape. Thus, the size and smoothness of the NPs can be tailored
using hydrothermal treatment.

Upon capping the Fe3O4 NPs with carbon and silica, the
average particle size of the Fe3O4 NPs increased to 14 nm and
20 nm (Fig. 1(c) and (d)) suggesting the formation of a carbon
and silica shell, respectively, over the Fe3O4 NPs. Due to the
formation of the thick shell of silica, the Fe3O4 NPs are well
separated and uniform (inset Fig. 1(d)) while some agglomera-
tion has been observed in the case of the Fe3O4@C NPs (inset
Fig. 1(c)).

(b) UV-visible studies of Fe3O4, Fe3O4 (autoclaved), Fe3O4@C
and Fe3O4@SiO2 NPs

Fig. 2 shows absorption spectra of the Fe3O4 NPs, Fe3O4 NPs
(autoclaved), Fe3O4 NPs capped with carbon and Fe3O4 NPs
capped with silica in the UV-Vis wavelength range. The absorp-
tion onset of the Fe3O4 NPs is at �600 nm (Fig. 2(a)). Because of
the quantum size effect, this onset value is blue-shied by
100 nm as compared to that of the bulk Fe3O4.39 The band near
300 nm corresponds to ligand eld transitions of Fe3+ and the
shoulder peak around 480 nm corresponds to excitation of the
Fe–Fe pair.40 A similar spectrum is observed for the autoclaved
Fe3O4 NPs (Fig. 2(b)). The higher absorption for the autoclaved
NPs for the same concentration may be due to an increase in
particle size of the NPs upon hydrothermal treatment.

Table 1 Optical density of Gram positive (Providencia sp.) and Gram negative (Bacillus sp.) bacteria as a function of time in the presence of Fe3O4@C and a-Fe2O3 films

Nanostructured lm Bacteria

Optical density

0 h 2 h 4 h 6 h 8 h 10 h 12 h

Fe3O4@C lm Providencia sp. 0.01 0.03 0.07 0.15 0.28 0.43 0.56
Fe3O4@C lm Bacillus sp. 0.02 0.09 0.24 0.57 0.68 0.73 0.89
a-Fe2O3 lm Providencia sp. 0.03 0.06 0.09 0.14 0.19 0.54 0.63
a-Fe2O3 lm Bacillus sp. 0.02 0.08 0.26 0.58 0.65 0.82 0.85

Fig. 7 (a) CV curves for the ITO electrode (i), Fe3O4@C film/ITO electrode (ii), and ChOx/Fe3O4@C film/ITO bioelectrode (iii); (b) Nyquist plots for the ITO electrode (i),
Fe3O4@C film/ITO electrode (ii), and ChOx/Fe3O4@C film/ITO bioelectrode (iii); (c) CV curves for the ITO electrode (i), a-Fe2O3 film/ITO electrode (ii), and ChOx/a-Fe2O3

film/ITO bioelectrode (iii); (d) Nyquist plots for the ITO electrode (i), a-Fe2O3 film/ITO electrode (ii), and ChOx/a-Fe2O3 film/ITO bioelectrode (iii).
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Upon encapsulation of the Fe3O4 NPs with carbon and silica
shells, the scattering from the NPs increases due to an increase
in particle size.41 Importantly, this increase in scattering is
specic to the wavelength range of 500–900 nm. On the
contrary, the absorption at lower wavelengths is suppressed due

to capping of the Fe3O4 NPs. Such crossover in absorption
spectra for the same concentration suggests surface modica-
tion of the Fe3O4 NPs. For the carbon capped Fe3O4 NPs, the
characteristic spectrum from the Fe3O4 NPs is retained
(Fig. 2(c)), but the partial suppression of the absorption

Fig. 8 (a) CV response studies of ChOx/Fe3O4@C film/ITO bioelectrode; (b) EIS response studies of ChOx/Fe3O4@C film/ITO bioelectrode; (c) CV response studies of
ChOx/a-Fe2O3 film/ITO bioelectrode and (d) EIS response studies of ChOx/a-Fe2O3 film/ITO bioelectrode with different cholesterol concentrations (mg dl�1): (i) 10; (ii)
25; (iii) 50; (iv) 100; (v) 200; (vi) 300; (vii) 400 and (viii) 500.

Fig. 9 Linear calibration plots obtained using CV data for: (a) ChOx/Fe3O4@C
film/ITO bioelectrode and (b) ChOx/a-Fe2O3 film/ITO bioelectrode.

Fig. 10 Linear calibration plots obtained using EIS data for: (a) ChOx/Fe3O4@C
film/ITO bioelectrode and (b) ChOx/a-Fe2O3 film/ITO bioelectrode.
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intensity suggests the capping of the Fe3O4 NPs with a thin layer
of carbon. Upon capping the Fe3O4 NPs with silica, an absence
of the characteristic absorption from Fe3O4 NPs (200–450 nm)
can be seen42,43 (Fig. 2(d)). This suggests complete coverage of
the Fe3O4 NPs with a thick shell of silica, which increases the
overall scattering from the NPs, while on the contrary, it
completely suppresses the absorption from the Fe3O4 NPs.

(c) X-Ray diffraction studies of Fe3O4 NPs and
nanostructured iron oxide lms

Fig. 3(a) shows an XRD pattern of the bare Fe3O4 NPs. The
diffraction peaks obtained correspond to the cubic spinel
structure of Fe3O4.44,45 The average particle diameter of 10.6 nm
calculated using the Debye–Scherrer formula (from the most
intense peak at 2q ¼ 35.57�) is in agreement with the particle
size determined by statistical analysis of the TEM images,
indicating that each individual particle is a single crystal.46

Fig. 3(b) and (c) show XRD spectra of the iron oxide lms
prepared from the Fe3O4 NPs and Fe3O4 NPs (autoclaved),
respectively. The diffraction peaks of the lms match a-Fe2O3

(JCPDS le: 890599-96). In spite of the Fe3O4 NPs being the
starting material for the lm deposition, the XRD spectra
obtained from the deposited lm corresponds to that of a-Fe2O3.
This change of phase can be ascribed to the oxidation of NPs
during electrophoretic deposition in the water–methanolmixture.
The hydroxyl (OH) groups resulting from the dissociation of water
and methanol molecules get adsorbed on the surface of magne-
tite NPs and catalyze their oxidation process.47 In addition, the
application of a potential above the oxidation potential of Fe2+ (i.e.
0.77 V) results in the modied nucleation rate (kinetics),
enhanced diffusion of species and gradient of the lattice constant,
which drives the nucleation of a-Fe2O3 NPs.47,48 Also, uncapped
Fe3O4 NPs undergo rapid agglomeration during deposition, their
large size favors the oxidation to hematite overmagnetite.49 To the
best of our knowledge, a change in phase of Fe3O4 NPs obtained
during electrophoretic deposition occurring in such a short span
of time (30 s) has not been reported in the literature.

To control this oxidation step, the Fe3O4 NPs have been
encapsulated with an organic carbon shell and an inorganic
silica shell, as mentioned in the preceding section. Fig. 3(d) and
(e) show XRD spectra of the lms obtained from the Fe3O4@C

NPs and Fe3O4@SiO2 NPs, respectively. The diffraction peaks
obtained from the lms of the encapsulated NPs match those of
Fe3O4 (with a slight shi), indicating that no oxidation occurs
during the deposition of lms upon capping the Fe3O4 NPs with
organic and inorganic shells. Aer capping, the surface of the
Fe3O4 NPs has been passivated, which circumvents the
adsorption of hydroxyl groups onto their surface and thus
prevents their phase change. Thus, an additional oxidation step
during electrophoretic deposition of Fe3O4 NPs can be cir-
cumvented using surface passivation.

(d) X-Ray photoelectron studies of a-Fe2O3 and Fe3O4@C
lms

To further conrm the phase of the NPs before and aer elec-
trophoretic deposition, XPS core level spectra of a-Fe2O3 and
Fe3O4@C lms have been acquired for Fe 2p and the deconvo-
luted Fe 2p3/2 spectra are shown in Fig. 4. Background
subtraction and peak tting of the spectra have been done using
the Shirley function and Gaussian function, respectively, and
the spectra have been referenced to the C 1s main peak at
284.6 eV. A considerable difference can be seen in the two
spectra for the a-Fe2O3 and Fe3O4@C lms.

Fig. 4(a) shows the deconvoluted XPS Fe 2p3/2 spectra of the
a-Fe2O3 lm. The peak tting of the spectra reveals that Fe2+

and Fe3+ ions are present in the ratio of 1 : 6.7. This shows that
the lm mostly contains Fe2O3 with traces of Fe3O4, which
suggests the in situ oxidation of uncapped Fe3O4 NPs during
electrophoretic deposition. However, the deconvolution and
peak tting of the Fe 2p3/2 spectra obtained for the Fe3O4@C
lm reveals that the ratio of Fe2+ and Fe3+ ions is 1 : 2 (Fig. 4(b)).
This shows that the Fe3O4 NPs retain their phase upon encap-
sulation with carbon and the lm consists of Fe3O4 NPs. Thus,
surface passivation restricts the in situ oxidation of Fe3O4 NPs
during electrophoretic deposition. The presence of metal Fe has
also been noticed in Fe3O4@C lm, while hydrated Fe is present
in both the lms, as expected.50,51

(e) FTIR studies of nanostructured iron oxide lms

Fig. 5 shows the transmittance spectra of the nanostructured
iron oxide lms. In the case of the a-Fe2O3 NPs lm (Fig. 5(a)
and (b)) (obtained from Fe3O4 NPs and Fe3O4 NPs (autoclaved),

Table 2 Comparison table summarizing the characteristics of cholesterol biosensors based on nanostructured metal oxide films

Electrode Transducer
Linear range
(mg dL�1) Sensitivity Km value

Response
time (s) Reproducibility

Shelf
life (days) Ref.

CeO2/ITO Cyclic voltammetry 10–400 — 2.08 mM 15 — — 62
Chitosan–
SnO2/ITO

Cyclic voltammetry 5–400 34.7 mA mg�1 dl cm�2 3.8 mM 5 — 80 63

ZnO/Au Cyclic voltammetry 25–400 45.7 nA mg�1 dl cm�2 2.1 mM 15 — 70 64
ZnO/ITO Cyclic voltammetry 5–400 59.0 nA mg�1 dl cm�2 0.03 mM 10 20 85 65
Fe3O4 NPs Spectroscopy 50–200 — 0.45 mM — — 10 66
Fe3O4@C/ITO Cyclic voltammetry

Impedance spectroscopy
25–400 193 nA mg�1 dL cm�2

0.90 U mg�1 dL cm�2
0.03 mM 60 25 70 Present

work
a-Fe2O3/ITO Cyclic voltammetry

Impedance spectroscopy
50–400 218 nA mg�1 dL cm�2

0.42 U mg�1 dL cm�2
0.04 mM 60 20 56
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respectively), the peak seen at 566 cm�1 corresponds to the
vibrations of Fe–O.19 However, upon capping of the Fe3O4 NPs
with carbon and silica, the Fe–O vibration peak at 566 cm�1

disappears and two additional peaks at 649 cm�1 and 465 cm�1

(Fig. 5(c) and (d)) have been obtained.
In the case of the carbon capped Fe3O4 NPs (Fig. 5(c)), the peak

at 2934 cm�1 refers to the C–H stretching vibrations, the peak at
1416 cm�1 refers to the C–H bending vibrations and the peak at
1066 cm�1 refers to the C–O stretching vibrations. All these peaks
indicate the presence of aliquots of fructose, since fructose
molecules present in the hydrated state are unlikely to decom-
pose completely,52–54 but as a convention adopted by previous
reports, we label these nanoparticles as carbon capped Fe3O4

NPs.23,29

In the case of silica capped Fe3O4 NPs (Fig. 5(d)), a sharp
peak at 1118 cm�1 corresponds to characteristic Si–O vibrations,
revealing the capping of the Fe3O4 NPs with silica.55,56 The broad
band found at 3300–3400 cm�1 and the peak at 1602 cm�1

present in all the lms correspond to the O–H stretching mode
and the H–O–H bending mode, respectively, indicating the
presence of interstitial water molecules in the lms.44

(f) Morphological studies of nanostructured iron oxide lms
and bioelectrodes

Fig. 6 shows the SEM micrographs of the nanostructured iron
oxide lms. It can be seen that the a-Fe2O3 lms obtained from
Fe3O4 NPs and Fe3O4 NPs (autoclaved) have an average particle
size of 300 nm and 200 nm, respectively (Fig. 6(a) and (b)). The
observed increase in particle size and deformation in shape
indicate agglomeration of the uncapped NPs upon deposition.
The agglomeration is more prominent for the as-prepared Fe3O4

NPs owing to their surface roughness. The electrical double
layer gradient is maximum at the edges of the NPs, which
results in the electrostatic attraction of the NPs and the growth
in their size.57 However, due to the removal of edges and surface
smoothing of the NPs upon hydrothermal treatment, the auto-
claved NPs undergo reduced aggregation.

Upon capping of the Fe3O4 NPs with carbon and silica, the
agglomeration has been further restricted. A radical decrease of
the average particle size to 100 nm (Fig. 6(c)) and 160 nm
(Fig. 6(d)) is observed in the case of the carbon capped NPs and
silica capped NPs, respectively. Also, the capped NPs retain their
initial spherical shape upon deposition, as compared to the lm
of uncapped NPs. The reduction in size and retention of
spherical shape indicate a considerable decrease in the
agglomeration of NPs upon capping. Further, the immobiliza-
tion of cholesterol oxidase onto the nanostructured iron oxide
lms has been conrmed using SEM (Fig. S1, ESI†). The change
in morphology from a dense uniform distribution of NPs in the
nanoscale to the globular structure of ChOx at the micron scale
is attributed to the physical adsorption of ChOx molecules onto
nanostructured iron oxide lms.58

(g) Biocompatibility of Fe3O4@C and a-Fe2O3 lms

The biocompatibility of the Fe3O4@C and a-Fe2O3 lms has
been investigated using bacterial systems i.e. Gram positive

(Bacillus sp.) and Gram negative (Providencia sp.) bacteria. Two
methods have been utilized to examine the biocompatibility of
nanostructured iron oxide lms. Firstly, cultures of Gram posi-
tive and Gram negative bacteria are spread on nutrient agar
plates and Fe3O4@C and a-Fe2O3 lms are kept on these plates
under optimum growth conditions (28 �C and 150 rpm). No zone
of inhibition is observed for the nanostructured iron oxide lms.
Secondly, side arm asks are prepared with nutrient broth and
both the bacteria are inoculated. Films are kept in the nutrient
broth and grown under optimum conditions (28 �C and
150 rpm). Colorimetric readings recorded at intervals of 2 h are
summarized in Table 1, which clearly indicates the biocompat-
ibility of the Fe3O4@C and a-Fe2O3 lms as the optical density of
Gram positive and Gram negative bacteria increases with time in
the presence of nanostructured iron oxide lms.

(h) Electrochemical characterization of ChOx immobilized
iron oxide electrodes

(I) CHOX/FE3O4@C FILM/ITO BIOELECTRODE. Fig. 7(a)
shows the cyclic voltammograms of the ITO electrode, Fe3O4@C
lm/ITO electrode and ChOx/Fe3O4@C lm/ITO bioelectrode in
the potential range of�0.7 V to +0.7 V at a scan rate of 30mV s�1.
The decrease in anodic peak current obtained for the Fe3O4@C
lm/ITO electrode (Fig. 7(a), (ii)) compared to that of the ITO
electrode (Fig. 7(a), (i)) reveals the formation of a layer of
Fe3O4@C NPs on the ITO surface. Furthermore, the increase in
oxidation current obtained for the ChOx/Fe3O4@C lm/ITO
bioelectrode (Fig. 7(a), (iii)) compared to that of the Fe3O4@C
lm/ITO electrode (Fig. 7(a), (ii)) is attributed to electron transfer
facilitated by redox moieties at the active sites (FAD centres) of
the enzyme at the electrode surface.

Fig. 7(b) shows the Nyquist plots obtained for the ITO elec-
trode, Fe3O4@C lm/ITO electrode and ChOx/Fe3O4@C lm/
ITO bioelectrode. The increased Rct value of 1.35 kU for the
Fe3O4@C lm/ITO electrode (Fig. 7(b), (ii)) compared to the Rct

value of 0.28 kU for the ITO electrode (Fig. 7(b), (i)) indicates
formation of a Fe3O4@C NPs layer on the ITO surface. The
presence of the Fe3O4@C NPs layer impedes the ow of elec-
trons, resulting in an increased value of Rct. Furthermore, a
decrease in Rct value from 1.35 kU for the Fe3O4@C lm/ITO
electrode to 1.18 kU for the ChOx/Fe3O4@C lm/ITO bio-
electrode (Fig. 7(b), (iii)) reveals the ChOx immobilization onto
the Fe3O4@C lm/ITO electrode. This decrease in Rct value is
ascribed to the facile electron transfer aided by the redox
moieties of the enzyme at the electrode surface.

According to Laviron’s theory, the slope of the linear curve
between the anodic peak potential and the logarithm of scan
rate represents RT/anF (a: transfer coefficient). This can be used
to calculate the surface concentration of the ionic species of the
bioelectrodes using the following equation:

ip ¼ n2F2nCA(4RT)�1 (1)

where, ip/n can be calculated from the ip vs. n plot58 (ip: anodic
peak current; n: scan rate).

The slope of the linear plot of anodic peak potential vs.
logarithm of scan rate for the ChOx/Fe3O4@C lm/ITO
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bioelectrode gives RT/anF ¼ 0.23. Using eqn (1), the surface
concentration on the ChOx/Fe3O4@C lm/ITO bioelectrode has
been found to be 2.52 � 10�11 mol cm�2.

(II) CHOX/a-FE2O3 FILM/ITO BIOELECTRODE. Fig. 7(c)
shows the cyclic voltammograms obtained for the ITO elec-
trode, a-Fe2O3 lm/ITO electrode and ChOx/a-Fe2O3 lm/ITO
bioelectrode in the potential range of �0.7 V to +0.7 V at a scan
rate of 30 mV s�1. The oxidation peak seen at 0.38 V is attributed
to the oxidation of the redox couple K3/K4[Fe(CN)6], present in
the buffer.58 The decrease in the oxidation current obtained for
the a-Fe2O3 lm/ITO electrode (Fig. 7(c), (ii)) compared to that
of the ITO electrode (Fig. 7(c), (i)) indicates formation of a layer
of a-Fe2O3 NPs on the ITO surface. Furthermore, the increase in
oxidation current obtained for the ChOx/a-Fe2O3 lm/ITO bio-
electrode (Fig. 7(c), (iii)) compared to that of the a-Fe2O3 lm/
ITO electrode (Fig. 7(c), (ii)) is attributed to the presence of
redox moieties at active sites (FAD centres) of the enzyme,
leading to fast electron transfer between the enzyme and the
electrode surface.37

Fig. 7(d) shows the Nyquist plots obtained for the ITO
electrode, a-Fe2O3 lm/ITO electrode and ChOx/a-Fe2O3 lm/
ITO bioelectrode. The increased Rct (charge transfer resistance)
value of 1.14 kU obtained for the a-Fe2O3 lm/ITO electrode
(Fig. 7(d), (ii)) compared to the Rct value of 0.28 kU for the ITO
electrode (Fig. 7(d), (i)) is attributed to the formation of a layer
of a-Fe2O3 NPs on the ITO surface. Formation of an a-Fe2O3

NPs layer results in decreased interfacial electron transfer,
thereby causing an increase in the Rct value. Furthermore, the
observed decrease in Rct value from 1.14 kU for the a-Fe2O3

lm/ITO electrode (Fig. 7(d), (ii)) to 0.82 kU for the ChOx/a-
Fe2O3 lm/ITO bioelectrode (Fig. 7(d), (iii)) is attributed to
facile electron transfer mediated by the redox centres of the
enzyme.

The surface concentration of ionic species on the ChOx/a-
Fe2O3 lm/ITO bioelectrode has been found to be 1.81 � 10�11

mol cm�2 (using RT/anF ¼ 0.16). The higher concentration of
ionic species on the ChOx/Fe3O4@C lm/ITO bioelectrode
compared to the ChOx/a-Fe2O3 lm/ITO bioelectrode is attrib-
uted to the larger surface area provided by the Fe3O4@C
nanocrystalline lm owing to the smaller particle size of the NPs
as compared to the a-Fe2O3 nanocrystalline lm for enzyme
immobilization.

(i) Electrochemical response of ChOx immobilized iron
oxide electrodes

(I) CHOX/FE3O4@C FILM/ITO BIOELECTRODE. Fig. 8(a)
shows the response of the ChOx/Fe3O4@C lm/ITO bioelectrode
obtained as a function of cholesterol concentration using cyclic
voltammetry. The bioelectrode exhibits a response time of 60 s
(Fig. S4(a)†). The anodic peak current of the ChOx/Fe3O4@C
lm/ITO bioelectrode plotted as a function of cholesterol
concentration (Fig. 9(a)) reveals the linearity range as 25–500
mg dl�1 with a standard deviation and correlation coefficient of
4.82 mA and 0.99, respectively. The sensitivity of the ChOx/
Fe3O4@C lm/ITO bioelectrode exhibited by the slope of the
linear regression curve is 193 nA mg�1 dl cm�2. The value of the

Michaelis–Menten constant of the ChOx immobilized Fe3O4@C
lm has been found to be 1.44 mg dl�1.

The Nyquist plots for the ChOx/Fe3O4@C lm/ITO bio-
electrode as a function of cholesterol concentration have been
investigated to obtain the impedimetric response of the
biosensor (Fig. 8(b)). The linear calibration curve obtained by
plotting the Rct value for the ChOx/Fe3O4@C lm/ITO bio-
electrode as a function of cholesterol concentration (Fig. 10(a))
reveals a linearity range of 25–500 mg dl�1 with standard devi-
ation and regression coefficient of 0.02 kU and 0.99, respec-
tively. The sensitivity of 0.90 U mg�1 dl cm�2 is obtained from
the slope of the linear regression curve of the ChOx/Fe3O4@C
lm/ITO bioelectrode.

The shelf life and reproducibility of the ChOx/Fe3O4@C lm/
ITO bioelectrode have been investigated using cyclic voltam-
metry. The activity of the bioelectrode is monitored at regular
intervals of seven days. The bioelectrode exhibits only 6%
reduction in peak current aer 10 weeks for 100 mg dl�1

cholesterol concentration when stored at 4 �C (Fig. S2(a)†). The
reproducibility of the sensing parameters of the bioelectrode
has been studied with a cholesterol concentration of 25 mg dl�1

and it has been found that the bioelectrode can be used up to 25
times without signicant decrease (40 mA) of the response signal
(Fig. S3(a)†).

(II) CHOX/a-FE2O3 FILM/ITO BIOELECTRODE. Fig. 8(c)
shows the response of the ChOx/a-Fe2O3 lm/ITO bioelectrode
obtained as a function of cholesterol concentration using the
cyclic voltammetric technique. The response time of this elec-
trode is found to be 60 s (Fig. S4(b)†). The magnitude of the
amperometric current of the ChOx/a-Fe2O3 lm/ITO bio-
electrode plotted as a function of cholesterol concentration
(Fig. 9(b)) shows linearity in the range 25–500 mg dl�1 with
standard deviation and correlation coefficient of 4.52 mA and
0.99, respectively. The sensitivity of the ChOx/a-Fe2O3 lm/ITO
bioelectrode exhibited by the slope of linear calibration curve is
found to be 218 nA mg�1 dl cm�2. The value of the Michaelis–
Menten constant of the ChOx immobilized a-Fe2O3 lm has
been found to be 1.46 mg dl�1.

The electrochemical impedimetric response of the ChOx/a-
Fe2O3 lm/ITO bioelectrode has been investigated as a function
of cholesterol concentration using Nyquist plots (Fig. 8(d)). The
linear calibration curve obtained by plotting the Rct values for
the ChOx/a-Fe2O3 lm/ITO bioelectrode as a function of
cholesterol concentration (Fig. 10(b)) reveals a linearity range of
50–500 mg dl�1 with standard deviation and regression coeffi-
cient of 0.02 kU and 0.97, respectively. The value of sensitivity
exhibited by the slope of the linear regression curve for the
ChOx/a-Fe2O3 lm/ITO bioelectrode is 0.42 U mg�1 dl cm�2

(Table 2).
The shelf-life of the ChOx/a-Fe2O3 lm/ITO bioelectrode has

been investigated for a 100 mg dl�1 cholesterol concentration
using cyclic voltammetry. The bioelectrode exhibits a 6%
decrease in the peak current for the rst 8 weeks, but a sudden
decrease in the signal has been observed aerwards and the
current reduced by 11.5% aer 10 weeks (Fig. S2(b)†). The
ChOx/a-Fe2O3 lm/ITO bioelectrode can be used up to 20 times
with insignicant loss (66 mA) of the signal (Fig. S3(b)†).
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Conclusions

Nanocrystals of Fe3O4 with an average particle diameter of
10 nm have been synthesized. The electrophoretic deposition of
bare Fe3O4 NPs in a methanol–water mixture results in oxida-
tion and phase transformation of NPs and a lm of a-Fe2O3 NPs
has been obtained. The phase transformation of the Fe3O4 NPs
can be circumvented using surface passivation of Fe3O4

NPs with an organic carbon shell and an inorganic silica shell.
Encapsulation of the Fe3O4 NPs restricts agglomeration of NPs
during lm deposition and retains a high surface to volume
ratio for enzyme loading. Due to the non-conducting nature of
silica, Fe3O4@SiO2 NPs show poor electrochemical response.
However, these can be utilized for applications in drug
delivery,21 biocatalysis and bioseparation,20,59 magnetic reso-
nance imaging,60 determination of metal ion concentration,61

etc. Growth of Gram positive and Gram negative bacteria in
contact with the Fe3O4@C and a-Fe2O3 lms reveals the
biocompatible nature of the nanostructures, which is suitable
for prolonged activity of enzymes and thus, stability of biosen-
sors. The fabricated cholesterol biosensors employing Fe3O4@C
and a-Fe2O3 nanocrystalline lms show sensitivities of 193 nA
mg�1 dl cm�2 and 218 nA mg�1 dl cm�2, respectively, from
cyclic voltammetric studies and sensitivities of 0.42 U mg�1 dl
cm�2 and 0.90 U mg�1 dl cm�2, respectively, from electro-
chemical impedance spectroscopic studies. The low values of
the Michaelis–Menten constant reveals the enhanced enzymatic
activity of ChOx on nanostructured iron oxide lms. The
comparable sensitivities for biosensors obtained using
Fe3O4@C and a-Fe2O3 NPs suggests that encapsulation of Fe3O4

NPs with carbon does not signicantly affect the electrocatalytic
activity of Fe3O4 NPs, while it adds to the stability of the NPs.
However, the encapsulation of Fe3O4 NPs with conjugated
carbon molecules, conducting polymers like polypyrrole, poly-
aniline, etc., may result in improved sensitivity of the biosensor.
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Abstract 
 
The fast growing economy, rapid industrialisation and growing urban 
population in India along with increasing wastewater generation are 
reasons for concern and reiterate the need for appropriate water 
management practices.So their are various methods for estimating the 
amount of wastewater generated through industries. Given below are 
the estimated of the percentages of water that get consumed in 
industries and domestic purposes. In this paper we have researched on 
the topic of various sub heading and we have come up on some 
statistical data. We have also consider various topics and researched on 
all of these topics which are Introduction with the wastewater 
treatment and management such as construction and industrial projects 
(textile, refinery, power plant etc)., Treatment technologies of 
wastewater including advanced treatment options, Decentralized 
methods in treating urban wastewater (existing and emerging), Affair 
and consult with Common Effluent Treatment Plants, State of art 
practices for wastewater management. This paper mainly depend on 
the various Industrial Exposure and research done by us. 
 
Keywords: Author details; example; headings; layout; title page. 
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Comparison of pollution load generation from domestic and industrial sources 
 
Mean Hydraulic retention time 
Qs=  =    Where      Vt = volume of reactor + volume of s.s. tank, Vr = 

volume of reactor (aeration tank),Vs = volume of s.s tank,Q = influent flow rate 
Mean hydraulics retention time 

Mean Cell residence time 

 where Qw=Cell wasting rate from reactor,Qe=Flow rate from 
S.S,Xe=Cell concentration in S.S effluent 

 
Water Demand in 2025 for Industrial purposes 
 

Category 1990 (BCM) 2025(BCM) 
Irrigation 460 688 
Domestic 25 52 
Industry+energy 34 80 
Total 519 942 

 
Water demand 
 

  
 

Wastewater 
gen (mld)

BOD 
Generation 

(t/d)

BOD 
Discharge (t/d)

13468
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22900
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1. Industries Treatment 
Steel industries Contaminants include hydraulic oils, tallow and particulate solids. 
Final treatment of iron and steel products before onward sale into manufacturing 
includes pickling in strong mineral acid to remove rust and prepare the surface for tin 
or chromium plating or for other surface treatments such as galvanisation or painting. 
The two acids commonly used are hydrochloric acid and sulfuric acid. Wastewaters 
include acidic rinse waters together with waste acid. Although many plants operate 
acid recovery plants, (particularly those using Hydrochloric acid), where the mineral 
acid is boiled away from the iron salts, there remains a large volume of highly acid 
ferrous sulfate or ferrous chloride to be disposed of. Many steel industry wastewaters 
are contaminated by hydraulic oil also known as soluble oil. 

Iron industries The iron production from its ores involves powerful reduction 
reactions in blast furnaces. Cooling waters are inevitably contaminated with products 
especially ammonia and cyanide. Production of coke from coal in coking plants also 
requires water cooling and the use of water in by-products separation. 

Food industry Wastewater generated from agricultural and food operations has 
distinctive characteristics that set it apart from common municipal wastewater 
managed by public or private sewage treatment plants throughout the world: it is 
biodegradable and nontoxic, but that has high concentrations of biochemical oxygen 
demand (BOD) and suspended solids (SS).[1] The constituents of food and agriculture 
wastewater are often complex to predict due to the differences in BOD and pH in 
effluents from vegetable, fruit, and meat products and due to the seasonal nature of 
food processing and postharvesting. 

Thermal power plant Waste water from thermal power plants includes waste water 
from water purifiers, waste water from fuel oil pump rooms which is likely to contain 
oil, water from flue gas desulfurizing facility, domestic waste water from kitchen and 
sanitation. The major ingredients of such waste water range from acidic and alkaline 
substances to suspended solids, oil, and soluble iron. It is very rare that waste water 
contains harmful substances. In thermal power plants, waste water from all equipment 
is collected at one place and subjected to treatment by high-performance oil separator 
and coagulating sedimentation. Waste water treatment system in thermal power plants 
is thus integrated. 

 
 

2. Introduction with the Wastewater Treatment and Management 
Such as Construction and Industrial Projects (Textile, Refinery, 
Power Plant etc).  

2.1 Treatment technologies of wastewater including advanced treatment options  
1. Thermal powerplant 
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3. Steel Industry Treatment of Water 
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4. Diary Industry 
 

 
 
ZERO discharge with case studies in wastewater 
 
 

 
 
 

5. Affair and Consult with Common Effluent Treatment Plants  
Small-scale industries (SSIs) have a very important role in overall industrial 
development in India and growth of SSI units has been actively promoted by 
Government of India to induce balanced economic growth and to distribute the 
benefits of industrial development in an equitable manner. 
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Abstract

LeadQ2 tungstenQ3 tellurite (LTT) glasses doped with Pr3þ (0.01, 0.1, 0.5, 1.0 and 1.5 mol%) ions were prepared by the conventional melt
quenching technique. The glasses were characterized by X-ray diffraction, optical absorption and photoluminescence spectra. The glassy nature
of LTT host glass has been confirmed through XRD measurements. From the measured intensities of various absorption bands of these glasses,
the three phenomenological Judd–Ofelt (J–O) intensity parameters (Ω2, Ω4 and Ω6) have been evaluated by using the standard as well as
modified J–O theory. The J–O parameters measured from the modified J–O theory were used to characterize the absorption and luminescence
spectra of these glasses. From this theory, various radiative properties like radiative transition probability (AR), total transition probability (AT),
branching ratio (βR) and radiative lifetime (τR) have been evaluated for the fluorescent levels of Pr3þ in these glasses. The emission spectra show
five emission bands in visible region for which the effective band widths (ΔλP) and emission cross-sections (sse) have been evaluated. Among all
the five emission transitions, a transition 3P0-

3F2 is more intense and falls in red region. The visible emission spectra, stimulated emission cross-
sections and branching ratios observed for all these glasses suggest the feasibility of using these glasses as lasers in red region. The CIE
chromaticity co-ordinates were also evaluated from the emission spectra to understand the suitability of these materials for red emission. From the
absorption, emission and CIE chromaticity measurements, it was found that 1 mol% of Pr3þ ion concentration is quite suitable for LTT glasses to
develop bright red lasers from these glasses.
& 2013 The Authors. Published by Elsevier Ltd. All rights reserved.

Keywords: Glasses; Optical absorption; JO parameters; Photoluminescence

1. Introduction

In recent years rare-earth doped glasses have fascinated
several researchers because of their potential applications in
the development of several optical devices like optical ampli-
fiers, solid state lasers, laser wave guides, light converters,
sensors, three dimensional displays, color display devices,
biomedical diagnostics and up conversion lasers [1–9]. The
spectral characteristics of rare-earth ions are reliant on host glass
composition, concentration of dopant ion and ambient tempera-
tures [10]. Heavy metal oxide glasses are suitable candidates for

the development of non-linear optical devices, electro-optic
modulators, electro-optic switches, solid state laser materials and
IR technologies because of their high density, refractive index
and low phonon energy [11–14]. Tellurium oxide being a
conditional glass former can form a stable glass in presence of
certain glass modifiers like tungsten trioxide (WO3). Tellurium
based glasses can be prepared at relatively low temperatures
with phonon energies as low as �800 cm�1 in comparison to
phosphate, borate and silicate glasses. Glasses with low phonon
energies offer less non-radiative relaxation rates and high
fluorescence quantum efficiencies. Tellurium based glasses have
slow crystallization rate, owing to good transparency in a wide
spectral region from visible to NIR region. Relatively good
mechanical strength, chemical stability and high refractive
indices make them as the best host materials for obtaining
efficient luminescence from trivalent rare-earth ions [15,16].
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Tungsten trioxide (WO3) besides being a transition-metal oxide,
is a very good semi-conducting oxide that has attracted attention
for several years. It is the most investigated and used material for
electro-chromic and photochromic devices in which coloration
and bleaching can be reversibly obtained by an electro-chemical
process [17] and has wide applications in smart windows, display
devices and sensors. The TeO2–WO3 glasses have low transition
temperature, low crystallization ability, chemically inactive, high
refractive index and also are transparent in the visible and near
infrared region [18,19]. Addition of fluoride compounds to
tellurite based glasses can reduce phonon energies, since the
maximum phonon energies of the additives are 340 cm�1, which
are less than the phonon energies of tellurite based glasses
�800 cm�1. Addition of fluoride compounds can help to remove
OH group from glasses by reacting with OH group to form HF
group [20,21]. This reduces the phonon energies of glasses to
relatively lower values (200–400 cm�1). Hence addition of PbF2
to a tellurite based glass can decrease the phonon energy and there
by reduces the non-radiative decay process.

Pr3þ doped glasses with low phonon energy are used very
much for compact solid state lasers emitting in visible region.
Pr3þ ions in glasses have relatively good number of absorption
bands in the vis–NIR regions due to which they have various
technological applications as functional photonic materials like
optical fiber amplifiers, lasers and wavelength converting
devices. Pr3þ is a significant optical activator with its several
meta-stable states that offer stimulated emissions in blue,
green, orange, red and infrared regions [22]. In the present
work, lead tungsten tellurite (LTT) glasses were prepared by
varying Pr3þ concentration to study the optical and lumines-
cent properties to identify the better glass for visible solid state
laser devices.

2. Experimental

2.1. Glass preparation

Lead tungsten tellurite glasses doped with different concen-
trations of Pr3þ ions were prepared by the melt quenching
technique. All chemicals used to prepare the LTT glasses were
analar grade with 99.9% purity. The glass composition of LTT
glasses and their labeling are given in Table 1. All the reagents
are thoroughly mixed in an agate mortar for 2 h to get uniform
mixing and then melted using a silica crucible at 735 1C in a
programable furnace for about 25 min. The resultant melts
were rotated 3–4 times before quenching to achieve homo-
genous mixture. Such melts were then poured on a preheated
brass mold and pressed quickly with another brass plate. The
samples were annealed in another furnace for about 1 h to
remove thermal strains that are produced due to sudden
quenching. The glasses thus obtained were highly grounded
to achieve a uniform thickness of 0.2 cm.

2.2. Physical and optical measurements

The densities for the prepared glasses were measured by
using Archimedes's principle with xylene as an immersion

liquid. The refractive indices of all glasses were measured by
using Brewster's angle method with He–Ne laser operating at
632 nm. Using density and refractive indices, some other
physical properties were also measured using suitable formulae
[23] and are given in Table 2. In the present study the physical
properties are changing from glass to glass with increase in the
concentration of Pr3þ ions, indicating the change in environ-
ment around the doped Pr3þ ions. The optical absorption
spectra were measured for all the glass samples from 440 to
2400 nm at room temperature with a spectral resolution of
0.1 nm using a Jasco V-670 UV–vis–NIR spectrometer. The
luminescence spectra were measured by using a PL spectrometer
Perkin-Elmer LS55 with a xenon arc lamp as radiation source. In
order to check the amorphous nature of the prepared glasses, the
XRD spectral measurement was taken for undoped glasses using
a Bruker X-ray diffractometer (model D8Advance) which
operates at 40 KV and 40 mA current and is shown in Fig. 1.
The broad hump observed in the XRD spectrum, characteristic of
an amorphous material confirms the glassy nature of the prepared
glasses.

3. Results and discussion

3.1. Optical absorption spectra

Optical absorption spectra of Pr3þ ions doped LTT glasses
were recorded at room temperature in vis–NIR region. Fig. 2
shows the optical absorption spectra recorded for glass D along
with the assignment of the absorption bands. The spectra for
other glasses are alike with slight difference in intensity of
various absorption bands and hence spectra of the remaining
glasses were not shown. The band assignments are in good
agreement with earlier reports [24,25]. Pr3þ ion doped LTT
glasses contain nine absorption bands (except glass A)
corresponding to the transitions between the 3H4 ground level
and the excited states 3P2,

3P1,
3P0,

1D2,
1G4,

3F4,
3F3,

3F2 and
3H6 belonging to the 4f2 configuration of the Pr3þ ions. The
absorption bands are assigned to different transitions according
to the Carnal report [26] on Pr3þ ion and the corresponding
peak wavelength is given in Table 3. In glass A, six absorption
bands are only observed in vis–NIR regions which may be due
to very low concentration of Pr3þ ions (0.01 mol%) in that
glass. The experimental oscillator strengths (fexp) for the
electric dipole transitions were calculated from Q4[27].

f exp ¼ 4:32 � 10�9
Z

εðνÞdν

here ε(ν) is the molar extinction coefficient corresponding to
the energy (ν cm�1) and dν is the half-band width of the
absorption band. Quite often in glasses the absorption bands
need not show a Gaussian shape. In such cases the value ofR
εðνÞdν is evaluated by using the area method. In the present

work, for all the absorption bands, the intensities were
measured by the area method. Of all the transitions, the
transitions 3H4-

3P2 and 3H4-
3F3 are known as hypersensi-

tive transitions whose intensities strongly depends on the
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neighboring ligands [28]. The hypersensitive transitions are
observed in other RE ions and exhibit anomalous nature
irrespective of matrix elements and follows selection rules
ΔS¼0, ΔLr2 and ΔJr2. Judd and Ofelt independently
derived expressions for the oscillator strengths of induced
electric dipole transitions for the fN configurations [29,30]. The
basic idea of the Judd–Ofelt (J–O) theory is that the intensity

of the forbidden f–f electric dipole transitions can arise from
the admixture of the 4fN configurations with the excited
configurations of opposite parity. The calculated oscillator
strengths (fcal) of the ψ J-ψ ′

J′ transition are determined by
using the expression given in the J–O theory [29,30].
It is well known that, the application of the J–O theory to the

4f transitions of Pr3þ ion gives poor agreement between the
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Table 1
LTT glass composition with different concentrations of Pr3þ ions (in mol%).

Name of the glass TeO2 WO3 PbF2 Pr6O11

Base glass 60 25 15 –

Glass A 59.99 25 15 0.01
Glass B 59.9 25 15 0.1
Glass C 59.5 25 15 0.5
Glass D 59 25 15 1
Glass E 58.5 25 15 1.5

Table 2
Various physical properties of Pr3þ doped LTT glasses.

Physical properties Glass A Glass B Glass C Glass D Glass E

Density ρ (g cm�3) 6.606 6.607 6.612 6.616 6.622
Refractive index (nd) 2.305 2.306 2.307 2.308 2.309
Average molecular weight M (g) 135.1 135.2 135.9 136.8 137.6
Pr3þ ion contribution N (1021 ions/cm3) 0.294 2.941 14.643 29.122 43.451
Mean atomic volume (g/cm3/atom) 6.629 6.296 6.308 6.324 6.338
Dielectric constant (ε) 5.315 5.320 5.325 5.329 5.334
Optical dielectric constant (ε�1) 4.315 4.320 4.325 4.330 4.334
Reflections loss (R) (%) 0.155 0.156 0.156 0.156 0.156
Molar refraction (Rm) (cm

�3) 13.97 13.99 14.06 14.14 14.22
Polaron radius (Å) 0.210 0.066 0.029 0.021 0.017
Inter ionic distance (Å) 15.034 6.981 4.088 3.251 2.845
Molecular electronic polarizability, α (10�23 cm3) 137.5 13.76 2.762 1.388 0.930
Field strength (1022) 0.675 6.744 33.57 66.77 99.63
Optical basicity (Λth) 0.540 0.541 0.542 0.544 0.545
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Fig. 1. XRD spectrum of undoped LTT glass.
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Fig. 2. Absorption spectrum of 1 mol% of Pr3þ ions in LTT glass (glass D)
with strong absorption bands in the NIR region.
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theoretical and experimental oscillator strengths [31–34]. This
poor agreement between experimental and calculated oscillator
strengths is expected because of small energy difference between
4f2 and 4f5d levels. By applying the modified J–O theory, it is
possible to get reasonably good agreement between theoretical
and experimental oscillator strengths with less r.m.s. deviation
including hypersensitive transition [35]. According to the mod-
ified J–O theory, the experimental oscillator strengths (fexp) for
electric dipole transitions were calculated using the following
expression:

f exp ¼
8π2mcϑ

3hð2Jþ1Þ
ðn2þ2Þ2

9n

� ∑
λ ¼ 2;4;6

Ωλ½1þ2αðEJþEJ
0 �2Ef0 Þ�ðψ J‖Uλ‖ψJ ′J′Þ2

Here EJ is the energy of the ground state, EJ′ is the energy of
excited state, Ef0 is the energy of the center of gravity of the 4f2

configuration (�10,000 cm�1) and α¼ 1
2 Eð4f5dÞ�Eð4fÞ½ . The

parameter α has a value of 10�5 cm�1, but in practice it is treated
as an additional fitting parameter. The calculated oscillator
strengths measured by using standard as well as modified J–O
theories including 3H4-

3P2 hypersensitive transition are tabu-
lated in Table 3 along with the experimental oscillator strengths.
From Table 3 it is observed that, for most of the LTT glasses, the
modified J–O theory gives good approximation between experi-
mental and calculated oscillator strengths with less r.m.s. devia-
tion than the standard J–O theory. Table 4 gives the J–O
parameters measured for all the LTT glasses using the standard
and modified J–O theories along with their trend. Significant
improvement in the J–O intensity parameters can be observed
after applying the modified J–O theory. Except for glass A, the
trend followed by the J–O intensity parameters is the same
(Ω24Ω44Ω6) for all LTT glasses in both standard as well as
modified J–O theories. From both the J–O theories, the Ω2

parameter is found to be maximum for all the LTT glasses.
It is well known fact that the magnitude of the J–O intensity

parameters is related to the physical and chemical properties
such as viscosity and covalent character of the chemical bonds.
In general, Ω2 values for the rare earth ions in glasses are
intermediate between crystalline oxides and chelating ligands
[36–38]. In glasses, the rare earth ions are randomly distributed
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Fig. 3. Excitation spectrum of 1 mol% of Pr3þ ions in LTT glass (glass D).
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over non-equivalent sites with a wide distribution of crystal
fields. In such cases, a distribution of large number of rare
earth ions occupying sites with non-centrometric potential will
contribute significantly to the changes in the Ω2 value [39].
The large Ω2 parameter values are indicators of the covalent
character of the chemical bonds among the glass matrix and
rare earth ions. The Ω2 parameter depends mainly on the
asymmetry of the sites in the neighborhood of rare earth ion.
The higher the Ω2 parameter, the higher is the degree of
asymmetry around the rare earth ion and stronger the cova-
lence of rare earth ion–oxygen bond. The intensity parameters
Ω4 and Ω6 are related to the bulk properties such as viscosity
and dielectric of the media and are also affected by the
vibronic transitions of the rare earth ions bound to the ligand
atoms [40,41] and less sensitive to the medium in which the
ions are situated. From Table 4, it is observed that, the J–O
intensity parameters are found to be high for glass D,
indicating that it is more asymmetric, more covalent and more
rigid than the other LTT glasses.

3.2. Photoluminescence properties

To analyze the photoluminescence properties of the LTT
glasses doped with Pr3þ ion, it is necessary to know the
excitation wavelength of Pr3þ ion. The excitation wavelength
plays an important role in recording the emission spectra of
rare-earth ions doped luminescent materials. Fig. 3 shows the
excitation spectra of glass D when emission is monitored at

644 nm. The excitation spectra consist of three bands corre-
sponding to the transitions 3H4-

3P2,
3H4-

3P1 and
3H4-

3P0.
Among all these transitions, a transition 3H4-

3P1 correspond-
ing to 470 nm is more intense and is used as an excitation
wavelength to record the emission spectra. The emission
spectra recorded at room temperature for LTT glasses doped
with different concentrations of Pr3þ ions in the spectral range
550–750 nm are shown in Fig. 4. The emission spectra consist
of five emission bands at 613, 644, 683, 707 and 730 nm
corresponding transitions to 3P0-

3H6,
3P0-

3F2,
3P1-

3F3,
3P1-

3F4 and 3P0-
3F4 respectively.

Fluorescence quenching is observed in all the emission
transitions with increase in the concentration of Pr3þ ions. The
quenching of intensity is the same for all the emission
transitions except for 3P0-

3H6 transition. Fluorescence
quenching for all the emission transitions begins at 1.0 mol%
but for 3P0-

3H6 transition, the quenching began at 0.1 mol%
of Pr3þ ion concentration itself. This may be due to the energy
transfer through cross-relaxation between Pr3þ ions. Fig. 4
also shows that, with increase in Pr3þ ion concentration, a
significant red shift has been observed for 3P0-

3H6 emission
transition. The peak position of 3P0-

3H6 transition in LTT
glasses observed at 600, 602, 611, 613 and 614 nm for 0.01,
0.1, 0.5, 1.0 and 1.5 mol% of Pr3þ ion concentration
respectively indicates a red shift of that peak. This red shift
may be attributed to the site distribution of Pr3þ ions in the
vicinity of ligand fields [42]. However, for the other transitions
namely 3P0-

3F2,
3P1-

3F3,
3P0-

3F3 and 3P0-
3F4 no red

shift has been observed because of negligible emission
intensities of the respective emission bands. Fig. 5 represents
the energy level diagram depicting the various lasing transi-
tions for 1 mol% of Pr3þ ions in LTT glass (glass D). From
Fig. 5, it is observed that the emission occurs only from 3P0,
which indicates that 3P1 state is thermally populated.
In order to predict the emission performance of LTT glasses

doped with Pr3þ ions, the radiative parameters such as radiative
transition probability (AR), total radiative transition probability
(AT), radiative lifetime (τR), branching ratio (βR) and stimulated
emission cross-section (sse) were measured for the observed
fluorescent levels using the J–O parameters derived from the
modified J–O theory. The necessary mathematical expressions
needed to measure the above radiative parameters were col-
lected from our previous paper [43]. The Q5radiative parameters
thus evaluated are given in Tables 5–7. In addition to these
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Fig. 4. Emission spectra of Pr3þ ions in LTT glasses.

Table 4
JuddQ6 –Ofelt intensity parameters Ω2, Ω4 and Ω6 (10–20 cm2) and their trend for Pr3þ doped LTT glasses with standard and modified J–O
theories.

Name of the glass
sample

Standard J–O
theory

Trend followed in the standard
J–O theory

Modified J–O theoryn Trend followed in the modified
J–O theory

Ω2 Ω4 Ω6 Ω2
n Ω4

n Ω6
n

Glass A 4.782 6.148 2.208 Ω44Ω24Ω6 5.402n 6.609n 2.318n Ω44Ω24Ω6

Glass B 11.06 7.156 2.854 Ω24Ω44Ω6 13.90n 5.557n 3.641n Ω24ΩΩ44Ω6

Glass C 12.88 5.648 4.412 Ω24Ω44Ω6 15.43n 4.590n 5.041n Ω24Ω64Ω4

Glass D 13.89 6.70 4.606 Ω24Ω44Ω6 16.69n 5.559n 5.305n Ω24Ω44Ω6

Glass E 8.309 5.503 3.481 Ω24Ω44Ω6 10.30n 4.542n 4.045n Ω24Ω44Ω6
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parameters, the other radiative parameters like gain band width
(sse�ΔλP) and optical gain parameters (sse� τR), which are
also important to identify a laser active medium, are evaluated
and included in Table 7.

Table 5 gives the transition probability (AR), total transition
probability (AT) and radiative lifetimes (τR) for the observed
emission transitions of Pr3þ ions doped LTT glasses. Large
transition probability value obtained for glass D for 3P1-

3F3
fluorescent level gives the potentiality of glass D over the other
LTT glasses. Table 6 represents the measured and experi-
mental branching ratios (βR) observed for all the emission
transitions of Pr3þ doped LTT glasses. The emission transi-
tions with higher magnitude of βR are more competent for laser
action than the other transitions originating from a given
excited state. From Table 6, it can be observed that βR value
for 3P0-

3F2 transition is more than the other transitions in all
LTT glasses. This gives the potentiality of this energy level for
laser emission at 644 nm in these LTT glasses. From Table 6,
it can also be observed that the βR and βexp are in good
agreements with each other for all the transitions in LTT
glasses. Table 7 gives the emission peak wavelength (λP),
effective band widths (ΔλP), stimulated emission cross-
sections (sse), gain band width (sse�ΔλP) and optical gain
parameter (sse� τR) for the emission transitions of Pr3þ ions
doped LTT glasses. Stimulated emission cross-section which
signifies the energy extraction for the material is an important
parameter to estimate laser performance of a material. From
Table 7, it is observed that among all the emission transitions,
3P0-

3F2 (644 nm) and 3P0-
3H6 (602 nm) transitions possess

highest and least stimulated emission cross-sections respec-
tively. This may be due to the variation of in-homogenous line
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Fig. 5. Energy level scheme for emission process of 1 mol% Pr3þ ions in LTT
glass (glass D).
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widths of the two transitions. In the present LTT glasses, the
glass D with 1 mol% of Pr3þ ions possesses highest stimulated
emission cross-section for all the transitions. In glass D,
3P0-

3F2 transition (644 nm) possesses highest stimulated
emission cross-section over the other transitions in the same
glass. Hence glass D is said to be having enough competency
to emit bright red laser at 644 nm. The gain parameters

(se� τm) and gain band width (se�Δλp) are used to obtain
a laser host material with highest stability [44]. In the present
work, the gain properties of 3P0-

3F2 level are found to be
maximum for all the LTT glasses. Among all the glasses, glass
D possesses higher values of these parameters. Based on the
measured radiative parameters, it is suggested that glass D
doped with 1 mol% of Pr3þ ions can be used for red laser
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Table 6
Measured (βR) and experimental (βexp) branching ratios of different concentrations of Pr3þ ions doped LTT glasses.

Transition Glass A Glass B Glass C Glass D Glass E

βR βexp βR βexp βR βexp βR βexp βR βexp

3P1-
3F4 0.096 0.050 0.058 0.283 0.047 0.315 0.051 0.050 0.059 0.032

3P1-
3F3 0.262 0.191 0.386 0.109 0.409 0.304 0.399 0.409 0.365 0.456

3P0-
3F4 0.097 0.044 0.058 0.034 0.047 0.052 0.051 0.062 0.060 0.067

3P0-
3F2 0.311 0.146 0.568 0.231 0.623 0.248 0.602 0.166 0.535 0.103

3P0-
3H6 0.039 0.067 0.043 0.042 0.060 0.080 0.056 0.112 0.061 0.012

Table 7
Emission peak wavelength (λP) (nm), effective band widths (ΔλP) (nm), stimulated emission cross-sections (sse) (10

�20) (cm2), gain band width (sse�Δλp) (10–25)
(cm3) and optical gain parameters (sse� τR) (10

–25) (cm2 s) for the emission transitions of Pr3þ doped LTT glasses.

Spectral parameters Glass A Glass B Glass C Glass D Glass E

3P0-
3H6

λp 600 602 611 613 614
Δλp 16.3 8.11 12.0 13.0 16.3
sse 1.49 4.76 4.73 4.66 2.83
sse�Δλp 0.24 0.38 0.56 0.60 0.46
sse� τR 0.74 1.43 1.42 1.40 1.14

3P0-
3F2

λp 644 644 644 644 644
Δλp 7.61 6.52 5.43 4.89 5.43
sse 33.5 101.0 134.0 161.0 89.8
sse�Δλp 2.55 6.57 7.29 7.90 4.88
sse� τR 16.8 30.2 40.3 48.4 35.9

3P1-
3F3

λp 683 683 683 683 683
Δλp 8.11 6.76 9.46 4.05 9.46
sse 30.8 76.3 58.7 150.0 41.0
sse�Δλp 2.50 5.16 5.55 6.07 3.88
sse� τR 15.4 30.5 23.5 45.0 20.5

3P1-
3F4

λp 707 707 707 707 707
Δλp 14.9 13.5 12.5 12.2 13.5
sse 7.08 6.60 5.87 7.30 5.39
sse�Δλp 1.06 0.89 0.73 0.89 0.72
sse� τR 3.54 2.64 2.35 2.19 2.70

3P0-
3F4

λp 730 730 730 730 730
Δλp 9.46 10.8 8.11 6.76 8.11
sse 13.9 10.3 11.3 16.5 11.2
sse�Δλp 1.32 1.11 0.91 1.11 0.91
sse� τR 6.97 3.09 3.39 4.94 4.49
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emission at 644 nm corresponding to the transitions 3P0-
3F2

and it is also for optical amplification.

3.3. CIE chromaticity co-ordinates

The CIE co-ordinates are used to find the color of the light
emitted by the material under excitation. They are measured
from the emission spectra given by the materials under
investigation. Such CIE co-ordinates measured from the
emission spectra of LTT glasses doped with Pr3þ ions using
the CIE system are presented in Table 8. The emission spectra
contain three parts. The first part is orange to red, second part
is red and the third part is NIR. The CIE color co-ordinates for
all the samples were found to be in the bright red region.
Among all the glass samples, particularly glass D color co-
ordinates (x¼0.65, y¼0.27) are falling in the bright red region
corresponding to 3P0-

3F2 (644 nm) transition. Fig. 6 repre-
sents the CIE plot with color co-ordinates for 1 mol% of Pr3þ

in LTT glass (glass D) excited at 470 nm wavelength. Hence
glass D with 1 mol% of Pr3þ ions is quite suitable to give
bright red color laser at 644 nm.

4. Conclusion

Lead tungsten tellurite (LTT) glasses doped with different
concentrations of Pr3þ ions were prepared by using the

conventional melt quenching technique. The amorphous nature
of the prepared LTT glasses was confirmed by XRD spectrum
recorded for an undoped LTT glass. The modified J–O theory
has been applied to analyze the absorption spectra of Pr3þ ions
doped LTT glasses. The J–O intensity parameters calculated
by using the modified J–O theory give less r.m.s. deviation
between experimental and calculated oscillator strengths. In
the present work, the J–O intensity parameters (Ω2, Ω4 and Ω6)
are found to be high for glass D indicating that it is more
asymmetric, more covalent and more rigid than the other
glasses. Using the J–O parameters obtained from the modified
J–O theory, the radiative properties such as transition prob-
ability (AR), radiative lifetime (τR) and branching ratios (βR)
are evaluated. The emission spectra recorded at different
concentrations of Pr3þ ions show five emission bands at
613, 644, 683, 707 and 730 nm corresponding transitions to
3P0-

3H6,
3P0-

3F2,
3P1-

3F3,
3P1-

3F4 and 3P0-
3F4.

Among these five emission transitions observed, 3P0-
3F2 is

more intense and is falling in red region. Based on visible
emission spectra, the high stimulated emission cross-section
and branching ratios observed for 3P0-

3F2 transition for all
these glasses suggest the feasibility of using these materials as
lasers in red region. The CIE chromaticity co-ordinates
evaluated from the emission spectra recorded at 470 nm
excitation for all LTT glasses confirm the suitability of these
glassy materials for red emission. From the measured emission
cross-sections and CIE chromaticity co-ordinates, it was found
that 1 mol% of Pr3þ ions in LTT glasses (glass D) is aptly
suitable for the development of bright visible red lasers to
operate at 644 nm from these LTT glasses.
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Abstract—The modal analysis, which decouples the contact 

wire and rail track conductors, is used to develop an 

integrated model of single rail track and contact wire. The 

characteristic impedance and propagation constant matrices 

of integrated model have been computed. The authors have 

studied effects of various parameters of interest on 

characteristic impedance and propagation constant using 

sensitivity analysis. The sensitivity functions of series 

impedance and shunt admittance related to contact wire and 

catenary have been developed and validated in this paper. 

 

Index Terms—railway traction lines, characteristic 

parameters, sensitivity analysis, parameter sensitivity 
 

I. INTRODUCTION 

Railway electric traction system is a fast and green 

transportation system with enhanced load carrying 

capacity. The analysis and design of power and signaling 

system of railway electric traction system needs 

mathematical model of the system. The authors in this 

paper have used the multi-conductor transmission line 

theory to develop the mathematical model of the electric 

traction system and to compute the characteristic 

impedance and propagation constant of this system. This 

approach can then be extended to find the voltage and 

current distribution of the system. The characteristic 

impedance and propagation constant are the functions of 

line parameters i.e. self and mutual impedances and 

admittances of contact wire and rail track. The numerical 

values of these parameters are not accurately known 

under practical conditions as they are dependent on 

varying/uncertain parameters like permeability, supply 

frequency and shape of the conductor. In order to study 

the effect of these uncertain parameters on the 

characteristic parameters of the railway electric traction 

system, the authors have carried out the sensitivity 

analysis of characteristic impedance and propagation 

constant with respect to the above mentioned parameters 

of interest for the first time in the literature. In a rail track 

ferromagnetic material, both saturation and hysteresis are 

                                                           
Manuscript received September 21, 2013; revised January 23, 2014 

observed. This affects the permeability of rail track. The 

permeability also depends upon the composition of rail 

track material which may not remain constant throughout 

the length of the track. Further, to enhance the 

performance of the traction system, it is desirable to 

consider a conductor with a cross-section that will 

produce uniform magnetic field on its surface. Also, the 

supply side contains the harmonic frequency components 

due to the power electronic devices which are inherent to 

the modern electric traction drives. The variations in 

these parameters of interest motivated the authors to carry 

out the sensitivity analysis of characteristic parameters of 

the system wrt these parameters.  

The complete mathematical model of railway electric 

traction lines, which include the contact wire and rail 

track, has received little attention in the literature. Most 

of the traction studies are limited to railway track 

modeling. R.J. Hill et al. [1] has computed frequency 

dependent self and mutual admittance for a single track 

power-rail, considering it as a distributed transmission 

line. They have computed the impedance by numerical 

calculations and compared with analytic impedance 

models based on the Carson eqns. for a stratified weakly 

conducting ground. A. Mariscotti has applied multi 

conductor transmission lines theory to railway traction 

system to find the distribution of the traction return 

current in AC and DC electric railway systems and 

carried out sensitivity analysis of rail current and rail to 

rail voltage wrt parameters of interest [2]. He has also 

carried out modeling of track circuit signaling system 

which may be helpful in automatic train control [3]. 

Measurement of currents at power-supply frequency and 

validation of a multi-conductor transmission-line model 

is done for (2x25kV) electric railway system with 

autotransformer [4]. An electromagnetic field model for 

identification of distributed self and mutual shunt 

admittances using multi-conductor transmission lines 

(MTL) is formulated and used to study the parametric 

behavior of single track admittance [5]. Andrea 

Mariscotti et al. [6] have analyzed the published 

experimental data and formulae for the determination of 

the electric parameters of railway traction lines. He 

observed that the experimental results conform with the 
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calculated results in frequency range of 50Hz-50 kHz. He 

also focused on the CCITT simplified method for the 

evaluation of induced voltages in electric traction system 

[7]. 

II. CONFIGURATION OF RAILWAY ELECTRIC 

TRACTION LINES 

In modern overhead electric traction system, the 

catenary is fed at 25kV, 1-phase ac through the feeding 

posts which are positioned at frequent intervals alongside 

the track. The catenary energizes the contact wire which 

is kept at constant height and in the right position with the 

help of droppers. The pantograph, a high-strength tubular 

steel structure which can be raised or lowered, is used to 

make contact with the overhead contact wire to draw 

energy to feed the drives of the locomotive. Fig. 1 shows 

the physical model of railway electric traction system.    

 

Figure 1. Physical model of railway electric traction system 

III. MATHEMATICAL MODEL  

A mathematical model based on the electromagnetic 

properties of rail track is necessary for the analysis and 

design of railway electric power and signaling systems. 

The studies related to propagation of voltages and 

currents signals over the railway electric traction lines 

need the series impedance and shunt admittance matrices 

per unit length. These matrices state the electrostatic and 

electromagnetic performance of the system and depend 

on the physical and electrical characteristics of the rail 

track conductor, the geometric arrangement of the 

conductors and rail track, height above the earth level, 

permeability and the earth resistivity [8]. The accuracy of 

the result depends, therefore, on accuracy with which the 

basic series impedance and shunt admittance matrices of 

railway electric traction system have been formed.   

A. Series Impedance Matrix 

The series impedance matrix, Z can be given by (1)  

Z = Rc + Re + j (Xc+Xe+Xg)                     (1) 

where suffix ‘c’ denotes the quantities relating to 

conductor, ‘e’ denotes the quantities relating to earth and 

‘g’ denotes the quantities relating to geometric 

arrangement of the conductors The resistance matrix Rc is 

a diagonal matrix whose off diagonal elements are zero. 

The resistance of the catenary conductor, Rc11,is given by 

(2),  

Rc11=                                 (2) 

where Ro is dc resistance of the conductor,    is skin 

effect ratio and is given by (3) : 

  
  √(  

  

  
) 

 
     √

        

 
         (3) 

where d is the diameter of catenary in mm,   is frequency 

of supply in Hz, µ is permeability of conductor material 

and ρ is the resistivity of material in micro-ohm cm. 

The resistance of rail track conductors, Rc22 and Rc33 is 

given by (4)[9]: 

Rc22=Rc33= 
 

     
[
 

 
 √     (

 

 
 

 

 
)] [

 

   
 

   

   
]      (4) 

where, σr is the conductivity of rail track, θ is the 

hysteresis angle , δr is skin depth and ‘a’ is the equivalent 

radius of rail track and may be calculated considering the 

rail track as an equivalent I structure[9]. 

      
   

  
                             (5) 

The reactance of track conductors Xc22 and Xc33 is 

given by (6)[9]. 

Xc22=Xc33= 
 

     
[√     (

 

 
 

 

 
)] [

 

   
 

   

   
]   (6) 

The resistance and reactance due to earth path, Re and 

Xe, are computed using Carson’s formula [10] given by 

(7.1) and (7.2) respectively.  

Re = [10
(-4)

   (8 π P f)]                   (7.1) 

Xe = [10
(-4)

   (8 π Q f)]                   (7.2) 

P and Q are calculated using Carson’s series [10] in 

terms of two parameters cij and the angle subtended 

between the conductor and the image, θij. 

Inductive reactance due to geometry of conductors 

above the ground, Xg is given by (8.1), 

Xg =2πf (μ0μr) F                      (8.1) 
 

where, F is Maxwell’s coefficient matrix, whose elements 

are given by (8.2),  
 

ln(2Hi/ri), i=1,2,3 ; ln(xij/uij), i =1,2,3, j=1,2,3, i≠j (8.2) 

Each term in the matrix represents the distance 

between two conductors or the conductor and the image . 

B. Shunt-Admittance Matrix 

The shunt-admittance matrix, Y is a function of the 

physical geometry of the conductor relative to the earth 

plane. Further, because the rail track conductor is on the 

ground, it has appreciable leakage currents while the 

catenary conductor is located at a sufficient height from 

the ground and from the rail track conductors hence the 

leakage currents from catenary to ground and from 

catenary to rail conductors are assumed to be zero [8].  

The admittance matrix is given by (9):  

9
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Y=G + jωC                           (9) 

where, G is the conductance matrix. The elements of 

conductance matrix corresponding to the catenary are 

zero and the elements corresponding to rail track are 

given by (10) [5]. 

g22 = g33 = 
   

     ⁄
; g23 = g32 = 

   

   
           (10) 

where, σr is conductivity of rail track, b is distance 

between two rail track.   

The capacitance matrix [C] is given by (11) ,  

[C] = 2πε0 [F]
-1

                      (11) 

IV. MODAL THEORY 

In order to compute the characteristic parameters of 

railway electric traction lines, modal theory has been 

applied to decouple the phase quantities to modal 

quantities using the transformation given by(12)[11]-[12]. 

Pq=λq                                (12) 

where, P is the product matrix and is given by (13) 

P=[Z][Y]                               (13) 

λ is the eigen value of P and q is the corresponding 

eigen vector. 

Thus, as given by (14), phase voltage and currents can 

be transformed into modal quantities which make the 

product matrix [Z][Y] diagonal.   

[Q]
-1

[Z] [Y][Q]= [λ]                      (14) 

where [Q] is the transformation matrix of phase voltages, 

constituted by the eigenvectors associated with each of 

the eigen values, λi , of [P]= [Z] [Y]. The eigen value 

matrix, λ can be given by (15), 

[λi ]=diag(λ1, ....,λn)                    (15) 

The propagation constant      of the k
th

 mode is equal 

to the square root of the k
th

 eigen value of [Z] [Y] and is 

given by (16),  

    = λk
1/2
= α

(k)
 + jβ

(k)
                    (16) 

where, α
(k)

 is the attenuation constant and β
(k)

 is the phase 

coefficient. The phase velocity v
(k)

 is obtained from (17) 

v
(k)
=ω/β

(k)
                             (17) 

where ω is the angular velocity of phase voltages. 

The characteristic impedance Z0, is given by (18) 

Zo =√  ⁄  =Q λ
-1/2 

Q
-1 

 Z                    (18) 

V. PARAMETER SENSTIVITY 

Sensitivity analysis is an effective method to predict 

the effect of a parameter on the response of the system. 

Mathematically, it is given by (19) [13]: 

 ̂ 
  = 

   ⁄

   ⁄
  (

 

 
) (

  

  
)  

       

       
              (19) 

The (19) is applicable for small parameter variations; 

however, for large parameter variations the same 

equation can be used in steps, assigning small variations 

to the parameters until the values corresponding to the 

system are reached. In any physical system, generally 

more than one parameter changes simultaneously, for eg., 

in railway traction system the permeability of the rail 

track, the earth resistivity, the supply frequency and 

height of the catenary conductor etc. change 

simultaneously. Therefore, in order to carry out the 

complete sensitivity, the Jacobian matrix can be 

developed as given by (20). 

1 1 1 2 1

: :0

1 2
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          (20) 

A. Sensitivity Functions  

The normalised sensitivity of characteristic impedance, 

     and propagation constant,   with respect to the 

generic parameter xi is given by (21) – (24), 

 ̂  

    
  

  
    

                              (21) 

 ̂  

 
  

  

 
    

 
                               (22) 

where,  

   

    
 [  ]

   
 = 

 

 
     ⁄   

 [ ]

   
   ⁄     ⁄     ⁄   

 [ ]

   
 ) (23) 

   

 
  

 [ ]

   
 = 

 

 
     ⁄   

 [ ]

   
   ⁄     ⁄     ⁄   

 [ ]

   
 )   (24) 

In order to determine the normalised sensitivity of 

   and  , the sensitivity functions of [Z] and [Y] are 

calculated as given by (25) and (26) respectively,[11]  

[   
 ] = 

 [ ]

   
 =  

   

   
 + 

   

   
 +( 

   

   
 + 

   

   
 + 

   

   
 )    (25) 

[   
 ] = 

 [ ]

   
 = 

  

   
 +( 

  

   
 );  i=1,2, .....,Np        (26) 

where Np represents the number of parameters of interest. 

From (13), the sensitivity functions of the matrix [P] are 

obtained as given by (27): 

[   
 ]=[   

 ] [Y] + [Z] [   
 ]                (27) 

The sensitivity matrix of [P] is used to find the 

sensitivities of all the eigen values λk of [P], as given by 

(28) [14], 

[   
 ] = 

{[   
 ][  ]} [  ]

[  ] [  ]
                     (28)  

where [Qk], [Sk] are the eigenvectors of [P] and [Pt] 

respectively, associated with the eigen value λk , and the 

asterisk indicates the scalar product of two vectors. 

From (16), the sensitivity functions of the modal 

propagation constants      
are given by (29)-(32), 

   

    
=    

    
     

    
  (2γ(k)

)
-1    

    
       (29) 

   

    
        

         

    
                      (30) 
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                     (31) 

   

    
 = 

    

       

    
                        (32) 

Finally, the normalised sensitivity functions are 

obtained as given by (33) - (35): 

 ̂  

    
  

  

        

    
                       (33)  

 ̂  

    
  

  

        

    
                       (34) 

 ̂  

    
  

  

        

    
 =    ̂  

    
              (35) 

VI. NUMERICAL RESULTS 

The characteristic parameters of the system are 

computed using the specifications for catenary and rail 

track as given in Appendix A. Using (12)- (18), the 

characteristic impedance, Zo, propagation constant,  , and 

modes of propagation are computed and presented in 

Table I, II and III.  

TABLE I. CHARACTERISTIC IMPEDANCE MATRIX 

TABLE II. PROPAGATION CONSTANT 

     (/m)       [                   ] 

        (/m)       [                      ] 

TABLE III. MODES OF PROPAGATION 

Ground Mode Aerial Mode I Aerial Mode II 

                                            
                                           
                                            

From the Table III, it is observed that there are three 

modes of propagation for a catenary and rail track lines as 

shown in Fig. 2. The three modes are independent to each 

other. The mode related to maximum attenuation and 

lowest velocity of attenuation is called ground mode 

whereas the mode having minimum attenuation and 

maximum velocity is called aerial mode 1 and the other is 

called aerial mode 2. For ground mode, current is flowing 

in all of the three conductors. In aerial mode 1, only two 

outer conductors take part in signal propagation. Here 

current is entering the rail track conductor 2 and leaving 

through rail track conductor 3. As the resistivity of 

catenary conductor is much smaller as compared to rail 

track, current coming out from catenary is much higher 

compared to current flowing through track conductors  

for aerial mode 2. 

 
Ground Mode      Aerial Mode 1  Aerial Mode 2 

Figure 2. Modes of propagation 

Fig. 3-Fig. 6 shows the variation of characteristic 

impedance of contact wire and rail track conductor 

respectively with respect to frequency for two frequency 

ranges. It is noted that characteristic impedance of contact 

wire decreases wrt the frequency up to around 170 kHz 

and then starts increasing at higher frequencies whereas 

the characteristic impedance of rail track conductor 

increases exponentially with the frequency up to nearly 

400 kHz and then it becomes approximately constant at 

around 620 ohms. It is also observed that propagation 

constant of both contact wire and rail track conductor 

increases linearly with the frequency as shown in Fig. 7 

and Fig. 8. Fig. 9 and Fig. 10 show that characteristic 

impedance and propagation constant of rail track 

conductor varies linearly with the permeability of rail 

track conductor. 

 

Figure 3. Variation of Zo11 with frequency(0-10k Hz.) 

 

Figure 4. Variation of Zo11 with frequency( 0-1M Hz.) 

 

Figure 5. Variation of Zo22 with frequency(0-10k Hz.) 
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Figure 6. Variation of Zo22 with frequency( 0-1M Hz.) 

 

Figure 7. Variation of   11 with frequency(0-10 kHz.) 

 

Figure 8. Variation of   22 with frequency( 0-10kHz.)   

 

Figure 9. Variation  of  022 with μrr 

 

Figure 10. Variation of  22 with μrr 

Further, the effect of catenary parameters and rail track 

parameters on characteristic impedance and propagation 

constant are studied using sensitivity model. The 

sensitivity analysis of the series impedance and the shunt 

admittance, on which the characteristic impedance, 

propagation constant matrix, velocity of propagation and 

attenuation depend, has been carried out for the system 

under consideration. The sensitivity functions for series 

impedance and shunt admittance have been developed, 

with respect to radius of rail track, supply frequency and 

permeability of rail track material, first time in the 

literature and are presented in Appendix B. The results 

for normalized sensitivity are presented in Table IV. In 

order to validate the results of Table IV, normalized 

sensitivity has also been computed using difference 

equations. The results are presented in Table V and it is 

observed that the sensitivity computed by two methods 

conform to each other. 

TABLE IV. COMPUTED VALUES OF NORMALIZED SENSITIVITY FROM 

SENSITIVITY FUNCTIONS DEVELOPED 
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Parameter → 
Normalised 

sensitivity 

Equivalent 
Radius of 

Rail Track 

 
Supply 

Frequency 

 
Permeability 

Of Rail Track 

 ̂ 
     =   ̂ 

     -1.0266 0.5 0.5 

 ̂ 
     =   ̂ 

     -0.974 0.5 0.5 

 ̂ 
    

  ̂ 
    

 -0.389 1 1 

 ̂ 
    

 0 1 0 

 ̂ 
    

  ̂ 

    
    

  ̂ 
    

  ̂ 
    

 
0 1 0 

 ̂ 
    

  ̂ 
    

 0 1 1 

 ̂ 
     

 0 1 0 

 ̂ 
     

  ̂ 
     

 0.409 1 0 

 ̂ 
     

  ̂ 
     

  ̂ 
     

  ̂ 
     

 
0 1 0 

 ̂ 
     

  ̂ 
     

 0 1 0 

 ̂ 
     ̂ 

    0 0 0 

 ̂ 
     ̂ 

    0.310 0 0 
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TABLE V. COMPUTED VALUES OF NORMALIZED SENSITIVITY FROM 

DIFFERENCE EQUATIONS 

 

From the Table IV, it is observed that the variation in 

the radius of rail track affects the resistance of the rail 

track the most while the mutual conductance between the 

rail track is least affected wrt radius of rail track. The 

other quantities viz. catenary resistance and reactance as 

well as the self and mutual capacitance of both rail track 

and catenary are insensitive to radius of rail track. Further, 

the sensitivity functions and hence, sensitivity of series 

impedance and shunt admittance matrix elements wrt 

frequency and permeability are constant. 

The normalized sensitivity of characteristic impedance 

and propagation constant wrt same parameters of interest 

is calculated and presented in the Table VI.  

TABLE VI. NORMALIZED SENSITIVITY OF CHARACTERISTIC 

IMPEDANCE, ZO AND PROPAGATION CONSTANT,   

Parameter →  

Normalised 

sensitivity 

Equivalent 

Radius Of 

Rail Track 
 

 

Supply 

Frequency 
 

Permeability 

Of Rail Track 

 

 ̂ 
     -0.0008 + 

0.0006i 
-0.0715 + 
0.0925i 

-0.0001 - 
0.0013i 

 ̂ 
      ̂ 

     -0.3088 + 
0.0122i 

1.4504 - 
0.7840i 

0.1221 - 
0.2348i 

 ̂ 
   

 -0.0343 - 
0.1262i 

0.9769 - 
0.1527i 

0.0565 + 
0.0148i 

 ̂ 
   

  ̂ 
   

 -0.3316 - 
0.0096i 

0.3953 + 
0.0379i 

0.1017 - 
0.1820i 

 
From the Table VI, it is noted that wrt supply 

frequency, the sensitivity of characteristic impedance of 

rail track conductors is higher than the sensitivity of 

characteristic impedance of contact wire whereas 

propagation constant of contact wire is more sensitive 

than propagation constant of rail track conductors. The 

permeability of rail track affects mainly the characteristic 

impedance and propagation constant of rail track 

conductor. The equivalent radius of rail track also has 

negligible effect on the characteristic parameters of 

contact wire conductors but appreciably effects the 

parameters related to rail track conductors.  

VII. CONCLUSIONS 

The mathematical model of integrated contact wire 

cum rail track has been developed using modal analysis. 

Characteristic impedance and the propagation constant 

have been computed and three modes of propagation 

have been identified. The normalized sensitivity functions 

related to characteristic impedance and propagation 

constant have been developed wrt parameters of interest 

first time in the literature. The results are validated using 

difference equations. It is observed that characteristic 

parameters are most sensitive wrt frequency whereas 

permeability of rail track has minimum effect on these 

parameters.  

The variation of characteristic impedance and 

propagation constant has been drawn for different 

frequency range. Also the effect of permeability on these 

parameters has been studied. The studies shall be useful 

for the system and design engineer for the protection, 

signalling and automation schemes of railway electric 

traction lines.  

APPENDIX A SPECIFICATIONS AND DATA USED. 

supply frequency = 50Hz;  

earth resistivity =100Ωm; 

height of catenary above ground = 6.35m;  

height of rail track above ground = 0.75m; 

area of catenary conductor =157mm2;  

radius of rail conductor = 115mm;        

permeability of rail conductor material = 18;  

hysteresis angle = 0.4675radians;    

contact wire resistivity = 2.78 10-8 Ωm;  

rail track resistivity = 0.225   -6 Ωm; 

APPENDIX B SENSITIVITY FUNCTIONS DEVELOPED 

The sensitivity functions of series impedance and shunt 

admittance matrix are developed with respect to radius of 

rail track, supply frequency and permeability of rail 

material as under: 

The sensitivity functions with respect to radius of rail 

track are given by B.1 – B.10: 
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Sensitivity functions wrt frequency are given by B.11 –B.17: 

Parameter →  

Normalised 

sensitivity 

Equivalent 

Radius of 

Rail Track 

 

Supply 

Frequency 

 

Permeability 

of Rail Track 

 ̂ 
     =   ̂ 

     -1.057 0.516 0.528 

 ̂ 
     =   ̂ 

     -0.980 0.581 0.5 

 ̂ 
    

  ̂ 
    

 -0.392 0.991 1.01 

 ̂ 
    

 0 1.006 0 

 ̂ 
    

  ̂ 

    
    

  ̂ 
    

  ̂ 
    

 

0 1 0 

 ̂ 
    

  ̂ 
    

 0 0.900 1.005 

 ̂ 
     

 0 1 0 

 ̂ 
     

  ̂ 
     

 0.3894 0.910 0 

 ̂ 
     

  ̂ 
     

  ̂ 
     

  ̂ 
     

 

0 1 0 

 ̂ 
     

  ̂ 
     

 0 1 0 

 ̂ 
     ̂ 

    0 0 0 

 ̂ 
     ̂ 

    0.331 0 0 
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Sensitivity functions with respect to permeability of rail track 

are given by B.18 – B.25: 
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Abstract—Solid wastes may be defined as useless, unused, 

unwanted, or discarded material available in solid form. 

Semisolid food wastes and municipal sludge may also be 

included in municipal solid waste. The subject of solid wastes 

came to the national limelight after the passage of the solid 

waste disposal act of 1965. Today, solid waste is accepted as a 

major problem of our society. In the United States over 180 

million tons of municipal solid waste (MSW) was generated in 

1988. At this generation quantity, the average resident of an 

urban community is responsible for more than 1.8 kg (4.0 lbs.) 

of solid waste per day. This quantity does not include industrial, 

mining, agricultural, and animal wastes generated in the 

country each year. If these quantities are added, the solid waste 

production rate reaches 45 kg per capita per day (100 lb. /c.d.). 

To introduce the reader to the solid waste management field, an 

overview of municipal solid waste problems, sources, collection, 

resource recovery, and disposal methods are presented in this 

paper. Greater emphasis has been given to the design and 

operation of municipal sanitary landfills, regulations governing 

land disposal, and leachate generation, containment and 

treatment methods.  

 
Index Terms—Community, density, generation, landfills, 

population, solid waste.  

 

I. INTRODUCTION 

Municipal solid waste (MSW) includes wastes such as 

durable goods, nondurable goods, containers and packaging, 

food wastes yard wastes, and miscellaneous inorganic wastes 

from residential, commercial, institutional, and industrial 

sources. Example of waste from these categories include 

appliances, newspapers, clothing, food scarps, boxes, 

disposable tableware, office and classroom paper, wood 

pallets, and cafeteria wastes. MSW does not include wastes 

from sources such as municipal sludge, combustion ash, and 

industrial non-hazardous process wastes that might also be 

disposed of in municipal waste landfills or incinerators. 

Determining actual MSW generation rates is difficult. 

Different studies report a wide variation as they use different 

components. Many times industrial and demolition wastes 

are included in municipal solid wastes. Reference [1] has 

estimated that a total of over 180 million tons of MSW was 

generated in the United States in 1988, and that the 

generation is rising at a rate of slightly over 1 percent each 

year. This estimate is based on a material flow model utilized 

by [2], and is generally referred to as the EPA/Franklin model 

[1], [3]. Most of the increase in the MSW generation rate is 
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due to population growth. However, each person is also 

generating more waste on an average. It is estimated that, 

without source reduction, MSW generation will increase to 

200 million tons or 1.9 kg/c.d (4.2 lb. /c.d) by the year 1995, 

and 216 million tons or 2.0 kg/c.d (4.4 lb. /c.d) by the year 

2000. Based on current trends and information, EPA projects 

that 20 to 28 percent of MSW will be recovered annually by 

1995. A successful solid waste management system utilizes 

many functional elements associated with generation, on-site 

storage, collection, transfer, transport, characterization and 

processing, resource recovery and final disposal [4]. All 

these elements are interrelated, and must be studied and 

evaluated carefully before any solid waste management 

system can be adapted. It is a multidisciplinary activity 

involving engineering principles, economics, and urban and 

regional planning. 

 

II. SOURCES AND CHARACTERISTICS 

Municipal solid waste (MSW) or urban solid waste is 

normally comprised of food wastes, rubbish, demolition and 

construction wastes, street sweepings, garden wastes, 

abandoned vehicles and appliances, and treatment plant 

residues. Quantity and composition of MSW vary greatly for 

different municipalities and time of the year. Factors 

influencing the characteristics of MSW are climate, social 

customs, per capita income, and degree of urbanization and 

industrialization. The composition of MSW as collected may 

vary greatly depending upon geographical region and season. 

The typical moisture content of MSW may vary from 15 to 

40 percent depending upon the composition of the waste and 

the climatic conditions. The density of MSW depends upon 

the composition and degree of compaction. The uncompacted 

density of MSW is around “150 kg/m3 (250 lb. /yd3).” The 

density of collected solid waste is “235-350 kg/m3.” The 

energy content of MSW as collected is “9,890 kJ/kg (4,260 

BTU/lb.)”. Information of chemical composition of the 

organic portion of MSW is important for many processes 

such as incineration, composting, biodegradability, leachate 

generation, and others. The ultimate analysis of the organic 

fraction of MSW is in terms of the constituents carbon, 

hydrogen, oxygen, nitrogen, sulfur and ash.  

 

III. COLLECTION AND TRANSPORT 

Solid waste collection and transport involves storage at the 

generation and pick-up points, pick up by the crew, trucks 

driving around the neighborhood, and truck transport to a 

transfer station or disposal point. The collection is difficult, 

complex and costly. Collection of solid waste typically 
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consumes 60-80 percent of the total solid waste budget of a 

community. Therefore, any improvement in the collection 

system can reduce overall cost significantly [5]. 

A. Onsite Storage and Handling 

In single family residential areas solid waste storage is 

handled by residents and tenants. Commonly used containers 

are plastic or galvanized metal containers, and disposable 

paper or plastic bags. The plastic or galvanized containers are 

75-150 liter size with tight covering. The single use paper or 

plastic bags are generally used when curb service is provided 

and the homeowner is responsible for placing the bags along 

the curb. In high-rise buildings the waste is picked up by the 

building maintenance personnel, or special vertical chutes are 

provided to deliver the waste to a central location for storage, 

processing, or resource recovery. A recent development is to 

provide underground pneumatic transport systems to move 

waste to a central location for onsite storage, processing, or 

resource recovery. Apartment districts utilize stationary 

container systems into which the residents drop the solid 

wastes. Solid wastes from commercial buildings are collected 

in large containers that may be stationary or transportable. 

B. Collection of Solid Waste 

In residential areas, the most common collection methods 

are curb or alley, setout-setback, and backyard carry. In curb 

or alley service, the residents carry the single-use plastic bags 

and containers to the curb or collection point, and then return 

the empty container after pickup. Setout service utilizes a 

crew that carries the containers to the collection point. A 

separate collection crew empties the containers and residents 

return the empty containers. In setout-setback service, a third 

crew returns the empty containers. In backyard carry service, 

the collection crew transfers the solid waste into a wheeled 

barrel, and then unloads it into the collection truck. The 

containers remain in the backyard. Many communities have 

instituted regulations for separation of solid wastes at the 

source by residents. Components such as newspapers and 

cardboard, aluminum, mixed glass, and food wastes from 

restaurants have been separated at the source. Although the 

concept is good, the participation of the public drops quickly. 

Also, the price of recycle material fluctuates greatly, and it is 

often more expensive to recycle waste material. All these 

factors are considered for instituting a mandatory separation 

and recycling program. There is, however, much interest in 

recycling these days due to mounting pressures of decreasing 

landfill sites, environmental concerns, economic incentives, 

and political support. The usual vehicle for residential 

collection of solid wastes is the manually rear or side-loaded 

compaction truck operating with a crew of two or three, 

including the driver. The typical truck is 14 to 18 m3 (15 to 20 

yd3), and can carry 4 to 5 tons of wastes to the disposal site or 

transfer station. Reference [6] reported features of new trucks 

that are equipped with an electronic control system for 

efficient operation and information storage and retrieval. 

Large self-loading compactor vehicles are equipped to 

centers, and then replace the empty ones for reuse at the site. 

Other container trucks provide container exchange service. 

They are equipped to carry an empty storage container to a 

collection point, pick up a full container and transport it to a 

central location or disposal site, then replace the empty 

container at a new location. The frequency of solid waste 

collection in most communities is once or twice per week. 

The daily truck routes are fixed and balanced to provide a fair 

day‟s work. Several methods are used to optimize the route. 

Reference [7] has developed heuristic routing rules.     

 

IV. TRANSFER STATION AND TRANSFER 

If the disposal site is too far from the city, the time spent by 

the crew of the pickup truck in unproductive travel becomes 

excessive. As a result, it may be uneconomical to use 

collection trucks for travel to the disposal site. Transfer 

stations are therefore established at convenient locations, and 

one-person trailer or large trucks, 27 to 46 m3 (35 to 60 yd3) 

or larger, are used to transfer wastes to the disposal site. 

Reference [8] reported that long-haul trailer units are more 

economical if average round-trip haul distance is more than 

50 km (30 miles). Among the important considerations in 

planning and designing a transfer station are location, type of 

station, access, and environmental effects. At the transfer 

station, partial or complete solid waste processing such as 

sorting, shredding, compacting, baling, or composting may 

be provided. The objective is to reduce the volume, alter the 

physical form, and recover usable materials. It is important 

that the transfer station be located as near as possible to the 

generation center. Good access roads as well as secondary or 

supplemental means of transportation are necessary. Also, 

the site must be environmentally acceptable. If more than one 

transfer station and disposal sites are used, then optimum 

allocation of wastes from each transfer station to each 

disposal site will be necessary. This is a classical problem in 

the field of operations research. Several mathematical models 

can be used to achieve economical solid waste allocation to 

the transfer stations and distribution to the disposal sites. 

References [3], [9], [10] provided examples to optimize solid 

waste allocation and distribution. 

 

V. RESOURCE RECOVERY AND RECYCLING 

Many components of municipal solid wastes can be reused 

as secondary material. Among these are papers, cardboard, 

plastic, glass, ferrous metal, aluminum, and other nonferrous 

metals. These materials must be separated from MSW before 

they can be recycled. In this section, material recycling, and 

separation methods are first briefly presented, followed by 

bioconversion and refuse derived fuel (RDF) methods. 

A. Material Recycling 

The thrust of much state and local legislative action in 

mid-1980s was to encourage recycling of various 

components of municipal solid waste. Many have been made 

in the area of recycling, but not have been very successful. 

There are several reasons such as recycled material may 

contain increased levels of foreign materials that could 

interfere with product quality, uncertainty of supply and price 

variation of secondary material, methods of quality control of 

recycled material are not developed as for virgin materials. 

Many components of MSW are currently recycled. Among 

these are paper and paper products. These products are 
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recycled in manufacturing building materials such as roofing 

felt, insulation and wallboard, and are also used to 

manufacture cartons and containers. Plastic is recycled to 

produce insulating material, sheets, bags, and structural 

material. Energy is recovered from combustion of organic 

wastes. Other components of MSW (1990) estimate that 

approximately 13% of MSW is currently recycled, and a 14 

percent fraction is incinerated.  

B. Separation Methods 

The separation of material is performed by the users at the 

source, or separated from mixed refuse at a central processing 

facility. Material separation at the source involves users 

separating the material into different components, followed 

by transporting from the point of generation to a secondary 

material dealer. Unfortunately, active household response for 

separation at the source has been very poor. As a result, effort 

has been directed toward separation of MSW at a central 

facility. Handpicking is a long-used form of separation of a 

few components of solid wastes. In this operation, a conveyor 

moves the solid waste pass by a group of workers who pick 

up the designated components by hand. This method of 

separation is costly, and only a few bulky components, such 

as bundled newspapers and cardboard, can be separated. A 

mechanized material recovery method provided by [11] 

utilizes shearers that break open the bags and liberate cans 

and bottles. Trammel screens separate cans, glass and other 

inorganic material. The organic material is shredded and 

passed through air classifiers, which separate the components 

desired for recovery of fibers for paper making or for 

producing refuse derived fuel. Magnetic and 

electromechanical systems separate ferrous and nonferrous 

metals. 

C. Bioconversion 

Bioconversion of the organic fraction of municipal solid 

waste into a number of products including sugar, ethanol, and 

protein compost, has been reported in the literature by [4], 

[10]-[13]. 

1) Sugar 

The recovery of fibers from paper has cellulose as major 

constituent. The cellulose is hydrolyzed into sugars. The 

hydrolysis of cellulose produces glucose and mixtures of 

other sugars. Hydrolysis of paper fibers is achieved under 

low pH, or by enzymes. The hydrolysis reaction is given by 

Equation: 

 

(C6H10O5)n + nH2O    nC6H12O6 

 

 

 

 

2) Ethanol and other fermentation products 

Microorganisms can produce alcohols and short-chain 

organic acids. These products have commercial value in the 

industrial chemical market. Some of these fermentation 

reactions are given by equations  

 

C6H12O6 + 2H2O                 2CH3CH2OH + 2H2CO3 

2CH3CH2OH + 2H2O              2CH3COOH + 4H2 

 

CH3COOH + H2O             CH4 + H2CO3 

 

4H2 +H2CO3                CH4 + 3H2O 

 

Many researchers have investigated the production of 

commercial quantities of these products using paper fibers 

recovered from municipal solid wastes. However, the cost of 

production and recovery of these products in a relatively pure 

state from MSW is much greater than the cost of producing 

the raw materials.  

3) Protein  

Earlier research conducted by the Denver Research 

Institute suggested that fibers produced from waste paper can 

be converted to protein using a 

fast-growing-hydrocarbon-cellulose digesting organism. The 

organism is Candia utilis culture, commonly called Torula 

yeast. The protein thus produced is usable by livestock [12]. 

Another concept, reported by [11], is to utilize processed 

organic wastes as the feedstock for a rapidly expanding 

population of red earthworms. This process is called 

annelidic recycling. The organic component is converted into 

a rich fertilizer in the form of worm of worm castings, the 

excess worms are dried into high-protein food supplement in 

animal food. Another similar concept is to breed flies and 

recover larvae as a protein source for animal feed 

supplement. 

 

VI. INCINERATION AND ENERGY RECOVERY 

Incineration of MSW is practiced to reduce waste volume 

and recover energy. The batch-fed incinerators built in the 

1930s and 1940s reduced the volume but were major 

contributors of air pollution problems. Most of these 

incinerators have been shut down or replaced by newer 

designs. The newer incinerators utilize innovative 

technology to produce steam more efficiently and reduce air 

pollutants to greater extent. The capital and operating costs, 

however, are quite high. Reference [8] reported capital cost 

about $120 million per 1000 tons of daily capacity, and 

operating cost of $15 to $30 per ton, for cities over 300,000 

populations (1987 dollars). The unit cost of incinerators for 

smaller cities is even larger. The high cost of installing the air 

pollution control equipment forced municipalities to seek 

cheaper methods such as sanitary landfills for solid waste 

disposal. Due to stricter regulation on landfilling, and rapidly 

diminishing capacity, there is renewed interest in incinerator 

design and construction. Reference [9] reported that in 1978 

there were only 56 facilities that remained active in United 

States. Today there are more than 100 facilities in operation, 

and over 100 more are in the planning and construction 

stages. 

 

VII. REFUSE-DERIVED FUEL (RDF) 

Solid wastes may be burned directly in incinerators (a 

process called mass-burning) or converted to more efficient 

H2SO4 

3447 kN/m2 (500 psi) 

         150-1800C 

                or 

            Enzyme 

 

 

H2SO4 
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refuse-derived fuel (RDF). The solid waste is processed by 

means of size reduction and material separation techniques to 

obtain a product which has a substantial heat value. 

Physically, shredded and air classified organic fraction of 

solid wastes are burned along with a fossil fuel such as coal. 

Many boilers need only minor modifications to accept such 

fuel. Also, the shredded and air classified solid wastes can be 

made densely into cubes or pellets that are suitable for many 

thermal conversion processes such as incineration, 

gasification, and pyrolysis. Many communities have built 

refuse-to-energy plants that are fast replacing sanitary 

landfills. The steam is used for heating and for driving 

turbines to produce electricity. Reference [14] has reported 

that there are 190 municipal waste combustor plants in the 

USA. Of these, 142 facilities are waste-to-energy 

combustors. The total processing capacity exceeds 31.4 

million tons of MSW per year. These facilities do not include 

RDF-processing plants or simple incinerators. There are also 

approximately 49 waste-to-energy combustors planned or 

under construction.   

 

VIII. DISPOSAL BY LANDFILLING 

The volume of municipal solid waste is greatly reduced by 

incineration, conversion processes or resource recovery. In 

all cases, there is a residue that must be disposed of so that it 

no longer creates a nuisance or hazard to the society. 

Engineering principles must be followed for site selection 

and design of ultimate-land disposal methods. An acceptable 

land disposal method of MSW and residues utilizes sanitary 

landfills. Sanitary landfilling is the most common method of 

solid waste disposal in the United States. It is economical, 

and applies to all components of MSW. Proper site selection 

is perhaps the most difficult part of disposal by landfilling. 

The operation involves compaction of solid wastes in layers, 

then covering with a layer of compacted soil at the end of 

each day‟s operation. In recent years, special care has been 

required in site selection, refuse compaction, cover 

application, leachate collection and treatment, and site 

monitoring.   

 

IX. CONCLUSIONS 

The quantity of MSW generated is increasing rapidly due 

to increasing population and change in lifestyle. The current 

MSW crisis should be approached holistically; while 

planning for long term solutions, focus on the solving the 

present problems should be maintained. The Government and 

local authorities should work with their partners to promote 

source separation, achieve higher percentages of recycling 

and produce high quality compost from organics. While this 

is being achieved and recycling is increased, provisions 

should be made to handle the non-recyclable wastes that are 

being generated and will continue to be generated in the 

future. Policy to include waste-pickers in the private sector 

must be introduced to utilize their low cost public and 

environmental service and to provide better working 

conditions to these marginalized populations. 
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Abstract: Growing concerns regarding toxic COx and NOx emissions caused by the vehicles and the scarcity of over-

exploited non-renewable resources that led the automobile industry to look out for a more energy efficient energy 

consumption is the main reason behind the development of Hybrid Electric Vehicles (HEVs). This paper comprises of 

artificial intelligence techniques employed to achieve smooth speed tracking performance in nonlinear HEVs. 

Techniques like fuzzy logic, neural network and genetic algorithm have been applied to tune and optimize the 

parameters of Proportional-Integral-Derivative (PID) controller. 
 

Keywords: Hybrid Electric Vehicle; Artificial Intelligence techniques; PID controller; optimization; Fuzzy logic; Neural Networks; 
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I. INTRODUCTION 

Surprisingly, the concept of a hybrid electric vehicle is 

almost as old as the automobile itself. The primary 

purpose, however, was not so much to lower the fuel 

consumption but rather to assist the ICE to provide an 

acceptable level of performance. But this highly 

developed automobile industry has resulted in the 

deterioration in air quality, global warming and decrease 

in non-replenishable petroleum resources. More and more 

stringent emissions and fuel consumption regulations have 

stimulated an interest in the development of safe, clean, 

and high-efficiency transportation. In recent decades, the 

research and development activities related to 

transportation have emphasized that the hybrid is the ideal 

transition from the all-petroleum vehicle to the all-electric 

vehicle.  

The pioneering authors are actively working to 

improve the fuel economy and vehicle performance so as 

to achieve high efficiency, ruggedness, small sizes, and 

low costs in power converters and electric machines, as 

well as in associated electronics [1]. The performance of 

HEV depends primarily on the applied automation system 

but the conventional controllers designed haven’t proved 

to be competent due to imprecise input output relation and 

unknown external disturbances. Many controllers such as 

LQR controller, state feedback controller, observer based 

controller have been designed in near past [2-3]. 

By controlling the servo motor which in turn is 

controlling the throttle position to have smooth torque, the 

speed of the HEVs can be controlled. Some other authors 

have proposed different control technique for electric 

vehicle [5]. 

This work comprises the tuning of a conventional PID 

controller used to optimize the speed of the HEV. There 

are a number of tuning methods for classical controllers, 

such as, the Ziegler-Nichols methods, pole placement 

procedures, the quarter decay ratio method, performance 

indices (ISE, IAE, ITAE, and ITSE) based optimization. 

Nowadays, all these methods are usually employed to a 

limited class of problems as they possess some drawback. 

In this paper, we propose an automatic tuning method for 

a PID controller by means of artificial intelligence 

techniques: Fuzzy Logic, Artificial Neural network and 

Genetic Algorithm (GA). 

This paper is organized as follows: in section two the 

details of the model undertaken are posed; section three 

presents the control strategy used; section four shows the 

results; and hence conclusions are drawn in section five. 
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II. SYSTEM DETAILS 

Fig. 1 shows a schematic diagram of the electronic 
throttle control using a DC servo motor. The dynamics of 
the vehicle are taken as configuration of leader-follower 
[2], [6] given below and the hence designed Simulink 
model is shown in Fig. 2. 

Given below are the assumptions made: 

1. Gravity induced force (fg ) is 30% of weight of 
vehicle. 

2. Engine time constant (τf) is taken as 0.2s that 
generally ranges from 0.1 to 1sec. 

The value of all other parameters is shown in Table I. 

A. Open Loop Stability Analysis 

The transfer function is obtained from given system 
dynamics and hence state equation is obtained. [2] 

Transfer function: 

 

State space variable:  

  ,  

  ,  

The characteristic equations of system is |λI – A| = 0, 
whence we get the eigenvalues as λ1 = 0, λ2 = −5. The 
system is found controllable and observable, as the order 
of matrix M and N is equal to rank = 1; 

, . 

III. CONTROL STRATEGIES 

A. PID Controller 

Proportional-integral-derivative control is a feedback 
controller involving three separate constant parameters, 
the proportional, the integral and derivative values, 
denoted P, I, and D, therefore sometimes called three-term 
control: The Simulink model of vehicle controlled by PID 
controller is shown in Fig. 3. 

By combining the advantages like quicker response 
time (due to P-only control), along with the 
decreased/zero offset (due to I-only control) and 
prediction of disturbances to the system (due to D-control) 
minimizes the error between some user-defined set point 
and the measured process variable. The actuating signal 
for the PID controller and the transfer function are given 
in (3) and (4) 

  (3) 

 (4) 

Where:  = Proportional Gain,   = Integral Gain,  

= ResetTime = ,  =Derivative gain,  =Rate time 

or derivative time = .  

 

Figure 1.  Schematic diagram of electronic throttle control [2] 

 

Figure 2.  Simulink model of Hybrid Electric Vehicle 

TABLE I.  NUMERICAL VALUES OF THE PARAMETERS 

Constant Notation Value (SI Unit) 

Mass of Vehicle M 1000 Kg 

Aerodynamic Drag Coefficient 𝛼 4 N/(m/s)2 

Engine Force Coefficient 𝛾 12500 N 

Engine Idle Force fi 6400 N 

 

 

Figure 3.  Model with PID Controller 

 

Figure 4.  Block diagram of fuzzy controller 

B. Fuzzy Logic 

The first seminal paper of “Fuzzy Logic” was given 
by Prof. Lotfi Zadeh in 1965 on Sets the Foundation of 
the Fuzzy Set theory. Fuzzy systems are knowledge/rule 
based systems resembling human decision making with an 
ability to generate precise solutions from certain or 
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approximate information. While other approaches require 
accurate equations to model real world behaviours; fuzzy 
logic can accommodate the ambiguities of real-world 
human language and logic by providing an intuitive 
method for describing systems in human terms and 
converting it into effective models. 

Being non-linear in nature, it is more difficult to set 
the gains in fuzzy logic controller (FLC) shown in Fig. 4, 
as compared to PID controllers. In this paper, two types of 
configurations are applied, mainly, fuzzy PD and fuzzy 
PD+I. The Mamdani based FLC has two-input (e, ce), 
divided into seven states and one-output (u). The control 
performance depends on the adopted rule base, so, 7 
inputs & 7 output membership functions are described in 
49 Fuzzy–if-then rules given in Table II. 

Note that states are represented as abbreviations like 
“NS” for “negative small” and so on as it helps to keep 
the linguistic descriptions short yet precise.  

Fig.5 shows Simulink model of HEV with fuzzy PD 
Controller and Fig.6 shows the simulink model of fuzzy 
PD block. Similarly, Fig. 7 and 8 shows the model with 
fuzzy PD+I controller and its block respectively.  It gives 
the better performance in comparison to conventional PID 
controller and improves the performance index such as 
maximum overshoot, settling time, and study state error. 

C. Neutral Network 

Neural networks, with their remarkable ability to 
derive meaning from complicated or imprecise data, are 
good pattern recognition engines that comprise collections 
of identical mathematical models emulating the behaviour 
of biological nervous systems. ANN’s have shown that 
they are capable of identifying complex nonlinear systems 
and are well suited for generating the complex internal 
mapping from inputs to control actions by detecting trends 
that are too complex to be noticed by either humans or 
other computer techniques. 

Fig. 9 shows proposed neural network controller, 
which was trained to replace the conventional PID speed 
controller. The neural network controller which is static 
type has replaced PID controller, thus simplifying the 
control implementation and reducing the development 
time. In this paper, a 3-layer back-propagation based feed-
forward artificial neural network controller is designed. 
All nodes of specific layer are connected by weights that 
represent the strength of the connection.  

The designed neural network controller hence 
obtained is trained using the target values to find out the 
desired mean square error. During training, the output 
signal is compared to the desired output signal, and the 
weights are adjusted each time by the back-propagation 
algorithm. Fig. 10 shows the Simulink model of HEV 
with ANN controller. 

D. Genetic Algorithm 

Genetic Algorithm, formerly introduced by John 
Holland in the 60s, is an adaptive heuristic, stochastic 
global search method inspired by Darwinian evolutionary 
ideas. Operating on the principle of the survival of the 

fittest, they intelligently exploit a population of potential 
solutions within a defined search space and provide 
alternative methods to solve real-world high-dimensional, 
nonlinear problems. 

TABLE II.  FUZZY RULE BASE 

 (e)  

(ce) 
NB NM NS ZE PS PM PB 

NB NB NB NB NB NB NM ZE 

NM NB NB NB NB NM ZE PM 

NS NB NB NB NM ZE PM PB 

ZE NB NB NB ZE PM PB PB 

PS NB NM ZE PM PB PB PB 

PM NM ZE PM PB PB PB PB 

PB ZE PM PB PB PB PB PB 

 

 

Figure 5.  Simulink model of HEV with Fuzzy PD controller 

 

Figure 6.  Fuzzy PD Block 

 

Figure 7.  Simulink model of HEV with Fuzzy PD+I controller 

 

Figure 8.  Fuzzy PD+I Block 

 

Figure 9.  Generated proposed ANN model to replace PID controller 
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A GA based optimization process generates a random 
set of approximations (binary or decimal strings) termed 
as population by selecting individuals according to their 
fitness levels. Based on nature-inspired operators 
(reproduction, crossover, mutation etc.) new individuals 
(better suited) are created at each generation. The fitness 
is usually the value of the objective function in the 
optimization problem being solved. The procedure then 
stops when a pre-defined number of generations is 
reached or before that if a very good solution is found. 

This parallel, global search procedure does not require 
any derivative information or other auxiliary knowledge 
other than the fitness levels and the objective. In this 
paper, the objective is smooth throttle movement and 
quickest settling time that will minimize the error of the 
controlled system. The fitness function provides a link to 
the application wherein a suitable weighted function is 
defined that considers each constraint to analyse the 
performance of each chromosome in the population. The 
objective function includes the way the parameters are to 
be minimized. This means that an optimal solution is 
found to satisfy a priori defined fitness function. 

1) Selection:  The selection operator primarily 
determines the eligibility of the solutions based on the 
fitness evaluation that will later generate offsprings of 
future populations. The chances for recombination and 
generation of offspring are higher for the individuals 
having small fitness function value, if the optimization 
problem is a minimization one. In this work the Uniform 
Selection is employed to implement the selection 
operator.  

Reproduction cannot create new and better strings. 
This improvement may be achieved by Crossover and to a 
lesser extent by Mutation. 

2) Crossover: This is a genetic operator that combines 
(mates) two individuals (parents) to produce a new one 
(offspring) according to a user-definable crossover 
probability. It selects random individuals from mating 
pool and the gene information between them is exchanged 
(according to defined crossover ratio) such that it takes the 
best characteristics from each of the parents.   

3) Mutation: The mutation operator ensures that 
genetic diversity is maintained in the mating pool by 
removing or reinserting a critical feature (genetic 
information) from a population and so it is considered as a 
secondary mechanism of GA adaption.  New individuals 
are generated by random modification of the value of a 
string position (gene) that will converge the search 
algorithm to a global solution. 

The goal of the system is to design a controller that 
ensures optimal speed tracking performance. The code is 
written using Mfile in MATLAB. The integral gains of 
the PID controller are optimized based on the Genetic 
Algorithm. GA is used to calculate the optimum value of 
the variables based on the best dynamic performance and 
a domain search of the variable. 

 

Figure 10.  Simulink model of HEV with ANN controller 

TABLE III.  PARAMETERS OF GA 

Operators Values/Parameters Assigned 

Population Size 20 

Selection Uniform 

Crossover Arithmetic 

Objective Function Mean Square Error 

 

Figure 11.  Flow Chart for the operation of GA control 

GA finds the values of Kp, Ki and Kd of the PID 
controller based on chosen operators, to achieve better 
dynamic performance of the overall system. These values 
of gains lead to the optimum value of gains for which the 
system achieves the desired values by improving the 
rising time and oscillations. The main aspects of the 
proposed GA approach for optimizing the gains of PID 
controller, and the flowchart procedure for the GA 
optimization process is shown in Fig. 11. Parameters 
considered in GA are shown in Table III. 

IV. SIMULATION RESULTS AND DISCUSSIONS 

In this section the results obtained from the open loop 
system without controller and closed loop system with 
controller are presented. The response of the system with 
controllers such as PID and GA tuned PID are presented 
and compared. Fig. 12 shows the Open loop step response 
that shows the system is unstable as it is not converging. 
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Vary 

Individual
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Output 

Results 

Safety  

Constraints? 
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Fig. 13 shows the response with PID Controller. Here 
PID controller is tuned by using both Hand-tuning rule 
and Ziegler-Nichols method that gives 46.7% and 15.6% 
Max overshoot respectively. Tuning by hand tuning rule 
gives better performance. Fig. 13 also shows the vehicle 
response for GA-tuned PID, which is an improvement 
over the former one. 

Fig. 14 shows the response with ANN controller, 
where it takes longer time for controlling the vehicle. Fig. 
15 and 16 shows the fuzzy PD and fuzzy PD+I controller 
response, where both reduces the overshoot and settling 
time as well. 

Fig. 17 shows the combined response of all controllers 
for first 5 seconds to make the comparison among them 
and Fig. 18 shows the enlarged view of Fig. 17. The 
performance index shown in Table IV is made by using 
Fig. 18. 

 

Figure 12.  Open Loop Step Response 

 

Figure 13.  Vehicle response of Conventional PID and GA-tuned PID 
controller 

 

Figure 14.  Vehicle response with ANN conttroller 

 

Figure 15.  Vehicle response with Fuzzy PD controller 

 

Figure 16.  Vehicle response with Fuzzy PD+I controller 

 

Figure 17.  Combined Vehicle Response 

On the basis of Fig. 18 that shows the enlarged view 
of Fig. 17 and Table IV, the Fuzzy PD+I controller 
response has got least max. overshoot, i.e. 0%.  Hence 
fuzzy PD++I controller gives better performance index in 
comparison with PID. 
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Figure 18.  Combined Vehicle response (enlarged) 

TABLE IV.  PERFORMANCE INDICES 

Controllers 
% Max 

Overshoot 

Settling Time 

(s) 

Rise Time 

(s) 

PID 15.6 0.79 0.19 

GA-PID 9.5 0.27 0.05 

ANN ~0 1.29 0.765 

FPD ~0 0.392 0.218 

FPD+I ~0 0.352 0.205 

V. CONCLUSION 

A comparative analysis of all the controllers applied to 
control the speed of nonlinear hybrid electrical vehicle, 
vividly shows that fuzzy PD+I controller gives better 
performance result. Although the settling time and rise 
time are more than that of GA but since our design 
objective is to have smooth throttle control so as to have 
reduced torque ripples that will in turn reduce the current 
and overall operating cost and increase battery life. Also 
the battery operation of such vehicles will be optimal. 
Vehicle drive train efficiency may be improved and the 
fuel efficiency of HEV may also be optimized. 
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Introduction

Successful demonstration of blow moulding technique for the
production of poly(ethylene terephthalate) (PET) bottles, way back
in the 1970s, has led to a massive increase in the overall usage of
this polymer for packaging purposes [1]. Because of its excellent
barrier properties against oxygen and carbon dioxide [2], PET has
become the choicest of materials for bottling beverages, particu-
larly mineral water and carbonated soft drinks. In addition, it finds
extensive application in the textile industry, which consumes
more than 60% of all the PET produced worldwide [3]. Unfortu-
nately, irresponsible usage of this nondegradable thermoplastic
over the last few decades has led to its accumulation in the
environment [4,5]. Of all thermoplastics, the practice of recycling
PET is very common, but the cost of the recycled product is rather
high [6]. It is thus highly desirous to adopt technically and

economically feasible routes towards recycling of PET into
industrially important products.

Primary and secondary recycling of PET involves thermal
reprocessing of the polymer which reduces its molecular weight
substantially [7], thereby setting up an upper limit on the
maximum number of recycling steps. There is abundant academic
and practical studies on tertiary recycling of PET, whereby it is
converted into basic chemicals [8], by processes like glycolysis [9],
aminolysis [10], hydrolysis [11], alkalolysis [12] and alcoholysis,
out of which only the former two have reached the level of
commercial maturity [8,13]. Glycolysis of PET leads to formation of
oligomers which have the potential to be used as a raw material for
preparation of unsaturated polyesters [14], alkyd resins [15–17]
and polyurethanes [18–20], etc.

At present, oligoesters used for the preparation of flexible
polyurethane foams are essentially derived by reacting low
molecular weight diols, e.g. diethylene glycol (DEG) with adipic
acid (AA) in the presence of glycerol [21]. For rigid PU foam
applications, the polyol is obtained by the reaction of AA with
ethylene glycol (EG) or diethyleneglycol (DEG) in the presence of
phthalic anhydride [19]. Interestingly, such polyols can also be
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derived by transesterification of PET, which in turn can be further
reacted with aliphatic diacids for preparation of either type of PU
foam, depending on the type of spacer employed. The polyester
polyol obtained from PET is expected to render advantageous
characteristics to the final product, particularly in terms of better
mechanical properties, high thermal stability, resistance to major
chemical solvents due to the presence of aromatic phenyl group
[22]. Thus, synthesizing polyols by transesterification of PET waste
is a process of preserving natural resources, and this in fact is the
driving force for the present study.

It has been previously reported that the time and energy
requirements for PET glycolysis can be significantly lowered by
using microwave as an alternate energy source [23]. We have
reported previously that the reactivity of PET is inversely
proportional to the molecular weight of diol used for glycolysis.
We observed that complete conversion of PET under microwave-
assisted glycolytic conditions could be achieved in the presence of
DEG but the polyurethane foams obtained there from are rather
rigid [24]. By reacting the glycolysed polyol with suitable diacids, it
is possible to introduce spacer molecules, with increased
flexibility. In this context, the reaction of glycolysed PET with
AA has been reported to form oligoesters, which in turn leads to
flexible foams [19]. However, literature is scarce on the effect of
soft segment chain length of the diacid on the final foam
properties. We hypothesize that a higher molecular weight diacid,
like sebacic acid (SA) can be used to increase the flexibility of the
aromatic polyester polyol based foam further.

In this article, we propose a combination of microwave-assisted
PET depolymerization process, which was used to prepare low
molecular weight oligomers, followed by polycondensation with
aliphatic diacids to prepare oligoesters with desired properties. We
also hypothesize that it should be relatively easy to adopt chemical
recycling for recycled PET grades, which have been subjected to a
few thermal processing steps. In this regard, we have demonstrat-
ed the potential of this process for recycled PET grades. The
oligoesters have been used as a raw material for production of
flexible foams, where the rigidity was increased by varying the
amount of isocyanate in the composition.

Experimental

Materials

Disposed off PET bottles were collected, washed, dried and cut
into small pieces (6 mm � 6 mm) after removal of the polyethyl-
ene caps and the polypropylene label. Zinc acetate dihydrate
[Zn(CH3COO)2�2H2O, Merck] with a purity of 99% was employed as
the trans-esterification catalyst. Adipic acid (Central Drug House
(CDH)), sebacic acid (CDH), p-toluene sulfonic acid (PTSA) (CDH),
potassium acetate (CDH), diethylene glycol, glycerol (CDH),
diphenylmethane 4,40-diisocyanate, a mixture of di- and triiso-
cyanates (MDI) (Merck) and dibutyl tin dilaurate (DBTL) (Merck)
were used without any further purification. Double distilled water
was used throughout the course of this work.

Microwave aided glycolysis

A domestic microwave oven (LG) with a magnetron source for
microwave generation (2.45 GHz, maximum power: 900 W) was
used for performing glycolytic experiments. PET pieces (10 g)
together with requisite amount of DEG and zinc acetate (0.5% (w/
w) PET) were introduced into a loosely stoppered reaction flask
which was placed in the microwave reactor. To increase the
functionality of the glycolysate, a trifunctional alcohol (glycerol)
was introduced in the reaction medium along with PET and DEG
[21]. The effect of increasing triol concentration on the properties

of the resultant glycolysate has been discussed in our previous
paper [24], and based on the previous studies, 5% (w/w) of glycerol
was employed in the present investigation. Experiments were
performed at different molar ratio of PET:DEG< 1:2, 1:4 and 1:6
and was allowed to proceed at 450 W for extended time periods,
leading to the formation of a viscous liquid, which did not solidify
on cooling. After predetermined periods, the reaction mixture was
filtered through a copper wire mesh (0.5 � 0.5 mm pore size), and
the remaining unreacted PET flakes were weighed to estimate PET
conversion % as follows:

PET conversion ð%Þ ¼
mPET; initial �mPET; remaining

mPET; initial

� �
� 100 (1)

where mPET; initial refers to the mass of PET initially taken for the
experiment and mPET; remaining refers to the mass of solid PET flakes
which remained unreacted in the reaction medium. For compari-
son purposes, glycolysis was also performed at 180–190 8C in an oil
bath, under inert atmosphere in a four-necked round bottom flask,
connected to a reflux condenser, N2 gas inlet, thermometer and
stirrer, the concentration of reactants being same. The results in
terms of PET conversion were compared with those obtained under
microwave irradiation.

Secondary recycling: multiple extrusions

Studies were performed to investigate the effect of multiple
extrusions on the intrinsic viscosity of PET, which is expected to
affect its reactivity towards glycolysis. For this purpose, approxi-
mately 15 g of dried PET flakes was loaded into the plastometer
barrel of an MFI instrument (International Equipments) and
extruded under a load of 2.16 kg at 260 8C and the extrudate was
loaded into the plastometer barrel for re-extrusion. This process
was repeated 10 times and the effect of extrusion on the intrinsic
viscosity of the sample was measured, before being subjecting the
degraded PET to glycolytic experiments. The thermally degraded
PET will be referred to as RPET in the subsequent text.

Polyesterification of glycolysed products

The DEG glycolysed product, obtained by employing a
PET:DEG< 1:4, was used without any further separation. The
obtained glycolysate was reacted with two different difunctional
carboxylic acids, namely AA and SA (hydroxyl:acid ratio< 1:1). For
comparison purposes, aliphatic oligoesters were also prepared by
reaction of AA and SA with DEG under similar conditions.
Esterification catalyst, PTSA (0.1%), based on the moles of diacid,
was introduced in steps into a reaction kettle (500 mL capacity)
containing the glycolysed product and the diacid. The reactor was
equipped with a stirring assembly, a thermowell and a dean stark
apparatus. The reaction was initially heated to 170 8C and
maintained for a period of 3 h, after which the temperature was
increased to 200 8C. The reaction was allowed to proceed at 200 8C
till the required acid number (<30) was achieved. Water formed as
a result of the esterification process was collected and quantified.

Preparation of polyurethane foams

In order to assess the effect of the aromatic phenyl group on the
properties of PU foams, both aromatic as well as aliphatic
oligoesters were reacted with isocyanates to prepare polyurethane
foam. For this purpose, weighed amount of the oligoester, silicone
oil surfactant (2% (w/w) oligoester), DBTL catalyst (1% (w/w)
oligoester) and foaming agent (water) were mixed in a flat-bottom
teflon beaker and stirred mechanically for 1 min. Requisite amount
of MDI, calculated according to the following formula was added
and stirred vigorously, which led to the formation of a viscous
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liquid. This was poured into cylindrical Teflon moulds (60 mm
diameter, 36 mm length) and allowed to foam within.

miso � neq;iso ¼ ½mH2O � neq;H2O þm poly � neq; poly�iNCO (2)

where miso, mH2O and m poly refer to the mass of polyisocyanate,
water and oligoester, respectively, and neq;iso, neq; H2O and neq;poly

are the equivalent number of polyisocyanate (7.4 mmol/g), water
(111.1 mmol g�1) and oligoester (estimated from the hydroxyl
number) and iNCO is the desired NCO index (1.05) maintained for
the preparation of flexible PU foam formulation [25].

Under similar conditions, polyisocyanurate foams (PIR) were
also prepared, where the NCO index was increased to 2. In addition,
the PIR formulation also contained requisite amounts of potassium
acetate, which reportedly catalyses the rate of trimerisation of
isocyanate [19]. The process of foam formation was monitored by
measuring characteristic parameters including cream time, gel
time and tack-free time.

The polyurethanes and polyisocyanurates were designated as
PETPU and PETPI followed by the acid used for its preparation, i.e.
AA and SA for denoting adipic acid and sebacic acid, respectively.
For example, the polyurethane foam derived from glycolysis of
PET followed by esterification with AA will be referred to as
PETPU-AA and the isocyanurate foam derived from the same will
be referred to as PETPI-AA, respectively, in the subsequent text.
The naming of polyurethanes and polyisocyanates derived from
aliphatic oligoesters follows similar naming pattern where DEG is
used instead of PET.

Characterization techniques

The viscosity-average molecular weight of PET was determined
by solution viscometry. Samples were dissolved in a mixture of
phenol and 1,1,2,2-tetrachloroethane (60/40, w/w) under heating,
and the intrinsic viscosity [h] was measured using Ubbelohde
suspension level viscometer at 25 8C. For determination of [h] of
residual PET, the samples were washed with acetone to remove the
adhering DEG and EG. The viscosity average molecular weight of
PET was calculated using the following equation [26]:

½h� ¼ 75:5� 10�3 mL=g M0:685
v (3)

The intrinsic viscosity of the glycolysate was determined in
methanol at 25 8C. The hydroxyl number (HN) was determined
using acetic anhydride, as per test method A, described in ASTM D
4274–99. For the purpose of acid number determination, the
solution was titrated against standard methanolic KOH solution in
acetone medium, as per the procedure reported previously.

Thermal characterization was performed using Perkin Elmer
Diamond STG-DTA-DSC in N2 atmosphere in the temperature
range of 50–550 8C. A heating rate of 10 8C/min and sample mass of
5.0 � 0.5 mg were used for each experiment. Percentage crystallinity
was calculated from the DSC traces as follows:

% Crystallinity ¼
DHfðobservedÞ

DHfð100% crystallineÞ
� 100 (4)

where DHf (observed) is the enthalpy associated with melting of
the material and DHf (100% crystalline)is the enthalpy of 100%
crystalline PET reported in the literature to be 135.8 J/g [27].

The surface morphology of samples was studied using a
Scanning Electron Microscope (Zeiss EVO MA15) under an
acceleration voltage of 20 kV. Samples were mounted on metal
stubs and sputter-coated with gold and palladium (10 nm) using a
sputter coater (Quorum-SC7620) operating at 10–12 mA for 60 s.
The average cell dimensions and standard deviations were
determined by measuring the diameters of about 20 cells using
inbuilt image processing software.

The density of the PU foam was determined by averaging the
mass:volume ratio of five specimens per sample following ASTM
D1622–98 standard. The average value along with the standard
deviation has been reported in the paper. The compressive
mechanical properties of the foams were determined using a
Universal Testing Machine (International Equipments) as per
ASTM D1621–00. Compressive load was applied at a cross-head
speed of 3.6 mm/min, till the foam was compressed to �15% of its
original thickness. The compressive strength was calculated based
on the ‘‘10% deformation’’ method as per the standard procedure.
At least, three identical specimens were tested for each composi-
tion and the average results along with the standard deviation
values have been reported.

FTIR spectra of samples were recorded in the wavelength
range 4000–600 cm�1using Fourier transform infrared (FTIR)
spectroscopy on a Thermo Fisher FTIR (NICOLET 8700) analyser
with an attenuated total reflectance (ATR) crystal accessory. The
isocyanurate content was estimated as the ratio of intensity of
the isocyanurate absorption band at 1412 cm�1 to intensity of
the aromatic absorption band at 1597 cm�1[19]. Waters (1525)
gel permeation chromatograph (Milford, MA) equipped with
styragel (HR-3 and HR-4, 7.8 � 300 mm2) columns along with
Evaporating Light Scattering Detector (ELSD-2420) was used for
determination of the molecular weight and molecular weight
distribution of the glycolysate. Narrow molar mass polystyrene
standards were used for calibration purposes.

Results and discussion

Microwave assisted glycolysis

The TG and DSC trace of the PET used for the present study is
presented in the Supplementary section (Fig. S1). It can be seen
that the PET samples exhibit a sharp melting point peaking at
246 8C and undergoes a single step pyrolytic decomposition
commencing at 400 8C. The DSC crystallinity as determined from
the area of the endotherm is�27.2% and the molecular weight (Mv)
of PET, as determined from viscometric studies was 27,431.
Glycolysis of PET with DEG leads to the formation of liquid
oligomers, which do not solidify on cooling. The reaction was
followed by monitoring the extent of PET conversion, the variation
of which is presented in Fig. 1. It can be seen that the PET
conversion reached a maxima after 30 min of irradiation, after
which even traces of PET could not be detected in the medium.

It can be seen from the figure that complete conversion of PET is
achievable under these conditions (PET:DEG< 1:2). However, the
[(Fig._1)TD$FIG]

Fig. 1. Effect of glycolysis time and PET:DEG ratio on the extent of PET conversion.
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effect on the PET conversion due to increasing the PET:DEG ratio is
quite pronounced, especially during the initial periods of reaction
(Fig. 1). Under a PET:DEG< 1:2, PET conversion is rather low (�3%)
in the initial periods (t < 10 min), which can be attributed to the
reduced availability of DEG on the surface of PET.

Pardal et al. [28,29] have extensively studied the kinetics of the
glycolytic depolymerization process, in which the mechanism
behind the evolution of an initially heterogenous phase of liquid
glycol and the solid polymer into a single homogeneous liquid
phase has been discussed. It has been suggested that initially, the
liquid glycol diffuses into the bulk of the solid polyester which
leads to the swelling of the matrix. This followed by glycolysis of
the amorphous interlamellar chains. Subsequently, the reaction
products diffuse from the surface, leading to a rough texture as
evident from the SEM images presented in Fig. 2. Being a two phase
reaction, the susceptibility towards glycolysis is highly dependent
on the availability of glycols on the surface of the solid, which
increases with the increasing amount of DEG in the reaction
medium, which accounts for the increase in the rate of PET
conversion with increase in the PET:DEG ratio.

Although complete PET conversion could be achieved even
under PET:DEG ratio of 1:2, the glycolysate obtained were
comparatively viscous (intrinsic viscosity = 0.02 dL/g). With in-
crease in the amount of glycol in the reaction medium, the intrinsic
viscosity decreased to 0.016 and 0.012 dL/g for PET:DEG of 1:4 and
1:6, respectively, which was reasonably easy to handle for the
subsequent polycondensation step. Since, excess of glycol (PET:-
DEG: 1:6) is expected to the incorporation of less amounts of
aromatic moieties in the oligoester, it was decided to perform the
polycondensation reaction with the glycolysate obtained using an
optimized PET:DEG ratio of 1:4.

In view of the above, large scale glycolytic reactions with PET
(50 g batch) were performed under the optimized ratio of
PET:DEG< 1:4. There was not much variation in the HN after
�30 min of reaction, which was of the order of 430 � 15 after
30 min. Size exclusion chromatography was performed to determine
the molecular weight distribution of the glycolysed product. The Mn,
Mw, and Mz of the PET glycolysate were 330, 456 and 564,
respectively. It is interesting to note that the glycolytic depolymeri-
zation of PET does not take place in the absence of catalyst in the time
frame of reaction (60 min), as is evidenced in Fig. 1.

The viscosity-average molecular weight of PET was determined
by solution viscometry, which revealed that the Mvof the PET films
decreased from an initial value of 27,431–1521 � 130 after
glycolysis for 30 min in the presence of DEG. This was also associated
with an increase in the DSC crystallinity increased from 27.2% to

37.1% after 30 min of glycolysis, which clearly indicate that the
amorphous regions are preferentially eroded as compared to the
crystalline regions.

Under conventional heating (T = 180–190 8C) and similar
PET:glycol concentrations (PET:DEG< 1:4); the reaction took
�9 h to reach the same level of de-polymerization. The effect of
characteristic parameters like temperature, catalyst and polymer
morphology has been discussed in detail by Pardal et al. previously
[29]. It has been reported that the reactivity of PET with DEG is
substantially low at 190 and 200 8C that the liquid phase remains
heterogeneously white even after 270 min of reaction, and our
studies confirmed the same.

One of the main problems associated with the primary and
secondary recycling of PET is linked with the decrease in quality of
the recycled product, which occurs as a result of degradation due to
the moisture content and contaminants in the feed. Exposure of
PET to 10 extrusion cycles at 260 8C led to a significant decrease in
the molecular weight to 19,329 � 132, which in turn is expected to
result in its increased susceptibility towards glycolysis. As can be seen
from Fig. 1, complete conversion of this thermally reprocessed grade
could be achieved within 20 min.

The FTIR spectra of PET, DEG and glycolysed PET are presented
in Fig. 3. The spectrum of DEG exhibits characteristic absorption
bands due to ether stretching (C–O) at �1050–1150 cm�1, with
maxima at 1150 cm�1. Characteristic alkyl (R–CH2) stretching at
�2850–3000 cm�1was also observed, along with hydroxyl group
absorption ranging from �3200 to 3600 cm�1. In comparison, the
glycolysed product exhibit absorption at 1715 cm�1 due to –C55O
stretching, which can be attributed to the presence of ester group,
formed as a result of glycolysis of PET and this peak could also be
observed in the spectra of PET. The absorption band at �3200–
3600 cm�1can be attributed to the presence of free hydroxyl
groups present in glycolysed PET oligoesters.

Microwave assisted heating: role of diethylene glycol

The energy associated with the microwave frequency
(2.45 GHz, 0.0016 eV) employed for the glycolytic depolymeri-
zation is too small to cleave covalent chemical bonds, which
leads us to believe that the enhanced efficiency of the microwave
assisted glycolytic process can be attributed to the efficient
heating of the medium under the reaction conditions employed,

[(Fig._2)TD$FIG]

Fig. 2. SEM images of the PET surface: (a) initially and (b) after 30 min of glycolysis.

[(Fig._3)TD$FIG]

Fig. 3. FTIR spectra: (a) poly(ethylene terephthalate), (b) diethylene glycol and (c)

glycolysed PET.
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a feature more commonly known as the ‘‘microwave dielectric
heating’’ effect. In the present study, DEG plays an extremely
important function of an efficient microwave absorber, apart
from serving its primary role as a reactant. Due to its
exceptionally high loss factor (tan d,DEG = 1.2, 30 8C) [30] it is
capable of effectively converting electromagnetic energy into
heat, which leads to rapid PET depolymerization under the
experimental conditions employed. However, in the convention-
al process, the reaction mixture in contact with the vessel wall is
heated first, which is then conducted through the medium to the
PET flakes. In the latter, the potential of DEG as an effective
microwave absorber is not tapped, and this can be used to
explain the difference between the observed rates of the two
processes.

Polycondensation of glycolysed PET

The PET glycolysate was esterified with two difunctional acids
(AA and SA) over extended periods and the variation in the acid
number (AN) of the liquid oligoester as a function of time is
presented in Fig. 4. As expected, the AN decreases as a result of the
condensation reaction and the extent of decrease is higher initially,
after which it tends to level off. It has been reported that the
catalyst degrades over a period of time and in view of the same, it
was introduced in steps, (initially and after 9 h), the total amount
remaining same (0.1% mol) [31]. Interestingly, the oligoesters
prepared by polyesterification of glycolysed oligomers with AA
exhibit slightly lower AN, which is indicative of its higher reactivity
as compared to SA. The polymerization process was also associated
with an increase in the viscosity, which was quantified by
viscometric techniques. On the basis of the higher reactivity of
AA, the oligoesters prepared by reaction of glycolysate with AA
exhibit higher viscosities (intrinsic viscosity 0.16 dL/g) as com-
pared to sebacic acid based oligoesters (intrinsic viscosity 0.12 dL/
g) after 15 h of reaction.

The FTIR spectra of the products obtained post-esterification
with adipic acid is presented in Fig. 5. Characteristic hydroxyl
group absorption (�3200–3600 cm�1) was observed in the spectra
of DEG glycolysed PET. Due to polyesterification reaction, the
hydroxyl groups are consumed as a result of which the absorption
in this region decreases. In view of the similar functional groups,
the FTIR spectra of both types of oligoesters is similar, irrespective
of the type of diacid used for its preparation, and hence only adipic
acid containing oligoester has been included as a representative in
the figure. The hydroxyl number decreases from an initial value of
430 � 15 for DEG glycolysed PET to 20 � 2 and 28 � 2 after reaction
with AA and SA, respectively.

Polyurethane foams from oligoesters

The oligoesters, obtained after reaction of glycolysate
(PET:DEG< 1:4) with diacids were further reacted with MDI in
varying amounts to prepare polyurethane–polyisocyanurate foams,
and the foaming process was monitored by measuring the duration
of cream time, gel time and tack-free time, the results of which are
presented in Table 1. The exothermic foaming process initiated
almost instantaneously upon mixing of the reagents and the viscous
mass continued to expand till the resulting foamed mass solidified
due to progressive cross-linking. The isocyanate index for PU
formulations is normally varied between 105 and 125, while for
PU–PIR foams, it is increased to 180–350. In the present study, the
same was maintained at 200 to obtain PIR foams, which were
mechanically much stronger as compared to their PU analogues.

The entire process of foam formation is a delicate balance
between two reactions. The initial blowing step involves the
reaction of the isocyanate group with water to yield a thermally
unstable carbamic acid, which decomposes to forms amine, carbon
dioxide and heat. This is followed by a gelation step, which leads to
the formation of a solid cellular foam. These two steps involve
several reactions, the details of which are presented in the
Supplementary section. It is to be mentioned that if the rate of
gelation is slow in comparison to the initial blowing step, it
amounts to the collapse of the reticular structure. On the contrary,
the reverse scenario leads to formation of foams with closed cells,
both of which are undesirable, for practical applications. It is in this
context that cream time and gel time become critical for industrial
formulations. For all practical applications in injection technology,
the cream time has to be more than the injection time. The foam
should expand and fill the form in approximately the same time as
the gel time. The cream time and gel time recommended by
reactivity profiles of injection technology are 4–8 s and 30–60 s,
respectively [32]. In the present study, the foam rising (cream
time) begins approximately within 15 s of mixing and solidifies
completely (tack-free time) within 52–62 s (Table 1).

The apparent density of foams, as determined by mass volume
ratio is reported in Table 1. PIR foams exhibit higher density than
PU foams, which was also evident from the smaller cell sizes, as
determined from SEM images (Fig. 6). The average cell size of the
foam along with the standard deviations was also determined and
is reported in Table 1. As can be seen from the SEM images, all the
foams possessed cells with almost uniform sizes.

[(Fig._4)TD$FIG]

Fig. 4. Variation of acid number with progress of polyesterification reaction.

[(Fig._5)TD$FIG]

Fig. 5. FTIR spectra: (a) DEG glycolysed PET and (b) oligoester obtained after

polyesterification with adipic acid.
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The isocyanurate content was quantified in terms of the ratio of
intensity of absorption band at 1412 cm�1 to intensity of the
aromatic absorption band at 1597 cm�1, [19] the results of which
are presented in Fig. 7. The representative FTIR spectra of PIR foams
are also presented in the figure. As can be seen, the PIR samples
exhibit increased absorption at 1412 cm�1 due to the presence of
isocyanurate groups.

Mechanical properties of foams

The mechanical properties of the foams were evaluated under
compression mode and representative stress–strain curves are
presented in Fig. 8. The compressive modulus and strength (at 10%
strain) of the foams are reported in Table 1. It can be seen from the
figure that all the samples exhibit similar profiles, i.e. an initial
linear elastic region at low stresses, followed by an extended
plateau. This feature is more pronounced in rigid foams with
increased isocyanurate content. The observed elastic region arises
primarily from the bending of cell struts, and stretching of the
membranes in the cell walls. The subsequent broad plateau is a
result of the plastic collapse or cell wall buckling of the foam,
which is more commonly referred to as the collapse stress [33]. It is
this extended plateau, which endows the foams with their high
compressibility and enables them to exert a relatively constant
stress up to high strain levels.

As expected, the use of higher molecular weight acid, i.e. SA, led
to the formation of foams with lower compressive strength. The
initial linear region was used to determine the modulus of the
foams, the results of which are reported in Table 1. As expected,

the modulus of samples prepared using glycolysed PET was much
higher, due to the introduction of aromatic phenyl ring in the main
chain.

Thermal characterization of PU foams

In view of the higher stability of isocyanurates in comparison
to urethanes, a considerable improvement of thermal stability
is expected [34]. The TG trace of polyurethane and polyisocya-
nurate foams under N2 atmosphere is presented in Fig. 9.
Interestingly, the thermal degradation profiles was not affected
with the type of spacer soft segment present in the polymeric
chain and for the sake of brevity, only the TG traces of foams
prepared from adipic acid based oligoester are presented. As can
be seen, the decomposition of PU foams initiates at slightly lower
temperature than PIR foams. It can also be seen that the presence
of aromatic groups in the foams derived from glycolysed PET lead
to higher char yields. The moisture content was highest in PU
foams derived from the polycondensation of aliphatic acids and
diols (DEGPU-AA), and as expected, the presence of hydrophobic
phenyl rings resulted in lower moisture content in foams derived
from PET glycolysates.

The thermal decomposition of polymeric materials usually
initiates with the cleavage of the weakest bonds in the chain. It has
been reported that the decomposition of PU foams starts with the
thermal dissociation of urethane linkages, which leaves behind a
char �20% [6] while the PIR foams containing isocyanurate rings
are much more stable with a char yield of �30–50% [34]. Slightly
lower char yields obtained in the present study can be attributed to

Table 1
Characteristics of polyurethane foam derived from glycolysed PET.

Foam Cream time (s) Gel time (s) Tack free time (s) Density (kg/m3) Cell size (m) Compressive strength (kPa)a Young’s modulus (kPa)

DEGPUAA 15 36 62 225�21 230�21 5.27� 0.24 0.5� 0.02

DEGPUSA 15 39 60 187�12 322�42 1.35� 0.04 0.15� 0.01

DEGPI-AA 13 36 63 354�29 198�24 80.76�3.41 102.7�4.3

DEGPI-SA 14 40 67 312�21 296�22 21.4�1.01 27.4�1.2

PETPU-AA 14 33 52 233�18 210�23 18.3� 0.97 1.84� 0.04

PETPU-SA 14 34 60 198�16 309�31 7.39� 0.26 0.73 �0.03

PETPI-AA 15 38 61 376�31 196�25 158.86�6.41 189.8�8.34

PETPI-SA 15 36 62 348�26 281�32 122.7�5.22 154.3�7.43

a Values at 10% strain.

[(Fig._6)TD$FIG]

Fig. 6. Scanning electron micrograph of representative polyurethane foams: (a) DEGPU-AA, (b) DEGPI-AA, (c) PETPU-AA and (d) PETPI-AA.
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the presence of higher amounts of aliphatic acid in the composi-
tion, which was introduced to achieve flexibility. The studies
clearly indicate that all the foam samples could be safely used in
service till a maximum of 270 8C, without undergoing any major
thermal degradation, and the presence of aromatic rings in the
chain leads to enhanced thermal stability.

Conclusion

PET bottles were glycolyzed with DEG under microwave
irradiation in the presence of zinc acetate (0.5%, w/w). The
reaction time required for glycolysis could be significantly reduced
(�30 min) by the use of microwave as compared to the
conventional thermal glycolytic process (T = 180–190 8C), which
requires a minimum of 9 h to reach the same level of
depolymerization. The increased rate of glycolysis under micro-
wave irradiation was attributed to efficient microwave absorption
characteristics of DEG. To determine the effect of degradation
resulting from 18 and 28 recycling on the extent of PET conversion,
multiple extrusions were carried out in a plastometer, and the
degraded product was found to be more susceptible to glycolytic
depolymerization. The glycolysates obtained after 30 min of
microwave assisted glycolysis (PET:DEG< 1:4) were found to
possess optimum viscosity, to be used for further polycondensa-
tion reaction with diacids. Oligoesters were prepared by reacting
glycolysed PET with difunctional acids like sebacic acid and adipic
acid with an aim to introduce soft spacer segments within the
polymeric chain. The oligoesters hence obtained were used as a
raw material for preparation of polyurethane–polyisocyanurate
foams by varying the isoyanate index. The effect of soft segment
chain length, and the aromatic phenyl group on the compressive
mechanical properties of the foams was evaluated. All the foams
possessed cells of uniform dimensions, and the flexibility of the
foam were found to be directly proportional to the chain length of
the spacer molecule used for its preparation. The use of PET
glycolysate in the formulation led to an improvement in the

[(Fig._7)TD$FIG]

Fig. 7. (a) FTIR spectra of representative isocyanurate foams and (b) isocyanurate content of PIR and PU foams.
[(Fig._8)TD$FIG]

Fig. 8. Compressive stress–strain relationship for foams in compression mode: (a) DEGPU-SA, (b) DEGPU-AA, (c) PETPU-SA, (d) PETPU-AA, (e) DEGPI-SA, (f) DEGPI-AA, (g)

PETPI-SA and (h) PETPI-AA.

[(Fig._9)TD$FIG]

Fig. 9. Thermogravimetric traces: (a) DEGPU-AA, (b) PETPU-AA, (c) DEGPI-AA and

(d) PETPI-AA.
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thermal stability of the resultant foams due to the introduction of
phenyl rings within the polymeric chain.
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      Abstract 

Cryogenics systems are which are capable of producing temperature 
below -150 .Linde cryogenics cycle is carefully observe and various 
gases are liquefy by it. A comprehensive exergy analysis and other 
analysis of linde system is carried out by using various different gases 
with variable properties. Numerical computation is carried out to find 
out mutually dependency and effect of various properties on other 
properties and their involvement in exergydestruction. It was observed 
that inlet properties and every part performance put huge impact on 
overall out of system Inlet pressure ranging from 3 to 6 bar and inlet 
Temperature at 298 K while compressor pressure ranging from 300 to 
400 bar is optimum values of performance  parameters for linde 
system. 

 

Nome culture 

݉ଶ=mass of air compressed I compressor 
݉ହ=mass of liquefied in the separator 
݉=mass of low pressure air passing through heat 
exchanger 
ℎ=Enthalpy 
s=Entropy 
X=Dryness fraction 
T=temperature 
P=Pressure 
�comp=Efficiency of compressor (approx. 80%) 
�2nd law=Second law efficiency 
�=Effectiveness of heat exchanger (approx. 80%) 
C=Specific heat capacity fluid or gas  

௧ܹ=Work of reversible isothermal compression 

ܹ=Shaft work supplied to compressor per unit 
mass 
R=Universal gas constant 

1. Introduction 
Cryogenics is a process producing very low 
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temperature (Below -150 or 123 K ), But according 
to National Institute of Standard and Technology 
Boulder, Colorado the temperature of cryogenics is 
start below from -180 (93.15 K) ,This Temperature 
consider as the dividing line  because boiling point of 
permanent gases (helium, hydrogen, oxygen, nitrogen 
and air like gases).Various process are design and 
invent to achieve cryo temperature at different level 
of lower temperature Cryogenics is used in various 
important process at different level with different 
naming like cryobiology, cryonics, cryo-electronics, 
cryotrons, cryosurgery etc. The liquefy gases are 
store in special containers called Dewar flask. To 
transfer this liquid from carrier to tank the pump 
which used are called cryogenics transfer pumps. 
Cyogenic Process to liquefy air which is further 
extent to extract various particular gases like oxygen, 
nitrogen, feronetc. Today cryogenics industries are a 
billionaire industry and lots of research is going on to 
achieve best one improved process. Always various 
analyses is done to identify the loop hole of process 
and to rectify it to their upper level. Various research 
and different method are employed to increase 
efficiency of cryo system. Second law efficiency are 
very low in all system, it value ranging from 3% to 
23 % for most of systems. Advance technology like 
different cryofluid includesnano one (nano fluid and 
nano lubricants) is also tried to reduces the losses. 
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Ceramic technology is also used in separator to 
increase the high output with less losses. Low 
increase in exergy efficiency is noticed in various 
different systems. Exergy efficiency are mainly 
depend upon the inlet condition of system and in 
most of cases the inlet conditions are NTP (normal 
temperature pressure ) conditions  that is 298 K 
temperature and one atmosphere pressure. 

Except to increase the whole system efficiency 
stress are done on particular parts of system and 
research are done on that systems. Air separation unit 
and compressor, condenser and evaporator of cryo 
system are the center of research because most of 
exergy destruction takes place in these parts. This 
paper mainly dealed with thermodynamic (exergy 
and anergy) analysis of Linde system for determining 
the effect of every component of system with varying 
conditions for maximum second law efficiency.  

2. Literature Review 
In last several decades, exergy analysis has used 

for system optimization. Exergy analysis is power 
tool in thermal engineering which not only show the 
loop hole but give us the idea about how much a 
system is useful corresponding our input. Exergy and 
anergy are two terms mostly used get idea of 
feasibility of a process economically. Exergy is 
define as the availability of maximum useful work 
that can be obtained from a system in a given 
environment conditions. In exergy analysis exergy 
destruction of each component is noted and efforts 
are put to minimize them. Irreversibility is just the 
two face of a coin it also represent exergy destroyed, 
waste potential and represent energy that could not 
converted into work except wasted. So irreversibility 
which always should keep low as possible as an 
optimizer can do without effecting other properties. 
In the analyses of open cycle desiccant cooling 
systems, The analysis shows that an exergy analysis 
can provide some useful information with respect to 
the theoretical upper limit of the system performance, 
which cannot be obtained from an energy analysis 
alone. The analysis allows the determination of the 
sites with the losses of exergy, and therefore showing 
the direction for the minimization of exergy losses to 
approach the reversible COP [1]. 

Various research are done to examine the exergy 
losses in a process and It is found that the 
evaporating and condensing temperatures have strong 
effects on the exergy losses in the evaporator and 
condenser, and on the second law of efficiency and 
COP of the cycle but little effects on the exergy 
losses in the compressor and the expansion valve. 
The second law efficiency and the COP increases, 

and the total exergy loss decreases with decreasing 
temperature difference between the evaporator and 
refrigerated space and between the condenser and 
outside air[2] and if advance technology like Nano 
fluid include it noiced that Nano fluid and Nano 
lubricant cause to reduce the exergy losses in the 
compressor indirectly [3]. 

Various components are taken under studied and 
ASU (air separation unit) using distillation columns 
are one of the main methods used for separating air 
components. Exergy analysis, inefficiencies were 
identified in the distillation system for an efficient 
cryogenic air separation plant producing large-
tonnage quantities of nitrogen [4]. Exergy efficiency 
of a double diabetic column, with heat transfer all 
through the length of the column, is 23% higher than 
that of the conventional adiabatic double columns. In 
a simple adiabatic distillation column, most of the 
exergy losses occur in the column itself (57%) 
[5].Now as advancement goes on technology 
switching toward more efficient method of 
separation; polymeric membrane and membrane on 
ceramic technology are used for separating oxygen 
[6]. 

Number of parameters for optimization are taken 
but still compressor are the main element which 
determining the energy parameters of low cryogenic 
technology. So, we have to first eliminate not only 
compressor part but use of all these type of machines 
which are not only efficient but also eco friendly too. 
In other word, the problem of making a transiting to 
new cooling principles is critical and for this one of 
the most promising alternatives may be electro 
caloric cooling [7]. Lindehampson cycle is one of the 
oldest and very prominent type of process which cryo 
technology used form last decades efficiently but its 
low mass producing inefficiency still a major 
drawback in advancement of Linde cycle. Linde 
cycle is suitable for large number of gases 
liquefaction. It is shown that more than half of the 
exergy loss takes place in the liquefaction unit and 
almost one-third in the air compression unit. Minor 
exergy losses are taking place in the distillation unit 
and the main heat exchanger. The major cause of 
exergy loss is the use of compressors and to a lesser 
extent the use of turbines [8]. 

3. Thermodynamic analysis of Linde 
system for liquefaction of gases 

Compressor work 

ηୡ୭୫୮ = ౪
ౙౣ౦

    (1) 

     W୲ = mRTln మ
భ

        (2) 
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Wୡ୭୫୮ = hଶ − hଵ − Tଵ (sଶ − sଵ)  (3) 
W୰ୣ୴ୣ୰ୱ୧ୠ୪ୣ = Wୟୡ୲୳ୟ୪ − Tsୣ୬  (4) 

Wୟୡ୲୳ୟ୪ = ౙౣ౦

୶     (5) 

W୰ୣ୴ୣ୰ୱ୧ୠ୪ୣ = hହ − hଵ − T (sହ − sଵ) (6) 

Heat Exchanger 

mଶ(hଶ − hଷ) = m(hଵ − h)  (7) 
mଶ(hଶ − hଷ) = (mଶ −mହ)(hଵ − h) (8) 
: m = (mଶ − mହ)   (9) 

 = େ(మିయ)
େౣ(మିల)

    (10) 

Throttling process 

hଷ = hସ     (11) 

Heat Balance of the separator 

mଶhସ = mହhହ + mh = mହhହ + (mଶ − mହ)(h) 
     (12) 

Second law analysis  

ηଶ୬ୢ = ౨౬
ౙ౪౫ౢ

    (13) 

COP (coefficient of performance) 

COP = ୦మି୦భ
୦మି୦భିభ (ୱమିୱభ)

   (14) 

 

 
Fig: 1. (LindeHampson System) 

An analysis of various parameters is measured 
for Lindehamspson cycle with the help of Engineer 
equation solver for various gases. Simplest cycles as 
shown in Fig. 1 are taken for analysis and measured 
the loop holes responsible for inefficiencies in 
various processes in cycle. In linde system fluid in 
gases form are fed into the system at atmospheric 

condition, after that the air is isothermally 
compresses up to great pressure, then this pressurize 
and high temperature air is fed into the heat 
exchanger where it is cooled to a great extent after 
that the it is throttled where it become convert into 
partially liquid and partially gaseous form. A 
separator is provided to separate gaseous form to 
liquid form .Gaseous form is again fed to the 
compressor after passing through the same heat 
exchanger and after mixing with the makeup gaseous 
form. 

Linde system is used to liquefy various forms of 
gases as per our convenience of our system efficiency 
of system for a particular gas. After reviewing 
literature it conclude that every part of system has its 
own and equal importance because ones effect on 
another whether it is small or big create a lot of 
difference in proper analysis of system. Ignoring one 
small system due less effect can put gap in complete 
research analysis of system that why it quite 
important take all parts of system as one and finding 
out the every part impact on another to calculate right 
equation for high output. Heat exchanger and 
expansion valve, expander and other addition parts 
should also properly analyze. Advanced technologies 
are used in very limited way and only on some part of 
system. From literature it noticed that exergy 
efficiency depend upon mainly upon the inlet 
condition of the system but which inlet condition best 
suit for a particular type of the system that is main 
work of research. 

4. Results and Discussion 
Fig. 2 shows the variation of liquefaction mass 

and compressor pressure and it is observed that 
compressor pressure increases liquefaction mass also 
increases but as seen above after compression 
pressure 350-400 the liquefaction mass start 
decreasing for most of gases and become stable for 
like methane. Fig. 3 COP is inversely proportional to 
the compressor pressure as it increases COP of 
system decreasing. In Fig. 4 the second law 
efficiency is best suited between 300-400 compressor 
pressure ranges. 

In Fig. 5 show that there is increase in 
liquefaction mass of gas if the inlet pressure increases 
but as from graph this increase very low 

COP is directly proportional to the inlet pressure 
as it increases COP increases significantly. Inlet 
pressure ranging from 4 to 6 bars in Fig. 6 show very 
good statics of COP. 

Inlet pressures play a very important role in case 
of work input. In Fig. 7 it shows that as the pressure 
increases work input start decreasing. From 1 to 4 
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atmospheric there is significant drop of work input 
after that the drop is very marginal. 

At NTP condition the liquefaction temperature of 
any gas is very low and keep that temperature in 
storage of Liquefy gas is very challenging task. In 
Fig. 8 the Inlet pressure increase also increases the 
liquefaction temperature of gas. 

In Fig. 9 the graph show that there is increase in 
second law efficiency with increase in Inlet pressure 
but the increase is very less as shown in above graph. 
Liquefaction mass decreases as the inlet temperature 
increases, in Fig. 10 there is swift decrease in mass 
from 298 to 308 K but after that the decrease factor 

slow down for further increase in inlet temperature. 
Fig. 11 show inlet temperature is directly 
proportional to the COP for fluorine and methane gas 
but for other gas it seems from graph trend that they 
become constant or very marginal increases in COP 
with increase in inlet temperature. 

As the temperature increases work required 
increases but in case of methane the increase is very 
large as compare to other gas as show in Fig. 12. 

There is decrease in second law efficiency 
corresponding to increase in inlet temperature. 
Methane gas show very large drop of efficiency 
compare to other gases as shown in Fig. 13 graph.

  Air Methane Oxygen Nitrogen Fluorine Argon 
Inlet Temp (K) 298 298 298 298 298 298 
COP 0.07324 0.5161 0.4755 0.4954 0.4932 0.3454 
inlet mass (kg) 1 1 1 1 1 1 
liquefied  mass (Kg) 0.0778 0.1991 0.1072 0.07564 0.07665 0.1154 
�2nd (%) 12.64 27.8 16.77 12.3 12.67 17.61 
Inlet pressure (Atmosp) 1.013 1.013 1.103 1.013 1.013 1.103 
Compressor work (Wc) 
(kJ/kg gas) 450.8 772.6 401.9 468.2 341 322.2 
Compressor outlet pressure  200 200 200 200 200 200 
Dryness Fraction  0.9222 0.8009 0.8298 0.9244 0.9233 0.8846 
liquefied  Temp (K) 81.5 111.7 90.19 77.35 85.03 87.3 

Table: 1. 

 
Fig: 2. Variation of liqufecation mass with 

compressor pressure 

 
Fig: 3. Variation of COP with compressor pressure 

100 150 200 250 300 350 400 450 500

0.04
0.06
0.08

0.1
0.12
0.14
0.16
0.18

0.2
0.22
0.24
0.26

P2   (comp Pressure)

m
5  

(L
iq

 m
as

s)

OxygenOxygen

ArgonArgon
MethaneMethane

FluorineFluorine
AirAir
NitrogenNitrogen

50 100 150 200 250 300 350 400 450 500 550 600 650

0.28
0.3

0.32
0.34
0.36
0.38
0.4

0.42
0.44
0.46
0.48
0.5

0.52
0.54
0.56
0.58
0.6

P2   (Compressor pressure)

C
O

P 
 

OxygenOxygen
ArgonArgon
MethaneMethane
FluorineFluorine
AirAir
NitrogenNitrogen



 Volume 3 (2013) 172-178 ISSN 2347 - 3258 
International Journal of Advance Research and Innovation 

 

  176 
 IJARI 

 
Fig: 4. Variation of Second law Efficiency with 

Compressor Pressure 

 
Fig: 5. Variation of liquefaction mass with inlet 

Pressure 

 
Fig: 6. Variation of COP with inlet Pressure 

 
Fig: 7. Variation of Win (Compressor work/kg gas) 

with inlet Pressure 

 
Fig: 8. Variation of liquefaction Temperature with 

inlet Pressure 

 
Fig: 9. Variation of Second law Efficiency with inlet 

Pressure 
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Fig: 10. Variation of liquefaction mass with inlet 

Temperature  

 
Fig: 11. Variation of COP with inlet Temperature 

 
Fig: 12. Variation of Win (Compressor work/kg gas) 

with inlet Temperature 

 
Fig: 13. Variation of Second law Efficiency with 

inlet Temperature 

5. Conclusion 

 Compressor pressure ranging from 300 to 400 
bar is very efficient for system 

 From above analysis it noticed that inlet pressure 
of system should keep between 3 to 6 bar for 
good result. 

 Second law efficiency for inlet temperature is 
high at NTP temperature. 

 It is not significant to say that mainly inlet 
condition are responsible for system output, 
every part of system put their own effect on 
output condition. 
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INTRODUCTION
Structural vibrations results from both air-borne and 

ground-borne excitation. The induced vibration in buildings 
results from various external sources, for example, traffic, 
blasts, construction activities, sonic boom, low frequency 
noise from aircrafts flyover, impulsive impacts or human 
activities. The acoustic waves exert fluctuating forces 
over the building elements, causing them to vibrate which 
may be enhanced by resonances in case the frequency of 
sound waves interacting lie within the domains of natural 
frequency of structure. The acoustic-elastic coupling may 
be pronounced at lower frequencies, that is, at natural 
frequencies of a building, room, or wall vibration. Hubbard 
[1] correlated the measured accelerations for a number of 
different types of noise inputs on the basis of peak noise level 
and found that measured acceleration levels increase linearly 
as the input level increases. Walls, floors, ceilings and large 
windows respond mainly in the “oil canning” modes at 
frequencies below 100 Hz and their motions are controlled 
largely by the beam elements. The response of windows was 
observed to be 0.015 g/Pa, while the wall acceleration levels 
were observed to be 10 dB lower than the window levels. 
Hodgdon et al. [2] demonstrated a threshold of rattle to 
be 97 dB. The investigations revealed that the A-weighted 
sound levels correlate poorly with acceleration levels, while 
the unweighted Sound Exposure level LE and the maximum 
sound pressure level correlate well. Santos Lopes et al. [3] 
worked on the determination of a noise level limit to be 
imposed on any music sound equipment operating inside the 
sensitive building in order to avoid damaging vibrations in 
the building facades. A sound level limit of 105 dB(A) was 
proposed corresponding to the maxima velocity value of 
0.7 mm/s for the root mean square velocity measured in a 
direction normal to the wall, and 3.5 mm/s for peak normal 
velocity. A frequency limitation of 63 Hz corresponding to 
sound pressure of 80 dB(A) was also proposed as limit to be 
imposed by an electronic device, connected to a microphone. 

The difference between a mechanical excitation and acoustic 
excitation of a given structure is actual coupling between 

the structural modes and applied excitation. The coupling 
efficiency depends upon how well the sound waves interact 
with structural modes in case of acoustic excitation [4]. The 
problem of acoustic fatigue is also very critical for design of 
aircraft structures subjected to high acoustic loads due to which 
light weight structures are tested in reverberation chambers to 
simulate the launch conditions. Statistical Energy Analysis 
(SEA) has been widely employed by many researchers to 
predict vibroacoustic problems for interconnected mechanical 
systems [5,6]. Chang and Nicholas [7] used Green’s functions 
to study the frequency response of structural–acoustic systems. 
The sensitivity of the structure to diffuse acoustic field has 
been modelled explicitly by Cremer and Heckl [8] using the 
principle of acoustic reciprocity, wherein the sound power 
radiated by the structure is analyzed numerically when a 
mechanical force F acts upon the structure.

|v'|2 8π
=

Prad

|p'|2 |F |2k2 ρ2 c2  
(1)

where k is the wave number, ρ is the density of the medium and  
c is the speed of sound. |v'|2 is the structural velocity response  
squared at a certain point A of the structure due to a diffuse 
acoustic sound field with a (spatially averaged) sound pressure  
level |p'|2 (the sound incidence case), whereas Prad is the 
acoustic sound power which is radiated by a force F acting on 
the same point A. 

Rozen et al. [9] discussed a numerical procedure to predict 
the disturbances due to acoustic excitation of machinery. The 
sensitivity of a simple structure consisting of a cantilever beam 
and a base plate to diffuse acoustic field excitation typical for 
the sound fields in clean rooms was predicted and measured. 
It was observed that simulations agree reasonably well within 
the measurements in a reverberant room. A recent study by 
Løvholt et al. [10] reveals that low frequency sound interaction 
with the fundamental frequencies of the building components 
combined with air leaks in the building envelope are the main 

The paper presents an experimental approach to quantify the vibrations induced due to acoustic excitation in diffuse field 
conditions. An empirical formulation correlating the varying sound field and vibration level generated in floors and walls 
in diffuse field conditions has been developed. A lower limiting frequency of 125 Hz for good diffusion is observed due to 
random wide band acoustic excitation in diffuse field conditions, below which lower vibration levels are registered due to 
discrete room modes.
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factors that govern transmission of sound into the building. 
There are very few such studies that discuss the low-frequency 
coupling of the acoustic pressure field to the building dynamics 
using a 2D finite element model.

The present work aims in determining the amplitude of 
vibration levels induced due to sound fields in diffuse field 
to investigate the probability of damage in the buildings due 
to intense sound fields. An empirical formulation correlating 
the noise levels and vibration of walls and floors is developed. 
The magnitude of vibration levels generated is analyzed in 
frequency domain to understand the behaviour especially 
at low frequencies. However, the coupling efficiency gets 
accentuated in mid frequency region especially at coincidence 
zone. A source within the room will excite multiple resonances 
and thus the sound field is composed of the addition of the 
many standing waves that the room supports, whilst at the high 
frequencies, the wavelength is small compared to the room 
dimensions and also the acoustic energy levels are attenuated. 
Thus, in the high frequency region, sound waves are unable to 
excite the bending modes in the structure.

LABORATORY INVESTIGATIONS
An investigation was carried out in a diffuse field 

conditions in laboratory to measure the vibrations levels 
generated due to diffuse sound field excitation.  The 
measurements were conducted in Reverberation chambers 
at the National Physical Laboratory, New Delhi. The 
dimensions of reverberation chamber are 6 m × 6.5 m × 7 m. 
The reverberation chamber is a room within another room, 
both rooms being reinforced concrete [11]. The outer room 
has a floor slab 300 mm thick supported on folded RCC plates 
and wall and ceilings are 125 mm thick. The inner room is 
floated on a 150 mm thick bed of coarse dry sand washed 
free of mud and silt. The sand bed is initially covered with 
50 mm thick fiberglass and 25 mm thick particle board. The 
walls of inner chamber are 125 mm thick RCC resting on 
the floated floor made of highly polished terrazzo concrete. 
Imparting high polish to the surfaces, the viscous drag and 
thereby energy loss is minimized. The measured value of 
reverberation time for empty room with random uncertainty 
less than ± 0.1 s is shown in Figure 1. 

Figure 1. Reverberation time measurements for empty room

The walls, floor and ceiling are non parallel, the average 
inclination between the walls being 6° and between floor and 
ceiling 2° to 3°. To prevent the resonance modes, the 125 mm 
cavity between the inner and outer walls is partially filled 
with mineral wool blanket to cover 30% of the area. The 
ceiling of inner chamber is made of polished stone slabs 50 
mm thick resting on steel girders and the plenum between the 
inner ceiling and outer room roof slab is partially filled with 
mineral wool to damp out resonance modes in this space. The 
double entry doors as shown in Figure 2 made of sandwich 
construction consisting of two sheets of 16 gauge mild steel on 
the outside and one sheet of 1.6 mm thick lead in the middle, 
with 25 mm air gap on the either side of lead sheet filled with 
fibre glass. The door panels fit into a rebated 14 gauge sheet 
steel frame filled with concrete after fixing in position, with 
rebates lined with soft rubber so as to give a good seal when 
door is tightly closed with wedged latch [11].

Figure 2. (a) Pictorial view of diffusers installed in reverberation 
chambers at NPL, (b) View of dodecahedral loudspeaker in 
reverberation chamber with double entry doors

The sound source installed in the room consists of 
twelve 100 mm × 150 mm elliptical speaker units mounted 
in a dodecahedral enclosure fed through a power amplifier 
delivering up to 20 W (rms) output as shown in Figure 2. 
The omni-directional microphones measuring the sound 
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field are suspended from the ceiling at different heights and 
different locations so as to cover spatial zones in the chamber. 
A pink noise generated the acoustic excitation through a 
dodecahedral loudspeaker system coupled with an amplifier. 
Sound pressure levels inside the chamber were measured by 
a Norwegian Electronics 830 dual channel real time analyzer 
(RTA 830) in linear weighting. The vibration measurements 
were conducted using a seismic accelerometer B&K 8318 
calibrated on primary vibration calibration system by a laser 
interferometer in frequency range 0.1 Hz to 1 kHz connected 
to a B&K measuring amplifier Type 2525 and the frequency 
spectrum of the induced vibration was obtained using an 
Agilent Audio Analyzer, Model U8903A. The sound field 
was generated in a varying range from 50 dB to 120 dB and 
the vibration levels (1 Hz to 1 kHz) on floor and walls of 
the chambers were measured as shown in the Figure 3 [12]. 
The magnitude of vibration level was measured at seven 
different points on the floor and walls of reverberation 
chamber. The standard deviation of magnitude was observed 
to be ± 2.88 mm/s2 for walls and ± 3.67 mm/s2 for floor 
vibration. The linear relationship of vibration levels induced 
due to acoustic excitation plotted in Figure 3 is consistent 
with Hubbard investigations [1] whereby the acceleration 
response increase generally as the sound pressure levels 
increase and follows a straight line relationship based on 
the assumption of linear behaviour of the structure.

Figure 3. Induced floor and wall vibration due to wideband random 
acoustic excitation

The induced vibration of the floor (La(floor)rms) in the 
frequency domain shown in Figure 4 generated due to the 
random acoustic excitation is also correlated by a simple 
regression fit as

La(floor) = Lp -10log( f )-10 (dB)        f ≥ LLF , r2 = 0.74 (2)

where La = 20log(a/aref ) and aref = 10-5 m/s2. Thus the above 
empirical relation can be used to predict the floor vibration 
induced to acoustic excitation in a diffuse field at different 
frequencies. The reverberation chamber has a lower limiting 
frequency (LLF) for good diffusion of 125 Hz. The relation 

between random and the lower limiting frequency is observed 
to be

La(floor) (random) = La(floor) (LLF) + 3  (dB) (3)

Figure 4. Induced floor vibration due to acoustic excitation of a 
filtered band at different centre frequencies 

DISCUSSION
The enclosed space in the reverberation room can be 

considered as a complex resonator possessing many normal 
modes of vibrations excited by introducing a sound source 
into the room. The acoustic energy supplied by the source is 
considered as residing in the standing waves established in 
the enclosed space. The characteristic frequencies of vibration 
of the standing waves depend upon the room size and shape 
whereas the damping of these waves depends mainly on the 
boundary conditions. The extent of diffusion can be judged by 
uniformity of reverberation time within the volume of room, 
linearity of sound decay at different points in the room and 
uniformity of sound intensity distribution within the room. The 
experimental investigations carried out for measurement of 
reverberation time show that the decay curves at all positions 
in the room and at all frequencies have a smooth, linear drop of 
at least 40-45 dB from the initial sound cut-off. The distribution 
within the room of sound level of filtered band of white noise 
is within ± 0.5 dB at high frequencies and within ± 1 dB at 
low frequencies. Diffusing plates have also been additionally 
suspended from ceiling and oriented at random to enhance the 
state of diffusion in the room as shown in Figure 2(a). The 
standard deviation of correlation coefficient (sin kr / kr) was 
measured to be within ± 0.06 [11,13] in the frequency range 
100 Hz to 125 Hz.

The expression for modal density that applies approximately 
to rooms of any shape including cylindrical rooms is given by 
[14]

dN
df

4πf 2V
c3

πfS
2c2

L
8c= + +  

(4)

where V is the volume, S is the total surface area and L is the 
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sum of length of all edges of the room. At higher frequencies, 
there is fairly even modal distribution and spacing between the 
characteristic frequencies is close, while at low frequencies, 
there are very few modes. So, the average sound energy 
density is not the same throughout the enclosed space and thus 
the sound field is not diffuse. A diffuse field can be established 
in a rectangular room if there is at least 20-30 modes in the 
measurement bandwidth [15], and there is at least one mode 
per Hz. In the present case, the number of modes has the value 
21 for f = 100 Hz and ∆f = 13 Hz (1/6 octave bandwidth). 
Since the room is not symmetrical, the eigen-tone frequencies 
cannot be calculated easily. However, if the room is assumed to 
be rectangular with dimensions corresponding to the average 
dimension, the eigen-tones between 110 Hz and 125 Hz would 
have been spaced 1 Hz apart. The lower limiting frequency 
for good diffusion is observed to be 125 Hz. Where diffuse 
conditions exist, Figure 3 shows that the acceleration level 
increases linearly with acoustic excitation (Lin).The diffuse field 
conditions are however difficult to achieve in a normal build 
up areas and thus there may exist deviations from the results 
predicted due to empirical formulation. This may be attributed 
due to the spatial distribution of sound field, inherent damping 
of the system and excitation of resonances in case the vibration 
frequency falls within bounds of natural frequency of structure. 
Hodgson observations [16] reveal that diffuse field theory can 
be applied in the case of an empty room with quasi-cubic 
dimensions, specularly reflecting surfaces and uniform surface 
absorption. However, it has been experimentally demonstrated 
that even in small rooms, the uniformity of the sound field can be 
significantly improved with diffusers [17, 18]. Schroeder [19,20] 
described a cross-over frequency that denotes approximately 
the boundary between reverberant room behaviour above and 
discrete room modes below for airborne sound in reverberant 
enclosures calculated empirically from equating the half-power 
bandwidth B (B = 2.2/T60) of the resonances with three times 
the average asymptotic spacing Δf   (∆f = c3 / 4πVf 2) between 
resonance frequencies giving fs as [20]

fs = 2000
T60
V  

(5)

     
where T60 is the reverberation time of the room in seconds and 
V is the volume of the room in m3 and the factor 2000 (which 
contains the velocity of sound) guarantees that on average, at 
least three resonances fall within the half-power bandwidth of 
one resonance at frequencies above f. In the normal rooms, the 
frequency f of Eq. (2) becomes equivalent to fs of Eq. (5). 

The modified equation suggested by Nélisse et al. [15] is 
given by 

fs ≈ 3 αc3

4πηV 
(6)

where α is the model overlap, c is the speed of sound and η 
is the damping factor. For a damping of η = 5×10-3 [15] and 
model overlap α =3 as proposed by Schroeder, fs is calculated 
to be 192 Hz in the present case. 

Figure 5 shows the response of floor in g/Pa at different 
frequency. For sound pressure level of 1 Pa (or 94 dB), Eq. (2) 
reduces to 

La(floor) = 84 - 10log( f )   (dB) (7)

The overall response of the floor is observed as 0.0002 g/Pa 
(20.4 mm/s2/Pa) and for the wall as 0.0015 g/Pa (13.2 mm/s2/Pa). It 
can be observed that the g/Pa value diminishes at higher frequencies 
and also strong coupling of sound waves with the structural modes 
in dominant in the frequency range from lower limiting frequency 
(LLF) up to 500 Hz.

Figure 5. Response of floor to induced acoustic excitation in g/Pa

In most of the practical situations, the acoustic excitation in 
the free-field conditions and induced vibrations on the facades 
and low frequency response exhibit a complex behaviour with 
uncertainties arising from sound structure interaction. Some of the 
acoustic excitations like sonic boom, cracker bursting and open 
air detonation of charges can produce high acoustic stimulus of 
lower frequencies. Since their occurrence is hardly likely and 
is always confined to outdoors, this affect their coupling to the 
facade of a structure under free field condition and the induced 
vibrations never exceed the indoor diffuse criteria as described 
by Eq. (2). Air borne excitation is mainly low frequency sound 
waves interacting with building elements like windows, doors etc. 
causing them to vibrate, while ground borne vibration propagates 
through building foundation and floor supporting walls. The 
interaction of sound waves with structure in free-field conditions 
is quite cumbersome to model as various uncertainties are 
involved in acoustic-elastic coupling. Thus, a large database for 
vibration induced due to various noise sources like transportation, 
aircrafts flyover, blasts etc is required for analyzing the severity 
and perceived response by the community. For instance, a study 
conducted to ascertain the magnitude of maximum floor vibration 
level generated in a historical structure during ceremonial gun 
firing reveals a vibration level of 6 ×10-3 g (rms) for noise level of 
125 dB(A). The floor modes of 25 Hz, 42 Hz, 69 Hz and 100 Hz 
get amplified during the excitation [21]. Another study conducted 
for monitoring the transient acceleration induced due to overflying 
aircrafts landing and take-off over ancient monument reveals a 
maximum acceleration observed as 3×10-3 g (rms) and major 
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resonant modes excited in structure lying in frequency range 
10 Hz to 100 Hz [22]. Experience for blasting, explosions and 
for sonic booms suggest that damage to houses may occur at 
peak acceleration values between about 0.3 and 3.0 g in the 
frequency range of 10 to 100 Hz respectively [23]. The widely 
used German standard, DIN 4150 [24] provides limit values 
for different types of structures and for different sources of 
vibration in conjunction with assessment of building damage 
caused by short-term and long-term vibrations. The generally 
accepted code of degree of damage to structures is correlated 
with the ground motion peak velocity and frequency as the strain 
imposed on the building at foundation level is proportional 
to peak particle velocity. In present context, for the extreme 
condition of the random acoustic excitation in diffuse field, 
Eq. (2) can be considered for predicting the maximum acoustic 
excitation for structural integrity as prescribed by DIN 4150 
and BS 7385 standards [25]. The present study also emphasizes 
the need for correlating the induced vibration levels with 
C-weighted sound pressure level or sound exposure levels as 
A-weighting devaluates the low frequency noise.

CONCLUSIONS
An empirical formulation correlating the vibration induced 

due to acoustic excitation in diffuse field conditions is 
developed. In practical situations, as the diffuse field conditions 
don't prevail, the interaction of sound waves with structural 
modes gets diminished resulting in weak coupling and thus 
lower vibration levels are registered. The transition frequency 
also called the Schroeder frequency thus governs the interaction 
of sound waves with structural modes in practical situations. It 
may be noted that the vibration of any structure is dependent 
upon the material properties and boundary conditions in 
addition to the external forcing function. The paper considers 
the forcing function (diffuse field conditions) only and can’t 
be generally applied to other structures with a definite level 
of confidence. However, it quantifies the maximum vibration 
levels induced in a diffuse field set up for adjudging the 
severity of vibration levels induced due to high acoustic loads. 
Further investigations in this regard on vibration induced due 
to acoustic excitation in free field conditions and correlation 
of the induced vibration with weighted acoustic excitation 
(A-weighting, C-weighting, Lmax and Sound Exposure Level) 
in free field conditions shall be helpful in better understanding 
of sound waves interaction with structural elements in practical 
situations. A comparison with diffuse field conditions is also to 
be investigated for characterizing the vibroacoustic behaviour 
of structures explicitly in different situations. 
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ACOUSTICS AUSTRALIA REVIEW SURVEY 2013
In July 2013, the Council of the Australian Acoustical Society established a panel to review the current 
production of Acoustics Australia, the value of the journal to the membership of the Society and propose changes 
as necessary.

The editorial board, with reference to the review panel, developed a survey to assess the opinions of the 
membership regarding the journal itself and on plans for alternative distribution means. The questions in the 
survey were aimed to provide a balance between ranking type responses and free text comments. 

Soon after the distribution of the August 2013 issue of the Acoustics Australia journal, the members of the 
Australian Acoustical Society (AAS) were asked by email to give their views on Acoustics Australia via an 
online survey. Of the approximately 500 members, 156 responded to the survey. A summary of the finding is 
given here and the full report an analysis is available on the webpage at

http://www.acoustics.asn.au/members/forms/Acoustics_Australia_Review_Survey-2013.pdf

This is in the members only area so you will need to log in to access.

While it is clear from the results is that there is a great diversity in the opinion of the journal, the bulk of 
those that responded do read and find the journal useful at least some of the time. The comments suggesting 
Acoustics Australia be more like the Acoustics Bulletin, (a non peer review journal) were offset by those saying 
Acoustics Australia should strive to achieve a higher impact factor. There were a number of comments suggesting 
preference for more Australian related articles and fewer theoretical papers from overseas. There also needs to 
be more clarity to the readership of the editorial process and the plans for future issues.

There was a mixed but strong feeling about editorial control for the letters to the editor with particular 
recommendations to clearly identify any background or vested interest of the letter writer and, where appropriate, 
to allow the right of reply in the same issue.

In regard to the format for distribution, the results indicate that it is time to go to a full electronic (pdf) distribution 
for the journal as the bulk of the respondents accepted a move to an electronic version. The distribution of 
responses to the question about preference for hard copy versus pdf if there was no change in membership fee is 
shown below. A move away from hard copy distribution will be a major cost saving for the journal production. 
For those few who are prepared to pay for a hard copy at a cost recovery price, a limited print run using a more 
cost effective process, could be made available.

Some commented that more articles may be submitted if the website is made clearer, the future planning of 
special issues is publicised and if members are invited to submit articles. This could be achieved with ad hoc 
emails from the General Secretary and specific prompts to individual members plus more information in the 
journal itself about the process and seeking submissions.
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