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Abstract- The paper introduces a passive sound source    
localization algorithm using an array of 4 hydrophones 
(underwater piezoelectric sensors). The algorithm is based on 
TDOA (Time difference of arrival)  estimation  employing  
Cross-correlation and GCC-PHAT(Generalized Cross 
Correlation using Phase Transform) algorithms .To estimate the 
position of the pinger intersecting spherical surfaces provide a 
closed form solution  given  the time difference of arrival 
measurements when the distance of the source to any arbitrary 
reference is unknown. 

I. INTRODUCTION 

The problem of passive localization of sound sources using 
the time difference of arrival from multiple sensors is an 
active research area in the field of underwater acoustics, radar, 
bio-acoustics, avalanche detection, unmanned vehicles, etc. 
Application techniques includes use of hydrophones along a 
line, surface arrays like a square array and even 3-D arrays 
like tetrahedron, pyramidal or spherical arrays , Analog to 
Digital converters (Data Acquisition Cards [5] , TDOA 
estimations techniques  
There are many techniques to estimate the position of a sound 
source based on energy densities, intensities of signals being 
received but the most common approach for passive source 
localization is to use time delays between pair of sensors to 
define curves of constant time difference or path difference 
which are hyperbolas of revolution also called as hyperboloids 
[5], [6] . Intersection of these hyperboloids yields the position 
of the source. In the next section it will be shown that 
minimum of 4 sensors are required to locate a source [6]. The 
solution is typically found numerically since closed form 
solutions to simultaneous hyperbolic algebraic equations are 
difficult to find. In most of the applications the source to be 
located is at a distance much greater than the distance between 
the sensors, so the direction of the source is given by the 
asymptotes of the hyperboloids. In 2-D it is given by 
intersection of 2 lines whereas in 3-D the problem is reduced 
to the intersection of 3 sets of cones (asymptote lines rotated 
about axis of each pair of sensors).  
One of the basic problems with numerically solving 
hyperboloid equations is that it is difficult to form a closed 
form solution, but this is not true for intersecting spheres. This 
is because hyperboloids are defined as surfaces of constant 
difference of distances between pair of sensors, while spheres 
define surfaces of constant distances from single sensor. 

Thus keeping in mind about difficulties in solving 
hyperboloids, we employ the method involving intersection of 
spheres [1], [2],[3] . 

II. HYPERBOLOID EQUATIONS 
We start with a set of N hydrophones at positions Ri= 

( Xi ,Yi, Zi ). Designate source localization as RS= ( XS,YS,ZS) 
we arbitrarily set R0= (0,0,0) choosing 0th hydrophone as 
origin. 
Each hydrophone receives sound at a time Ti, Each 
hydrophone pair gives a time difference of arrival as Tij= Ti-
Tj and the corresponding range difference Dij = V* Tij (V is the 
speed of sound). 
Thus  
 

     ( 1 )  . 
 
Arbitrarily selecting J=0. We get:- 
 

   ( 2 ) . 
 
Equation (2) represents a hyperboloid with a constant path 
difference between a specific pair of hydrophones [6]  . 
Thus it is clear that a pair of hydrophones yields one equation 
so to localize a source in 3-D we need three equations i.e. a 
minimum of  4 hydrophones are required to successfully 
locate the source. 

 
Fig 1.   Square array of hydrophone made in Solid Works. 

 
Fig 1.  Shows a square array of hydrophones which has been 
used for localization of the pinger [5]. A symmetrical array 
such as the above helps in noise cancellation while making the 
time difference of arrival measurements. 
 
III. TIME DIFFERENCE OF ARRIVAL MEASUREMENTS 

 
Two methods of TDOA estimation are presented, they are as 
follows: 
 



A)Cross Correlation  
In signal processing cross correlation is a measure of 

similarity between 2 signals as a function of time lag between 
them. 

Let there be 2 signals: 
S1 (t) = sig1 (t) + n1 (t)       
S2 (t) = sig2 (t) + n2 (t) 

where sig1 (t) and sig2 (t) are the original signals at each input 
port and n1 (t) and n2 (t) are the respective noise signals at 
each port. 

 
For continuous signals S1 (t) and S2 (t) cross correlation is 
defined as: 
 

 
where * is the complex conjugate of a function 
  
  TDOA is given as follows: 
 

 
 
As the signals we will be using are sampled discrete signals 
cross correlation for discrete signals is defined as: 
 

 
 
where * is the complex conjugate of a function  
 

 
where Fs is defined as the sampling rate. 
 

 
Fig 2. Typical Cross Correlation function simulated in MATLAB 

B)GCC-PHAT ( Generalized Cross-Correlation using 
Phase transform) 
 
                 
 

 
 

 
where F is the Fourier transform of a function. 
 
GCC-PHAT ,[4] is defined as: 
 

 
 

where * is the complex conjugate of a function. 
 

 
 
and  Rphat (t) is defined as: 
 

 
 

where F -1 is the inverse Fourier transform of a function. 
 

 
Fig 3. Typical GCC-PHAT simulation in MATLAB 

 
In environments of high levels of reverberation GCC-PHAT 
helps to improve robustness and accuracy in calculating the 
time difference of arrival [3], [4]. We can see from the above 
MATLAB simulation that GCC-PHAT enhances the peak and 
whitens the region around it, whereas in the Cross Correlation 
simulation the region around the peak has some disturbance, 
also the peak is not that well defined as it is in the GCC-
PHAT . 
 Both the methods show similar performance under noise, 
GCC-PHAT is better in case of added reverberations.  
 



IV. PASSIVE LOCALIZATION USING INTERSECTION 
OF SPHERES 

 
 For four sensors, we can define the path difference from 
source to sensor i and source to sensor j as dij  , in terms of 
absolute distances  Di  from source to each of the sensors as 
follows: 
 

dij = Di - Dj 
                                         dij = V*Tij    ,       ( 1 ) 
 
V is the speed of sound. 
 
where   Tij = Ti – Tj  ,which is also equal to the time difference 
of arrival. 
 
Take in consideration the distance of the source to the sensors, 
which give us four basic equations, 
 

    ( 2 ) 
 
where ( xi  , yi  , zi ) are the positions of the four sensors  and 
( xs  , ys  , zs )  is the position of the sound source ,  Di is the 
distance of the source to each sensor. 
Simplifying equation (2) gives  
 

 
       ( 3 ) 

             
 

             ( 4 ) 
 
Solving for the distance of source from the origin modifies the 
above equation as following: 
 

          ( 5 ) 
    

   ( 6 ) 
 

     ( 7 ) 
 
Substituting Rs in (3) into (6)  
 

 
 

 
           ( 7 ) 

           
without loss of generality, we may take sensor 4 at 
origin ,which gives us ( x4 , y4 , z4 ) = ( 0 , 0 , 0 ) .  
 

 
 

              ( 8 ) 
 
 
In terms of symbols above equation can be written as: 
 

    ( 9 ) 
 
where 
 

 
               

 
  

 
 

 
 
 
From the above equations the source position matrix can be 
written as following: 
 

                        ( 10 ) 
 
The above equation describing the source stands valid only if   

  is a   non-singular matrix. The above equation still includes 
Rs which is an unknown, thus we need to reduce the above 
equation which has only one set of unknown .To solve this 
problem we carry out following computation. 
 

        ( 11 ) 
Substituting ( 10 ) into  ( 11 )  yields the following equation: 
 

 
 

 
  
In the above equation the resultant of  terms in the brackets 
are 1x1 matrices, i.e. they represent the scalar values of the 
1x1 matrices. Solving the quadratic equation gives us the 
following results: 



 

 
  
where  

  
 

 
We consider only the values for which Rs (range)  is greater 
than zero .If we get two positive values of Rs , the actual value 
of the range is selected based upon some criterion separating  
the two values ,usually the difference between the two values 
is large so that they can be separated easily. 
Once the range is achieved we can substitute this value in 
( 10 )  to achieve the source position or coordinates w.r.t a 
reference origin i.e. the sensor 4.  
 

V. MATLAB SIMULATION RESULTS 
In this section we construct a simulation model in MATLAB 
to forecast the system performance. We assume a 3-D 
microphone array consisting of 4sensors as displayed in the 
figure below. 
To simulate a localization situation we do perform the 
following task  
 
Let the pinger position be (20, 16, 5). 
Let the sensor to sensor spacing = 28 cm = 0.28m =d. 
 
Sensor 1 position = (d, 0, 0) 
Sensor 2 position = (0, d, 0) 
Sensor 3 position = (0, 0, d) 
Sensor 4 position = (0, 0, 0) 
 
Speed of Sound = 1484 m/s 
Path difference between sensor 4 to source and sensor 1 to 
source = 0.2291083 m 
 
 
Path difference between sensor 4 to source and sensor 2 to 
source = 0.15208991m 
 
Path difference between sensor 4 to source and sensor   
 3 to source = 0.046521 m 
 
TDOA1 = (0.2291083/1484) = 1.543e-4 
TDOA2 = (0.15208991/1484) = 1.024e-4 
TDOA3 = (0.046521/1484) = 0.3134e-4 

 
N1=Number of delayed samples 1 = TDOA1/Fs ~ 46 samples 
N2=Number of delayed samples 2= TDOA2/Fs ~ 31 samples 
N3= Number of delayed samples 3=TDOA/Fs   ~ 9 samples 
 
where Fs is the sampling rate . 
 
To simulate signals we have taken chirps as our input signals. 
These chirps are generated within MATLAB itself .These 
chirps have an initial frequency f0=22000 Hz and final 
frequency f1= 27000Hz with a central frequency of 25000Hz. 
 
We have assumed the speed of sound underwater is 
approximately 1484m/s and sampling rate is 200000KS/s 
 
The chirps which are assigned to sensor 1, 2, and 3 are 
delayed with N1, N2, N3 samples respectively w.r.t the chirp 
assigned to the sensor 4. 
 
As we have our 4 input signals in the form of chirps we can 
reverse engineer by first applying TDOA methods and then 
apply the Spherical Intersection algorithm to estimate position. 
The results of the simulation for both the TDOA methods are 
stated below. 
 

TABLE 1: Cross-Correlation Results 
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TABLE II: GCC-PHAT Results . 
 
                                                                                                                                                        

V. HARDWARE IMPLEMENTATION OF PASSIVE 
SONAR SYSTEM. 

 
 

 
Fig 4. Underwater localization task flowchart. 
 
The A/D being used is a NI-DAQ PCI 4462 which is a 24-Bit, 
204.8KS/s data acquisition module which has 4 input ports. 
The hydrophones being used are TC-4013 which have a 
frequency range of 1Hz to 170 KHz and provide 
omnidirectional sensitivities. For onboard processing a Single 
Board Computer (SBC) or a laptop is used. 

 
 
 
 

VI. CONCLUSION 
In this paper, we proposed a method for localization of an 
acoustic source using an array of hydrophones (passive 
system).Technology based on TDOA method is studied and 
the theory and simulation of 2 such methods namely cross-
correlation and GCC-PHAT are presented. Further an 
algorithm based on spherical intersection is used to estimate to 
position of the pinger along with range from the sensor array. 
Simulated results show that the maximum percentage error in 
(x, y, z) coordinates is respectively and the maximum 
percentage error in xs is 1%, in ys is 3.14% and in zs is 5%. 
We also observe that the error in position due to both TDOA 
methods is quite similar as we have not created a situation of 
artificial reverberation, thus both methods work equally good. 
In conclusion, the implemented method in the paper can be 
applied to source localization and achieve fairly good location 
accuracy. 
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Abstract—Edge detection is a fundamental tool used in most 

image processing applications to obtain information from the 

image as a precursor step to feature extraction and object 

segmentation. Gravitational search algorithm (GSA) is a new 

population-based search algorithm inspired by Newtonian 

gravity. Algorithm uses the theory of Newtonian gravity and its 

searcher agents are the collection of masses. Masses attract each 

other by way of gravity force, and this force causes a global 

movement of all objects towards the objects with heavier masses. 

In the proposed approach the edges are detected by the local 

variation in intensity values and the movement of agents is 

computed using gravitational search algorithm. The proposed 

approach is able to detect the edge pixel in an image up to a 

certain extent. The technique can be further extended for 

finding more edge pixels by modifying the gravitational search 

algorithm. 

 

Index Terms—Gravitational search algorithm, edge, intensity, 

Fitness function, optimization.  

 

I. INTRODUCTION 

Edge detection is a fundamental of low-level image 

processing and good edges are necessary for higher level of 

image processing [1]. Edges are one of the most important 

visual clues for interpreting images [2]. The process of edge 

detection reduces an image to its edge details that appear as 

the outlines of image objects that are often used in subsequent 

image analysis operations for feature detection and object 

recognition. 

A very important role is played in image analysis by what 

are termed feature points, pixels that are identified as having 

a special property. Feature points include edge pixels as 

determined by the well-known classic edge detectors of 

Sobel [3], Prewitt [4], Kirsch [5], Canny [6] etc. Russo [7], [8] 

and Russo and Ramponi [9], designed fuzzy rules for edge 

detection. Such rules can smooth while sharpening edges, but 

require a rather large rule set compared to simpler fuzzy 

methods. Abdallah and Ayman [10] introduced a fuzzy logic 

reasoning strategy for the edge detection in the digital images 

without determining a threshold. 
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Over the last decades, there has been a growing interest in 

algorithms inspired by the behaviors of natural phenomena. It 

is shown by many researchers that these algorithms are well 

suited to solve complex computational problems. Genyun 

Suna et al. [11] have introduced an edge detection algorithm 

based on the law of universal gravity in 2007. This algorithm 

assumes that each image pixel is a celestial body with a mass 

represented by its grayscale intensity. Verma et al. [12] have 

also developed a novel fuzzy system for edge detection in 

noisy image using bacterial foraging. Another evolutionary 

technique known as Particle Swarm Optimization (PSO) [13] 

employs a swarming in which the movements of the particles 

are guided by the swarm’s local best position as well as 

global best position in the required search-space. Verma et al. 

[14] have also developed a new approach for edge detection 

using fuzzy derivative and Ant Colony Optimization. (ACO) 

algorithm to reduce the discontinuities presented in the image 

filtered by Sobel operator. Recently Verma et al. [15] 

proposed a new optimal approach for edge detection using 

universal law of gravity and ant colony optimization. In this 

approach, the theory of universal gravity is used to calculate 

the heuristic function which guides the ant towards edge 

pixels. 

Edge detection aims to localize the boundaries of objects 

in an image and is a basis for many image analysis and 

machine vision applications. Conventional approaches to 

edge detection are computationally expensive because each 

set of operations is conducted for each pixel. In conventional 

approaches, the computation time quickly increases with the 

size of the image.  

Gravitational search algorithm [16] is an optimization 

algorithm inspired by Newtonian gravity. Masses cooperate 

using a direct form of communication, through gravitational 

force of attraction. Each mass presents a solution, and the 

algorithm is navigated by properly adjusting the gravitational 

and inertia masses. The lighter masses tend to get attracted 

towards heaviest mass. The heavier mass presents an 

optimum solution in the search space.  

In this paper, GSA is used to tackle the edge detection 

problem in optimal manner. Local variation of image 

intensity value is used to detect edge pixels while the 

movement of agents are computed using the gravitational 

search algorithm. 

The rest of the paper is organized as the follows. The 

gravitational search algorithm is briefly reviewed in Section 

II. The algorithm of the proposed edge detector is presented 

in Section III. The experimental results are given in Section 

IV and conclusions are drawn in Section V. 
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II. GRAVITATIONAL SEARCH ALGORITHM 

In GSA, Newtonian laws of gravity are applied to find the 

optimum solution by a set of agents called masses [16]. In 

GSA, each mass (agent) has four characteristics namely; 1) 

position, 2) inertial mass, 3) active gravitational mass, and 4) 

passive gravitational mass. The position of the mass 

corresponds to a solution of the problem, and the fitness 

function is used to determine the gravitational and inertial 

masses. 

The GSA algorithm is mainly comprises of the following 

steps:  

1) Identification of search space.  

2) Initialization. 

3) Agent evaluation using fitness function. 

4) Update ( )G t , ( )best t , ( )worst t  and ( )iM t for i=1,2,..N.  

5) Calculation of the total force in all possible directions.  

6) Acceleration and velocity calculations.  

7) Updating agents’ position.  

8) Repeat steps 3 to 7 until the stop criterion is reached.  

9) End 

Consider a system with N masses in which position of the 

ith mass is defined as follows [16]:  

 
1

( ,...., ,...., ) 1,  2,  ...,  
d n

i i i i
for i Nx x xX       (1) 

 

where d

ix   is position of the ith mass in the dth dimension and 

n is dimension of the search space. 

Mass of each agent is calculated after computing current 

population’s fitness as follows:    

 

                      
( ) ( )

( )
( ) ( )

i
i

fit t worst t
m t

best t worst t





,                          (2) 

 

                        

1

( )
( )

( )

i
i N

jj

m t
M t

m t


 


                                 

(3) 

 

where ( )iM t  and ( )ifit t  represent the mass and the fitness 

value of the agent i at time t, respectively. In case of 

minimization problem, ( )worst t  and ( )best t  are defined 

as follows: 

 

                         
{1,...., }

( ) max ( )i
i N

worst t fit t


                          (4) 

 

                         
{1,...., }

( ) min ( )i
i N

best t fit t


                             (5) 

 

The net force, applied by mass j on mass i, ( )ijf t , is 

calculated as:  

 

           ( ) ( )
( ) ( ) ( )

( )

i j

ij j i

ij

M t M t
f t G t x x

R t 
 



                      (6) 

 

here  
ix  is the position vector of the ith agent, ε is a small 

threshold, and ( )G t  is the gravitational constant, initialized 

at the beginning of the algorithm. The ( )G t  
is decreased 

with time to control the search accuracy. ( )ijR t  is the 

Euclidian distance between two masses i and  j.  Using the 

Newton’s second law of motion, the total gravitational 

acceleration on the ith agent, is calculated as: 

 

            

1

( )
( ) ( ) ( )

( )

n
j

i j j i

j ij

M t
a t G t rand x x

R t

 





        
(7) 

 

where  and jr  is a random number within the interval [0, 1], 

considered to add some stochastic behavior to the 

acceleration. The velocity and position of the agents are 

updated as: 

 

                       ( 1) ( ) ( )i i i iv t rand v t a t                        (8) 

 

                        ( 1) ( ) ( 1)i i ix t x t v t                            (9) 

 

bestk  is the set of first K agents with the best fitness value and 

biggest mass, which is a function of time , initialized to 0k  at 

the beginning and decreasing with time. Here 0k is set to N 

(total number of agents) and is decreased linearly to 1.   

 

III. THE PROPOSED IMAGE EDGE DETECTION APPROACH  

The proposed approach using the gravitational search 

algorithm leads to a minimal set of input data to be processed. 

The proposed GSA-based image edge detection approach 

aims to utilize a set of agents called masses to move on a 2-D 

image under the influence of gravity. 

Algorithm 

STEP 1: Initialize the positions of N agents by randomly       

distributing them on an image I. Initialize the value of the 

gravitational constant 
0( )G t  

STEP 2: Set the value of bestk equal to the number of 

agents 

STEP 3: While ( bestk
  1)   

STEP 4: For each agent:  

1) Calculate the total force applied on a single agent by all 

the other agents in the search space: In this approach 

total force on an agent is equal to    the sum of the force 

exerted by all the agents individually on a single agent. 

Force exerted by an agent i at location (x, y) on agent j at 

location (
1x ,

1y ) is calculated using the Eq. 6, Where  

( )iM t  and ( )jM t  are the grey value of the pixels 

located at (x, y) and (
1x ,

1y ). ( )ijR t is the Euclidian 

distance between two agents i and j which is calculated 

using the eq. 

 

                  2 2

1 1|| || ( ) ( )ijR x x y y   


                 (10) 

 

2) The total force exerted on an agent is calculated   as: 

 

                      

1,

( ) ( )
N

i j ij

j j i

f t rand f t
 

                           (11) 
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3) Calculate the acceleration and velocity of an agent: In 

this approach the acceleration of each individual agent is 

calculated using the Eq. 7. Using this acceleration, 

velocity of the individual agent is calculated using the 

Eq.8. 

4) Update the agent’s position: Each individual agent’s 

position is updated using Eq. 9. where velocity is 

calculated in the previous step. 

5) Updating ( )iM t , ( )G t : As each individual agent’s 

position is updated. The grey value of the pixel on which 

it lands on becomes its new mass. The heavy masses 

which correspond to good solutions move more slowly 

than lighter ones. The ( )G t is updated as: 

 

                     0
0( ) ( ) 1

t
G t G t

t

 
  

 



                     (12) 

6) Fitness evaluation of agents: In the proposed approach 

edges are detected using the local variations of image 

intensity value. For each agent we consider a 3 × 3 

neighborhood (Fig. 1). Information required to find out 

whether a pixel is an edge pixel or not is determined by 

the local statistics at that position [17]: 

 

,

max

( )c x y

fitness

V I
f

V
                              (13)                  

where 
,x yI is the intensity value of the pixel at (x,y). 

,( )c x yV I is a function that operates on the local group of 

pixels (Fig. 1) around the pixel (x, y) . It depends on the 

variation of the intensity values on the local group, and is 

given by [17] 

 

, 1, 1 1, 1 1, 1,

1, 1 1, 1 , 1 , 1

( ) | | | |

| | | |

c x y x y x y x y x y

x y x y x y x y

V I I I I I

I I I I

     

     

    

  
(14) 

 

maxV is the maximum intensity variation in the whole 

image and serves as a normalization factor. 

 

 

 

 

 

 

 

 

 

Fig. 1.

 

A local configuration for computing the intensity variation at (x,

 

y).

 

 

 

 STEP 5: End for
 
loop.

 

STEP 6:  Update bestk
. 

Decreasing the value of bestk  (no. of agents) by removing 

agents that did not lead to edge pixels . 

The flowchart of the proposed algorithm is shown in Fig. 

2.   

 

 

Fig.

 

2.

 

Proposed algorithm.

 

 

IV.
 

EXPERIMENTAL RESULTS

 

Conventional approaches to edge detection are 

computationally expensive because each set of operations is 

conducted for each pixel.
 
The proposed approach is more 

focused on the optimization of the edge detection problem. 

Furthermore, various parameters of the proposed approach 

are set as follows [16]: 
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Fig. 3. (a) Original Cameraman image (b) Canny Edge Detector (c) Edison Edge Detector (d) Rothwell Edge Detector (e) SUSAN Edge Detector (f) Edge 

detection based on the theory of universal gravity and Ant colony optimization  (threshold: default) and (g) The proposed approach. 

 

 
Fig. 4. (a) Original lena image (b) Canny Edge Detector (c) Edison Edge Detector (d) Rothwell Edge Detector (e) SUSAN Edge Detector (f)Edge detection          

based on the theory of universal gravity and ant colony optimization (threshold: default) and (g) The proposed approach. 

 

 1  2s M M   (the total number of agents), 

=8-connectivity neighborhood, 
0( )G t =1,  =0.2, N=50, 

jrand =rand function (leads to a value between 0 and1). 

The performance of the proposed technique is compared 

against that of the traditional edge detectors such as Canny, 

Edison, Rothwell, and SUSAN. The performance is also 

compared with the edge detector using universal law of 

gravity and ant colony optimization [15]. In terms of number 

of edges, the traditional operators performs slightly better 

than the proposed approach but the proposed approach gives 

better results than the edge detector using the universal law of 

gravity and ant colony optimization. The proposed approach 

leads to less time consumption and less memory exaustive 
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then the traditional operators and thus aptly focusing on the 

optimization concerns of the edge detection problem.  

For images in Fig. 3 and Fig. 4, the captions are as follows: 

(a) the original image, (b) Canny Edge Detector, (c) Edison 

Edge Detector, (d) Rothwell Edge Detector, (e) SUSAN 

Edge Detector, (f) edge detection based on the theory of 

universal gravity and ant colony optimization (threshold: 

default) and (g) the result of the proposed approach. The 

value of threshold for the standard Canny, Edison, Rothwell, 

and SUSAN operator is selected as default value which gives 

the ideal edge map. The traditional edge detectors are 

implemented using the MATLAB toolbox. The proposed 

method and edge detection using universal law of gravity and 

ant colony optimization is also coded in the MATLAB. 

It is evident from the results that our method finds 

meaningful edges in most images but is partially successful in 

presenting the complete edge map. 

 

V. CONCLUSION 

In this paper, a new GSA based image edge detection 

approach has been successfully developed. The proposed 

approach uses local variations of image intensity in-order to 

detect edges. The movement of the agents is dependent on the 

gravitational search algorithm. The proposed approach leads 

to a minimal set of input data to be processed thus making the 

process much faster and memory-efficient then the edge 

detection algorithm [15]. 
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ABSTRACT 
The characteristic of a thyristor 

controlled series compensator (TCSC) is usually 

defined by the overall reactance of the device 

versus the firing angle of the TCR that is 

connected in parallel with a fixed capacitor. We 

represents a model control circuit by using 

microcontroller to generate trigger pulses to fire 

the gate of the thyristors according to the set 

firing angle for required output. It brings out the 

operation of TCSC along with numerical 

equations. It also gives impedance characteristics 

curve of a TCSC device and specifies the range 

of inductance and capacitance region and also 

finds a suitable value of inductance and 

capacitance. We analyze the different waveforms 

in the capacitive as well as inductive region of 

TCSC, optimal setting of TCSC is determined 

through the software code written in MATLAB. 

 

Keywords - Firing angle, Thyristor Controlled 

Series Compensator (TCSC), Optimal Power Flow, 

Power system analysis, Zero Crossing Detector 

 

I. INTRODUCTION 
Modern electric power utilities are facing 

many challenges due to ever-increasing complexity 

in their operation and structure. In the recent past, 

one of the problems that got wide attention is the 

power system instabilities. With the lack of new 

generation and transmission facilities and over 

exploitation of the existing facilities make these 

types of problems more imminent in modern power 

systems. With the increased loading of 
transmission lines, the problem of transient stability 

after a major fault can become a transmission 

power limiting factor. The use of fixed capacitors 

to improve transient stability is well known. 

However, fixed capacitors in series with the 

transmission lines may cause sub synchronous 

resonance that can lead to electrical instability at 

oscillation frequencies lower than the normal 

system frequency. So there exists the need for 

switched series capacitors [1]. The switching 

sequences are determined, based on the sign  

 

reversal of a 'decision function', which is derived 

from the equal-area criterion and requires 

knowledge of the final steady state. This method is 

very complicated and later in the author himself 

adopted a far simpler and more practical control 

approach .The control law adopted was to insert 
and bypass a series capacitor based on the speed 

deviation. At the time the above ideas in and were 

proposed, dynamically varying series compensation 

could only be achieved using capacitor banks 

switched in and out with mechanical circuit 

breakers; however such devices were in practice 

too slow and unreliable for high speed use. So 

these ideas remained on hold for nearly two 

decades until the evolution of FACTS devices. 

Flexible AC transmission System (FACTS) 

controllers use thyristor switching devices to 
provide greater control, speed and flexibility of ac 

transmission systems [2]. The Thyristor Controlled 

Series Compensator (TCSC) is a second generation 

FACTS controller capable of providing fast 

variable compensation. This paper focuses on the 

variable impedance capability of TCSC for 

enhancing the transient stability. It Mitigate sub 

synchronous resonance ,Increase power transfer, 

Optimize power flow between the lines, Reduce 

system losses, Increase transient stability, Increase 

dynamic stability, Control current, Reduce 

damping oscillations, Increase voltage stability, 
Fault current limiting [1] [3]. There exists a class of 

control schemes for transient stability enhancement 

using TCSC. In this paper, transient stability 

control model scheme, namely: microcontroller 

based control is done for study. The controller is a 

simple speed deviation based controller and can 

provide a drastic improvement in transient stability. 

In addition to the transient stability enhancement, 

this controller provides power oscillation damping 

also. We calculate the various resonance points in 

the impedance characteristics of the TCSC with 
respect to various firing angle. We analyses and 

design the TCSC model using ORCAD and 

MATLAB. The rest of the paper as follows. 

Section II Literature Survey, Section III Benefits of 

TCSC, Section IV modeling of the TCSC, Section 
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V Analysis of steady state transient behavior the 

implemented TCSC circuit and finally conclusion 

and future work in section VI. 

 

II. LITERATURE SURVEY  
The Equation of reactive power implies 

that impedance of series compensating capacitor 

cancels the portion of the actual line reactance & 

thereby effective transmission impedance is 

reduced. 

 

2

2
2

)1(

)1(2
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COSkV
XIQ C







 

As if the line was physically shortened or 

we can say that in order to increase the current in 

the given circuit series impedance of the actual 

physical line, the voltage across this impedance 
must be increased. This can be accomplished by an 

appropriate series connected circuit element such as 

capacitor, the impedance of which produces a 

voltage opposite to the prevailing voltage across 

the series line reactance and thus causing later 

voltage to increase .So  Series compensator 

provides desired series compensation voltage when 

and where required if installed [4] [5]. 

 

According to S.Meikandasivam, Rajesh 

Kumar Nima and Shailendra Kumar Jain in their 
paper “Beaviour Study 0f TCSC presented in 

World Academy of Science Engineering and 

technology 45 2008” World‟s first 3 phase [5], 2 X 

165 MVAR, TCSC was installed in 1992 in 

Kayenta substation, Arizona. It raised the 

transmission capacity of transmission line by 30%, 

but it was soon realized that the device is also a 

very effective means for providing damping of 

electromechanical power oscillations. A third 

possible application of TCSC emerged from the 

onsite observations that it can provide series 

compensation without causing the same risk for 
sub-synchronous resonance (SSR) a fixed series 

capacitor. World‟s first TCSC for subsynchronous 

resonance (SSR) mitigation was installed in Stode, 

Sweden in 1998, by ABB. Specifically this period 

makes a valiant period for TCSC and makes the 

researchers to turn on to TCSC And while selecting 

inductance, XL should be sufficiently smaller than 

that of the capacitor XC to get both effective 

inductive and capacitive reactance across the 

device. Also XL should not be equal to XC value; or 

else a resonance develops that result in infinite 
impedance an unacceptable condition. Note that 

while varying XL (α), a condition should not allow 

to occur XL (α) = XC. 

 

Hailian Xie and Lennart Angquist 

designed a new control scheme instead of 

traditional firing angle control scheme called as the 

Static Voltage Reversal Control scheme. Following 

that scheme the simulation results are analyzed 

using real time simulator.   

 

T.Venegas and C.R. Fuerete Esquivel 

report on large scale power flow studies. The ASC 

model are developed in phase coordinates and 

incorporated into an existing Newton Raphson 
power flow algorithm and analysis is done on both 

balanced and unbalanced power network operating 

conditions. 

 

Dragan Jovcic, member IEEE and 

G.N.Pillai presents an analytical, linear, state-space 

model of TCSC. First a simplified fundamental 

frequency model of TCSC is proposed and the 

model results are verified. Using the nonlinear 

TCSC segment, a simplified nonlinear state space 

model is derived where frequency of dominant 

TCSC complex poles shows linear dependence on 
the firing angle. The nonlinear element is linearized 

and linked with the AC network model along with 

TCSC model and is implemented on MATLAB and 

verified on EMTDC/ PSCAD in frequency and 

Time domain for a range of operating conditions. 

 

III. OPERATION AND ADVANTAGES OF 

VARIOUS MODES OF OPERATION, AND 

BENEFITS OF TCSC  
A. CONCEPT OF TCSC: 

Concept behind TCSC is to decrease or 

increase overall effective series transmission 

impedance from sending end to the receiving end 

so as to control the transmission of power and the 

current in the reactor can be controlled from zero to 

maximum by the method of firing delay angle. 
Closure of the thyristor valve is delayed w.r.t. peak 

of the applied voltage in each half cycle thus 

duration of the current conduction interval is 

controlled [6]. 

 

 
 

Figure 1.  Various ware form shows the operation 

of thyristor with various firing and conduction 

angles. 

 

There are three modes of operation of TCSC 
depending upon the firing angle of the pulses fed to 

the thyristor. 

 Thyristor  blocked mode 

 Thyristor  bypassed mode 

 Vernier  operating mode 

 

B. Thyristor blocked Operating Mode: 

When the thyristor valve is not triggered and the                                                                     
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TCSC is operating in blocking mode. In this mode, 

the TCSC performs like a fixed series capacitor 

 

C. Thyristor bypass Operating mode: 

In bypass mode the thyristor valve is 

triggered continuously and the valve stays 

conducting all the time; so the TCSC behaves like a 
parallel connection of the series capacitor with the 

inductor, Ls in the thyristor valve branch. In this 

mode, the resulting voltage in the steady state 

across the TCSC is inductive and the valve current 

is somewhat bigger than the line current due to the 

current generation in the capacitor bank. For 

practical TCSC‟s with ratio (XL/XC) between 0.1 to 

0.3 ranges, the capacitor voltage at a given line 

current is much lower in bypass than in blocking 

mode. Therefore, the bypass mode is utilized as a 

means to reduce the capacitor stress during faults 

[7] [9]. 
 

D. Vernier Operating Mode: 

In Vernier control the TCSC dynamics are 

varied continuously by controlling the firing angle. 

The firing angle is possible from 0o   to 90o for each 

half cycle when it is generated from the zero 

crossing of the line current hence divided into two 

parts: 

 
Figure 2. Equivalent circuit of TCSC in Vernier 

Mode 

 

1) Capacitive Boost mode: 

In capacitive boost mode a trigger pulse is 

supplied to the thyristor having forward voltage 

just before the capacitor voltage crosses the zero 

line, so a capacitor discharge current pulse will 

circulate through the parallel inductive branch. The 
discharge current pulse adds to the line current 

through the capacitor and causes a capacitor 

voltage that adds to the voltage caused by the line 

current. The capacitor peak voltage thus will be 

increased in proportion to the charge that passes 

through the thyristor branch. The fundamental 

voltage also increases almost proportionally to the 

charge. From the system point of view, this mode 

inserts capacitors to the line up to nearly three 

times the fixed capacitor. This is the normal 

operating mode of TCSC [8] [15]. 
 

2) Inductive Boost Mode:  

In inductive boost mode the circulating 

current in the TCSC thyristor branch is bigger than 

the line current. In this mode, large thyristor 

currents result and further the capacitor voltage 

waveform is very much distorted from its 

sinusoidal shape. The peak voltage appears close to 

the turn on. The poor waveform and the high valve 

stress make the inductive boost mode less attractive 

for steady state operation [8]. 

 

E. ADVANTAGES OF FACTS DEVICES IN 

AC SYSTEMS: 

Table 1: Advantage of FACTS devices in AC 

Systems 

FACTS 
DEVICE 

Power 
Flow  

Voltage 
Control 

Transient 
Stability 

Oscillation 
Damping 

SVC * *** * ** 

STATCOM * *** ** ** 

TCSC ** * *** ** 

SSSC *** * *** ** 

UPFC *** *** *** *** 

Influence:  * Small, ** Medium, *** Strong  

There are various types of FACT controllers in the 

market having their own advantages depending 

upon their individual characteristics .Here 

comparison study has been done on different FACT 

controllers to study their impact on various 

application, Table 1 shows the overall advantages 

of FACT devices in AC systems [10] [16]. 

 

IV. MODELING OF THE TCSC  

The circuit is modeled using Simulink in 

MATLAB and ORCAD. It uses the Simulink 

environment, allowing user to build a model using 

simple click and drag procedures. It can help draw 

the circuit topology rapidly, and can help in the 

analysis the circuit and its interactions with 

mechanical, thermal, control, and other disciplines. 

This is possible because all the electrical parts of 
the simulation interact with the extensive Simulink 

modeling library. Since Simulink uses MATLAB 

as its computational engine, we can also use 

MATLAB toolboxes and Simulink block sets. Here 

in mat lab various blocks like voltage generator, 

series RLC circuit block, series RLC load branch 

block, current meter, voltage meter, scopes to view 

various signals, power meter block, thyristor block, 

demultiplexer bus block all are interconnected to  

make an open loop TCSC Simulink model which is 

connected in series with the single source 
transmission line [14]. 

 

 
Figure 5. TCSC Circuit for simulation 

 

For analyzing the thyristor, capacitor 

current and capacitor voltage, firing pulses are 

given to the circuit through pulse generator. To 

analyze the circuit in capacitive mode and 

inductive mode of TCSC, the pulse to be applied 
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are in region of Vernier capacitive which lies in 

160oto 180o and 90o to 135o i.e. the delay of 8.8ms 

to 10ms and 5ms to 7.5ms respectively [11]. This 

gives the analysis of waveform of capacitor 

voltage, line current, thyristor current and capacitor 

current of TCSC as shown in fig.. It has been 

concluded that at if alpha=117o  for positive 
waveform then there should be a difference or 

phase delay of 180o for the negative waveform then 

only thyristor will fire at the same interval and 

hence the conduction time will be equal and o/p 

will be symmetrical [12]. In practical applications, 

a lookup table method is used to describe this 

relationship. When the desired value of reactance 

Xtcsc is determined from the power system state, the 

required value of the firing angle is obtained from 

the table which shows the reactance step response 

of the TCSC to demanded change in from 1 p.u. to 

2.1p.u., corresponding to a change in firing angle 
from to 175o to151o. It can be seen from scope 

output that more than 200 ms is needed for the 

fundamental frequency reactance to reach its new 

steady-state value [13].  

 

 
Figure 6. Simulink Model of TCSC 

 

V. ANALYSIS OF STEADY STATE TRANSIENT 

BEHAVIOR THE IMPLEMENTED TCSC 
Transient response of TCSC is analyzed by 

increasing the simulation time. The response got 

stable after few seconds of the firing as shown 

below. 

 
Figure 7. I/P voltage & o/p pulses of pulse 

generators. 

 

Figure 8. Output voltage a delay of 8.5ms. 

 
Figure 9.  Out put voltage at delay of 5.5 ms 

 
Figure 10.  Voltage across TCSC at delay of 8.5ms 

 
Figure 11. Fourier Transform of the O/P voltage. 

 
Figure 12.  Fourier Transform at delay=5.5 ms 

 

A. Resultant Conclusion of TCSC modeling 

Three main signals of the TCSC (line 

current), thyristor current (It) and capacitor voltage 

(Vc) the first one with a firing angle=16º and the 

2nd one with firing angle=50º. The TCSC can be 

used to modify the power transfer on transmission 

lines because it is able to experience a fast response 

when the firing angle is controlled appropriately. If 

the transient period lasts for a long time the system 
may turn eventually unstable. Another noteworthy 

point is the fact that the signals‟ amplitude in the 

transient period remains within proper limits. This 

is important because if the amplitude goes too high, 

the components may be damaged. 

 
Figure13. Response when firing angle is 16o.    

 
Figure14. Response when firing angle is 50o.    

 
Fig.14. System response with firing angle = 42o 
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VI. CONCLUSION 
The TCSC can be operated in capacitive 

and an inductive mode is rarely used in practice. 

The FACTS controller with its classification and 

performance of TCSC are included in this paper. 
The advantages of FACTS devices and various 

operating modes of TCSC are specified. This paper 

work can be extended in future for TCSC modeling 

with a number of bus system and determine the 

method for controlling the power flow. A 

linearized discrete-time model of a TCSC-

compensated transmission line is presented in this 

paper. The model derived considers the proper 

characteristic of TCSC, the variation in its 

impedance with the firing angle of the TCR. Even 

though the line capacitance effects are neglected, 

they can be incorporated in the state equation 
without any major change in the model derivation, 

apart from an increase in the size of the matrices. 

The model derived is validated through digital 

computer simulation studies. It is shown that the 

eigen values of a TCSC-compensated transmission 

line has two complex conjugate pairs of poles 

whose real parts depend only on the line resistance 

and reactance. This model has shown the 

disturbances very accurately. Three different 

controllers are designed, based on this linearized 

model, which requires the measurements of local 
variables only. The performance of the proposed 

controllers under various disturbances are 

compared and analyzed. 

Similarly in future implementation could 

be of a three-phase device as well as the simulation 

to series compensation may be by voltage sourced 

converters It can also be implemented with Neuro 

and fuzzy logic or some different strategies may 

now be developed to control the reactance of the 

TCSC through firing angle adjustments. In order to 

verify the performance of control strategies in 
actual operating conditions new techniques like 

instead of inductive load an original load could be 

implied. 
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Abstract : The A multi band microstrip patch antenna has been designed for GPS,WiMAX and WLAN 

applications. The proposed antenna is designed by using substrate of RT duroid having permittivity of about 2.2 

and loss tangent of 1.The substrate is having thickness of 6mm at which a trapezoidal patch antenna with V slot 

has been introduced in this paper. The designing results like S11 parameter return loss,VSWR and field pattern 

is plotted successfully. The obtained result is having a two band resonance with S11 less then -10dB and VSWR 

less than 2. 

So a dual band trapezoidal microstrip patch antenna has been designed and all results are plotted.Simmulating 

software used is IE3D. 

Keywords - V-shape slot, RT duroid, Dual band, WLAN, WiMAX, 

 

I.      INTRODUCTION 
Microstrip antenna is the ideal choice for wireless an such typed application due to low profile, light 

weight, conformal shaping, low cost ,simplicity of manufacturing and easy integration to circuit[1].however, 

conventional microstrip patch antenna suffers from very narrow bandwidth, typically about 5% bandwidth with 

respect to the central frequency. there are numerous and well-known method to increase the bandwidth of 

antennas, including increase of the substrate thickness, the use of a low dielectric substrate, the use of multiple 

resonators,and the use of slot antenna geometry[2],[3]. 
Wireless local area networks (WLAN) are widely used worldwide. The 802.11a standard uses the 5-

GHz band which is cleaner to support high-speed WLAN. However, the segment of frequency band used varies 

from one region of the world to another[6][7]. Dual frequency microstrip antennas with a single feed are 

required in various radar and communication systems, such as global positioning system (GPS), 

WiMAX,WLAN etc[1]. 

These communication system applications include fixed broadband local  multipoint  communication  

services,  small  mobile  units, laptops and remote-sensing devices [2]. Also, bandwidth should be further  

enhanced  in  order  to  increase  the  information  transfer  rate, without  sacrificing  the  performance[4].  There  

are  lots  of communication  schemes  that  make  use  of  the  large  operational  bandwidth[8][9]. For example, 

the Orthogonal  frequency-division  multiplexing  (OFDM)  scheme  transmit  and receive  signals  with  a  

number  of  frequency  components  [3]-[5].  Another  example  is  the  transmission  of broadband pulse. 

radiating edge.  
In this paper, we design a trapezoidal patch with V-shaped antenna which works as a dual frequency. 

First resonance frequency f1 centered at 3.5 GHz frequency is due to its patch itself. Second resonant frequency 

f2 is due to V-shape slot, which is centered at 5.0 GHz. 

 

II.      ANTENNA STRUCTURE 
  The configuration of proposed antenna is shown in figure 1. The antenna consist of a trapezoidal 

microstrip patch with V-shaped slot, support on a grounded dielectric sheet of thickness h and dielectric constant 

ε r. The trapezoidal patch has an upper side of length L1, base of trapezoidal  patch of length L2 and height of 

trapezoidal patch of length W1, W2. V-shape slot has a length of L3, L4 and a width of W3, W4 which is loaded 
on trapezoidal patch. The feed point is located at the central line of the patch, with a distance of d f (x.y) from the 

bottom edge of trapezoidal patch.The dimension of trapezoidal patch with V-shape slot are tabulated in table 1. 
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                                        Fig.1: Geometry of proposed antenna 

 

                                     Table 1. Dimension of proposed antenna 

S.no  

 
Parameter  Value(mm)  

1 L1 30 

2 L2 26 

3 W1,W2 21.04  

4 L3,L4 0.5  

5 W3,W4 1.5 

6 ε r  2.2 

7 h  6 

The proposed antenna is designed and simulated by using  IE3D software. All the proposed design parameters 

are calculated by using conventional formula for patch antenna design process. 

 

III.      DESIGN RESULTS  
 In this section, the simulated results of various parameters like VSWR, Return loss, input impedance 

and radiation characteristics of proposed antenna are presented and discussed. The simulated results are obtained 

using IE3D Simulator. 

 

A.  S11 PARAMETER and VSWR 

The simulated result for the return loss less than -10dB is shown in figure 2. From simulated result we 

get dual band. Based on a -10 dB return loss, 4% impedance bandwidth is obtained at first resonant frequencies 

f1 in the frequency range (3.41-3.57) GHz and 15.6 % impedance bandwidth is obtained at second resonance 

frequencies in the frequency range of 4.75-5.53 GHz. 

 

 
                                                       Fig. 2: Return loss 
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VSWR plot shows  that the VSWR occur at first resonant frequency is 1.66 and second resonant frequency is 

1.07. This depict that there is good impedance matching between probe-fed microstrip transmission line and the 

trapezoidal radiating element. 

 

B. Input impedance 
The simulated result for the antenna input impedance is plotted in figure 4. It is shown that the real part 

of the input impedance at first resonant frequency f1 oscillates around 74.83Ω with frequency while the 

imaginary part of the input impedance at resonant frequency oscillates around 0Ω with frequency.  

At second resonant frequency f2, the real part of the input impedance at resonant frequency oscillates around 

50Ω with frequency while the imaginary part of the input impedance at resonant frequency oscillates around 0Ω 

with frequency. Hence, from the graph it is clear that there is proper matching occur at both resonant 

frequencies 

 

 
                   Fig. 4: Real part and imaginery part of input impedance 

 

C. Radiation pattern 
From figure below Shows the measured radiation pattern at first resonant frequency 3.5 GHz. it can be 

observed that in the ϕ=0 plane, the cross polarization is -13 db below the co polarization above the ground 

plane. In the ϕ=90 plane, the cross polarization is -19.3 dB below the co polarization level. 

 

 
Fig. 5: Radiation pattern at 3.5 GHz 
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Table 2. Simulated data 

 Resonant frequency  F1 F2 

Centre frequency 3.5 GHz  5 GHz  

bandwidth  4.95  15.6%  

Frequency range  (3.41-3.57)GHz (4.75-5.53)GHz 

Return loss  -12.8 dB  -29.37 dB  

VSWR  1.66  1.07  

 

IV.    CONCLUSION 
The dual frequency and wide-band operation of a trapezoidal patch with V-shaped slot have been 

studies and simulated. The proposed antenna is compact, occupies small volume and has simple structure 
compared to other antenna design. The antenna offer a 2:1 VSWR bandwidth of 4% from frequency range 

(3.41-3.57)GHz at first resonant frequency which cover 3.5 GHz band WiMAX applications. second resonant 

frequency cover the WLAN(5.15-5.35) band application with impedance bandwidth 0f 15.6%.the simulated 

return loss, VSWR, radiation pattern and gain showed well performance. 
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ABSTRACT 
 
Software Testing is a time and effort consuming part of the software 
development life cycle. Retesting a software application during the 
maintenance phase, with the entire test suite and additional test cases for 
the modifications in the software, within budget and time, is a challenge 
for software testers. Test Case Prioritization is used to overcome this 
problem by prioritizing the test cases in order to maximize certain 
testing objectives like fault detection rate, statement coverage, etc. In 
this paper, we propose a framework for test case prioritization that 
emphasizes a new metric, APBCm (modified Average Percentage of 
Block Coverage). This metric evaluates the rate of code coverage by 
incorporating knowledge about the significance of blocks of code in the 
form of weights. We have used this metric as fitness evaluation function 
in a Genetic Algorithm in order to evaluate the effectiveness of a test 
case sequence. We have also developed a tool that implements the 
Genetic Algorithm in the Java language in order to compute and 
validate the results. Thereafter, we use the tool for test case 
prioritization, and compare and assess the results with those produced 
by the tool when APBC (Average Percentage of Block Coverage) is 
used as fitness function. 
 

Categories and Subject Descriptors 
D.2 [Software Engineering]:  D.2.8 Metrics, D.4.8 Performance 

General Terms 
Measurement, Performance, Reliability, Verification. 

Keywords 
Regression Testing, Test Case Prioritization, Basic Block, Genetic 
Algorithm, Average Percentage of Block Coverage.  

1. INTRODUCTION 
 
“Software Testing is the process of executing a program with the 
intent of finding errors” [1]. “It is an investigation that is conducted 
to provide stakeholders the information about the quality of the 
product/service under test” [2]. The test case prioritization problem is 
defined as [3]: 
Given  a Test Suite ‘T’ ,a set ‘PT’ of all permutations of T and  function 
‘f’ ’that maps PT to real numbers, test case prioritization technique aims 
to find a T’∈ PT such that (∀T’’) (T’’∈ PT) [f(T’) ≥ f(T’’)]. 

Empirical studies performed till now, comparing the different 
techniques of test case prioritization, have used either APBC (Average 
Percentage of Block Coverage) or APFD (Average Percentage of Fault 

Detection) metrics. These metrics reveal the rate at which the faults are 
discovered or the rate at which code coverage is achieved. Still there is 
a drawback of using these metrics as discussed by Elbaum et al. [4]. 
The APFD metric requires faults to be known prior to prioritization and 
treats all faults equally severe. Elbaum et al. [4] tried to improve the 
APFD metric by incorporating knowledge like fault severity and the 
cost of executing a test case. Similarly, the APBC metric considers that 
all blocks are equally likely to contain errors.  Claes et al. [5]  
emphasize that certain programming constructs are more error prone 
than others. Defect data can be used to identify these programming 
constructs. Thus, in an application, certain blocks contribute more to 
faults than others. Our work aims to exploit this fact and assign weights 
to blocks.  

The rest of the paper is organized as follows: Section 2 discusses the 
previous work done in the field of test case prioritization. Section 3 
focuses on the proposed framework for the test case prioritization 
problem including details of the APBCm metric, the GA based tool and 
the Additional Modified Lines of Code Coverage (AMLOC) graph. It 
also lays down certain guidelines regarding computation of weight 
factors that are to be included in  APBCm metric. Section 4 shows the 
improvement in results after application of the modified APBC metric 
in the tool developed for test case prioritization using the genetic 
algorithm. The last section deals with the conclusions and future work 
that needs to be looked upon. 

2. RELATED WORK 
  
A wide range of metrics for test case prioritization have been proposed 
and studied. Earliest techniques revolved around coverage metrics like 
Statement-Total, Statement-Additional, Branch-Total, Branch-
Additional, Fault Exposing Potential (FEP)-Total, FEP–Additional 
[3],[6-11]. Jones et al.[12] used Modified Condition/Decision Coverage 
and applied a greedy approach for prioritization. The main idea behind 
using a coverage based metric was that maximizing structural coverage 
of code may maximize the fault detection. The resulting prioritized test 
case sequences produced by various techniques were compared, for 
effectiveness using the APFD metric or the APBC metric. Several other 
machine learning techniques have also been employed in this area. Leon 
and Podgurski [13] have used clustering techniques to distinguish test 
cases associated with highly error prone regions of code from those 
associated with less error prone regions. They prioritized the test cases 
based on the density of clusters formed by the test cases. Recently 
Carlson et al. [14] also presented a clustering based approach to test 
case prioritization. They specifically applied four different metrics: 
code coverage, code complexity, fault history, and a combination of 
code complexity and fault detection ratio in order to prioritize test cases 
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within each cluster. Tonella et al. [15] used Case Based Reasoning 
(CBR) to prioritize the test cases. They included human knowledge of 
test cases for pair wise test case comparison. Yoo et al. [16] combined a 
human based prioritization technique with clustering technique. Kim 
and Porter [17] took an execution history based approach, borrowing 
from statistical quality control. Mirab et al. [18] exploited Bayesian 
networks for test case prioritization. They used information like fault 
proneness, code coverage, modified elements in program while 
providing feedback to Bayesian networks. Several model based test case 
prioritization techniques have also been proposed in the literature, 
including work of Korel et al. [19-21], Mall et al. [22]. Relevant to the 
work presented in this paper is the work of Roongruangsuwan et al. 
[23], Elbaum et al. [3] and several other cost effective Prioritization 
techniques [8, 24-27]. Roongruangsuwan et al. [23], in their paper on 
the test case prioritization technique with practical weight factors, 
emphasized the need to include practical weight factors. Elbaum et al. 
[3] emphasizes improving the APFD metric by incorporating the fact 
that all faults are not equally severe. The drawback of the APFD metric 
is that it requires faults to be known beforehand. Similar to his work, 
the idea presented here focuses on improving the APBC metric, taking 
into account that not all blocks of code are equally likely to have errors. 
In contrast to most of the cost effective prioritization techniques, the 
APBCm assigns weights to blocks of code rather than assigning weights 
to test cases. 
 
3. PROPOSED FRAMEWORK FOR TEST 

CASE PRIORITIZATION 
 
In this section, we propose the framework for prioritizing test cases. 
 
3.1.  The Framework 

 
The proposed framework includes three major components- the GA 

based test case prioritizing tool, the Modified APBC Metric (APBCm) 
and the Additional Modified Lines Of Code Coverage (AMLOC) graph. 
The initial input comprises of permutations of the test suite that serve as 
the initial population to the prioritization tool. The tool uses the APBCm 
metric to compare between two permutations and decide which 
candidate permutation is better and should be carried to next generation 
of the population. The final output of the tool is a prioritized test case 
sequence that maximizes the APBCm. Figure 1 gives an overview of the 
proposed framework for test case prioritization. 
 
3.2.  Genetic Algorithm Based Tool 
 
We develop a framework that employs a test case prioritization tool 
based on a Genetic Algorithm (GA), developed in the Java Language 
using Eclipse IDE. The tool also uses a new metric modified APBC 
(APBCm), explained in subsection 3.2.1, which is a modified form of 
original APBC metric. The tool uses the input data and the modified 
APBCm metric to produce the prioritized test case sequence and an 
Additional Modified Lines Of Code Coverage (AMLOC) graph for the 
sequence. 
 
3.2.1. Modified APBC Metric (APBCm) 
                                                                                                                                                                                                 
In the proposed framework we use a GA based tool for prioritizing test 
cases and use modified Average Percentage of Block Coverage 
(APBCm) for evaluating the fitness value of an individual in the 
population in GA. This metric is given as follows: 
  
 
𝑨𝑷𝑩𝑪𝒎 = 𝟏 − (𝒘𝟏∗𝐓𝐁𝟏)+(𝒘𝟐∗𝐓𝐁𝟐)+………+(𝒘𝒎∗𝐓𝐁𝐦)

𝒏∗(∑ 𝒘𝒊
𝒎
𝒊=𝟎  )

+ 𝟏
𝟐𝒏

                  (1) 

 
 
where ‘n’ is the number of test cases in the input test case set, ‘m’ is the 

Figure 1. Framework for Test Case Prioritization 
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number of basic blocks in the program to be tested, ‘TBj’ denotes the 
location of the test case in the test case sequence that first finds the 
block ‘j’ and ‘wi’ denotes the weight of the ‘ith’ block. APBC tries to 
achieve block coverage at a faster rate. However, the APBC metric has 
the following problems: 
a. The APBC metric does not consider the practical weight factors 

like the significance of the blocks covered. Several factors that can 
be used to highlight the significance of blocks are as follows: 
i. Some blocks of code, like exception handling code, are not 

frequently executed. Singh et al. [31] have shown how fault 
proneness is correlated with object oriented metrics 
including design metrics. An analysis of various object 
oriented metrics has been done in [32]. 

ii. Certain programming constructs are more error prone than 
others [4]. Defect data can be used to find these 
programming constructs. Elbaum et al. [4] have proposed a 
method to identify programming and design constructs that 
contribute more defects than expected. Ma et al. [33] have 
shown how analysis of program structure can be used to find 
important modules (e.g. methods) in a source code. Wang et 
al. [34] have presented a methodology using Control Flow 
Analysis to quantitatively analyze how the basic blocks 
contribute to failures. 

iii. Some blocks of code contain greater percentage of modified 
code. Assigning a priority to these blocks should result in 
faster identification of faults since modifications are most 
likely to contain errors. 

 
3.2.2. Additional Modified Lines of Code Coverage 

(AMLOC) Graph 
 
The GA based tool produces a prioritized test case sequence along with 
it’s AMLOC graph. For a test case sequence TS’ t1, t2, t3,….tp-1, 
tp….tn,  the AMLOC value corresponding to a test case tk, with respect 
to TS’, is the ratio of the total number of unique modified lines of 
source code that are covered or reached by executing the test cases t1, 
t2,….tk, where k<=n, to the total number of modified lines of source 
code. We use the AMLOC graph to validate the results. 
 
4. RESULT ANALYSIS 
 
In this section we present and validate the results produced by the 
framework proposed in this paper. 
 
4.1. Experimental Study 
 
 The Triangle benchmark program has been used previously by several 
researchers in Software Engineering studies. Given three sides of a 
triangle, the program aims to classify it as a scalene, isosceles, 
equilateral or not a triangle. For the purpose of our experimental study, 
we use a simplified version of the original Triangle program presented 
in [34], translated from ‘FORTRAN’ into ‘C’. The original set of 14 test 
cases was reduced to 10 test cases taking into account redundancy of 
test cases in terms of block coverage. We use the basic blocks 
identification algorithm [36] to identify the basic blocks of the source 
code [35].  Table 1 shows the original set of test cases.  
 

In the code, 21 basic blocks were identified by the algorithm. The 
identified blocks and block coverage are given in Table 2 and Table 3 
respectively. From the Table 3 it can be seen that the test cases T1, T2, 
T3 and T11, T13, T14 are redundant in terms of block coverage. The 
minimized test set includes T3, T4, T5, T6, T7, T8, T9, T10, T11, T12 
and discards T1, T2, T13, T14. 
 

Table 1. Original Set of Test Cases [35] 

Input Expected 
Output 

Input Expected 
Output 

0,0,0 4 (Not a 
triangle) 1,2,1 4 (Not a 

triangle) 

1,0,0 4 (Not a 
triangle) 2,1,1 4 (Not a 

triangle) 

1,1,0 4 (Not a 
triangle) 3,2,2 2 (Isosceles 

triangle) 

1,1,1 3 (Equilateral 
triangle) 3,2,1 4 (Not a 

triangle) 

2,2,1 2 (Isosceles 
triangle) 4,3,2 1 (Scalene 

triangle) 

1,1,2 4 (Not a 
triangle) 2,3,1 4 (Not a 

triangle) 

2,1,2 2 (Isosceles 
triangle) 2,1,3 4 (Not a 

triangle) 
 

Table 2. Lines of Code Comprising individual Blocks 

Block 
Lines Comprising 

the Block Block 
Lines Comprising 

the Block 
B1 1-4 B12 21-24 
B2 5-6 B13 25 
B3 7-8 B14 26-27 
B4 9-10 B15 28 
B5 11  B16 29-30 
B6 12-13 B17 31 
B7 14 B18 32[-33 
B8 15-16 B19 34 
B9 17 B20 35-36 
B10 18 B21 37-38 
B11 19-20   

 
 
For the purpose of our experiment we create another modified version 
of Triangle by introducing the following features.  
 
i. If the triangle is isosceles print the height of the triangle. 

ii. If the triangle is scalene, print the area, circumradius and 
inradius of the triangle. 

 
Table 4 shows the weight of blocks after modifying Triangle program.  
 
The fraction of modified lines contained within each block is taken as 
the block weight. The idea behind doing so is that, the greater the 
number of modifications in a block, the greater is the error proneness of 
the block. In doing so, some blocks were found to have weight 0. In 
order to overcome this “zero weight problem”, ‘1’ is added to each of 
the values. The weights are calculated for the blocks using the modified 
Triangle program and are shown in table 4.  
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Table 3. Block Coverage Matrix 

 

 Table 4. Weight of Blocks 
 

 

 

In our study, two experiments were performed. Experiment 1  
produced the prioritized test case sequence TS1 using the data from 
Table 1 (after removing the redundant test cases) as input and APBC as 
fitness function in the Genetic Algorithm. Experiment 2 produced the 
prioritized test case sequence TS2 using the data from Table 1 (after 
removing the redundant test cases) as input and APBCm as the fitness 
function in the Genetic Algorithm. Both experiments were performed 
using the Test Case Prioritization Tool based on the GA. The 
convergence criteria used in the tool is the maximum fitness of any 
individual contained in a population which was set to 0.78. We then 
compare the results of Experiment 1 and Experiment 2. 

 
 

4.1. Validation Of Results 
 
The results of prioritization, as obtained by our tool are shown in Figure 
2 and Figure 3. The values calculated as per modified APBC and APBC 
are shown in table 5 and table 6. From the tables it is clear that using 
APBC for comparing the candidate solutions may produce ineffective 
prioritized test case sequences as output. TS2 is better as it covers the 
block with a greater number of modified lines first (i.e. the blocks with 
large weights). Hence, Modified APBC is better and is expected to 
provide significant help in version specific test case prioritization and 
help in revealing faults earlier. 

Test 
Cases 

Blocks 
Covered Test Cases 

Blocks 
Covered 

T1 B1,B2 T8 

B1,B3,B5,B6,B
7,B9, 

B13,B15,B17,B
19,21 

T2 B1,B2 T9 

B1,B3,B5,B7,B
8,B9, 

B13,B15,B17,B
19,B21 

T3 B1,B2 T10 

B1,B3,B5,B7,B
8,B9, 

B13,B15,B17,B
19,B20 

T4 

B1,B3,B4,B5,
B6,B7, 

B8,B9,B13,B
14 

T11 B1,B3,B5,B7, 
B9,B10,B11 

T5 
B1,B3,B4,B5,

B7,B9,B13 
B15,B16 

T12 B1,B3,B5,B7, 
B9,B10,B12 

T6 

B1,B3,B4,B5,
B7,B9,B13 

B15,B17,B19,
B21 

T13 B1,B3,B5,B7, 
B9,B10,B11 

T7 

B1,B3,B5,B6,
B7,B9, 

B13,B15,B17,
B18 

T14 B1,B3,B5,B7, 
B9,B10,B11 

Block 

Number of Modified 
Lines 

Of Code 
NMLOC 

Weight 
NMLOC / ∑NMLOC 

B1 1+1 0.0645 
B2 0+1 0.032 
B3 0+1 0.032 
B4 0+1 0.032 
B5 0+1 0.032 
B6 0+1 0.032 
B7 0+1 0.032 
B8 0+1 0.032 
B9 0+1 0.032 
B10 0+1 0.032 
B11 0+1 0.032 
B12 6+1 0.226 
B13 0+1 0.032 
B14 0+1 0.032 
B15 0+1 0.032 
B16 1+1 0.0645 
B17 0+1 0.032 
B18 1+1 0.0645 
B19 0+1 0.032 
B20 1+1 0.0645 
B21 0+1 0.032 
Total 31 0.996~1 

Figure 2. Less AMLOC values per test case 
in TS1 produced in Experiment 1 

Figure 3. Greater convexity (improved 
coverage rate) graph using APBCm in 
Experiment 2. 
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Table 5. Results of Experiment 1 

 

Table 6. Results of Experiment 2 

 

5. CONCLUSIONS 
 
Test Case Prioritization is an essential task that reduces the testing 
effort in the maintenance phase to a considerable extent. In this paper 
we propose a framework for test case prioritization using a tool based 
on a GA, developed in the Java language. The framework also 
highlights the necessity and the benefits of using the new metric 
APBCm as fitness evaluation function in the GA. Several factors that 
can be used to embed the knowledge about significance of blocks in the 
APBCm metric have also been discussed. However, the exact 
computation of weights taking into account all the factors discussed, is 
still an open challenge. Finally, the results have been analyzed and 
compared with those produced when traditional APBC metric is used as 
fitness evaluation function in GA based tool. It was then found that 
APBCm metric is better and more efficient than APBC. 
  
The approach, presented here, has its application in the areas of version 
specific test case prioritization but can also be generalized with slight 
modifications. Considering practical weight factors is a general concept 
that can help to improve the cost of regression testing and can also be 
extended to the problems of test suite minimization and regression test 
selection. 
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Abstract In this paper, we study an anisotropic Bianchi-I
space-time model in f (R) theory of gravity in the presence
of perfect fluid as a matter contains. The aim of this paper is
to find the functional form of f (R) from the field equations
and hence the solution of various cosmological parameters.
We assume that the deceleration parameter to be a constant,
and the shear scalar proportional to the expansion scalar to
obtain the power-law form of the scale factors. We find that
the model describes the decelerated phases of the universe
under the choice of certain constraints on the parameters.
The model does not show the acceleration expansion and
also transition from past deceleration to present accelerat-
ing epoch. We discuss the stability of the functional form of
f (R) and find that it is completely stable for describing the
decelerating phase of the universe.

Keywords f (R) gravity · Anisotropic models

1 Introduction

The recent developments in cosmology with the observa-
tions such as Ia supernova (Riess et al. 1998, 1999; Perlmut-
ter et al. 1999; Tonry et al. 2003), cosmic microwave back-
ground anisotropy (Spergel et al. 2003), large scale structure
(Tegmark et al. 2004; Seljak et al. 2005; Percival et al. 2007;
Kamatsu et al. 2009), baryon oscillation (Eisenstein et al.
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2005) and weak lens (Jain and Taylor 2003) have led to
the conclusion that the universe is accelerating in the cur-
rent epoch. It has been observed that a fluid known as dark
energy (DE) with large negative pressure is responsible for
this acceleration. Many DE models have been proposed to
explain the cosmic accelerated expansion (Copeland et al.
2006). A cosmological constant Λ responsible for accelera-
tion is the simplest candidate of DE (Sahni and Starobinsky
2000; Padmanabhan 2003), which so far best fits with the
observational data. However, the observed value of the cos-
mological constant is much smaller (10120 orders of smaller
magnitude) than any other energy (vacuum energy) pre-
dicted by quantum physics (Peebles and Ratra 2003; Car-
roll 2001). This problem is known as fine-tuning problem in
cosmology. Therefore, there is no guiding principle for con-
struction of a promising model of cosmological constant.

The second alternative of cosmological constant, which
is not stable, is a minimally coupled scalar field φ, usually
called quintessence. These scalar fields may be responsible
for a stage of accelerated expansion (Steinhardt et al. 1999;
Zlatev et al. 1999). A further interesting possibility is pro-
vided by non-minimally coupled scalar field (Amendola
1999; Chiba 2003a). It is also mentioned that energy condi-
tions are violated in all these kind of scalar fields. Also, these
models end with a finite future singularity known as Big
Rip. Modification of the gravity theory is an alternative ap-
proach, for example, f (R) model (Capozziello et al. 2003;
Nojiri and Odintsov 2003; Carroll et al. 2004). The f (R)

model is a modified gravity model, constructed by replacing
the gravitational Lagrangian with a general function of the
Ricci scalar R.

The f (R) gravity provides a very natural unification of
the early-time inflation and late-time acceleration. It de-
scribes the transition from deceleration to acceleration in
the evolution of the universe (Nojiri and Odintsov 2007a,
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2008). Over the past few years, Many works are available
in literature (Capozziello and Francaviglia 2008; Abdalla
et al. 2005; Nojiri and Odintsov 2007b; Bertolami and Pár-
mos 2008; Harko 2008) addressing the well-known issues
of stability (Dolgov and Kawasaki 2003), singularity prob-
lem (Frolov 2008), solar system test (Chiba 2003b), etc. The
general scheme for modified gravity reconstruction from
any realistic FRW cosmology have been discussed by No-
jiri and Odintsov (2006). It seems that f (R) gravity models
pass all known observational local test currently (Elizalde et
al. 2010, 2011; Nojiri and Odintsov 2011).

Almost all of these considerations are mainly investi-
gated in a spatially flat homogeneous and isotropic universe
described by Friedmann- Robertson-Walker (FRW) metric.
The theoretical studies and observational data, which sup-
port the existence of anisotropic phase, lead to consider
the model of universe with anisotropic background. Since,
the universe is almost isotropic at large scale, the study-
ing of the possible effects of anisotropic universe in the
early time makes the Bianchi-I type (BI) model as a prime
alternative. Many authors have tried to find analytical so-
lutions for the known functional form f (R). For exam-
ples, Barrow and Clifton (2006) have obtained exact cos-
mological solutions for scale invariant theories which gen-
eralize Einstein’s GR to a theory derived from the La-
grangian R1+δ . The solutions were expanding universe of
Kasner form and exist for − 1

2 < δ < 1
4 . However, these

solutions were obtained for vacuum universe. Sharif and
Shamir (2009, 2010a, 2010b), Sharif and Zubair (2010a),
Shamir (2010), Sharif and Kausar (2011a, 2011b, 2011c),
and Aktaş et al. (2012) have studied anisotropic models in
f (R) theory. Recently, Yilmaz et al. (2012) have discussed
quark and strange quark matter in f (R) gravity for Bianchi
I and V space time models. The ordering of this approach
can also be reversed. Namely, for a known scale factor,
one may construct functional form of f (R) which yields
such scale factors as solutions (Nojiri and Odintsov 2007c;
Capozziello and Francaviglia 2008; Nojiri et al. 2009).

In this paper, we are interested to find a functional form
of f (R) for a known scale factor in anisotropic locally-
rotationally-symmetric (LRS) Bianchi I model with perfect
fluid as a source of matter. A functional form of f (R) is
obtained from the field equations by assuming the constant
deceleration parameter and the shear scalar proportional to
the expansion scalar. We find that the model describes the
decelerated phase of the universe under the choice of cer-
tain constraints on the parameter. We discuss the stability of
f (R) theory for the decelerated phase of the solution and
it is found that it is completely stable for the defined con-
straint.

The paper is organized as follows. In Sect. 2, we present
the gravitational action of f (R) gravity and the correspond-
ing field equations. Section 3 provides the solution of the

field equations. In Sect. 4 we discuss the stability condition
for Bianchi model in f (R) gravity. In the last Sect. 5, sum-
mary of the finding is given.

2 Field equations for [f (R) + Lm] gravity

The gravitational action for f (R) theory of gravity coupled
with matter fluid in the units 16πG = 1 and c = 1, takes
the following form (Nojiri and Odintsov 2007c; Capozziello
and Francaviglia 2008)

I =
∫

d4x
√−g

[
f (R) + Lm

]
, (1)

where R is the Ricci scalar and Lm corresponds to the matter
Lagrangian.

The field equations are obtained by varying the action (1)
with respect to metric tensor gμν

F (R)Rμν − 1

2
f (R)gμν − ∇μ∇νF (R) + gμν�F(R)

= Tμν, (2)

where F(R) = f ′(R) and Tμν is the energy momentum ten-
sor. The other symbols have their usual meanings.

The energy momentum tensor for a perfect fluid is given
as

Tμν = (ρ + p)uμuν − pgμν, (3)

where ρ is the energy density and p is the thermodynamical
pressure of the fluid. uμ is the four velocity of the fluid such
that uμuν = 1 and in comoving coordinates, uμ = δ

μ
0 .

We consider a homogeneous and anisotropic Locally-
rotationally-symmetric (LRS) Bianchi type-I line element
whose metric is given by

ds2 = dt2 − A2dx2 − B2(dy2 + dz2), (4)

where the metric coefficients A and B are the scale factors
in an anisotropic background and are functions of cosmic
time t only.

The average scale factor is defined as

a = (
AB2) 1

3 . (5)

The rate of the expansion along x-, y-, and z-axes can be
defined as,

Hx = Ȧ

A
, Hy = Hz = Ḃ

B
, (6)

where a dot denotes ordinary derivative with respect to cos-
mic time t . The average Hubble parameter (average expan-
sion rate), which is the generalization of the Hubble param-
eter in an isotropic case, H is given as

H = ȧ

a
= 1

3

(
Ȧ

A
+ 2

Ḃ

B

)
. (7)
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The expansion scalar, θ and the shear scalar, σ 2 are respec-
tively defined as

θ = ui
;i = 3H = Ȧ

A
+ 2

Ḃ

B
, (8)

σ 2 = 1

2
σijσ

ij = 1

3

(
Ȧ

A
− Ḃ

B

)2

, (9)

where

σ 1
1 = 2

3

(
Ȧ

A
− Ḃ

B

)
,

σ 2
2 = σ 3

3 = −1

3

(
Ȧ

A
− Ḃ

B

)
, σ 4

4 = 0.

(10)

The scalar curvature for the metric (4) is given by

R = −2

(
Ä

A
+ 2

B̈

B
+ 2

ȦḂ

AB
+ Ḃ2

B2

)
. (11)

Using comoving coordinates, the field Eqs. (2) for the met-
ric (4) and energy-momentum tensor (3) yield the following
system of equations.(

Ȧ

A
+ 2

Ḃ

B

)
Ḟ −

(
Ä

A
+ 2

B̈

B

)
F − 1

2
f = ρ, (12)

F̈ + 2
Ḃ

B
Ḟ −

(
Ä

A
+ 2

ȦḂ

AB

)
F − 1

2
f = −p, (13)

F̈ +
(

Ȧ

A
+ Ḃ

B

)
Ḟ −

(
B̈

B
+ ȦḂ

AB
+ Ḃ2

B2

)
F − 1

2
f = −p.

(14)

From (13) and (14), we get

Ḟ

F
= − ( Ä

A
− B̈

B
+ ȦḂ

AB
− Ḃ2

B2 )

( Ȧ
A

− Ḃ
B

)
. (15)

On integration of (15), we obtain

F = F0

B(ȦB − ḂA)
, provided A �= B, (16)

where F0 is a constant of integration. Equation (16) rep-
resents the most general form of F(R) in terms of direc-
tional scale factors in f (R) gravity for the anisotropic LRS
Bianchi-I space-time.

3 Solution of the field equations

Many authors have tried to find analytical solutions from
the known functional form f (R) (Barrow and Clifton 2006).
The ordering of this approach can also be reversed. Namely,
for a known scale factor, one may construct functional form
of f (R) which yields such scale factor as a solution (No-
jiri and Odintsov 2007c; Capozziello and Francaviglia 2008;
Nojiri et al. 2009). As we observe that the solution of F(R)

in (16) can be found only if the scale factors are known. In
this paper our aim is to find a general form of f (R) for a
known scale factor and study the stability of functional form
of f (R) in anisotropic model to describe the decelerated and
accelerated phases of the universe.

For any physically relevant model, the Hubble parameter
and deceleration parameter are the most important observa-
tional quantities in cosmology. Berman (1983), and Berman
and Gomide (1988) proposed a law of variation for Hubble
parameter in FRW model that yields a constant value of de-
celeration parameter and a power-law and exponential forms
of the scale factor. In recent papers (see Refs. Singh and Ku-
mar 2006; Singh et al. 2008; Singh 2009a, 2009b; Singh and
Beesham 2010; Sharif and Zubair 2010b, 2012a) have gen-
eralized this assumption in anisotropic model. According to
the assumption let us take the deceleration parameter as a
constant, that is,

q = −aä

ȧ2
= n − 1, (17)

where n(≥ 0) is a constant. In the present anisotropic model,
the assumption (17) yields

a = (
AB2) 1

3 = (ct + d)
1
n , n �= 0, (18)

where c and d are positive constants of integration. For a
power-law expansion (18), we must have n > 0.

In view of anisotropy of the space-time, we assume that
shear scalar (σ ) is proportional to the expansion scalar (θ ).
This leads to a relation between the metric coefficients, i.e.,

A = Bk, (19)

where k > 1 is a constant (Collins et al. 1980). For sake of
simplicity, we have taken the integration constant as a unity.

Using (18) and (19), we get the metric coefficients as

A = (ct + d)
3k

n(k+2) , (20)

B = (ct + d)
3

n(k+2) . (21)

From (11), (20) and (21), the expression for the Ricci scalar
becomes

R(t) = −2

[
9{k(k + 2) + 3} − 3n(k + 2)2

n2(k + 2)2

]
t−2

= −2αt−2, (22)

where α = 9{k(k+2)+3}−3n(k+2)2

n2(k+2)2 .
Using the above background solutions into (16), we find

f ′(R) in terms of R as

F(R) = f ′(R) = 2
n−3
2n F0(k + 2)

3(k − 1)

[
n

√
− α

R

] n−3
n

. (23)

We observe that for a real valued solution of f (R), R and α

must be of opposite sign.
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On integration of (23), we get

f (R) = 2
3(n−1)

2n F0(k + 2)nR

3(k − 1)(n + 3)

[
n

√
− α

R

] n−3
n + f0, (24)

where f0 is a constant of integration. On imposing f (0) = 0,
we find f0 = 0, therefore, Eq. (24) gives the required form
of the function f (R) as

f (R) = 2
3(n−1)

2n F0(k + 2)nR

3(k − 1)(n + 3)

[
n

√
− α

R

] n−3
n

, (25)

which is basically of the form f (R) ∝ Rλ, where λ =
n+3
2n

> 0 as n > 0. For n = 1, f (R) ∝ R2 and for n = 3,
the model reduces to general relativity form, i.e., f (R) ∝ R.
It is also clear that the power of R, i.e., λ contains only n

and is independent of k.
The energy density and pressure in terms of cosmic time

t are given as

ρ = 6

[
n(k + 2)2 − 3{k(k + 2) + 3}

(k + 2)(k − 1)(n + 3)

]
1

(nt)
n+3
n

, (26)

p = 2

[
n(k + 2)2 − 3{k(k + 2) + 3}

(k + 2)(k − 1)(n + 3)

]
n

(nt)
n+3
n

. (27)

For reality of the viable model, the energy density must be
positive and therefore we must take n(k+2)2 −3{k(k+2)+
3} > 0, as k > 1. Equations (26) and (27) give

ρ + p = 2

[
n(k + 2)2 − 3{k(k + 2) + 3}

(k + 2)(k − 1)

]
1

(nt)
n+3
n

, (28)

which shows that null energy condition (NEC) is satisfied
for k > 1. The energy density and pressure decrease with
time and tend to zero for large t . The equation of state pa-
rameter ω, which is defined as ω = p

ρ
, is given by

ω = n

3
, (29)

which is positive through out the evolution. This shows that
the functional form of f (R) in (25) with the metric coeffi-
cients (20) and (21) describes the decelerated phases of the
universe. From (17) and (29), we have the following linear
relation in q and ω

q = 3ω − 1. (30)

which also shows that the model decelerates.
We now find the following constraints under which the

model decelerates keeping in view of the positivity of energy
density

2 < n < 3 and 1 < k <
3 − 2n

n − 3
+ 3

√
n − 2

(n − 3)2
(31)

or,

n ≥ 3 and k > 1. (32)

Therefore, we conclude that the f (R) model obtained here
in (25) favors the decelerating phase of the universe under
above constraints (31) and (32), which is not in according to
the present day scenario of the accelerating universe. Also,
the model does not show transition from decelerated to ac-
celerated phase of the universe. In literature it can be seen
that the f (R) models may imply accelerated expansion and
also transition from past deceleration to present accelera-
tion epoch. It may be noted that the anisotropic Bianchi
models represent cosmos in its early stages of the evolu-
tion of the universe. In a paper (Sharif and Zubair 2012b),
it is shown that some models can explain the evolutionary
paradigm which would result in deceleration phase. There-
fore, this functional form of f (R) can also explain some of
the physical properties of the evolution of the decelerating
universe.

4 Stability analysis

In Sect. 3, we have obtained a suitable functional form of
f (R), which describes the decelerating phase of the uni-
verse under some defined constraints. In this section, we
study the stability of a foresaid form of f (R). An accept-
able cosmological model in f (R) theory is considered to be
viable if it satisfies the following stability conditions

f ′(R) > 0, (33)

and

f ′′(R) > 0. (34)

The conditions for the cosmological viability of f (R) mod-
els have been derived in Ref. (Amendola et al. 2007).
Among those conditions the requirement of the above two
are particularly important to give rise to a saddle matter era
followed by a late time cosmic acceleration. The cosmolog-
ically viable f (R) models need to be close to the Λ-Cold
Dark Matter (ΛCDM) model in the deep matter era, but the
deviation from it becomes important around the late stage
of the matter era. Several examples of such viable mod-
els were presented in Li and Barrow (2007), Amendola and
Tsujikawa (2008).

The stability condition (33) always holds as k > 1. To ob-
tain the constraints which satisfy (34), we differentiate (23)
with respect to R, to get

f ′′(R) = 2− (n+3)
2n F0(k + 2)n(n − 3)α

3(k − 1)R2

[
n

√
− α

R

]− n+3
n

, (35)

which gives

n > 3, k > 1. (36)

Thus, we find that out of two constraints described in (31)
and (32), the constraint in Eq. (32) only favors the stability
of the solution for the decelerated phases of the universe.
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5 Conclusion

In this paper, we have studied f (R) theory of gravity in
anisotropic LRS Bianchi-I space-time model. We have as-
sumed the constant deceleration parameter, and a propor-
tionality relation between shear scalar and scalar expansion
to obtain exact form of f (R) and then the solution of the var-
ious cosmological parameters. We have found that the value
of EoS parameter is constant, i.e., ω = n

3 , which remains
positive as n > 0 throughout the evolution of the universe.
This allows to describe the decelerated phases of the uni-
verse. We have obtained a linear relation between the decel-
eration parameter, q and EoS parameter, ω as q = 3ω − 1,
which also describes the decelerated epoch. In Sect. 3 we
have obtained some specific constraints on parameters keep-
ing in view of positivity of the energy density under which
the model exhibits decelerated universe. The model does not
show transition from decelerated to accelerated phase of the
universe.

We have also analyzed the stability of the functional form
of f (R) and found that it is completely stable to describe the
decelerated phases of the universe. We have not obtained
any suitable constraints to describe the accelerated expan-
sion and also the transition from past deceleration to present
accelerating epoch of the universe in this anisotropic model.
It is well known that the anisotropic models represent cos-
mos in its early stages of the evolution of the universe and
some models can explain the evolutionary paradigm which
would result in deceleration phase. It may be noted that
even though the f (R) gravity describes an early-time infla-
tion and late-time acceleration, this results shows that f (R)

gravity theory is also suitable to describe the decelerated
phase of the universe in anisotropic models which is stable.
The approach introduced is simple and much more univer-
sal. We hope that this will make it useful in future applica-
tions of f (R) theory of gravity in anisotropic models.
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Geotechnical Behaviour of Fine Sand Mixed 
with Pond Ash and Lime 

Shilpi Gupta1, Prateek Negi2, Ashok Gupta3 

 
Abstract: The present work has been carried out to study the effect of lime and pond ash on geotechnical behaviour of fine sand. Fine sand found 
in deserts and near sea shores is not readily suitable for supporting buildings and roads, as it is loose and vulnerable to collapse upon wetting. 
Fine sand having high permeability and low shear strength is also not suitable for earthen dam construction. For the same reasons, fine sand is 
not suitable for constructing landfill liners and covers. The disposal of pond ash from power plants has been a major environmental concern over a 
period of last few decades. In presence of moisture, pond ash reacts with lime and forms cementitious compounds which can be used to increase 
the strength of weak soil.  
 

A series of testing including scanning electron micrographs and x-ray diffraction has been performed to characterize the materials. Various 
proportions of mixes of fine sand with pond ash keeping lime constant were tested to find out the optimum percentage of pond ash. 

 
Keywords: Fine Sand, Lime, Pond  Ash, Scanning electron micrographs, X-ray diffractograms, Soil compaction, Shear strength, Triaxial test. 

——————————      —————————— 

1  INTRODUCTION 

SAND is  a  natural  granular material composed  of 

finely  divided rocks  and  mineral.  The  composition  of 

sand varies according to the parent rock and the mode of 

transportation. Sand is transported by various agents like 

wind  and  water,  and  is  deposited  in  the  form 

of beaches, dunes, sand spits, sand bars etc. 

 

On the basis of particle size, sand can be classified as 

following: 

    Fine sand = 0.075 to 0.425 mm 

    Medium sand = 0.425 to 2 mm 

    Coarse Sand = 2.0 to 4.75 mm 

Fine sand obtained from sea shores is generally brown in 

color and angular in shape. It contains salts with it which 

attracts  moisture  from  atmosphere.  Such  absorption 

causes dampness and disintegration of work in which it is 

used. Sea sand also retards setting action of cement. Due 

to  these  reasons,  this  kind  of  fine  sand  is  generally 

avoided  for  engineering  purposes.  It  is  used  only  as  a 

local material for nonstructural purposes.  

Desert  sand  is  also  usually  fine‐grained  and  poorly 

graded sand, which create major problems for  

 

 

construction  of  infrastructures.  Fine  sand  is  also  not 

suitable  for  dam  construction  because  of  its  relatively 

high permeability and  low shear strength. For  the above 

reasons,  fine  sand  is  not  suitable  for  construction  of 

landfill liners and covers.  

Pond  ash  is  a  waste  product  from  thermal  power 

industry.  More  than  150  million  tones  of  pond  ash  is 

produced annually  in  India. The un‐utilized  fly ash and 

bottom ash are taken to ash ponds for deposition. The ash 

deposited in the ash pond is known as pond ash.  

Today around 20,000 hectares of  land  is occupied by ash 

ponds. It not used in some manner, pond ash will become 

an increasing burden on the environment. Now days it is 

not regarded as waste material.  

In presence of moisture, pond ash chemically reacts with 

lime  at  ordinary  temperature  and  forms  a  compound 

possessing  cementitious  properties.  After  reactions 

between lime and pond ash, calcium silicate hydrates are 

formed which are responsible for the high strength of the 

new formed compound. S. Bhuvaneshwari et al. [1]. 

 
2 LITERATURE REVIEW 
 

E.A. Mohamedzein Yahia et al.  (2006) has carried out a 

study on stabilization of desert sands with incinerator ash 

for geotechnical  engineering applications and  concluded 

that  there  is  a  significant  increase  in  unconfined 

compressive strength, and shear strength parameters and 

a reduction in permeability with increase in ash percentage. 

The  bearing  capacity  provided  by  such  mixtures  will  be 

adequate enough to support a  low‐to‐moderate high rise 
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building.  The  mixture  can  also  be  used  in  sub  grade 

construction. The hydraulic conductivity of the mixture is 

low and the mixture can be used as a landfill cover. 

 

Erdal  Cokca  (2001)  studied  the  effect  of  fly  ash  on 

expansive  soil  and  his  experimental  findings  confirmed 

that the plasticity index, activity and swelling potential of 

the  samples  decrease  with  increasing  percentage  of 

stabilizer. The undrained shear strength of expansive soil 

with fly ash increases with increase in fly ash. 

A  similar  study was  carried  out  by  Phani  kumar  and 

Sharma (2004) and S. Bhuvaneshwari et al. (2005). 

 

N.S. Pandian  (2004). The detailed  investigations  carried 

out on fly ash elsewhere as well as at the Indian Institute 

of Science showed that fly ash has good potential for use 

in  geotechnical  applications.  Its  low  specific  gravity, 

freely  draining  nature,  ease  of  compaction, 

insensitiveness  to  changes  in  moisture  content,  good 

frictional properties, etc. can be gainfully exploited in the 

construction of embankments, roads, reclamation of low‐

lying areas, fill behind retaining structures, etc.  It can be 

also  used  in  reinforced  concrete  construction  since  the 

alkaline nature will not corrode steel. This not only solves 

the problems associated with the disposal of fly ash (like 

requirement  of  precious  land,  environmental  pollution, 

etc.)  but  also  helps  in  conserving  the  precious  top  soil 

required for growing food. 

 
3 EXPERIMENTAL WORKS 

3.1 Materials used 
A  sample  of  fine  sand  was  collected  from  beech  in  

Chennai  region,  Delhi  and  sample  of  pond  ash  was 

collected  from  Rajghat  power  station  ash  pond,  Delhi. 

Properties of fine sand and pond ash are shown in Table 1 

below. 

 

TABLE 1 
PROPERTIES OF FINE SAND & POND ASH 

 

 
 
 
 

3.2 Admixture proportions and tests conducted 
Lime was added as 3%, 6%, 9% and 12% by weight to fine 

sand  to  find  out  the  optimum  value  of  lime.  Later  on 

keeping  the  amount  of  lime  fixed  at  9%, pond  ash was 

added  in  proportions  of  8%,  12%,  16%  and  20%  by 

weight.  The  following  experiments were  performed  on 

the  fine sand mixed at different mixes of  fine sand,  lime 

and pond ash.  

 

The  formation  of  bonds  was  observed  under  scanning 

electron microscope  (SEM)  and mineral  composition  of 

materials  was  found  with  x‐ray  diffraction  technique 

(XRD). Specific gravity test was conducted as per IS: 2720 

(Part 3)‐1980. Particle size distribution was conducted as 

per  IS:  2720  (Part  4)  ‐1985.  Standard  Proctor  Test  was 

conducted  as  per  IS:  2720  (Part  7)  ‐1980.  California 

Bearing Ratio  (CBR) was conducted as per  IS: 2720  (Part 

16)  ‐1987. UU  triaxial  test was conducted as per  IS: 2720 

(Part 11) ‐1983. 

 

3.3 Results and Discussion                                                      
Scanning  Electron  Microscope  tells  us  about  the 

morphology of the sample. SEM micrographs of lime‐fine 

sand mixtures and pond ash‐lime‐fine sand mixtures are 

shown from fig. 14 to 24. SEM micrographs showed better 

interlocking  between  fine  sand,  pond  ash  particles  and 

lime. Hence mixing  of  pond  ash  and  lime  in  fine  sand 

enhances the strength of the mixture. 

 
3.4 X- Ray Diffraction 
X‐ray  diffraction  technique  reveals  information  about 

the crystal structure, chemical composition, and physical 

properties  of  materials.  The  x‐ray  diffraction  of  dry 

sample of  fine  sand, pond  ash  and  lime was  conducted 

and X‐ray  diffractograms  are  shown  from  fig.  25  to  27. 

The XRD  result shows  the presence of quartz, mullite  in 

fine sand. The peaks in XRD of the pond ash showed the 

presence:  silica  (SiO2), mullite  (A16Si2013), magnetite  (Fe3 

O4)  and presence of  calcite  in  lime, when matched with 

JCPDS  (Joint  Committee  on  Powder  Diffraction  Standards) 

data book. 

 

3.5 Particle Size Distribution 
The  result of particle size distribution  is shown  in  fig. 1. 

The  result  showed  that  fine  sand  is  uniformly  graded 

where  as pond  ash  is poorly  graded. Their particle  size 

distribution  curve  is  very  much  parallel  which  shows 

their suitability to be mixed well. 
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Fig. 1: Comparison of particle size analysis 
 
 
3.6 Light compaction test 
The  variation  in  maximum  dry  density  and  optimum 

moisture  content  for  lime‐fine  sand  mixture  is 

represented  in  fig.  2  and  3  and  variation  for  pond  ash‐

lime‐fine  sand  mixture  is  represented  in  fig.  4  and  5. 

MDD  and  OMC  are  increasing  with  increase  in  lime 

percentage in fine sand. MDD is decreasing with increase 

in pond ash percentage in fine sand but it is greater than 

MDD  obtained  for  fine  sand  with  9%  lime.  OMC  first 

decreases  when  pond  ash  is  added  and  on  further 

addition of pond ash, OMC starts increasing. 

 

 

 

 

 
 

Fig. 2: Influence of lime on MDD 
 
 
 

 
 

Fig. 3: Influence of lime on OMC 
 

 
 

Fig. 4: Influence of pond ash and lime on MDD 
 
 

 
 

Fig. 5: Influence of pond ash and lime on OMC 
 

3.7 Unsoaked CBR Test 
The CBR  test  results  are  showed  in  fig.  6  to  9.CBR Test 

results reveals that CBR value increases every time when 

lime  percentage  is  increased  and  CBR  value  increases 

every time when pond ash percentage is increased. But it 

is  less  than CBR  value  obtained  for  fine  sand with  9% 

lime. 

 

 
 

Fig. 6: Influence of lime on CBR curves  
 
 

 
 

Fig. 7: Influence of lime on CBR values  
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Fig. 8: Influence of pond ash and lime on CBR curves  
 
 

 
 

Fig. 9: Influence of pond ash and lime on CBR values 

 
3.8 UU Triaxial test 
The UU  triaxial  test  results are  represented  in  fig. 10  to 

13.UU  test  results  reveals  that  cohesion(c) and angle of 

internal  friction(ɸ)  increases  with  increase  in  lime 

percentage  in  fine  sand. Up  to  9%  lime  after  that  it  is 

decreases. And with addition of pond ash with 9%  lime 

cohesion and angle of  internal  friction  further  increases 

up to 16% pond ash. 

 

 
Fig. 10: Influence of lime on cohesion  

 

 
 

Fig. 11: Influence of lime on angle of internal friction 

  

 

 
 

 
Fig. 12: Influence of pond ash and lime on cohesion 

 
 

 
 
 

Fig. 13: Influence of pond ash and lime on angle of internal friction 
 

4 CONCLUSIONS 
1. Scanning  electron  micrographs  tells  us  about  the 

morphology  of  the  sample  mixtures.  Fine  Sand 

particles can be seen with sharp edges. The SEM of 

pond  ash  shows  the  spherules  of  alumina  silicates. 

Dark matter present  shows magnetite.  SEM  results 

shows  better  interlocking  between  fine  sand,  pond 

ash  particles  and  lime. Hence mixing  of  pond  ash 

and lime in fine sand can result in enhanced strength 

of fine sand.  

2. The X‐Ray Diffraction results shows the presence of 

quartz, mullite  in  fine  sand,  the  presence  of  silica, 

mullite,  magnetite  in  pond  ash  and  presence  of 

calcite in lime.  

3. The    density  bottle  tests  reveal  that  the  specific 

gravity  of  the  fine  sand  is  2.65  and  of pond  ash  is 

2.11 

4. The  results  from  the grain  size  analysis  reveal  that 

fine  sand  is uniformly graded and pond  ash  is not 

well graded, though in particle size distribution they 

were very much parallel.  

5. The standard proctor test indicates that MDD of fine 

sand increases with lime percentage. It can be due to 

interlocking  of  lime particles  in  voids  of  fine  sand. 

Also, MDD  of  fine  sand  increases  with  pond  ash 

percentage  up  to  8%  after  that  it  decreases.  The 

reason may  be  ,  at  first  pond  ash  particles  fill  the 

voids  present  in  fine  sand  but  after  that  pond  ash 
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particles(which are lighter) will replace the fine sand 

particles(which are heavier  than pond ash particles) 

and hence, reduces the MDD. 

6. The CBR test reveals that CBR value increases every 

time when lime percentage is increased. This can be 

due to the interlocking of lime particles in fine sand. 

Also,  lime provides  strength on hydration and acts 

as  a  binder  between particles. CBR  value  increases 

with  increases  in  pond  ash  percentage  due  to 

cementitious material formed by pond ash and lime. 

7. The  triaxial  test  reveals  that  cohesion  and  angle  of 

internal  friction  of  fine  sand  increases with  lime % 

up  to  9%  after  that  they  decreases.  This  can  be 

because  of  increase  in  slippage  between  fine  sand 

particles  due  to  extra  lime.  Addition  of  pond  ash 

with  9%  lime  in  fine  ash  shows  the  cohesion  and 

internal friction  increases with pond ash percentage 

up to 16% pond ash. Cohesion and angle of internal 

friction of fine sand maximizes at 16% pond ash and 

9% lime. 
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Fig. 14: Fine Sand at 1mm scale 
 

          
 

Fig. 15: Pond Ash at 10 μm scale 
 

 

 
 

Fig. 16: Lime at 5 μm scale. 
 

 
 

Fig. 17: Fine Sand+ 3% Lime at 10 μm scale 
 

 
 

Fig. 18: Fine Sand+ 6% Lime at 10 μm scale 
 
 

 
 

Fig. 19: Fine Sand+ 9% Lime at 10 μm scale 
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Fig. 20: Fine Sand+ 12% Lime at 4 μm scale 
 

 

 
 

Fig. 21: Fine Sand+8% Pond Ash +9% Lime at 20 μm scale 
 
 

 
 

Fig. 22: Fine Sand+12% Pond Ash +9% Lime at 10 μm scale. 

 
 

        Fig.23: Fine Sand+16% Pond Ash +9% Lime at 10 μm scale 
 
 

 
 

 
Fig. 24: Fine Sand+20% Pond Ash +9% Lime at 10 μm scale 
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Abstract— The current trend of use of superlatives in concrete 
technology may strike as somewhat disconcerting to many .We had 
high strength concrete, hyperplasticiser, and superplasticisers, very 
reactive Pozzolana, and now high performance concrete. It is 
difficult to imagine any concrete being manufactured and used, 
which is not intended to perform to the extent; high performance 
concrete is not a new material of construction. It is difficult to 
imagine any concrete being manufacture and used, which is not 
intended to perform. The only difference is the level of 
performance, which is higher than ordinary. High Performance 
Lightweight Concrete (HPLC) has been extensively investigated 
for, among other applications, use in oil drilling platforms in severe 
environments.The relationships and allowable stresses and the 
stress block given in structural codes for normal strength concrete 
(e.g. IS 456 or IRC 21) will require modification. Acceptance 
testing on site has to be more than cube testing at28 days. Where 
durability of concrete is the driving force for adoption of high 
performance concrete, in-situ permeability tests are performed as a 
matter of routine. 
 
Keywords— High Performance Concrete, Durability, 
Superplasticisers, Silica Fume, Fly-ash, Permeability, 
Workability, Aggregate 
 

I. INTRODUCTION 
The current trend of use of superlatives in concrete technology 
may strike as somewhat disconcerting to many .We had high 
strength concrete, superplasticisers and hyper plasticiser, very 
reactive pozzolana, and now high performance concrete. It is 
difficult to imagine any concrete being manufacture and used, 
which is not intended to perform. To that extend, high 
performance concrete is not a new type of material of 
construction. The only difference is of performance, which is 
higher than ordinary. . High Performance Lightweight 
Concrete (HPLC) has been extensively investigated for, 
among other applications, use in oil drilling platforms in 
severe environments. 

II. DEFINITIONS 
Many attempts have been made to define high performance 
concrete .A quantitative definition is that 

 It should have a maximum water cement ratio of 
.35.a minimum durability factor of 80% in freeze-
thaw resistance test as per ASTM C666,a minimum 
compressive strength of 21Mpa at 4hours ,34Mpa at 
1day ,or 69Mpa at 28days. 

However, such quantitative definitions may not satisfactory in 
all situations. Among general qualitative definitions is 

 High performance concrete is defined as concrete 
which meets special performance and uniformity 
requirements that cannot always be achieved 
routinely by using only conventional materials and 
normal mixing, placing, and curing practices. The 
requirements may involve enhancements of 
characteristics such as placement and compaction 
without segregation, long-term mechanical 
properties, early-age strength, toughness, volume 
stability, or service life in severe environments. 

 
For high strength, water cement ratio should below. The 
strength water-cement ratio rule holds good for concrete 
strength of about 100Mpa or more. Low water-cement ratio is 
also required for low permeability of concrete, which is vital 
for high durability 

III. CHOICE OF MATERIALS 
The ingredients of high performance concrete are to be chosen 
in the desired performance and yet ensure economy. In this 
process, the materials are stretched to their limits of 
performance. 

A. CEMENT 

It should have high strength, often with early strength OPC53 
grade is chosen, although blended cements like Portland 
pozzolana cement or Portland slag cement, or even ternary 
blends are preferred in others countries, for high durability. In 
India, 70% slag or 30% processed fly ash mixed with OPC at 
the site mixer has been used. Low  C3A in OPC is preferable. 

B. AGGREGATE 
Selection of aggregate was done carefully after conducting 
several tests in the laboratory on samples obtain from various 
sources, aggregate should be strong, clean and equi 
dimensional, i.e not flaky or elongated . For strength grades 
above M60, nominal maximum size of 20 mm is preferable. 
Natural sand of zone II or III of IS 383, having fineness 
modulus of 2.6 or more, is suitable. 
 

C. FLY-ASH 
Should conform to IS;3812-Part-I-2003, and should be finer 
than cement .Uniformity is very important. Source of fly ash 



should be chosen carefully. Processed fly-ash, in which, the 
fine fraction is developed by controlled grinding, is preferable. 
 
 

D. SUPERPLASTICISERS 
Selection of appropriate quality of superplasticiser is crucial in 
high performance concrete. Trails were conducted in the 
laboratory on samples obtained from various superplasticisers 
with cement was also studied. With some of the 
superplasticisers tried out the slump retention was satisfactory 
but there was a reduction in the one –day compressive 
strength to the extent of around 25% from the desired target 
value. Finally, a tailor-made superplasticiser was used which 
gave desired slump retention without the loss of strength. The 
superplasticiser should conform to IS-9103.Some properties 
of superplasticisers are: 
 

DESCRIPTION VALUE 

PH 8.2 

CHLORIDE PERCENT .016 

SULPAHTE  PERCENT .024 

SOLID CONTENT PERCENT 38.5 

SPECEFIC GRAVITY 1.224 

 
Some common types are: 

  
 1 .Modified Lignosulphonates (MLS). 
 2. Melamine Sulphonates (MSF). 
 3. Napthalene Sulphonates (NSF). 
 4. Acrylic Polymer (AP) based. 
 5. Cross linked Acrylic Polymer (CLAP). 
 6. Polyacrylates 
 
Combinations of the above are also common .In general 
efficient superplasticiser allow water reduction of at least 20% 
and  30% or more with new generation products, enhance 
slump retention and also reduce slump loss with time. 
Compatibility with the cement is very necessary. 
 
E. GROUND SLAGS 
There is no BIS specification for ground slag as additive to 
concrete. Provisions of IS-12089 (granulated slag for 
manufacture of slag cement) are adequate. 
 
F. SILICA-FUME 
A by product resulting from the reduction of high purity 
quartz with coal in electric furnaces at temperature of 2000ºC 
in the production of Ferro-silicon alloy or silicon metal. In the 
process of ,SiO-vapours are produced ,which oxidize and 
condense in the form of very tiny spheres of non –crystalline 
silica. The use of silica fume was specified mainly for 

ensuring the long term durability of structure IS-155388-
2003.The properties of silica fume are 
 

 
S.No DESCRIPTION VALUE 
1. SiO2 9.1 
2. H20 0.5 
3. Loss on percent, ignition 2.4 
4. Carbon percent 1.8 
5. Density, kg/m3 575 

 
 
G. WATER 

In high performance concrete the water used for mixing and 
curing was also obtained from a nearby local source the and 
requirements given in IS-456:2000.Properties of the water 
sample are given: 
 
S.No. DESCRIPTION VALUE 

1. Source Local Well 

2. Organic Solids, gm/ml 88 

3. Inorganic Solids, gm/ml 242 

4. Sulphates as SO4, gm/ml 21 

5. Chlorides as Cl, gm/ml 19 

6. Suspended Matter, gm/ml 1.8 

7. PH 7.6 

8. Alkalinity 6.2 ml required to 
neutralize 200-ml 
water using 0.1 N 
HCl 

 
 
 

IV. MECHANISM OF HIGH-PERFORMANCE 
 

High strength and low permeability are logical development 
of  presence of silica fume and superplasticisers in concrete 
the dual requirements of high strength and low permeability 
are linked to each other through the need to reduce the volume 
of  relatively larger capillary pores. As pointed out earlier, this 
is achieved by low water-cement ratio as well as dense 
packing of fine particles.The role of superplasticisers, long 
chain molecule organic compound, is to get adsorbed on to 
cement grain, impart a negative charge to them, which repel 
each other and get deflocculated and disperse. the resulting 
improvement in workability of concrete could be either to 
flowing concrete for same water& cement contents as in the 
control mix. 
Alternatively, it enables water content to be reduced by 20% 
or more and results in high strength, because of  low water- 
cement ratio. 



 
The role of silica is many fold because of enormous surface 
area as well as relatively large content of glassy silica, it is 
very reactive pozzolana. When contribution of silica fume to 
compressive strength of concrete is compared based on water 
- cement ratio in mix, mixes containing silica has high 
compressive strength at 28days(fig). The effect of silica 
fume is greater than that of cement replaced; the 'efficiency 
factor' is about three. In other words, 20Kg of silica fumes can 
be replace about 60Kg of cement and yield same strength. It 
also helps in augmenting early strength of concrete. Since the 
heats of hydration of both are of same order, incorporation of 
silica fume enables the heat rises in concrete to be lowered -a 
critical advantage for mass concrete. However, incorporation 
of silica fume in concrete increases the water demand. Hence, 
superplasticisers are required. 
Dense packing is another basis of superior performance of 
concrete containing silica fume and superplasticiser. The 
cement grains, which tend to flock together, are dispersed by 
superplasticiser. The extremely fine silica fume particles are 
then packed in the space between dispersed cement grains and 
normally packed fine and coarse aggregate. The mechanism is 
schematically shown in (fig). The overall result is a denser 
microstructure. The concrete exhibit less porosity with no 
evidence of capillary pores and only very narrow less than 
0.5mm gel pores is visible under high magnification in 
electron microscope. C-S-H gel particles in concrete 
containing silica fumes appear not as individual particles, but 
rather as a massive, dense structure. By residing in the pores 
in hydrated cement paste, silica fumes particles, on hydration, 
block the pores. Such pore -refining action reduces the size of 
pores,although the overall porosity may remain the same 
shows some results 
 
Fig. Packing of cement paste containing Superplasticiser and silica fume 

 

 
Another important mechanism is improving the transition 
zone around aggregate particles. In normal strength concrete 
with only cement, the transition zone around aggregate is 
20mm to 100mm wide and richer in calcium hydroxide and 
ettringite, as against C-S-H phase in the bulk matrix. The 
porosity is also higher. Thus, the transition zone forms a 
weak link. In presence of silica fume, dense C-S-H occupies 
all the space around aggregate and direct bond with aggregate 
is established. Result of strengthened transition zone is 
reduction in microcracking at the interface between cement 
paste and aggregate. The stress-strain curve remains linear up 
to about 85 % of failure stress or higher. 

 
 

V. TYPES OF HIGH PERFORMANCE CONCRETE 
A. HIGH WORKABILITY CONCRETE 
B. LIGHT WEIGHT CONCRETE 
C. HIGH STRENGTH CONCRETE 
D.  SPRAYED CONCRETE 
E.  ROLLER CONCRETE 

 
A. HIGH WORKABILITY CONCRETE 
The workability of fresh concrete should be suitable for each 
specific application to ensure that the operations of handling, 
placing and compaction can be undertaken efficiently. The 
handling and placing properties of concrete mixes can be 
improved considerably by the use of cement replacement 
materials such as pulverized fuel ash or ground granulated 
blastfurnace slag. Further more, the use of admixtures such as 
water reducers and superplasticisers have beneficial effects on 
workability without compromising other concrete properties. 
On site productivity can be greatly increased by utilizing 
highly workable concretes. They are especially suitable in the 
following applications: 

 Inaccessible locations 
 Large flat areas 
 Underwater applications 
 Pumping concrete over long distances 

The high workability concrete is further divided into the 
following types 
        1. Self-compacting concrete 
        2. Pumped concrete 
        3. Foamed Concrete 
 

1. Self- Compacting Concrete 
SCC has been described as the most revolutionary 
development in concrete construction for several decades. 
Originally developed to offset a growing shortage of skilled 
labor, it has proved beneficial economically because of a 
number of factors, including: 

 faster construction  
 reduction in site manpower 
 better surface finishes  
 easier placing 
 improved durability  



 greater freedom in design 
 thinner concrete sections  
 reduced noise levels,absence of vibration 
 safer working environment 

 
2. Pumping 

Pumping is one of the most popular techniques worldwide to 
transport fresh concrete. When placing large quantities of 
fresh concrete, piston pumps are generally used. Concrete is 
pushed alternately by two pistons acting in cylinders. 
 

3. Foamed Concrete 
Foamed concrete is a highly workable, low-density material 
which can incorporate up to 50% entrained air. It is generally 
self-leveling, self-compacting and may be pumped. Foamed 
concrete is ideal for filling redundant voids such as disused 
fuel tanks, sewer systems, pipelines, and culverts - particularly 
where access is difficult. It is a recognized medium for the 
reinstatement of temporary road trenches. Good thermal 
insulation properties make foamed concrete also suitable for 
sub-screeds and filling under-floor voids. 
 

B. LIGHT WEIGHT CONCRETE 
Lightweight concretes can either be Lightweight Aggregate 
concrete, Foamed concrete or Autoclaved Aerated concrete 
(AAC). Such lightweight concrete blocks are often used in 
house construction. 
 
        1. Lightweight Aggregate Concrete: 
Lightweight aggregate concrete can be produced using a 
variety of lightweight aggregates.Lightweight aggregates 
originate from either: 

 Natural materials like volcanic pumice 
 The thermal treatment of natural raw materials like 

clay, slate or shale i.e. Leca 
 Manufacture from industrial by-products such as fly 

ash, i.e. Lytag 
 Processing of industrial by-products like FBA or slag 

 
The required properties of the lightweight concrete will have a 
bearing on the best type of lightweight aggregate to use.If 
little structural requirement, but high thermal insulation 
properties are needed, then a light,weak aggregate can be 
used. This will result in relatively low strength concrete. 
Lightweight aggregate concretes can however be used for 
structural applications, with strengths equivalent to normal 
weight concrete. 
 
The benefits of using lightweight aggregate concrete include: 
• Reduction in dead loads making savings in foundations and  
   reinforcements.            
• Improved thermal properties. 
• Improved fire resistance. 
• Savings in transporting and handling precast units on site. 
• Reduction in formwork and propping 

 

2. Foamed Concrete 
Foamed concrete is a highly workable, low-density material 
which can incorporate up to 50% entrained air. It is generally 
self-leveling, self-compacting and may be pumped. Foamed 
concrete is ideal for filling redundant voids such as disused 
fuel tanks, sewer systems, pipelines, and culverts - particularly 
where access is difficult. It is a recognized medium for the 
reinstatement of temporary road trenches. Good thermal 
insulation properties make foamed concrete also suitable for 
sub-screeds and filling under-floor voids. 
 

3. Autoclaved- Aerated concrete (AAC) 
AAC was first commercially produced in 1923 in Sweden. 
Since then, AAC construction systems such as masonry units, 
reinforced floor/roof and wall panels and lintels have been 
used on all continents and every climatic condition. AAC can 
also be sawn by hand, sculpted and penetrated by nails, screws 
and fixings. 
 
 

C. HIGH STRENGTH CONCRETE 
The definition of high strength concretes is continually 
developing. In the 1950s 34N was considered high strength, 
and in the 1960s compressive strengths of up to 52N were 
being used commercially. More recently, compressive 
strengths approaching 138N have been used in cast-in-place 
buildings.High-strength concrete columns can hold more 
weight and therefore be made slimmer than regular strength 
concrete columns, which allows for more useable space, 
especially in the lower floors of buildings. 
 

D. SPRAYED CONCRETE 

There are many applications where traditional formwork is not 
a suitable method of supporting concrete and so sprayed 
concretes can be used. 

These applications include: 

• Shell roofs and domes 

• Retaining walls 

• Piled wall facings 

• Silo structures 

• Diaphragm walls 

• Blast proof structures 

• Bank vaults 

• Underground Construction 

• Tunnel linings 

• Free form structures such as those seen in theme parks 

• Water Retaining Structures 



• Sea and river walls 

• Reservoirs and dams 

• Aqueducts Swimming pools 

 

E. ROLLER COMPACTED CONCRETE 
Roller compacted concrete, a durable paving material that 
carries heavy loads. It is now developing as a fast, economical 
construction method for dams, off-highway pavement 
projects, heavy-duty parking and storage areas, and as a base 
for conventional pavement. It is a stiff, no-slump concrete 
mixture with the consistency of damp gravel comprised of 
local aggregates or crushed recycled concrete, portland 
cement, and water. The mixture is placed and roller 
compacted with the same commonly available equipment used 
for asphalt pavement construction. The process requires no 
forms, finishing, surface texturing, or joint 
sawing and sealing. 
 

VI. EXAMPLES OF APPLICATION IN INDIA 
The applications of high performance concrete in are listed 
below 
      A. Infrastructure Projects 

  Bandra-Worli Sea link: 
- M60 grade performance concrete for superstructure was   
  specified. 
-Target 28-days compressive srength-74N/mm. 
-Slump obtained was 120mm,28-day compressive 
  strength in the field was 75.16N/mm².  
 
Mix Design for Bandra Worli Sea-Link   
Cement 330 Kgs 

Silica Fume 33 Kgs 

Coarse Aggregate 1028 Kgs 

Fine Aggregate 1026 Kgs 

Water 130.68 
(w/c=0.34, w/b=0.31) 

Superplasticiser 10 Kgs 

              (*All quantities are per m³ of concrete) 
 

 JJ Flyover, Mumbai 
-M7O grade was supplied from a readymade mix concrete    
  plant. 
-Target strength-83.2Mpa 
-Slump required was 130 to 180 mm at the RMC plant, and 80  
  to 120mm at the site of placement after 150mm. 
-Field strength obtained were –79.6Mpa at 28 days and 94    
  Mpa at 365days. 
-Chloride ion permeability(ASTM 1202)-100 Coulombs 
 (very low)

 
Mix design for JJ Flyover, Mumbai 

Cement 500 Kgs 
Silica Fume 50 Kgs 
Coarse Aggregate 682 Kgs 
Fine Aggregate 1156 Kgs 
Water 148 litres 

(w/b=0.31) 
Superplasticiser 10 Kgs 

(*All quantities in per m³ of concrete) 
 
 
B. Nuclear Power Projects 

 Kaiga Atomic Power Project (Kaiga-unit-1 and 2) 
 Rajasthan Atomic Power Plant (RAPP-unit-3and 4) 
 Tarapur Atomic Power Project (TAPP-unit 3 and 4) 

 
High performances concrete for these applications were 
required to have moderate compressive and high tensile 
strength; very high durability; low creep and shrinkage; low 
permeability and good workability. 
 
C. Water Resource Sectors 
High-performance concrete has been used in hydraulic 
structures, essentially to redder high abrasion-erosion 
resistance. In this process, the replacements of considerable 
cement quantity by silica fume. The two major areas of 
application are: 

 High performance concrete with high strength and 
wear resistance 

 Having improved bond to other materials, is achieved 
with incorporation of silica fume and low 
water/cement ratio. 

 

Superplasticisers are required to make such concrete 
workable. Application in India include: 
 

 M70 grade concrete for spillways, stilling basin in 
Tehri Dam 

 M50 grade concrete for spillways, stilling basin and 
flushing tunnels in Baglihar Hydroelectric 

Materials,Kg 
(Per m3 concrete) 

Kaiga 
(IC 
Dome) 

RAPP(IC 
DOME) 

TAPP(IC 
STRUCTURE) 

Cement 475 475 475 
Silica Fume 35.6 36 36.6 
Water/Ice 163 152 152 
Coarse Aggregate 1092 1047 1133 
Fine Aggregate 695 730 721 
Superplasticisers,ltrs 8.4 9.63 9.53 
Water/Cement 0.343 0.32 0.32 
Water/Binder 0.32 0.3 0.3 



Project.Chamara- II and Tala Hydroelectric project 
(Butan). 

 As well as for repair of stilling basins in Sri Sailam 
Project and Salal Dam. 

VII. CONCLUSIONS 
 

Because of altered microstructure and improved transition 
zone, engineering properties like tensile strength, modulus of 
rupture , elastic modulus etc. as functions of compressive 
strength as well as limi6ting ultimate strain are different in 
case of high performance concrete. The relationships and 
allowable stresses and the stress block given in structural 
codes for normal strength concrete (e.g. IS 456 or IRC 21) 
will require modification. Acceptance testing on site has to be 
more than cube testing at28 days. Where durability of 
concrete is the driving force for adoption of high performance 
concrete, in-situ permeability tests are performed as a matter 
of routine. Water permeability test (DIN 10480), initial 
surface absorption test (BS 1881) and rapid chloride 
permeability test (ASTM C1202 or AASHTO T 277) are 
suitable. Change in the mindset is required to accept 
pozzolanic additives to concrete or blended cements made 
with them. 
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Abstract- Developing prediction models for determining 
change prone classes of a software is a significant upcoming 
research area. Such models help usin effective and efficient 
resource utilization during maintenance phase. A crucial step 
in developing these prediction models is the use of training 
data of that project. Thus training data of a project dictates 
its prediction model. This dependency leads to difficulties in 
applying the prediction model to other projects. The training 
data of a project, consists of  metrics data as well as change 
statistics. Although computation of metrics data is easy, but 
collection of change statistics is complex. In this paper we at-
tempt to reuse the generated prediction model of one project 
and validate it on another project. For the purpose of our 
evaluation, we have used two open source projects written in 
Java language. The performance of the predicted models was 
evaluated using Receiver Operating Characteristic (ROC) 
analysis. The results of our study indicate that we can suc-
cessfully apply the training sets for inter project validation. 
These results help us in optimizing time and effort required 
to generate training set of each project. It leads to efficient 
utilization of constraint resources and time.

Keywords- Change Proneness, Empirical validation,Inter 
Project validation,Object Oriented Metrics, Open Source, 
Receiver Operating Characteristic (ROC) analysis.

1. INTRODUCTION

The principal challenge faced by software industry today, 
is efficient utilization of limited resources like time, cost 
and effort. Over the years, various researchers have con-
ducted extensive studies to interrogate the relationship be-
tween object oriented (OO) metrics and software quality 
attributes like fault proneness and maintainability [1-5]. 
These studies assist us in effective and competent utiliza-
tion of limited resources. 

In order to establish and uncover the relationship between 
software quality attributes and OO metrics, we need pre-
diction methods. An important step in developing predic-
tion models is the learning process. With the help of learn-
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ing, a prediction model adapts and adjusts its performance 
based on empirical data. The empirical data needed for 
learning process is called the training set. It helps in ascer-
taining possible predictive relationships between the de-
pendent and independent variables. A training set consists 
of an input vector and an answer vector, which is used 
with a supervised learning method to train a knowledge 
database [6]. The training set is often used in alliance with 
a test set,which is used to examine the stability and fitness 
of the predictive relationship [6].

The training set for prediction model of a particular soft-
ware, incorporates in it various characteristics of a soft-
ware like its domain, environment, language etc [7]. Thus, 
a prediction model is highly dependent on its training set. 
However, possible reuse of training set of a particular 
project on another project could be of great advantage, as 
computation of training set involves a lot of effort. Such 
reuse of training set of a project to validate another project 
is called inter project validation. Our study aims at reus-
ing training data for change proneness prediction for inter 
project validation.

Change proneness, i.e. the probability that a particular part 
of the software would undergo change in future, is a sig-
nificant software quality attribute [8-10]. If a class is pre-
dicted as change prone, we can track its changes and test it 
rigorously leading to better quality software. Prediction of 
change prone classesusing OO metrics leads to effective 
resource utilization during maintenance [10]. 

The paper investigates the following research goals: (1) 
How accurately and precisely can predicted results of one 
project be applied on another project i.e. how successful 
is inter project validation? (2) What is the relationship be-
tween OO metrics and change proneness? (3) Which met-
rics are effective indicators of change proneness? (4) What 
is the accuracy of machine learning methods?
For the purpose of our analysis, we have taken two open 
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Sharafat et al. [9] analyzed the change history and source 
code of a class to predict the probability of change in the 
class. Reverse engineering techniques were used to ana-
lyze source code over various software releases and to col-
lect code metrics. They also investigated the probability 
that a change would propagate a change in another class 
by studying the dependencies obtained from UML dia-
grams of the system.JFlex, a lexical analyzer generator for 
Java was used by them for evaluating their model.

Zhou et al. [8] studied Eclipse, a software developed in 
java programming language by analyzing three size met-
rics SLOC (Source lines of Code), NMIMP (Number of 
Methods Implemented in a class) and NumPara (sum of 
the number of parameters of the methods implemented in a 
class) to find out the confounding effect of class size on the 
relationship between OO metrics and change proneness.A 
confounding variable is the one which leads to distortion 
of the actual relationship between the dependent and the 
independent variable. They concluded that confounding 
effect of class size exists on the relationship between OO 
metrics and change proneness.

Watanabe et al. [7] have tried to evaluate the reuse of a 
fault prediction model on a C++ and Java open sourcepro-
ject. They also suggested compensation techniques to sup-
port inter language reuse of prediction models. They dem-
onstrated inter language as well as inter project reuse of 
training data to cut costs and increase accuracy of results.
Zimmermann et al. [13] studied cross-project defect pre-
diction on a huge scale by analyzing 12 real-world appli-
cations for 622 cross-project predictions. They concluded 
that cross project prediction using models from the pro-
jects in the same domain or with the same process are not 
always successful. They investigated and determined fac-
tors that influence cross –project predictions. They also 
derived decision trees to scrutinize the precision, recall 
and accuracy before attempting a prediction.

Malhotra et al. [10] investigated the relationship be-
tween OO metrics and change proneness of a class. For 
the purpose of their analysis they chose three open source 
software written in java language and used statistical as 
well as machine learning methods for predicting change 
proneness using ROC (Receiver Operating Characteris-
tics) model. They concluded that relationship between OO 
metrics and change proneness of a class exists and ma-
chine learning methods outperformed statistical methods 
in this evaluation.

Lu et al. [14] examined 102 java systems by using statisti-
cal meta-analysis technique to ascertain the ability of 62 
OO metrics to predict change proneness. They concluded 

source software (Frinika and FreeMind) written in Java 
language. Two versions of both the software were taken 
and analyzed for changes. The changes were counted in 
terms of added, deleted and modified lines in the recent 
version classes with respect to previous version classes. 
OO metrics were also generated for all the classes of both 
the software. OO metrics and change statistics combined 
to yield data points. These data points form the training 
data of a project.

In order to evaluate inter project validation, we used Frini-
ka software as our training set and validated it on Freemind 
software (test set). Apart from this, we also evaluated the 
results of Freemind using ten-fold cross validation.Both 
results were analyzed and yielded comparable results. The 
results were analyzed using Receiver Operating Charac-
teristic (ROC) analysis. Though inter project validation 
for fault proneness has been investigated earlier [7], but to 
the best of our knowledge, no previous research has been 
conducted that validates inter-project prediction using 
change proneness data. 

The main findings of our work are(1) Metrics CBO, RFC  
and LDC (refer Table 1) are important indicators for pre-
diction of change prone classes (2) inter-project reuse of 
training data is possible for prediction of change prone 
classes using OO metrics and yields comparable results(3) 
the predicted results would help in efficient planning of 
testing resources during maintenance.
This paper is organized as follows, Section 2 summarizes 
related work. Section 3 explains the independent and the 
dependent variable. Section 4 specifies empirical data col-
lection method. Section 5 enumerates the research meth-
odology. The results of the study are presented in Section 
6. Section 7 states threats to validity while Section 8 pre-
sents conclusion of the work.
 

2. RELATED WORK

Change proneness is a critical software quality attribute 
[8-10]. Han et al. [11]contributed in improvement of qual-
ity of design. TheyevaluatedJfreeChart, an open source 
project by applying Behavioral Dependency measurement 
(BDM). BDM is an approach to rate classes according to 
their probability of change.They concluded that BDM is 
a significant criteria for prediction of change proneness.
According to Ambros et al. [12] change coupling is de-
fined as the dependency of various modules of a software 
on one another as they change and transform together. 
They analyzed the relationship between change coupling 
and software defects using correlation and regression anal-
ysis. They validated their study on three large software 
systems and found change coupling to be correlated more 
with large defects as compared to minor ones.
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that size metrics exhibit moderate, coupling and cohesion 
exhibit lower than size metrics and inheritance exhibits 
poor capability to predict whether a class is change prone 
or not. They also ascertained using sensitivity analysis that 
their results are not biased on data selection.

3. INDEPENDENT AND DEPENDENT VARIABLE
In this section, we explain the independent and dependent 
variable in this study.

S.No Metric Definition Source
1. Coupling Between Objects (CBO) CBO for a class is a count of the number of other classes to 

which it is coupled and vice versa
[15, 18]

2. Number of Children (NOC) The NOC is the number of immediate subclasses of a class in 
a hierarchy.

[15, 18]

3. Number of Methods per Class 
(NOM)

NOM is the total number of methods defined in the class. [16, 18]

4. Number of Attributes per Class 
(NOA)

NOA is the total number of attributes/variables defined in the 
class

[16, 18]

5. Number of Instance Method (NIM) It is the total number of Instance Methods. [17]
6. Number of Instance Variable (NIV) It measures the relations of a class with other objects of the 

program.
[17]

7. Number of Local Methods (NLM) Number of local (not inherited) methods. [19]
8. Response For a Class (RFC) A count of methods implemented within a class and the num-

ber of methods accessible to an object class due to inheritance.
[15, 18]

9. Number of Local Default Visibility 
Methods (NLDM)

Number of local default visibility methods. [19]

10. Number of Private methods 
(NPRM)

Number of local (not inherited) private methods. [19]

11. Number of Protected Methods 
(NPROM)

Number of local protected methods. [19]

12. Number of Public Methods (NPM) Number of local (not inherited) public methods. [17]
13. Number Of Lines (NL) Number of all lines. [19]
14. Blank Lines Of Code (BLOC) Number of blank lines of code. [19]
15. Source Lines Of Code (SLOC) The number of lines that contain source code. [19]
16. Lines of Declarative Code (LDC) Number of lines containing declarative source code. [19]
17. Lines of Executable Code (LEC) Number of lines containing executable source code. [19]
18. Lines of Comment (LC) Number of lines containing comment. [19]
19. Statement Count (SC) Total number of declarative and executable statements. [19]
20. Depth of Inheritance (DIT) The depth of a class within the inheritance hierarchy is the 

maximum number of steps from the class node to the root of 
the tree and is measured by the number of ancestor classes.

[15, 18]

21. Lack of Cohesion (LC OM) For each data field in a class, the percentage of the methods in 
the class using that data field; the percentages are averaged the 
subtracted from 100%.

[15, 18]

22. Weighted Methods Per Class 
(WMC)

The WMC is a count of the sum of complexities of all methods 
in a class.

[15, 18]

3.1  Independent Variable

The independent variable i.e. various OO metrics col-
lected for each class of the software are summarized in 
Table 1. Several metrics are used in our study to account 
for various characteristics of software like size, coupling, 
cohesion, inheritance etc. The value for these OO metrics 
are obtained using Understand for Java (http://www.sci-
tools.com/) software.

TABLE 1  
SOFTWARE METRICS 
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We examined two open source software written in java 
language. The source code of these open source software 
is available at http://sourceforge.net/. The change in a soft-
ware is accounted for, by gathering changes in all classes 
of that particular software. Two versions of a particular 
software were taken and the change in classes present in 
both the versions was analyzed. The software we studied 
were a) Frinika, a complete music workstation software 
for Linux, Windows, Mac OSX and other operating sys-
tems running Java 1.5 b) Freemind, a mind mapper and hi-
erarchical editor. The details of the software are provided 
in Table 2. It shows the version, release date, SLOC and 
number of classes for each of the software analyzed in this 
study.

ForFrinika, out of 539 classes of Frinika 0.2.0, 80 classes 
were those which were deleted i.e. not present in 0.6.0. 
Only 248 classes were present in both the versions leading 
to 248 data points for Frininka. After data analysis, it was 
found that out of 248 data points 127 (51%) classes were 
altered while 121 classes were not changed in version 
0.6.0. For FreeMind, all 920 classes were present in both 
the versions but library classes and unknown classes were 
discarded. This resulted in 657 data points.Out of 657 data 
points, 68 (10%) classes were found to be changed while 
the other 589 classes were not changed in 0.9.0 RC7 ver-
sion.

5.  RESEARCH METHODOLOGY

This section explains the various Machine Leaning (ML) 
methods we use for our analysis. We have used the default 
setting of WEKA tool.

5.1  Correlation based Feature Selection

While using a machine learning method, it is essential to 
diagnose and observe representative set of features [19]. 
Features in our case would be various OO metrics. A well 
established feature set is the one in which all features are 
highly correlated with the dependent variable, but these 
features should not be dependent on one another [20]. The 
dependent variable for our study is change prone classes. 

3.2  Dependent Variable

Change in any software is necessary to keep it updated and 
useful. Estimation of change prone classes of a software 
could help in better enhancements to a software at lower 
costs [10]. The dependent variable in our study is change 
proneness. Change proneness of a class is the likelihood of 
change after the software has been delivered [10]. Change 
is the modification made in a class in terms of SLOC add-
ed, deleted or modified.

4.  EMPIRICAL DATA COLLECTION

In this section we give introduction to our data sources and 
provide a description of our data collection method.

4.1  Data Collection Method

The procedure adopted for collecting OO metrics and 
changes between multiple versions of a class is as fol-
lows. It is similar to the one followed by Malhotra et al 
[10]. First, we compute all OO metrics specified in Ta-
ble 1 for initial versions (Frinika-0.2.0 and FreeMind 
0.9.0RC1) with the help of Understand for Java (http://
www.sitools.com/) software. These metrics are only com-
puted for all classes of the software. The second step is 
to prepare comparable versions of the software. For this, 
common classes are extracted from both initial and recent 
versions of Frinikaand FreeMind software. These classes 
are compared line by line with the help of Understand for 
Java to compute number of SLOC ADDED, DELETED 
and MODIFIED. TOTAL CHANGE for class is calcu-
lated by counting each ADDED or DELETED line as one 
SLOC change and each MODIFIED line as two SLOC 
changei.e. one deletion followed by one addition [8,10]. 
Another binary variable ALTER is defined which has the 
value ‘yes’ if TOTAL CHANGE > 0 or ‘no’ otherwise 
[10]. The change statistics (ADDED SLOC, DELETED 
SLOC, MODIFIED SLOC, TOTAL CHANGE and AL-
TER) and OO metrics are put together to generate data 
points. Malhotraet al. [10] provide a detailed and step by 
step procedure for data collection.

TABLE 2  
SOFTWARE DETAILS

Name Version Release Date SLOC No. of Classes
Frinika 0.2.0 04-07-2006 49,532 SLOC 539

0.6.0 22-10-2009 1,13,093 SLOC 1273
Freemind 0.9.0 RC1 21-12-2008 83,495 SLOC 920

0.9.0 RC7 06-03-2010 85,766 SLOC 955
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Correlation based Feature Selection (CFS) aids in identi-
fying repetitive and unwanted noisy features which should 
be removed. It has been established that classification re-
sults are more accurate if we use a reduced feature set as 
compared to a complete feature set [20]. CFS uses a corre-
lation method among variables to identify good as well as 
noisy features. With the help of CFS we reduce execution 
time and improve predictive accuracy [21].

5.2 Decision Table

A Decision Table (DT) is a hierarchical structure of data 
in which complex data entries are present at higher levels 
of the table [22]. These complex entries are broken down 
into simpler entries with the help of additional attributes 
to form the table hierarchy. Attribute selection for break 
down of the table is measured by performing cross vali-
dation of all combinations of present attributes [6]. The 
subset which gives the best result is chosen.

5.3 Bayesian Network

A Bayesian Network (BN) is an interconnected network 
of nodes, where each node represents a random variable 
and all directed edges connecting these nodes represent 
probabilistic dependencies among nodes [6]. A BN should 
not contain a cycle. BN helps in computing joint prob-
ability distribution among a set of random variables. The 
structure of a BN represents conditional independence as-
sertions [23]. BN can easily handle incomplete data sets 
and also allows us to investigate casual relationships.

5.4 Adaptive Boosting

Adaptive Boosting (AB) is a technique in which we com-
bine many weak performance classifiers to obtain a strong 
performing classifier. This is done by building subsequent 
models which are based on gaining expertise on instances 
which are incorrectly classified by previous models [6]. 
It uses voting and assigns weights to its instances on the 
basis of performance [6]. The better performing model is 
given more weight. AB is sensitive to noisy data and outli-
ers.

6.  ANALYSIS RESULTS

In this section we describe the analysis performed for 
inter-project validation for change proneness using object 
oriented metrics. We employed  DT, BN and AB machine 
learning methods for our analysis. The models predicted 
were applied to all the data points collected from the soft-
ware. The following measures are used to evaluate the per-
formance of each predicted model:

1. The sensitivity and specificity of the model are calcu-
lated to estimate correctness of the model. The per-
centage of classes correctly predicted to be change 
prone is known as sensitivity of the model [10]. The 
percentage of classes predicted not to be change 
prone is called specificity of the model. Ideally, both 
sensitivity and specificity should be high to predict 
change-prone and non change-prone classes [10].

2. Receiver operating Characteristic (ROC) analysis: 
The performance of the outputs, of the predicted 
models were assessed using ROC analysis. The ROC 
curve is defined as a plot of sensitivity on the y-co-
ordinate versus 1-specificity on the x-coordinate [5]. 
An optimal choice of the cutoff point (that maximizes 
both sensitivity and specificity) can be chosen from 
the ROC curve.Area Under the ROC Curve(AUC) 
is a combined measure of sensitivity and specificity 
[5,10]. In order to compute theaccuracy of the pre-
dicted models, we use the area under the ROC curve.

3. Ten-fold cross validation of all prediction models is 
performed which analyzes the accuracy of the mod-
el. The data set is randomly divided into ten subsets. 
A number of iterations are performed by using one 
of the ten subsets as the test set while the other nine 
subsets are used for training. Therefore, we get the 
change proneness prediction for all the ten subsets 
[24]. 

6.1 Descriptive Statistics

A table for each software, Frinika and FreeMindis pre-
sented in the following subsection which show Minimum 
(Min), Maximum (Max), Mean (Mean), Median (Med) 
and Standard Deviation (SD) for all metrics considered 
in this study. The following observations are made from 
Tables 3 and 4.

1. The size of class measured in terms of  SLOC ranges 
from 3 to 1538 (Frinika) and 1 to 1513 (FreeMind).

2. The mean values of  NOC ( Frinika -- 0.53, Free-
Mind -- 0.32 ) and DIT (Finika -- 3.32, FreeMind 
-- 1.98) are poor for both the projects which shows 
that there are only few subclasses and inheritance is 
not much used in these projects; similar results have 
been shown by others [17, 25-26].

3. The LCOM measure has high values (upto 100) in 
both data sets.
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TABLE 3  
DESCRIPTIVE STATISTICS FOR FRINIKA SOFTWARE

Metric Min Max Mean Med SD
CBO 0 32 7.62 2 61.78
NOC 0 12 0.53 0 16.33
NOM 0 20 0.97 0 17.62
NOA 0 28 2.54 1 25.49
NIM 0 79 13.84 3 109.98
NIV 0 135 9.25 2 75.07
NLM 0 79 14.81 3 117.53
RFC 0 120 23.94 5 189.02
NLDM 0 9 0.79 0 16.95
NPRM 0 15 0.75 0 16.88
NPROM 0 10 0.36 0 16.03
NPM 0 73 12.9 3 102.75
NL 4 2047 255.94 57 2018.52
BLOC 0 264 44.64 10 351.89
SLOC 3 1538 167.15 40 1319.53
LDC 2 365 47.35 12 373.38
LEC 0 1054 85.72 18 679.89
LC 0 381 49.36 5 390.68
SC 2 1270 120.38 28 951.91
DIT 1 4 3.32 2 30.35
LCOM 0 100 93.64 50 735.27
WMC 0 163 28.25 6 222.92

TABLE 4  
DESCRIPTIVE STATISTICS FOR FREEMIND SOFTWARE

Metric Min Max Mean Med SD
CBO 0 148 4.96 3 7.87
NOC 0 18 0.32 0 1.49
NOM 0 63 0.3 0 2.63
NOA 0 37 0.91 0 2.81
NIM 0 129 7.39 4 12.66
NIV 0 105 2.38 1 5.94
NLM 0 129 7.69 4 12.97
RFC 0 222 14.83 6 23.83
NLDM 0 21 0.33 0 1.22
NPRM 0 16 0.95 0 2.15
NPROM 0 23 0.47 0 1.75
NPM 0 116 5.95 3 11.06
NL 1 2829 109.07 46 217.97
BLOC 0 244 13.5 6 27.42
SLOC 1 1513 78.75 33 143.15
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LDC 1 471 23.64 11 41.84
LEC 0 766 38.46 15 75.84
LC 0 1544 17.86 3 70.52
SC 1 1152 56.07 24 103.51
DIT 1 6 1.98 2 1.04
LCOM 0 100 34.88 33 35.97
WMC 0 250 14.26 7 26.69

TABLE 5  
DESCRIPTIVE STATISTICS OF DEPENDENT VARIABLE

Software Name Dependent variable Min Max Mean SD
Frinika TOTAL CHANGE 0 1166 46.202 140.024
FreeMind TOTAL CHANGE 0 94 1.516 8.358

TABLE 6  
METRICS SELECTED BY CO-RELATION BASED FEATURE SELECTION 

Software Name Metrics Selected
Frinika CBO, RFC, NIV, BLOC, LDC
FreeMind CBO, NOM, NOA, RFC, NLDM, NPRM, NPROM, NPM, BLOC, LDC, LC, SC

TABLE 7  
FREEMIND VALIDATION RESULTS USING TEN-FOLD CROSS VALIDATION

Method Specificity Sensitivity Cutoff Point AUC
DT 68.3 69.1 0.097 0.733
BN 63.7 63.2 0.075 0.673
AB 60.6 69.1 0.061 0.709

Table 5 presents the descriptive statistics of Frinika and 
FreeMind software. It displays the TOTAL CHANGE, the 
dependent variable which was calculated (Section 4.1) 
for both the software with its Minimum (Min), Maximum 
(Max), Mean and Standard Deviation (SD).

6.2 Result Analysis for FreeMind Software using Ten-Fold 
Cross Validation

First we applied CFS on data points generated by Free-
Mind software to select metrics for predicting change 
proneness. According to Table 6, the metrics selected were 

6.3 Result Analysis of model prediction using Frinika as 
Training Set

For using Frinika as training set and FreeMind as test set, 
we first selected metrics that predict change proneness by 
applying CFS. CFS was applied on data points generated 
by Frinika software. The metrics selected after applying 
CFS on Frinika were CBO, RFC, NIV, BLOC and LDC 
(Table 6). After applying CFS on Frinika data set, we use 
it as training set and supply FreeMind data points as test 
data using WEKA tool. The validation results obtained 

CBO, NOM, NOA, RFC, NLDM, NPRM, NPROM, NPM, 
BLOC, LDC, LC AND SC. Table 7 shows the validation 
results on FreeMind software using ten-fold cross valida-
tion. DT in this case gives the best results with AUC of 
0.733 and specificity and sensitivity of 68.3% and 69.1% 
respectively. The cut off point for DT is 0.097. AB also 
gives good results with AUC of 0.709 and specificity and 
sensitivity of  60.6% and 69.1% respectively. The cut off 
point for AB is 0.061. The results of BN are comparable. 
BN gives AUC of 0.673. The specificity, sensitivity and 
cut off point for BN is 63.7%, 63.2% and 0.075 respec-
tively.

are present in Table 8. Here AB gives the best results with 
AUC of 0.767 and8 specificity and sensitivity of 69.9% 
and 70.6% respectively. The cut off point for AB is 0.742. 
After AB, DT showed good results with AUC of 0.742. 
The specificity and sensitivity with DT was 62.3% and 
77.9% respectively and the cut off point was 0.608. Al-
ternatively, the results with BN are also good with AUC 
of 0.727, specificity and sensitivity of 63.0% and 72.1% 
respectively and cut off point of 0.653. 6.4 Discussion 
of Results
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source like time, cost and effort. Computing training sets 
specific to each software is a laborious and time consum-
ing process.  Thus effective re-utilization of already com-
puted data sets can be done by employing them as training 
sets while applying prediction models on new data sets 
(software). Figure 1 below shows the process of inter-pro-
ject validation using FreeMind as test set and Frinika as 
training set.

Another result obtained is that CBO, RFC and LDC met-
rics are good indicators of change proneness. These met-
rics were selected in the feature sets of both the data sets, 
after applying CFS.Prediction of change prone classes of 
a software,help us in better planning and administrating 
resources during maintenance. Figure 2 below shows the 
ROC curves obtained while applying DT, BN and AB on 
FreeMind using ten-fold cross validation while Figure 3 
shows ROC curves on FreeMind, when Frinika data set is 
used for training.

The data points generated by FreeMind were validated us-
ing a) ten-fold cross validation and b) by using Frinika 
data set as the training set. FreeMind validation results for 
predicting change prone classes using both the above men-
tioned approaches were comparable. All the three machine 
learning techniques DT, BN and AB gave competent re-
sults for predicting change proneness. While DT, BN and 
AB gave AUC value of 0.733, 0.673 and 0.709 respective-
ly when we use ten-fold cross validation, the AUC values 
while using Frinika as the training set were 0.742 0.727 
and 0.767 respectively for DT, BN and AB.These results 
indicate that we can use a training set of one software pro-
ject on anothersoftware project effectively while applying 
prediction models for change proneness. Such a technique 
is called inter-project validation. We concluded successful 
inter-project validation as results using FreeMind’s own 
training set in ten-fold cross validation and the results by 
using Frinika (a different software) as the training set were 
comparable and competent.Reuse of training set for other 
software projects helps in better utilization of limited re-

TABLE 8  
VALIDATION RESULTS USING FRINIKA AS TRAINING SET

Method Specificity Sensitivity Cutoff Point AUC
DT 62.3 77.9 0.608 0.742
BN 63.0 72.1 0.653 0.727
AB 69.9 70.6 0.613 0.767

 

Training set 
Frinika Software 

Initial Version 

Software 

Recent Version 

Metrics 
Data 

Change 
Statistics 

 

FreeMind 
Software 

Test set 

 

 
Metrics 

Data 

Prediction 
Model 

Prediction 

Results 

FIGURE : INTER PROJECT VALIDATION DIAGRAM



Software engineering :  an international Journal (SeiJ),  Vol. 3,  no. 1,  april 2013 29

7. THREATS TO VALIDITY

In this section we discuss the various threats to validity: 
construct, external and internal which are prevalent in our 
study.

7.1 Construct Validity

The dependent and independent variables are measures 
of certain concepts. Construct validity is attributed to the 
degree of accuracy to which these concepts are measured 
with these variables [8]. Our independent variable, i.e. the 
various OO metrics (Table 1) have already been validated 
in previous studies[25, 27-28] as to whether they accu-
rately represent the concepts like coupling, cohesion, in-
heritance etc. The values of various metrics are collected 
using Understand for Java tool. The tool does not specify 
the method followed for collection of these metrics for in-
dividual classes which would be a significant indicator of 

their construct validity. Change proneness, our dependent 
variable is collected manually by setting the ALTER vari-
able in accordance with the change in the corresponding 
class. This eliminates construct validity threat with respect 
to the dependent variable. Software changes can be cat-
egorized as corrective, adaptive, perfective or preventive 
[8, 10, 29]. For our study, we did not classify the various 
kinds of changes as in [10].

7.2 External Validity

External validity is associated with the extent of generali-
zation of results which can be demonstrated by compara-
tive analysis on various data sets [8,10]. We cannot assure 
whether our results are universally applicable as we have 
not accounted for different programming languages and 
environments. This threat can only be minimized by con-
ducting replicated studies with data sets having different 
characteristics.

FIGURE 2 : ROC CURVE FOR FREEMIND SOFTWRAE USING TEN-FOLD CROSS VALIDATION a) DT b) BN c) AB

FIGURE 3 : ROC CURVE FOR FREEMIND SOFTWARE USING FRINIKA AS TRAINING SET a) DT b) BN c) AB

a) DT b) BN c) AB

a) DT b) BN c) AB
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validation.This result helps research analysts and 
practitioners in reusing prediction models based on 
one software project on another project for predic-
tion of change prone classes. This leads to effective 
and efficient utilization of resources and effort and 
time reduction as we do not need to compute train-
ing sets of specific software but can reuse an already 
existing set of a different software.

3. The results help us in effective utilization of con-
straint testing and maintenance resources. Change 
prone classes of a software need to be tested exhaus-
tively during maintenance. Thus more testing re-
sources can be assigned to these change prone class-
es for rigorous testing. Meticulous testing of change 
prone classes leads to a good quality software. Our 
results indicate that CBO, RFC and LDC are sugges-
tive indicators of change prone classes. We can plan 
our limited testing resources in such a manner that 
they give competent good quality software products.

The results of our study are valid for object oriented me-
dium systems. We plan to replicate our studies on data sets 
having different characteristics such as datasets with dif-
ferent programming languages and environments. We also 
plan to use other machine learning algorithms like genetic 
algorithms for inter-project analysis.
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Structured Abstract  

Purpose: Increasing use of computers, computer networks and communication technology has resulted in huge 
amount of vital information being exchanged, stored and processed on computers by individuals, various organizations, 
governments and their institutions. As the digital dependence of organizations is increasing at a very rapid pace, 
Information Security Management is becoming an important issue in modern corporate governance.  The present 
research aims to provide a comprehensive framework for the various important factors of Information Security 
Management at the organizational level leading to a culture of information security in the organization. The purpose of 
this paper is to identify various information security management parameters and develop a conceptual framework for 
it. 

Design/methodology/approach:Interpretive Structural Modeling (ISM) and MICMAC approaches have been used to 
identify and classify the key factors of information security management based on the direct and indirect relationship of 
these factors. 

Findings: The research presents a classification of key parameters according to their driving power and dependence 
which enable information security management in an organization. It also suggests parameters on which management 
should pay more attention. 

Research Limitations/Implications: In the present study, 12 parameters were identified based on literature study and 
expert help. It is possible to identify some more parameters for ISM development. Help of experts was also taken to 
identify the contextual relationship among the variables for ISM model. This may introduce some element of bias. 
Although a relationship model using ISM has been developed but it has not been validated statistically. For future 
research, it is suggested that structural equation modelling (SEM) technique may be used to corroborate the findings of 
ISM. Some of the variables have been clubbed together being a part of a subset due to their similar nature but it is 
possible to treat them as independent variables. Future researches may establish their interrelationships also. 

Practical Implications: The paper has tremendous practical utility for organizations which want to reap the benefits of 
information and communication technology for their growth but are struggling to find a right approach to deal with 
information security breach incidents. 

Originality/value: Development of a framework for information security management in an organization is the major 
contribution of this paper. This would be of help to strategic managers in managing information security with emphasis 
on key parameters identified here. 
. 

Keywords: Information Security, Information Security Management, Interpretive Structural Modelling (ISM), 

MICMAC, key variables. 
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1. Introduction  

Information and Communication Technology (ICT) has percolated at almost all levels of human activities 

in a big way. Private companies, government institutions, organizations and citizens are using computers, 

computer networks and Internet like never before. World is fast moving towards a connected digital 

society and hence everyone need to be secured in the cyber space. Information Security stands on a tripod 

of confidentiality, integrity and availability of data and services commonly known as CIA triad (ISO/IEC 

27001:2005). Without proper information security mechanism, computerization can never achieve its 

fullest potential as a serious business and governance tool. The critical sectors of a modern nation are 

heavily dependent on a complex network of interdependent computer systems. Smooth functioning of 

these sectors is important for national security also. Any vulnerability in the computer systems controlling 

these sectors can not only be devastating in terms of massive losses but can also threaten a nation. There 

is a need to adopt a holistic approach to information security as an organizational priority to secure their 

digital assets. Identification of key success factors/enablers of information security and their 

interrelationship in an organization is useful for strategic decision making in this regard. 

2. Literature review 

The status of information security in various organizations in most of the countries is far from satisfactory. 

Even in the most advanced countries organizations are victim of information security breaches. 

Information theft, loss or attack has emerged as the most commonly reported frauds globally (Kroll, 

2010). According to Information Security Breaches Survey Report 2010 (PWC, 2010), 92% of large size 

respondent organizations and 83% of small ones experienced an information security breach incident in 

the last one year. According to another survey, 60 % organizations encountered one or more cyber 

security incidents in a year (CSO, 2010). Computer security breach incidents handled by Indian Computer 

Emergency Response Team (CERT-In) increased by 222% in 2009 as compared to last year (CERT, 

2009). Cyber crimes are on the rise and sophistication of cyber criminals has been increasing. Hence the 

organizations are realizing the importance of information security measures and are prepared to spend 

resources for them. 

2.1. Identification of information security enablers 

 

Information security in an organization is dependent numerous factors. Starting from physical access 

control to technical solutions, information security has evolved as a multi-disciplinary subject with recent 

researches highlighting the importance of human and organizational factors. From the survey of existing 



literature and research, following factors have been identified as critical in information security 

management. 

 

2.1.1. Top management commitment 

 

Top management is responsible for each and every activity at all levels of the organizations (Singh & 

Kant, 2008). Ultimate responsibility for managing information security is borne by corporate management 

which provides the resources and sets the requirements. On this basis the IT security manager promotes 

and coordinates security activities (Kajava et al., 2006). Top management commitment is a prerequisite of 

any information security program. This shows a clear direction and support to information security efforts. 

Vaish and Verma (2010) have found senior management commitment as the most important parameter in 

information security management. ISO/IEC 27001(2005) mandates that management should actively 

support security within the organization through clear direction, demonstrated commitment, explicit 

assignment and acknowledgment of information security responsibilities. ISO/IEC 27002(2005) also 

highlights the role of management in information security management. Draft ISO Guide 83 (2011) 

mentions that top management must demonstrate its commitment.  Björck(2001) has also identified top 

managements’ commitment as one of the six important parameters of information security management in 

Swedish organizations. Similar finding were reported by Kankanhalli et al. (2003) in small and medium-

sized Singaporean enterprises and by Sami (2006) in Jordan. Von Solms (2006) has argued that top 

management commitment is an important component of corporate security governance. Top management 

support is also essential for the allocation of resources (Avolio, 2000).  Information security must be 

understood, supported and funded from the top down (Harris, 2010). Strong top management support is 

critical to information security management (NIST, 2008; Knapp et al., 2006; Wright, 2008). 

 

2.1.2. Identification and classification of information assets of organization 

 

Anything which needs to be protected must be first identified. The amount of time, effort and money, 

which an organization wants to spend on protecting any information asset, would depend on its value, 

utility, sensitivity, criticality and legal requirements. ISO/IEC 27001:2005 and ISO/IEC 27002:2005 

advocate identification of information assets, their classification and ownership. The identification of 

information processed on an information system is essential to the proper selection of security controls 

(NIST, 2008). Englesman (2007) has provided a framework for identification and valuation of 

information assets. 
 

2.1.3. Technological tools and solutions 

 

Technological tools and solutions are the foundation on which information security stands. Technology is 

one of the tools which cyber criminals use to commit cyber crimes and hence it can be countered using 

adequate counter technologies only. They include anti-virus, anti-spyware, firewalls, access control, 

intrusion detection and prevention systems, cryptography, backup tools, content management tools, patch 

management tools etc.(Harris, 2010; NIST, 2009; Belasco and Wan, 2006; Gallaher et al., 2008). ISO/IEC 27039 

currently under draft stage deals with selection, deployment and operations of Intrusion Detection [and Prevention] 

Systems (IDPS). 

 

 

2.1.4. Providing information security policies and procedures 



 

A policy is typically described as a set of basic principles and guidelines, formulated and enforced by top 

management of an organization in order to achieve a certain goal. Policy prescribes the aims, objectives 

and the targets that need to be used to achieve the goals (Sushil et al., 2006). Information Security Policy 

is an aggregate of directives, rules and practices that prescribe how an organization manages, protects and 

distributes information (NIST, 2006 A). Hong et al. (2006) define information security policy as the set of 

rules set-up for the use of information assets and the statement set-up for the security priorities to achieve 

the objectives of an organization. 

  

2.1.5. Providing information security organizational structure and resources 

 

Any information security program requires adequate organizational structure and resources. Top 

management commitment it is of no use unless it results in providing adequate manpower and other 

resources for the information security functions. Tudor (2001) has highlighted the importance of security 

organization and infrastructure. ISO/IEC 27001 (2005) provides for provision of resources to cover all the 

aspects of information security management. All information security projects need budgeted resources 

(Björck, 2001). Information security organizational structure should be appropriate for the organization it 

supports (NIST, 2006 A). Organizational resources are the fundamental requirement to enforce and 

monitor the implementation of information security (Al-Awadi, 2009). Draft ISO Guide 83 (2011) also 

refers to determining and providing resources. Draft ISO/IEC TR 27016 dealing with the organizational 

economics of information security management also highlights the importance of allocating adequate 

budget for information security functions. 

 

2.1.6. Awareness, education and training of stakeholders 

 

It is most crucial that employees, customers, vendors and all other stakeholders are fully made aware of 

the various threats to information security and their role and contribution in the overall goal of 

information security in an organization. Siponen (2000) describes information security awareness as a 

state where users in an organization are aware of their security mission. Several international standards 

such as ISO 27001:2005, Control Objectives for Information and related Technology (COBIT), Payment 

Card Industry-Data Security Standard (PCI-DSS) have highlighted the need of information security 

awareness and training. Awareness of the risks and available safeguards is the first line of defence for the 

security of information systems and networks (OECD, 2002). Information security awareness amongst 

users is of core importance (Von Solms and Von Solms, 2004). Protection of an organization begins by 

making sure that the employees understand their roles and responsibilities in safeguarding sensitive data 

and protecting company resources and assist the organization in keeping computers and network 

safe(ENISA, 2009). Raising awareness of cyber security at all levels of government is one of the priority 

areas identified in the Cyber Security Strategy of the United Kingdom (UK, 2009). Similar priority has 

been mentioned in the Australian Cyber Security Strategy with emphasis on conducting education and 

awareness raising activities to promote a culture of cyber security amongst all Australian ICT users 

(Australia, 2009). Estonian Cyber Security Strategy, (Estonia, 2008) has highlighted the need for raising 

awareness of information security among all computer users with particular focus on individual users and 

small and medium enterprises by informing the public about threats existing in the cyberspace and 

improving knowledge on the safe use of computers. Draft discussion paper on National Cyber Security 

Policy of Govt. of India has given importance to comprehensive national awareness program (MIT, 2011).  

USA has started National Initiative for Cyber Security Education (NICE, 2010) for establishing an 



operational, sustainable and continually improving cyber security education program for multiple 

segments of the nation on correct application of sound cyber practices. Indian cyber security strategy also 

identifies major actions and initiatives for user awareness, education and training. 

 

2.1.7. Motivation, reward and punishment 

 

Information security measures are effective only when employees adhere to the security policies and 

practices. It has been seen that even when the security policies are well defined and made clear, the 

compliance level of employees towards these policies and practices may not be satisfactory due to various 

reasons. Reward and punishment are the two most powerful motivators (Parker, 2002). Role of penalties 

is a motivating factor responsible for information security behaviour (Herath & Rao, 2009). ISO/IEC 

27001 also advocates that there should be a formal disciplinary process for employees who have 

committed a security breach. 

 

2.1.8. Physical and environmental security of organization 

 

Physical and environmental security refers to the methods and controls used to protect an organization 

proactively from natural or manmade threats to physical facilities and buildings where IT equipments are 

installed (Homeland Security, 2008). These measures are necessary to protect the facility housing system 

resources(NIST, 1996).The computer resources need physical protection from unauthorized access, theft, 

sabotage, various manmade or natural disasters such as fire, flood, earthquake, environmental hazards etc. 

( ISO/IEC 27001, 2005; ISO/IEC 27002:2005). Such protection would include fences, walls, security 

guards, cameras, intrusion detection systems and alarms, protection from electromagnetic radiations, 

uninterrupted power supply, proper temperature and humidity controls (Trček, 2006). 

 

2.1.9. Information security audit, testing and certification 

 

Information Security (IS) audit and testing by trained professionals are important to ascertain the actual 

level and effectiveness of information security in an organization. The goal of an IS audit is to have an 

independent party to determine the current level of security throughout the organization and point out any 

existing security gaps and deficiencies (Germany, 2008). Security testing through various methods and 

technical tools is an important way of finding out vulnerabilities in an information system. ISO/IEC 

15408-1: 2009 lays down the general concepts and principles of IT security evaluation. Certification for 

information security such as ISO/IEC 27001: 2005 ensures that information security issues in an 

organization are addressed in a systematic manner. This is a seal of approval that the organization meets 

certain minimum standards of information security. 

 

2.1.10.  Compliance to legal and regulatory provisions 

 

Legal provisions in a number of countries now make it mandatory for organizations, dealing in sensitive 

personal information, to take reasonable precautions and measures to ensure information security. Privacy 

and security rules of Health Insurance Portability and Accountability Act, Health Information Technology 

for Economic and Clinical Health Act, Gramm–Leach–Bliley Act, Federal Information Security 

Management Act of USA are examples of such laws. Section 43A of Indian Information Technology 

(Amendment) Act 2008 has provision for compensation if a body corporate fails to take reasonable 

security measures for protecting personal sensitive information. Compliance to such mandatory 



provisions is a critical driver for organizations to take adequate security measures (Mcaffee, 2011; 

Symantec, 2011). Apart from the mandatory laws, many organizations follow various security standards 

such as ISO 27001:2005, Payment Card Industry Data Security Standard (PCI-DSS), Control Objectives 

for Information and related Technology (COBIT) etc. These laws and standards are also a driving force 

for organizations to take information security measures. Berends (2007) has shown that regulatory laws 

are a big driver for information security. 

 

 

2.1.11.  Incident management, business continuity planning (BCP) and disaster recovery (DR) 

 

There is no such thing as absolute security. Even after best efforts an information security incident can 

occur due to various reasons. Organizations need to understand and mitigate risk. Risk management is the 

process that allows IT managers to balance the operational and financial costs of protective measures of 

IT systems and data that support their organizations’ missions (NIST, 2002). In this process alternative 

strategies for dealing with risk are weighed and appropriate decisions are made (Hoo, 2000). 

Organizations deal with risk by identifying, analyzing and evaluating it (ISO/IEC 31000: 2009) using 

various techniques (ISO/IEC 31010:2009). ISO/IEC 27005 (2011) describes risk management in specific 

context of information. Mitigation of risk is one of the ways of dealing with risk (NIST, 2011). ISO/IEC 

JTC1/SC27 committee is developing another standard ISO/IEC 27014 for Governance of information 

security with a chapter on risk management.  

 

Handling a disaster and recovering from an information security breach incident are integral parts of 

information security management. Organizations must establish, maintain and effectively implement 

these plans for emergency response, backup operations and post-disaster recovery for organizational 

information systems. This will ensure the availability of critical information resources and continuity of 

operations in emergency situations (NIST, 2006 B). ISO 27001:2009 advocates an effective information 

security incident management process along with an effective business continuity management approach. 

ISO/IEC 27002 (2005) also highlights the business continuity aspects of information security 

management. ISO/IEC 24762:2008 gives detailed guidelines for disaster recovery (DR) services for 

information and communications technology systems. ISO/IEC 27035:2011 lays out a structured and 

planned approach to information security incident management.  

 

2.1.12.   Developing information security culture in the organization   

 

Parker (2002) has found that each organization, especially a business organization, has a unique culture 

that has a profound affect on how the organization deals with information security. This culture is 

determined by many factors including loss experience; interests and experience of top managers; 

acceptable ethics in the external and internal environments; the role that audit, industrial security, legal 

staff, and human resources play; the state of the economy, profitability, productivity, growth, and 

resources available; the scale of security efforts that are possible; and the many policies and practices that 

are or are not enforced. Dhillon (1997) has defined Information Security Culture (ISC) as the totality of 

patterns of behaviour in an organization that contribute to the protection of information of all kinds. 

Ramachandran, Srinivasan, & Tim (2008) have defined ISC as the employees’ security related beliefs and 

values which manifest in employee’s actions and behaviour in protecting the information of an 

organization. The aim of information security obedience by employees is to create a corporate culture 

where de-facto behaviour of users is what is acceptable (Thomson and Solms, 2005). Creating an 



information security culture in an organization has also been emphasized by Johnson and Goetz (2007), 

Lim et al. (2009), Wright (2008) and Schjolberg and Ghernaouti-Hélie (2011). 

 

 

3. Interpretive Structural Modelling (ISM) 

A complex issue can be seen and analyzed from various angles and perspectives by various stakeholders. 

Visualization of the structure of a complex system helps in understanding it better. Interpretive Structural 

Modelling (ISM) is a technique to identify and depict relationship among various components of an issue 

or a problem. It is an effective tool to deal with complex issues. First proposed by J. Warfield in 1973, the 

methodology has been described by various authors such as Sage (1976), Warfield (1990), Moore (1994) 

etc. ISM provides a base for determining the hierarchy of the sub-elements of a program plan or any set of 

elements under consideration. ISM transforms unclear and poorly articulated mental models of systems 

into visible and well-defined models useful for many purposes. (Sushil et al., 2006). ISM has its 

foundations in mathematics as is evident in various references (Harary et al., 1965). In this methodology 

an expert group identifies various elements which are relevant to the problem or the issue. This could be 

done through a survey or an Idea Engineering workshop. Idea Engineering is usually done with the help 

of structured questionnaire which involves the following steps: 

1. Expression of a primitive statement of need. 

2. Filling of structured questionnaire about objectives, obstacles and options etc. by the participants 

of idea engineering workshop. 

3. Grouping of the ideas generated by the participants and removing the duplicates and ambiguities. 

4. Prioritization and selection of most important ideas using voting (simple or weighted). 

Unlike open brainstorming sessions, idea engineering is a silent exercise and open discussion is preferred 

before voting only. This method ensures generation of maximum ideas. After deciding the various 

elements of a problem or issue, it is important to identify the contextual relationships between the 

elements.  

For ISM, pair-wise binary comparison of sub-elements is used to develop a directed graph of relationships. 

From this pair-wise comparison a Structural Self-Interaction Matrix (SSIM) is developed indicating pair-

wise relationships. From the SSIM a reachability matrix is formed and transitivity is checked. Transitivity 

of contextual relationship essentially is a basic assumption in ISM which states that if element A is related 

to B and B is related to C, then A is necessarily related to C. If transitivity rule is violated any where, then 

SSIM is reviewed and modified by specific advice from expert group. This process is repeated till entire 

SSIM follows the transitivity rule. The final reachability matrix is partitioned into different levels. Based 

on the relationships seen in the reachability matrix, a directed graph (digraph) is drawn by indicating the 

serial number of the sub-elements and the direction of relationship with the help of an arrow. Transitivity 

relationships in the digraph are removed by examining it interactively. ISM is derived from the digraph 

by indicating the sub-elements in rectangular boxes with indicative relationships being shown by arrows. 

At the last, any conceptual inconsistency in the ISM Model is removed by reviewing and modifying it. 

 

4. Variables affecting organizational information security environment 

 

The idea engineering exercise with a group of experts and professionals working in the field of 

information security management in various organizations, government and academia was carried out. 



Four participants were from industry, two were from academia and two were from government. The 

participants had more than 10 years of experience in the subject of information security management. The 

data was captured in a workshop mode in which sufficient time was invested in arriving at consensus for 

different scores in this model. The exercise  generated following parameters: Top management 

commitment, identification & classification of information assets, technological tool/solutions,  

information security organizational structure and resources,  information security policy and procedures, 

awareness, education & training, motivation, reward & punishment,  physical & environmental security 

audit, testing and certification, compliance to legal/regulatory provisions,  incident management, business 

continuity planning  and disaster recovery and finally developing information security culture in an 

organization. 

 

5. Structural Self-Interaction Matrix (SSIM) 

Contextual relationship means that one variable helps to achieve another variable i.e. one “leads to” 

another. Based on this, contextual relationship and the associated direction between any two parameters (i 

and j) are identified. Four symbols are used to denote the direction of relationship between the parameters 

(i and j) as given below: 

(1) V: parameter i will help to achieve parameter j. 

(2) A: parameter i will be achieved by parameter j. 

(3) X: parameters i and j will help achieve each other. 

(4) O: parameters i and j are unrelated. 

Based on the opinion of experts, Table 1 is developed. 

Table 1:  Structural Self-Interaction Matrix (SSIM) 

 

 Parameters 12 11 10 9 8 7 6 5 4 3 2 

1 Top Management 
commitment 

V V V V V V X V V V V 

2 Identification & 
classification of 
information assets 

O V V V O O A O O O  

3 Technological 
tool/solutions 

V V V V O O O O A   

4 Information security 
organizational structure 
and resources  

V V V V V V X V    

5 Information security 
policy & procedures 

V V V V V V V     

6 Awareness, education & 
training 

V V V V V V      

7 Motivation, reward & 
punishment 

V V O O V       

8 Physical & 
environmental security 

O V V V        

9 Audit, testing & 
certification 

O V V         



10 Compliance to 
legal/regulatory 
provisions 

V A          

11 Incident management, 
Business continuity 
planning  & Disaster 
recovery 

O           

12 Developing information 
security culture in 
organization 

           

 

 

 

Reachability Matrix 
 

The SSIM is converted into a binary matrix called the initial reachability matrix by substituting V, A, X, 

O by 1 and 0 in SSIM as per the following rules: 

• If the (i, j) entry in the SSIM is V, then the (i, j) entry in the reachability matrix becomes 1 and 

the ( j, i ) entry becomes 0. 

• If the (i, j) entry in the SSIM is A, then the (i, j) entry in the reachability matrix becomes 0 and 

the ( j, i ) entry becomes 1. 

• If the (i, j) entry in the SSIM is X, then the (i, j) entry in the reachability matrix becomes 1 and 

the ( j, i ) entry also becomes 1. 

• If the (i, j) entry in the SSIM is O, then the (i, j) entry in the reachability matrix becomes 0 and 

the ( j, i ) entry also becomes 0. 

 

 

Table 2: Initial Reachability Matrix 

 
 

Parameter 1 2 3 4 5 6 7 8 9 10 11 12 

1 1 1 1 1 1 1 1 1 1 1 1 1 

2 0 1 0 0 0 0 0 0 1 1 1 0 

3 0 0 1 0 0 0 0 0 1 1 1 1 

4 0 0 1 1 1 1 1 1 1 1 1 1 

5 0 0 0 0 1 1 1 1 1 1 1 1 

6 1 1 0 1 0 1 1 1 1 1 1 1 

7 0 0 0 0 0 0 1 1 0 0 1 1 



8 0 0 0 0 0 0 0 1 1 1 1 0 

9 0 0 0 0 0 0 0 0 1 1 1 0 

10 0 0 0 0 0 0 0 0 0 1 0 1 

11 0 0 0 0 0 0 0 0 0 1 1 0 

12 0 0 0 0 0 0 0 0 0 0 0 1 

 

Removing transitivity  
 

The initial reachability matrix in Table 2 is checked for the transitivity rule. This rule means that in a 

relationship between three parameters A, B and C, if A leads to B and B leads to C then it necessarily 

means that A must also lead to C. Wherever the transitivity rule is violated , SSIM is reviewed and 

suitably modified by giving expert feedback. Driver power and dependence of each parameter is obtained 

by summing up the rows and columns respectively. The result is revised reachability matrix as shown in 

Table 4. 

 

Table 3: Revised Reachability Matrix 
 

 1 2 3 4 5 6 7 8 9 10 11 12 Driver 

power 

1 1 1 1 1 1 1 1 1 1 1 1 1 12 

2 0 1 0 0 0 0 0 0 1 1 1 1 5 

3 0 0 1 0 0 0 0 0 1 1 1 1 5 

4 1 1 1 1 1 1 1 1 1 1 1 1 12 

5 1 1 1 1 1 1 1 1 1 1 1 1 12 

6 1 1 1 1 1 1 1 1 1 1 1 1 12 

7 0 0 0 0 0 0 1 1 1 1 1 1 6 

8 0 0 0 0 0 0 0 1 1 1 1 1 5 

9 0 0 0 0 0 0 0 0 1 1 1 1 4 

10 0 0 0 0 0 0 0 0 0 1 0 1 2 



11 0 0 0 0 0 0 0 0 0 1 1 1 3 

12 0 0 0 0 0 0 0 0 0 0 0 1 1 

Depen

dence 

4 5 5 4 4 4 5 6 9 11 10 12  

 

 

Level partitions 

Final reachability matrix leads to the reachability and antecedent set for each parameter (Warfield, 1974). 

The reachability set consists of the parameter itself and the other parameter that it may impact, whereas 

the antecedent set consists of the element itself and the other parameter that may impact it. Intersection of 

these sets is derived for all the parameters. The parameters for whom the reachability and the intersection 

sets are the same occupy the top level in the ISM hierarchy. The top-level parameter in the hierarchy 

would not lead to any other parameter above its own level. After identifying the top-level parameter, it is 

separated out from the other parameters. Same process is repeated for finding the top-level parameters in 

the next level. The process is continued until the level of each parameter is obtained (Tables 4 to 10). 

These levels help in building the digraph, hierarchy and the final model. 

 

Table 4: Iteration 1 
 

Variable Reachability set Antecedent set Iteration set 

 

Level 

1 1,2,3,4,5,6,7,8,9,10,11,12 1,4,5,6 1,4,5,6  

2 2,9,10,11,12 1,2,4,5,6 2  

3 3,9,10,11,12 1,3,4,5,6 3  

4 1,2,3,4,5,6,7,8,9,10,11,12 1,4,5,6 1,4,5,6  

5 1,2,3,4,5,6,7,8,9,10,11,12 1,4,5,6. 1,4,5,6  

6 1,2,3,4,5,6,7,8,9,10,11,12 1,4,5,6 1,4,5,6  

7 7,8,9,10,11,12 1,4,5,6,7 7  

8 8,9,10,11,12 1,4,5,6,7,8 8  

9 9,10,11,12 1,2,3,4,5,6,7,8,9 9  

10 10,12 1,2,3,4,5,6,7,8,9,10,11 10  



11 10,11,12 1,2,3,4,5,6,7,8,9,11 11  

12 12 1,2,3,4,5,6,7,8,9,10,11,12 12 I 

 

 

 

As evident from the above table 4, parameter 12 does not lead to any other variable and hence it is 

marked at level I and is subsequently removed in the next iteration leading to table 5 below. 

Table 5: Iteration 2 

 

Variable Reachability set Antecedent set Iteration set 

 

Level 

1 1,2,3,4,5,6,7,8,9,10,11 1,4,5,6 1,4,5,6  

2 2,9,10,11 1,2,4,5,6 2  

3 3,9,10,11 1,3,4,5,6 3  

4 1,2,3,4,5,6,7,8,9,10,11 1,4,5,6 1,4,5,6  

5 1,2,3,4,5,6,7,8,9,10,11 1,4,5,6. 1,4,5,6  

6 1,2,3,4,5,6,7,8,9,10,11 1,4,5,6 1,4,5,6  

7 7,8,9,10,11 1,4,5,6,7 7  

8 8,9,10,11 1,4,5,6,7,8 8  

9 9,10,11 1,2,3,4,5,6,7,8,9 9  

10 10 1,2,3,4,5,6,7,8,9,10,11 10 II 

11 10,11 1,2,3,4,5,6,7,8,9,11 11  

 

As evident from the above table 5, parameter 10 does not lead to any other variable and hence it is 

marked at level II and is subsequently removed in the next iteration leading to table 6 below. 

 

 

 

Table 6: Iteration 3 

 



Variable Reachability set Antecedent set Iteration set 

 

Level 

1 1,2,3,4,5,6,7,8,9,11 1,4,5,6 1,4,5,6  

2 2,9,11 1,2,4,5,6 2  

3 3,9,11 1,3,4,5,6 3  

4 1,2,3,4,5,6,7,8,9,11 1,4,5,6 1,4,5,6  

5 1,2,3,4,5,6,7,8,9,11 1,4,5,6. 1,4,5,6  

6 1,2,3,4,5,6,7,8,9,11 1,4,5,6 1,4,5,6  

7 7,8,9,11 1,4,5,6,7 7  

8 8,9,11 1,4,5,6,7,8 8  

9 9,11 1,2,3,4,5,6,7,8,9 9  

11 11 1,2,3,4,5,6,7,8,9,11 11 III 

 

As evident from the above table 6, parameter 11 does not lead to any other variable and hence it is 

marked at level III and is subsequently removed in the next iteration leading to table 7 below. 

 

 

 

Table 7: Iteration 4 

 

Variable Reachability set Antecedent set Iteration set 

 

Level 

1 1,2,3,4,5,6,7,8,9 1,4,5,6 1,4,5,6  

2 2,9 1,2,4,5,6 2  

3 3,9 1,3,4,5,6 3  

4 1,2,3,4,5,6,7,8,9 1,4,5,6 1,4,5,6  

5 1,2,3,4,5,6,7,8,9 1,4,5,6. 1,4,5,6  

6 1,2,3,4,5,6,7,8,9 1,4,5,6 1,4,5,6  



7 7,8,9 1,4,5,6,7 7  

8 8,9 1,4,5,6,7,8 8  

9 9 1,2,3,4,5,6,7,8,9 9 IV 

 

As evident from the above table 7, parameter 9 does not lead to any other variable and hence it is marked 

at level III and is subsequently removed in the next iteration leading to table 8 below. 

 

Table 8: Iteration 5 

 

Variable Reachability set Antecedent set Iteration set 

 

Level 

1 1,2,3,4,5,6,7,8 1,4,5,6 1,4,5,6  

2 2 1,2,4,5,6 2 V 

3 3 1,3,4,5,6 3 V 

4 1,2,3,4,5,6,7,8 1,4,5,6 1,4,5,6  

5 1,2,3,4,5,6,7,8 1,4,5,6. 1,4,5,6  

6 1,2,3,4,5,6,7,8 1,4,5,6 1,4,5,6  

7 7,8 1,4,5,6,7 7  

8 8 1,4,5,6,7,8 8 V 

 

As evident from the above table 8, parameters 2,3 and 8  do not lead to any other variable and hence they 

are marked at level IV and are subsequently removed in the next iteration leading to table 9 below. 

 

Table 9: Iteration 6 

 

Variable Reachability set Antecedent set Iteration set 

 

Level 

1 1,4,5,6,7 1,4,5,6 1,4,5,6  

4 1,4,5,6,7 1,4,5,6 1,4,5,6  



5 1,4,5,6 1,4,5,6. 1,4,5,6  

6 1,4,5,6,7 1,4,5,6 1,4,5,6  

7 7 1,4,5,6,7 7 VI 

 

As evident from the above table 9, parameter 7 does not lead to any other variable and hence it is marked 

at level VI and is subsequently removed in the next iteration leading to table 10 below. 

 

 

Table 10: Iteration 7 

 

Variable Reachability set Antecedent set Iteration set 

 

Level 

1 1,4,5,6 1,4,5,6 1,4,5,6 VII 

4 1,4,5,6 1,4,5,6 1,4,5,6 VII 

5 1,4,5,6 1,4,5,6. 1,4,5,6 VII 

6 1,4,5,6 1,4,5,6 1,4,5,6 VII 

 

ISM model 

 

Relationship of various top-level parameters from level I to VII is indicated. If there is a relationship 

between the parameter i and j, this is shown by an arrow which points from i to j. This graph is called a 

directed graph, or digraph (Figure 1). After removing the transitivities the digraph is finally converted 

into the ISM-based model (Figure 2). 
 

 

 



 
 

 

 

Fig. 1: Diagraph for parameters 
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Fig. 2: Interpretive structural model 
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6. MICMAC Analysis 

Cross-Impact Matrix Multiplication Applied to Classification (MICMAC) was developed by Godet 

(1993).The MICMAC principle is based on multiplication properties of matrices (Sharma et al. 1995). 

The objective of MICMAC analysis is to classify the variables according to their driving power and 

dependence. The variables are plotted on a graph with dependence on X axis and driving power on Y axis. 

The variable can be classified in four categories. The first category is of the variables with low 

dependence and low driving power. These variables are called autonomous or excluded variables. The 

second category variables are those which have high dependence but low driving power. These are called 

dependent variables. The third category is of those which have high dependence as well as driving power. 

These are called relay variables as any effect on them will affect higher level variables but they 

themselves are dependent on lower level variables. The fourth category variables have low dependence 

but high driving power and therefore are called driving variables. These variables are the most important 

variables as they strongly influence the other variables. They are also considered as the entry level 

variables in the system. Based on the driver power and dependence of various parameters in Table 3, a 

driving power- dependence diagram is constructed as shown in Figure 3 
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Fig. 3:  Driving power and dependence diagram 



7.  Discussions and conclusions 

 

This study has attempted to study the inter-relationships among various information security practices and 

the underlying structure as was suggested by Ma and Pearson (2005). Several interesting and useful 

findings about the implementation of information security in an organization can be drawn from the 

application of interpretive structural modelling approach. The driving power-dependence diagram as 

shown in Figure 3 has helped to classify various factors affecting information security environment in an 

organization into four distinct clusters. These clusters can be analyzed based on their driving power and 

dependence. The first cluster is of those variables which have low driving power and low dependence. In 

this analysis even though variable such as ‘identification & classification of information assets’, 

‘technological tool/solutions’, ‘physical & environmental protection’ and ‘motivation, reward & 

punishment’ have relatively low driving power and dependence but they almost fall near the middle of the 

diagram. These are regulating variables situated mostly at the system’s center of gravity. Being quite 

above the diagonal they also become secondary levers and are more influent than dependent (Arcade et 

al., 2003). The second cluster located in the south-east frame of the diagram consists of variables which 

have low driving power but high dependence. Being result variables they are influenced by driving 

variables situated in the north-west frame of the diagram. In present case ‘audit, testing and certification’, 

‘compliance to legal & statutory provisions, ‘incident management, BCP & DR’ and ‘development of 

information security culture’ are the variables which fall in this category. There are no variable which 

have high driving power and high dependence. The forth cluster is of those variables which have high 

driving power and low dependence. These factors are key success parameters or enablers for achieving 

the end results. These are ‘top management commitment’, ‘information security organizational structure’, 

‘information security policy and procedures’ and ‘awareness, education and training’. As revealed by the 

diagraph, these factors are also mutually affecting each other and are closely linked indicating that equal 

emphasis is required on each of them to achieve information security in an organization. Since no 

autonomous variables have been found in the above analysis, it is proved that all variable influence 

information security. These conclusions are highly useful for strategic decision makers in an organization. 

The graphic model is of importance in understanding how various factor affecting information security in 

an organization interact and influence each other. Kumar (2009), while discussing the case study of 

Bharat Heavy Electrical Ltd., a government of India undertaking, has mentioned that corporate 

information technology was the driver for corporation wise implementation. ISM model also reveals that 

technological tools and solutions and information security policy and procedures have a very high driving 

power during successful implementation of information security. This was also established through 

MICMAC analysis (figure 3). Kumar (2009) also reports that employee awareness and education has a 

major driving power which corroborates our findings. Alkaff (2009) points out that top management 

support has led to Abhu Dhabi Gas Industry Ltd. (GASCO) to achieve implementation of ISO/IEC 27001. 

This also corroborates our results of ISM (figure 2). ISM model has revealed that operational variables 

related to implementation such as identification and classification of information assets, use of 

technological tools/solutions and physical and environmental protection are driven through top 

management support. 

8.  Limitations and scope for future work 

In the present study, 12 parameters were identified based on literature study and expert help. It is possible 

to identify some more parameters for ISM development. Help of experts was also taken to identify the 

contextual relationship among the variables for ISM model. This may introduce some element of bias. 



Although a relationship model using ISM has been developed but it has not been validated statistically. 

For future research, it is suggested that structural equation modelling (SEM) technique may be used to 

corroborate the findings of ISM. Some of the variables have been clubbed together being a part of a 

subset due to their similar nature but it is possible to treat them as independent variables. Future 

researches may establish their interrelationships also. 
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Abstract—Functionally graded materials are a novel class of 

materials having unique characteristics. They are graded 

property materials and are used as medical implants, for 

thermal protection of space vehicles, as thermoelectric 

converter for energy conservation etc. Due to their versatility 

of behaviour, they are now used as nano, optoelectronic and 

thermoelectric materials also. Future applications demand 

materials having extraordinary mechanical, electronic and 

thermal properties which can sustain different environment 

conditions and are easily available at reasonable prices. The 

carbon nanotubes (CNT) reinforced functionally graded 

composite materials (FGCM) is expected to be the new 

generation material having a wide range of unexplored 

potential applications in various technological areas such as 

aerospace, defence, energy, automobile, medicine, structural 

and chemical industry. They can be used as gas adsorbents, 

templates, actuators, catalyst supports, probes, chemical 

sensors, nanopipes, nano-reactors etc. 

This paper aims at elaborating the development of such 

materials by compiling the ongoing researches. In this regard, 

the research developments of newer materials by different 

investigators have been presented here. Brief details of the 

development of CNT reinforced Functionally Graded 

composite materials, FGM in optoelectronic applications, FG 

thermoelectric materials have been presented here. In these 

elaborations, it is shown by the respective investigators that 

these FGMs can be effectively used as MRI scanner cryogenic 

tubes, tools and dies, solar panels, photodetectors , high 

temperature joining materials and various structural elements 

etc. 

 
Index Terms—CNT reinforced functionally graded 

composite materials (FGCMs), FGM in optoelectronics, FG 

thermoelectric materials. 
 

I. INTRODUCTION TO FUNCTIONALLY GRADED MATERIALS 

(FGMS) 

A functionally graded material (FGM) is a two-

component composite characterised by a compositional 

gradient from one component to other. In contrast to 

traditional composites that are homogeneous mixtures and 

involve a compromise between the desirable properties of 

component materials; the significant proportions of FGMs 

contain the pure form of each component, hence the need for 

compromise is eliminated. Thus the properties of both 

 

Manuscript received January 4, 2013; revised March 4, 2013. 

Isha Bharti is with the Department of Applied Physics, Delhi 

Technological University, Delhi (e-mail: dtu.isha@gmail.com). 

Nishu Gupta, was with the Department of Electronics and 

Communication Engineering, Motilal Nehru National Institute of 

Technology, Allahabad (e-mail: dce.nishu@gmail.com). 

K. M. Gupta is with the Department of Applied Mechanics, Motilal 

Nehru National Institute of Technology, Allahabad (e-mail: 

kmgupta@mnnit.ac.in). 

components can be fully utilised. For example, the 

toughness of a metal can be mated with the refractoriness of 

a ceramic without any compromise in the toughness of the 

metal or the refractoriness of the ceramic. 

Functionally graded materials may be characterized by 

the variation in their composition and structure gradually 

over the volume, resulting in corresponding changes in their 

properties. The materials can be designed for specific 

functions and applications. 

Functionally graded materials (FGMs) are a new 

generation of engineered materials that are gaining interest 

in recent years. FGMs were initially designed as thermal 

barrier materials for aerospace structural applications and 

fusion reactors. FGMs also found applications in structural 

components operating under extremely high-temperature 

environment. As an example, FGMs based on ceramic 

reinforcement in metal matrix are able to withstand high-

temperature environments due to better thermal resistance of 

ceramic constituents, while the metal constituents enhance 

their mechanical performance and reduce the possibility of 

catastrophic fracture. FGMs are the composite materials in 

which the content of reinforcement is gradually varied in 

some direction to achieve gradient in properties. Due to 

graded variation in the content of constituent materials, the 

properties of FGMs undergo appreciable and continuous 

change from one surface to another, thus eliminating 

interface problems and diminishing thermal stress 

concentrations. There are many areas of application for 

FGMs. The concept is to make a composite material by 

varying the microstructure from one material to another 

material with a specific gradient. This enables the material 

to have the best of both materials. If it is for thermal or 

corrosive resistance, or malleability and toughness, both 

strengths of material may be used to avoid corrosion, 

fatigue, fracture and stress corrosion cracking. 

A. Types of FGMs 

Depending upon the nature of gradient, the functionally 

graded materials (composites) may be grouped into 

following types [1]. 

1) Fraction gradient type (Fig. 1a) 

2) Shape gradient type (Fig.1b) 

3) Orientation gradient type (Fig.1c) 

4) Size (of material) gradient type (Fig.1d) 

 

II. CNT REINFORCED FGM COMPOSITES [2] 

CNT reinforced metal or ceramic matrix functional 

graded composites exhibit improvements in properties such 

as thermo- mechanical, lightweight, dimensional stability, 

barrier properties, flame retardancy heat resistance and 
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challenging technology in future. Compared to metals these 

show better higher strength-to- density ratios, higher 

stiffness-to-density ratios, better fatigue and wear resistance, 

better elevated temperature properties (higher strength-lower 

creep rate. In contrast to composites materials, FG-

composites have new unique properties like fabricate 

directional mechanical properties, higher temperature 

capability (lower thermal expansion properties), and 

excellent fatigue and fracture resistance. However, it is 

difficult to meet stringent dimensional stability requirements 

during gradation and results in higher cost of the product. 

 

                  
(a)                                                             (b) 

 

       
                 

(c)                                                    (d) 

 
Fig. 1.   Based on vividities of gradients, different types of functionally 

graded materials may be     of (a) fraction gradient type, (b) shape gradient 

type,(c) orientation gradient type, and (d) size gradient type [1]. 

 

A. Applications of CNT in FGM 

CNT reinforced metal matrix functional graded-

composites due to their unique combination of hardness, 

toughness and strength are universally used in cutting tools, 

drills, machining of wear resistant materials, mining and 

geothermal drilling. CNT reinforced functional graded-

composite materials have the ability to generate new 

features and perform new functions that are more efficient 

than larger structures and machines. Due to functional 

variation of FGM-materials, their physical/chemical 

properties (e.g. stability, hardness, conductivity, reactivity, 

optical sensitivity, melting point, etc.) can be manipulated to 

improve the overall properties of conventional materials. 

Some of the current and futuristic applications of FGM are 

listed as follows [2]. 

 

1) Commercial  and Industrial: Pressure vessels, Fuel 

tanks, Cutting tool inserts, Laptop cases, Wind turbine 

blades, Firefighting air bottles,  MRI scanner cryogenic 

tubes,  Eyeglass frames, Musical instruments, Drilling 

motor shaft, X-ray tables, Helmets. 

2) Automobiles: (SiC-SiC) Combustion chambers,(AI-

SiC) Engine cylinder liners, (SiCw/AI-alloy) Diesel 

engine pistons, (E-glass/epoxy) Leaf springs, (AI-C) 

Drive shafts, (AI-SiC) Flywheels, Racing car brakes, 

(SiCp/AI-alloy) Shock absorbers. 

3) Aerospace equipment and structures: (TiAl-SiC fibers) 

Rocket nozzle, Heat exchange panels, Spacecraft truss 

structure, Reflectors, Solar panels, Camera housing, 

Turbine wheels (operating above 40,000 rpm),Nose 

caps and leading edge of missiles and Space shuttle. 

4) Sub-marine: (Carbon and glass fibers) Propulsion shaft,              

(Graphite/Epoxy) Cylindrical pressure hull, 

(Glass/Epoxy) Sonar domes, Composite piping system,     

(AI-SiC) diving cylinders. 

5) Biotechnology: The functional gradient 

nanohydroxyapatite reinforced polyvinyl alcohol 

(nanoHA/PVA) gel biocomposites can be prepared 

through a layer-by-layer casting method combining 

with freeze/thaw cycles technology. NanoHA/PVA gel 

biocomposites have been a promising and excellent 

artificial articular cartilage repair material. Compared to 

hydrogel-based materials such as poly(vinyl alcohol) 

(PVA), poly(lactic acid) and chitosan, nanoHA/PVA 

gel biocomposites possesses superior bioactivity and 

mechanical properties because of the nanoHA existence 

in the composites. [3], [4] 

B.  Other Applications of CNT Reinforced FGM  

Potential applications of FGM are both diverse and 

numerous. Some more applications of CNT in FGM having 

recent applications are the following [2]: 

1) CNT reinforced functionally graded piezoelectric 

actuators. 

2) As furnace liners and thermal shielding elements in 

microelectronics. 

3) CNT reinforced functionally graded tools and dies 

for better thermal management, better wear 

resistance, reduce scrap, and improved process 

productivity. 

4) CNT reinforced functionally graded polyester-

calcium phosphate materials for bone   replacement.  

 

Functionally graded materials (FGMs) are materials in 

which some particular physical properties are changed with 

dimensions. Properties of such materials can be described by 

material function f(x). In homogenous materials this 

function is constant, like in Fig. 2a. In case of a junction of 

two different materials, function f(x) has a stair-shape (Fig. 

2b). 

 
        Fig. 2. Schematic representation of materials function in different 

structures;  homogenous material (a),  junction (b), FGM (c)  
 

In FGM, this material function should be continuous or 

quasi-continuous. It means that the particular properties 

change continuously or quasi continuously along one 

direction, like it is shown in Fig. 2c. In many cases, FGM 

can be presented as a composition of several connected thin 

layers.  
Depending on the number of directions the proprieties 

changed, we can discriminate as 1- dimensional, 2-

dimensional or 3-dimensional FGM. It can be 

mathematically described for 3-D FGM as 
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where F(x, y, z) is the material function. 

A.   Possible Applications of FGM in Optoelectronics 

Now-a-days the graded materials are widely used for anti-

reflective layers, fibers, GRIN lenses and other passive 

elements made from dielectrics, and also for sensors and 

energy applications. For example, the modulation of 

refractive index can be obtained in such components 

through the change in material composition. Another 

possibility is to apply concept of gradation in semiconductor 

active devices. In semiconductors the material function can 

describe energetic bandgap, refractive index, carrier 

concentration, carrier mobility, diffusion length, built-in 

electric field and another property which influence the 

parameters of optoelectronic devices. 

B.     High-Efficient Photodetector and Solar Cells [5] 

The fundamental limitation of the efficiency of 

homogenous silicon solar cells is the constant energetic 

band-gap width in bulk material. Because the high-energetic 

radiation is absorbed in a shallow layer under surface, it is 

necessary to form electric field in close vicinity to the 

surface. Generated carriers can effectively be separated in 

electric field; therefore the diffusion length of carriers 

should be longer than junction depth. 

 

 

Fig. 3. Schematic structure of p-n photodiode with graded layerelectric 

field, therefore the diffusion length of carriers should be longer than 

junction depth [3]. 

  
Another factor which decreases carrier generation 

efficiency is the difference of energetic band-gap and 

absorbed photons energy. By using materials with gradation 

of energetic band-gap, it is possible to match the absorption 

edge with band-gap, which improves generation efficiency. 

The appliance of cascade of junctions with different 

energetic band-gap width can be one of the solutions. 

Another way to overcome this limitation is the use of graded 

material. The idea of such device is shown in Fig. 3. 

 

IV. FGM THERMOELECTRIC MATERIALS  

A good thermoelectric material possesses a large Seebeck 

coefficient, high electrical conductivity and low thermal 

conductivity. A high electrical conductivity is necessary to 

minimize the Joule heating, while a low thermal 

conductivity helps to retain heat at the junctions and 

maintain a large temperature gradient. These materials, 

however, have a constant ratio of electrical to thermal 

conductivity (Widemann-Franz-Lorenz law); so it is not 

possible to increase one without increasing the other. Metals 

best suited to thermoelectric applications therefore posses a 

high Seebeck coefficient. Unfortunately, most of these 

metals possess Seebeck coefficients in the order of 10 

microvolts/K, resulting in generating efficiencies of only 

fractions of a percent. Therefore, the development of 

formulated semiconductors with Seebeck coefficients in 

excess of 100 microvolts/K increased the interest in 

thermoelectricity. Earlier it was not known that the 

semiconductors were superior thermoelectric materials due 

to their higher ratio of electrical conductivity to thermal 

conductivity, when compared to metals. 

 A higher figure-of-merit Z of a thermoelectric material 

shows a higher performance at a specific narrow 

temperature range [4]. On the other hand, the specific 

temperature can be shifted to higher temperature by 

increasing the carrier concentration. Bismuth telluride 

(Bi2Te3), lead telluride (PbTe) and Si-Ge alloy (SiGe) are 

used for low, medium and high temperature range, 

respectively. Usually, a monolithic and uniform 

thermoelectric material is used, though a temperature 

gradient exists in the thermoelectric material. Therefore, 

each part has not proper carrier concentration for each 

temperature. Two times of higher performance than a 

traditional thermoelectric material can be expected, if the 

proper carrier concentration gradient is performed to fit with 

the temperature gradient. Performing stepwise change of 

carrier concentration is also a performing method for 

practical application. That is a fundamental concept of 

energy converting FGM.  

 It is essential to choose a proper material for each part to 

fit the temperature gradient. The proper material is a 

material with proper carrier concentration and a proper 

compound to match the temperature of each part along the 

temperature gradient. FGM joining of these materials and 

fitting electrodes with FGM interface are also core 

technique, because thermal stress relaxation caused by the 

difference of thermal expansion coefficient is important at a 

high temperature.  

A. PbTe Based FGM Thermoelectric Material [6] 

Performing higher Z over a wide temperature range is 

essential to obtain higher thermoelectric efficiency Ƞ.  

Figure 4 shows the temperature dependence of Z for 5 kinds 

of n-type PbTe with different carrier concentration, which 

was induced from a report of ZT-data by Goff and Lowney 

as the parameter of carrier concentration. Every Z-curve has 

a maximum value, and the corresponding temperature shifts 

with the carrier concentration. If these materials are joined 

to fit with the temperature gradient, a higher performance 

than traditional thermoelectric materials can be expected. 

When the FGM structure is applied to PbTe, the 

conversion efficiency can be improved remarkably. Five 

kinds of PbTe in Fig 4 are joined in sequence at the intercept 

temperatures of 530, 640, 750 and 815K. This segmented 

PbTe has five kinds of different carrier concentration and 

shows five maximum values of Z at different temperatures. 

Comparing with the ordinal monolithic PbTe with a 

carrier concentration of 3x1025/m3, which shows the highest 

efficiency in monolithic PbTe, the FGM exhibits a larger Z 

value as shown in the hatched area. The broken line in Fig. 4 
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shows estimation on the assumption of continuous change of 

the carrier concentration for PbTe. This gradient PbTe has 

an ideal FGM structure and exhibits a higher Z than the 

segmented PbTe over a wide temperature range. It is 

estimated that the average Z of the ideal FGM should 

improve by 50% in comparison with a monolithic PbTe, and 

maximum thermoelectric efficiency Ƞ  at T h=950K should 

extend to 19%. 

 
Fig. 4. Temperature dependence of Z for n-type PbTe as parameters of 

camer concentration[4]. 

 
This concept can be applied not only to the carrier 

concentration gradient but also to joining different materials, 

such as Bi2Te3 -PbTe-SiGe etc., corresponding to the 

temperature gradient. 

 

V. CONCLUSIONS 

1) FGM belongs to novel material category and offers new 

capabilities to use it at large scale. FGM technology has 

the potential to drastically redefine the methods used for 

developing lighter, stronger, and high performance 

structures with unique and nontraditional properties. 

FGM-composites often lead to a reduction in weight and 

costs, and are more environmental friendly. For these 

reasons the popularity of these composites is increasing 

in engineering world. However, engineering 

breakthroughs will be required to develop the technology 

in long-term goals. Technologies expect the FGM kind 

of advanced materials with revolutionary new 

capabilities such as in power systems, electronic devices, 

sensors, science and medical diagnostic instruments. 

2) Functionally graded materials are perspective materials 

for modern optoelectronic devices, such as low threshold 

current edge lasers (GRINSCH) and tuneable photo 

detectors. Graded layers can also be used as buffers in 

heteroepitaxy of nitrides. Development and 

characterization of FGM is a real challenge and needs 

thorough analysis. The methodology of measuring layers 

with graded changing properties is difficult. Another 

problem is the interrelation between different material 

properties. It is different to change one parameter like 

energetic band-gap, without influencing the others like 

refractive index. 

3) The thermoelectric materials with FGM structure show a 

higher performance than monolithic materials. FGM 

joining is also a useful technique for setting an electrode 

in order to relax the thermal stress and suppress the inter 

diffusion. However, it is difficult to improve the 

performance by controlling crystal size. On the other 

hand, exact measurement of thermal conductivity at a 

high temperature is another problem for accurate 

designing of an FGM.  

4) A temperature sensor results if one of the junctions is 

maintained at a well-known temperature. The 

thermocouple can also be used as an actuator. The 

advantages of TE energy conversion is that moving 

mechanical parts are avoided which enables high system 

reliability, quiet operation, and it is usually 

environmentally friendly. It has been found that the 

tellurium compounds Bi2Te3 and Sb2Te3 having ZT > 2 

are well established TE materials for futuristic uses. 
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The deceleration parameter being poorly known by observations but a key parameter in cos-
mology has been frequently investigated with observational data through its model independent
phenomenological parametrizations in terms of cosmic redshift or scale factor. In this paper, we
study linearly varying deceleration parameter in terms of cosmic time t (LVDPt) with the compan-
ion linearly varying deceleration parameter in terms of cosmic redshift z (LVDPz) and in terms of
cosmic scale factor a (LVDPa). We investigate in detail the kinematics and the fate of the Universe
by confronting the three LVDP laws with the latest observational data from H(z) compilation (25
data points) and SN Ia Union2.1 compilation (580 data points). The study reveals that the LVDPt
law is superior than LVDPz and LVDPa laws in many aspects. In particular, the goodness of fit to
the observational data is found to be the best for the LVDPt law. The kinematics and dynamics
(assuming general relativity) of the Universe is further studied by considering the LVDPt law in
comparison with the standard ΛCDM model. It is found that these two models are observationally
indistinguishable but the LVDPt fits the data slightly better than the ΛCDM model. These two
models exhibit a very similar behavior for a long passage of time but make slightly different predic-
tions for the earlier times of the Universe with considerably different predictions on the future of the
Universe. According to the LVDPt model, the accelerating expansion of the Universe started when
the Universe was 7.148 ± 0.923Gyr old at redshift 0.703+0.356

−0.148 and the age of the present Universe
is 13.460 ± 0.899Gyr, whereas these values are found to be 7.233 ± 0.225Gyr, 0.682 ± 0.082 and
13.389± 0.289Gyr in the ΛCDM model. Observational constraints on cosmic doomsday are carried
out in the context of the LVDPt model, and it is found that the Universe will end in Big Rip when
the age of the Universe is 36.602 ± 7.930Gyr.

Keywords: Accelerating Universe · Linearly varying deceleration parameter · Observational constraints ·
Cosmic doomsday

I. INTRODUCTION

It was thought that the expansion of the current Uni-
verse could be well described by solving Einstein’s field
equations in the presence of pressure-less matter (dust)
within the framework of spatially flat Robertson-Walker
spacetime, which gives a decelerating expansion rate
with a constant deceleration parameter (DP) equal to 1

2 .
The experimental efforts to confirm this, however, led to
the discovery that the current Universe is in fact accel-
erating [1, 2]. It is today very well established that we
are living in a Universe that is not only expanding but
also have been evolving from decelerating expansion to
accelerating expansion and is in the accelerating expan-
sion phase during the last ∼ 6 billion years. However, we
still have no satisfactory explanation for this fact that

∗ oakarsu@ku.edu.tr
† tdereli@ku.edu.tr
‡ sukuyd@gmail.com (corresponding author)
§ lxxu@dlut.edu.cn

occurs at energy scales ∼ 10−4 eV where we supposedly
know physics very well. This accelerated expansion of
the Universe, essentially, requires either the presence of
an energy source in the context of Einstein’s general the-
ory of relativity whose energy density is constant/varies
very slowly as the Universe expands and that permeates
all over the space uniformly (dubbed as dark energy)
[3, 4] or a modification of the Einstein’s general theory
of relativity for describing gravitation at cosmological
scales [5–7]. It seems that the quest for a satisfactory
explanation to the accelerating expansion of the current
Universe and its history more accurately and precisely
from observations will continue to be among the hottest
topics in cosmology studies in the near future.

What we expect from a successful cosmological model
that provides a possible explanation of the current ac-
celeration of the Universe is not only a successful fit
to the observational data but also a motivation from
fundamental physics and simplicity. In this respect, so
far the best explanation might have been the ΛCDM
model that is obtained simply by the inclusion of a pos-
itive cosmological constant Λ (which is mathematically
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equivalent to the conventional vacuum energy density
that is described with an equation of state (EoS) pa-
rameter equal to −1) into the Friedmann equations for
spatially flat Universe containing dust [8]. However,
it suffers from two serious conceptual/theoretical prob-
lems known as the fine tuning and coincidence prob-
lems [9–11]. Besides these, the latest cosmic microwave
background (CMB) experiment, the Planck experiment
whose major goal is to test ΛCDM model to high pre-
cision and identify areas of tension, concludes that the
Planck data are remarkably consistent with the predic-
tions of the base ΛCDM model but presence of a mis-
match with the temperature spectrum and some other
anomalies at low multipoles l . 30 are possibly in-
dicative that the model is either incomplete or alter-
natively is incorrect [12]. The value of the Hubble con-
stant H0, which is tightly constrained by CMB data
alone in the base ΛCDM model, is found to be strik-
ingly low H0 = 67±1.4 km s−1 Mpc−1 in Planck experi-
ment. However, the constraints on the kinematics of the
Universe from CMB data are highly dependent on the
assumed cosmological model and even small changes in
the model assumptions, say small deviations from the
base ΛCDM model, can change the obtained value of
H0 noticeably. It is, therefore, important to compare
the results obtained from CMB data with astrophysi-
cal measurements of H0, since any discrepancies could
be a pointer to new physics, particularly to a cosmo-
logical model other than the ΛCDM model. For in-
stance, there is a tension at about 2.5σ level between
Planck and the direct measurements of Hubble con-
stant (H0 = 73 ± 2.4 km s−1 Mpc−1 which is the value
obtained using Hubble Space Telescope (HST) obser-
vations of Cepheid variables in the host galaxies of
eight type Ia supernovae (SN Ia) to calibrate the su-
pernova magnitude-redshift relation [13]) that cannot
be resolved by varying the parameters of the ΛCDM
model. There is also a mild tension at about 2σ level
with the Supernova Legacy Survey (SNLS) compilation
while it is compatible with the Union2.1 compilation
whose scatter, however, is significantly larger than that
of the SNLS compilation. Planck experiment concludes
that the tension between CMB-based estimates and the
astrophysical measurements of H0 is intriguing and mer-
its further discussion. In fact the supplementary infor-
mation from astrophysical data sets have an important
role (e.g., prevent degeneracies) in the analysis of CMB
experiments in general. CMB data alone provide only
weak constraints on the dark energy EoS parameter.
For instance, again in the Planck experiments, while the
CMB data alone is compatible with cosmological con-
stant assumption in the base ΛCDM model, the addi-
tion of astrophysical data into the analysis usually draws
the EoS of the dark energy into the phantom domain
(w < −1). In such a situation, i.e. if w 6= −1, it makes
physically sense to think of possible time dependence of
w. Accordingly, the Planck group considers the simple
linear relation w(a) = w0 + wa(1 − a) (which has often

usage in the literature) and conclude that the dynamical
dark energy is favored at about 2σ level when they con-
sider the direct measurement of H0, or the SNLS SNe
sample, together with Planck data.

A large number of cosmological models have already
been proposed as alternatives to the ΛCDM model start-
ing right after the discovery of the current acceleration
of the Universe, particularly due to the so called cosmo-
logical constant problem. It seems now that the recent
results from Planck experiment will also not end the in-
quiries for alternative cosmologies but will lead to quest
for cosmological models that does not deviate from the
ΛCDM model since the redshift value ∼ 3400 and that
fit the observational data even better and may relieve
the tensions between the different observational data
groups.

In the analyses of cosmological data it is usually as-
sumed that general relativity is valid at cosmological
scales, the physical ingredient of the current Universe is
made of a dark energy source and dust or that a modi-
fied gravity is valid at cosmological scales so that an ad-
ditional dark energy source will not be necessary. Such
analyses are often referred to as dynamical studies. One
of the advantages of such studies is that the cosmologi-
cal model that will be confronted with the observations
can usually be constructed starting from a well moti-
vated theoretical background. However, what is done
basically in such studies is to obtain the free parame-
ters of the considered cosmological model using the ob-
servational data and the different cosmological models
usually give different results for the kinematics of the
Universe even in the range covered by the considered
observational data and can predict completely different
histories for the Universe out of the range covered by
the considered observational data. It is, therefore, clear
that the expansion history of the Universe obtained in
such studies are restricted with the cosmological models
that would have been constructed so far. Besides that,
we are neither sure that the general relativity needs to
be modified nor that the presence of an unknown dark
energy source is inevitable. Hence, it makes sense to try
to obtain information on the kinematics of the Universe
with no assumption for a particular metric theory of
gravity or for the matter-energy content of the observed
Universe. Such a route has less chance to shed light on
the question whether general relativity is valid at cos-
mological scales or on the nature of the dark energy.
However, this route gives us opportunity to investigate
the history of the Universe in a less model dependent
way/more directly by being able to consider a larger
class of expansion histories so that it is more likely to
find an expansion law that can fit the observational data
better. On the other hand, this route is in fact not to-
tally divorced from the dynamical studies. The consid-
ered parametrization for the kinematics of the Universe
can often be converted into a dynamical set of equations
by assuming a particular metric theory of gravity (for in-
stance general relativity) and then the properties of the
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physical ingredient of the Universe can be investigated.
A crucial point when this route is taken up is to develop
a reasonable strategy for parametrizing the kinematics
of the Universe. Various strategies can be followed de-
pending on some practical, mathematical, phenomeno-
logical, theoretical and other aspects [14–22]. For in-
stance, the DP being poorly known by observations but
a key parameter in cosmology has been constructed ob-
servationally through model independent phenomeno-
logical parametrizations [23–27]. For the recent studies
in this regard see Refs. [28, 29]. It is worth mentioning
here that in these studies only cosmic redshift or scale
factor-dependent parametrizations of DP have been con-
sidered to confront with observations. But in this pa-
per, for the first time in the literature (to the best of our
knowledge) we consider a time-dependent parametriza-
tion of the DP for its observational construction. This
parametrization consists of first two terms of Taylor ex-
pansion of DP in cosmic time and hence is naturally
motivated, which we refer to as linearly varying DP in
cosmic time with the abbreviation LVDPt (See Section
II for detailed motivation), which was first introduced
by Akarsu and Dereli [30, 31]. We also consider the
companion linearly varying DP in terms of cosmic red-
shift z (LVDPz) [23, 24, 27, 28] and in terms of cosmic
scale factor a (LVDPa)[24–26, 28] for the investigation
in contrast with LVDPt.

In the light of the above discussion, here we study in
detail the kinematics and the fate of the Universe by
confronting the three LVDP laws with the latest obser-
vational data from H(z) compilation (25 data points)
and SN Ia Union2.1 compilation (580 data points). The
paper is organized as follows. In Section II, we first
discuss our strategy which leads to the three different
LVDP laws, viz., LVDPz, LVDPa and LVDPt. We then
discuss some properties of these three LVDP laws from
various aspects and compare to each other. In Section
III, we obtain the observational constraints on the kine-
matics of the Universe from the latest H(z)+SN Ia data
(25+580 data points) using the three LVDP laws sepa-
rately. In Section IV, we further discuss the constraints
on the dynamics of the Universe using the LVDPt law in
comparison with the ΛCDM model as well as with some
other models such as DGP, Chaplygin gas, Galileon
models. In Section V, we discuss the predicted future
of the Universe using the laws we considered in the pa-
per, particularly using LVDPt law. Final section of the
paper is filled with the concluding remarks.

II. THE MOTIVATION FOR LVDP LAWS AND
THEIR THEORETICAL COMPARISONS

Three important parameters in cosmology are the
Hubble parameter H , dimensionless DP q and the di-

TABLE I: Mean values with 1σ, 2σ and 3σ errors of the pa-
rameters of CDP and CDP(q = 1

2
) models constrained with

H(z)+SN Ia data. H0 is given in the units kms−1 Mpc−1

CDP CDP(q = 1
2
)

q0 −0.192+0.063+0.118+0.174
−0.064−0.126−0.170 0.5

H0 67.716+0.832+4.181+5.148
−1.151−3.420−5.687 53.828+1.318+16.752+17.452

−2.405−3.571−4.971

χ2
min 567.413 719.438

mensionless jerk parameter j that are defined as follows:

H =
ȧ

a
, q = −

äa

ȧ2
and j =

...
a a2

ȧ3
, (1)

where a is the scale factor and a dot denotes d
dt . DP

among these is the key quantity in describing the evolu-
tion of the Universe. Assuming general relativity is the
true theory of gravitation, it also tells us one of the most
important parameter for understanding the physical in-
gredient of the Universe, the EoS parameter w = p/ρ
(where ρ and p are the energy density and pressures
respectively) of the effective fluid that controls the dy-
namics of the Universe, through the relation

q =
1

2
+

3

2
w, (2)

in the framework of spatially flat RW spacetime. Ac-
cordingly, before the first indications of the current ac-
celeration of the Universe, in 1998, the DP of the Uni-
verse was expected to be q ∼= 1

2 since it was believed that
the physical ingredient of the current Universe could be
described very well with a dust with a negligible EoS
parameter w ∼= 0.

We would like to show here what we get if constant
DP (CDP) q = 1

2 prediction is relaxed to the general
CDP q = q0 and constrain the corresponding cosmolo-
gies H(z) = H0(1 + z)

3
2 and H(z) = H0(1 + z)1+q0 ,

respectively, with the latest data from H(z) (25 data
points) and SN Ia observations (580 data points) (the
details on the constraints methodology are given in Sec-
tion III). We give the results in Table I. Observational
constraints on H0 and q0 in the cosmology H(z) =
H0(1 + z)1+q0 (power-law cosmology) were carried out
recently by Kumar [32], separately and also jointly, us-
ing 14 observational H(z) data points from [13, 33] and
from Union2 set of 557 SN Ia data points [34]. In
that study, from the joint analysis, the Hubble con-
stant and DP were found as H0 = 68.93+0.53

−0.52 and
q0 = −0.34 ± 0.05. The different values we obtain for
CDP (given in Table I) are due to the updated data (25
H(z) and 580 SN Ia data points) that we have consid-
ered in this study (See Section III).

We note first that the value of the χ2
min, i.e., the good-

ness of fit, improved considerably when q = 1
2 is relaxed
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to be q = q0. The value q = 1
2 is not within the er-

ror region of the one we obtain when it is relaxed even
within 3σ error region. These results can be interpreted
mainly in two different ways: (i) If we assume that gen-
eral relativity is valid, then the Universe in the range
covered by the data cannot be described with w ∼= 0
(q ∼= 1

2 ) on average but with w ∼= −0.14 (q ∼= −0.192),
which indicates the presence of an unknown fluid with
a negative EoS parameter in addition to the dust. (ii) If
we assume that w ∼= 0 is a valid assumption for describ-
ing the physical ingredient of the Universe in the range
covered by the data then the general relativity could not
be valid at cosmological scales. In the standard ΛCDM
model, on the other hand, what is constant is not the DP
but the jerk parameter: jerk parameter is simply a con-
stant equal to unity jΛCDM = 1, while the DP evolves to
−1 starting from 1

2 . However, compared to the Hubble
constant and DP, the observational constraints on the
value of the jerk parameter are rather weak since var-
ious observational studies give values approximately in
the range −5 . j0 . 10 [15, 35–41]. Therefore, the pur-
pose of the current cosmological studies is primarily an
accurate and precise description of the evolution of DP
and then to examine the behavior of the jerk parameter
in comparison with jΛCDM = 1 of the ΛCDM model.

The evolution of DP can, in principle, be described
by functions of some other cosmic parameters such as
cosmic time t, cosmic scale factor a, cosmic redshift z,
which can also be re-written in terms of each other.
However, we don’t know the accurate function that de-
scribes its evolution. Let us now make a very reason-
able assumption that the unknown function describing
the DP can be approximated by its Taylor expansion in
terms of x:

q(x) = q0 + q1

(

1−
x

x0

)

+ q2

(

1−
x

x0

)2

+ ..., (3)

where x is a reasonable cosmological parameter to be
decided such as cosmic red-shift z, cosmic scale factor
a, cosmic time t and subscript 0 stands for the current
value of the considered parameter. It is obvious that the
first approximation to the unknown function q(x) gives
a CDP that corresponds to either power-law or expo-
nential expansion, and is independent of the choice of
the cosmological parameter for Taylor expansion. How-
ever, for the higher order approximations, one should
give a decision on a reasonable cosmological parameter
(e.g., t, a, z) for the Taylor expansion and on the num-
ber of terms to be expanded. The second approximation
in terms of x to the unknown function of the DP will
be a linearly varying DP (LVDP), the third approxima-
tion will be a quadratically varying DP (QVDP) and
so on. We emphasize that each of these decisions will
correspond to a different cosmological model/expansion
history of the Universe! In other words, even if we ob-
tain similar kinematics in the range covered by the con-
sidered observational data, the prediction of each model
could be quite different out of this range. For instance,

linear approximation for DP in cosmic redshift z is not a
linear approximation in cosmic scale factor a and these
two linear approximations are obviously quite different
since z diverges as a goes to zero. Hence, one may easily
conclude also that different choices (such as z, a, t and
etc.) for the parameter x for the Taylor expansion and
the number of terms considered would fit the observa-
tional data differently. In other words, the goodness of
the fit will be related with (i) the chosen parameter (t,
a, z) for the Taylor expansion and (ii) the number of
terms considered. However, in physics, we should con-
sider not only the goodness of fit but also the simplicity
of the model (namely, number of terms in the Taylor
expansion) in accordance with the Occam’s razor prin-
ciple. If too many terms are considered then the allowed
region in the parameter space could be so large that it
would not be possible to get firm conclusions. If not
enough number of terms are considered, on the other
hand, then the observational data would be evaluated
on average and misleading conclusions could be reached.
Hence we should build a balance between the goodness
of the best fit to the observational data and the simplic-
ity of the model to be fitted to the observational data.
It is obvious that, for a chosen parameter (t, a, z) for
the Taylor expansion, one would obtain better fit to the
observational data when the number of terms of Tay-
lor expansion is increased. However, this would yield
a more complex model/a model with more free param-
eters. On the other hand, goodness of the fit to the
observational data can also be improved by changing
the cosmic parameter we consider for the Taylor expan-
sion instead of increasing the number of terms for Taylor
expansion, which leads to more complex models.

In the light of the above discussion, we consider the
truncation at the second order,

q(x) = q0 + q1

(

1−
x

x0

)

, (4)

and utilize it, in what follows, to obtain the DP laws
linearly varying with z, a and t.

The first LVDP law we shall consider is the LVDP in
terms of cosmic redshift z (LVDPz), which has been the
first and most commonly used law in the literature for
obtaining the kinematical parameters of the Universe
using H(z) and/or SNe Ia data [23, 24, 27, 28]. To get
LVDPz, we simply substitute x

x0
= a0

a = 1 + z in (4)
and absorb the minus sign with q1:

q = q0 + q1z, (LVDPz) (5)

where z = −1 + a0

a is the cosmic redshift. The most
obvious shortcoming of the LVDPz law is that it grows
monotonically with no limits as we go back to earlier
times of the Universe. This would make the results ob-
tained by this law unreliable particularly if the obser-
vations under consideration involve high redshift data.
For instance, let us assume that the current value of
the DP is qz=0 ∼ −0.5 and the acceleration started at
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z ∼ 0.5, which implies q1 ∼ 0.5 in (5). We note that, in
this case, q = 1 is reached when z = 3, which obviously
cannot be accepted since Big Bang nucleosynthesis con-
strains DP to be q ∼ 1 even when z ∼ 109 [42]. This
law, on the other hand, is well behaved in the future
such that the Universe either expands forever (provided
that q0 ≥ q1 − 1) or ends with a Big Rip in finite future
(provided that q0 < q1−1). However, because the obser-
vational constraints obtained using this law with high
redshift data are not reliable, the predicted future of
the Universe using this law cannot be reliable. Another
shortcoming of this law is that we don’t have analytical
expression of the scale factor, Hubble parameter etc. in
terms of cosmic time t for this law.

Unlimited growth of the DP for large z values in the
LVDPz law led some authors [24–26, 28] to propose lin-
early varying DP in scale factor a (LVDPa), which can
be obtained, in our study, by substituting x

x0
= a

a0
in

(4):

q = q0 + q1

(

1−
a

a0

)

. (LVDPa) (6)

It can also written in terms of redshift as follows

q = q0 + q1
z

1 + z
∼= q0 + q1z − q1 (z2 − z3 + ...). (7)

At this stage, it should be noted that in all the LVDP
laws the transition of the Universe from deceleration
to acceleration demands the constant q1 to be positive.
One may observe that LVDPz and LVDPa laws exhibit
similar behaviors at low redshift values. On the other
hand, LVDPa law gets finite values in the whole past of
the Universe, which makes this law more reliable than

the LVDPz law particularly for observational studies in-
volving high redshift data. Nevertheless, this time we
cannot rely on the predictions about the future of the
Universe since the LVDPa grows very rapidly, such that
the DP q → −∞ (hence the EoS parameter of the effec-
tive fluid w → −∞ when the general relativity is con-
sidered) as z → −1, which we will call Super Big Rip

and cannot be taken as a realistic prediction. Besides
this extreme behavior, this law suffers from the same
problem with the LVDPz law such that we don’t have
analytical expressions of the cosmological parameters in
terms of cosmic time t.

LVDPz and LVDPa laws are the most considered two
laws in the literature [23–28] to obtain the observational
constrains on the kinematics of the Universe and corre-
spond to Taylor expansions of the unknown function of
the DP up to the second term in terms of cosmic red-
shift z and a, respectively. However, in fact, the most
essential concept when we are dealing with a dynamical
system is time and hence is the cosmic time t in cos-
mology. Similar to the LVDPz and LVDPa laws, Taylor
expansion of the unknown function of the DP in terms
of t up to the second term will give a linearly varying
DP in time t (LVDPt), which was recently suggested by
Akarsu and Dereli [30, 31] phenomenologically. LVDPt
law can be obtained simply by substituting x

x0
= t

t0
,

where t0 is the present time of the Universe, into (4):

q = q0 + q1

(

1−
t

t0

)

. (LVDPt) (8)

This law can also be re-written and Taylor expanded in
terms of redshift as follows:

q= q0 + q1

(

1−
2 + 2q0 + 2q1

q1 + (2 + 2q0 + q1)(1 + z)1+q0+q1

)

(9)

∼= q0 +
1

2
(2 + 2q0 + q1)q1z −

1

4
(2 + q0)(2 + 2q0 + q1)q1z

2 + ...

LVDPt law has many advantage compared to the
LVDPz and LVDPa laws. We note that at low redshift
values all the three LVDP laws behave similarly while
only the LVDPt law never diverges through the history
of the Universe, namely, it is finite both at the begin-
ning a → 0 (z → ∞ ) and at the end a → ∞ (z → −1)
of the Universe. While we don’t have analytical expres-
sions of the cosmological parameters in terms of cosmic
time t for the LVDPz and LVDPa laws, we have this law
already in terms of cosmic time t and can obtain all the
cosmological parameters (a, H , q, j and etc.) in terms
of t, a and z whenever it is needed. Moreover, as it was
shown in [31], it exhibits a very similar behavior with
the ΛCDM cosmology for a long passage of time. This
is important since although we are not sure today that

ΛCDM is the right model to explain the observed Uni-
verse, we know that any cosmological model that can
be a good candidate cannot deviate from ΛCDM kine-
matics a lot in the observational range of the Universe.
We note that Universe inevitably evolves into a super-
exponential expansion phase with a finite DP value less
than −1 that imposes a Big Rip end to the Universe [43],
which also imposes, in general relativity, the presence
of dark energy source that can cross below the phan-
tom divide line (w < −1) that is dubbed as quintom
dark energy [44, 45]. This is a behavior that is favored
persistently by many observational studies [12, 46–50].
We would also like to comment that LVDPt behavior
has recently been obtained by Akarsu and Dereli [51]
in a cosmological model in which general relativity and
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dark energy source are not considered but the presence
of higher dimensions and dilaton gravity as the theory
of gravitation.

We compare these three different linear parametriza-
tions of the deceleration parameter, LVDPt, LVDPa and
LVDPz in Table II. The constraints on the kinematics of
the Universe from observational data using the LVDPt
law has not been studied before, whereas the LVDPz
and LVDPa laws have been considered in many stud-
ies [23–28]. The reason may be as follows: The studies
on the kinematics of the Universe are basically based
on the redshift concept since the H(z) data consist of
the Hubble parameter versus the redshift and the SN Ia
data consist of the distance versus redshift. In addition
to this, the conversion between the redshift z and scale
factor a is rather trivial, i.e. z = −1 + a0/a. Hence
what has been considered often in the first place was a
relation between the DP and the redshift or scale fac-
tor. On the other hand, if we start with a law for DP in
terms of t, then we should first obtain the scale factor
explicitly to derive the Hubble parameter in terms of
redshift so that we will use it in our observational anal-
yses. Indeed, one may observe from Table II that the
expression of the LVDPt law is quite non-trivial either
in terms z or a, while it is quite trivial to write LVDPa

law in terms of z and LVDPz law in terms of a.

III. OBSERVATIONAL CONSTRAINTS ON
LVDP LAWS FROM H(z)+SN IA DATA

The parameters of the LVDP laws are constrained
considering the 25 observational H(z) data points span-
ning the redshift range 0.07 < z < 1.750 [52] and the
SNe Ia Union2.1 sample [53] that contains 580 SNe
Ia data points spanning the redshift range 0.015 <
z < 1.414 and using the Markov Chain Monte Carlo
(MCMC) method, whose code is based on the pub-
licly available package cosmoMC [54]. The details of
methodologies and observational data points used for
obtaining the constraints on model parameters are given
in Appendices A and B. We combine H(z) and SNe Ia
data in order to obtain tighter constraints on the model
parameters and to avoid degeneracy in the observational
data. Since independent cosmological probes provide
the H(z) and SNe Ia data, it is reasonable to define the
total likelihood as the product of separate likelihoods of
the two probes, viz.,

χ2
total = χ2

OHD + χ2
SN.

The Hubble parameters in terms of cosmic redshift
z, that are used for fitting the data, obtained from the
LVDPz, LVDPa and LVDPt laws, respectively, read as

H(z) = H0(1 + z)1+q0−q1eq1z , (LVDPz) (10)

H(z) = H0(1 + z)1+q0+q1e−q1
z

1+z , (LVDPa) (11)

H(z) =
H0

4(1 + q0 + q1)2

[

q1(1 + z)−(1+q0+q1)/2 + (2 + 2q0 + q1)(1 + z)(1+q0+q1)/2
]2

. (LVDPt) (12)

The 1D marginalized distribution on individual param-
eters and 2D contours with 68.3 %, 95.4 % and 99.73
% confidence limits are shown in Fig.1a for the LVDPt
law, in Fig.1b for the LVDPz law and in Fig.1c for the
LVDPa law. The mean values of the model parameters
q0 (the current value of the DP), q1 and the Hubble
constant H0 (the current value of the Hubble parame-
ter) of the LVDPt, LVDPa and LVDPz constrained with
H(z)+SN Ia data are given in Table III. The 1σ errors,
χ2
min, χ2

min/dof and goodness of fit (GoF) are also given
in Table III.

We note that the LVDPt law fits the observational
data better than the LVDPa and LVDPz laws. LVDPa,
on the other hand, fits the observational data better
than the LVDPz law.

In Table IV, we give the values of the cosmological pa-

rameters that we obtained using the three LVDP laws
separately; age of the present Universe t0; Hubble con-
stant H0, current value of the DP q0 and jerk parameter
j0, age of the Universe at the onset of accelerating ex-
pansion ttr, time passed since the accelerating expansion
started t0 − ttr and redshift of the onset of the acceler-
ating expansion ztr.

We note that all the values obtained using LVDPt
and LVDPa laws are consistent within 1σ error region.
The Hubble constant values are consistent within 1σ er-
ror region. in the three LVDP laws. However, the age
of the present Universe obtained in LVDPz has a too
low value (11.934± 0.535 Gyr) and is neither consistent
with the one obtained in LVDPt law nor with the one
obtained in LVDPa law within 1σ error region. The
current values of the DP obtained in all three LVDP
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TABLE II: Comparison of LVDPt, LVDPa and LVDPz laws.

LVDPt LVDPa LVDPz

q(t) q0 + q1(1−
t
t0
) Not available Not available

q(a) q0 + q1

(

1− 2+2q0+2q1
q1+(2+2q0+q1)(a/a0)

−1−q0−q1

)

q0 + q1(1−
a
a0

) q0 + q1
(

−1 + a0
a

)

q(z) q0 + q1

(

1− 2+2q0+2q1
q1+(2+2q0+q1)(1+z)1+q0+q1

)

q0 + q1
z

1+z
q0 + q1z

q(z → ∞) q0 + q1 q0 + q1 +∞

q(z = 0) q0 q0 q0

q(z = −1) −q0 − q1 − 2 −∞ q0 − q1

Future Big Rip Super Big Rip Big Rip if q0 < q1 − 1

Expands forever if q0 ≥ q1 − 1

TABLE III: Mean values with 1σ errors of the parame-
ters of LVDPt, LVDPz and LVDPa models constrained with
H(z)+SN Ia data. χ2

min/dof and GoF values are also given.

Parameters LVDPt LVDPa LVDPz

q0 −0.565+0.141
−0.135 −0.613+0.137

−0.141 −0.478+0.106
−0.107

q1 1.206+0.352
−0.344 1.540+0.453

−0.442 0.652+0.194
−0.197

H0 (kms−1 Mpc−1) 70.016+2.089
−2.096 70.260+1.887

−2.102 69.470+1.991
−1.964

χ2
min 556.489 556.508 557.314

χ2
min/dof 0.91981 0.91984 0.92118

GoF 92.137 92.129 91.763

laws are consistent within 1σ error region. The current
values of the jerk parameter obtained in LVDPt and
LVDPa laws are consistent within 1σ error region and
also cover jΛCDM = 1. However the current value of the
jerk parameter obtained using LVDPz law is not only in-
consistent with the ones obtained in LVDPt and LVDPa
laws but also does not cover jΛCDM = 1 within 1σ er-
ror region. Considering its poor fit to the data and too
low age for the current Universe, we conclude that the
LVDPz law is not reliable for obtaining the kinematics
of the Universe. According to LVDPt and LVDPa laws,
the accelerating expansion of the Universe starts when
the Universe was ∼ 7 Gyr old (∼ 6 Gyr ago from now)
and at redshift ∼ 0.7. However, considering the good-
ness of the fits, the results obtained using the LVDPt law
can be taken as more reliable than the results obtained
using the LVDPa law. This is important also because

TABLE IV: Mean values with 1σ errors of some important
cosmological parameters pertaining to LVDPt, LVDPz and

LVDPa laws.

Parameters LVDPt LVDPa LVDPz

t0 (Gyr) 13.460 ± 0.899 13.138 ± 0.754 11.934 ± 0.535

H0 (kms−1 Mpc−1) 70.016+2.089
−2.096 70.260+1.887

−2.102 69.470+1.991
−1.964

q0 −0.565+0.141
−0.135 −0.613+0.137

−0.141 −0.478+0.106
−0.107

j0 1.326 ± 0.599 1.680 ± 0.645 0.631 ± 0.290

ttr (Gyr) 7.148 ± 0.923 7.056 ± 0.754 5.430 ± 0.529

t0 − ttr (Gyr) 6.312 ± 1.288 6.082 ± 1.066 6.504 ± 0.752

ztr 0.703+0.356
−0.148 0.662+0.198

−0.107 0.733+0.148
−0.095

the predictions for the future and the past of the Uni-
verse will be quite different in LVDPt and LVDPa laws
though these two laws give similar results within 1σ er-
ror region (See Table III and Table IV). Jerk parameter
is a key parameter to investigate the deviations from the
ΛCDM model in which jerk parameter is simply a con-
stant equal to 1. We note that the present value of the
jerk parameter does not deviate from j = 1 in all the
three LVDP laws but it is covered only by the LVDPt
law within 1σ error region.

We conclude that it is tempting to compare LVDPt
with ΛCDM cosmology since the fit to the observational
data provided with the highest success in the LVDPt law
and the present value of the jerk parameter is consistent
with jΛCDM = 1 in this law, which indicates that LVDPt
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FIG. 1: The 1D marginalized distribution on individual
parameters of (a) LVDPt, (b) LVDPz and (c) LVDPa and
2D contours with 68.3 %, 95.4 % and 99.7 % confidence levels
are obtained by using H(z)+SN Ia data points. The shaded

regions show the mean likelihood of the samples.

and ΛCDM models have very similar behavior at least
in the vicinity of the current Universe.

IV. COMPARISON OF THE LVDPt AND
ΛCDM DYNAMICS

In this section, considering the observational con-
straints from the latest H(z) and SN Ia data (See Sec-
tion III), we compare the dynamics of the Universe
model obeying the kinematics of the LVDPt with the
ΛCDM cosmology. We compare the effective fluid that
would give rise to LVDPt kinematics considering gen-
eral relativity with that of the ΛCDM model where the
effective fluid is a mixture of the conventional vacuum
energy and dust.

The scale factor in terms of cosmic time t for the
LVDPt law (8) is as follows:

a(t) = a1e
2

1+q0+q1
tanh

−1
[

q1t

(1+q0+q1)t0
−1

]

, (13)

where a1 is a constant of integration. The Hubble pa-
rameter

H =
2t0

t[2(1 + q0 + q1)t0 − q1t]
, (14)

and the dimensional jerk parameter

j =
3q21t

2

2t20
−
3q1(q0 + q1)t

t0
+(q0+q1)(2q0+2q1+1). (15)

In general relativity within the framework of spatially
flat Friedmann-Robertson-Walker space-time the effec-
tive energy density ρ = (3/8πG)H2 and pressure p =

−(c2/8πG)(2Ḣ + 3H2). Using these we obtain the en-
ergy density and pressure of the effective fluid that
would give rise to the LVDPt kinematics in general rel-
ativity as

ρ =
3t20

2πGt2[2(1 + q0 + q1)t0 − q1t]2
, (16)

p =
c2t0[−2q1t+ (2q0 + 2q1 − 1)t0]

2πGt2[2(1 + q0 + q1)t0 − q1t]2
, (17)

respectively. Consequently, we obtain the effective EoS
parameter as follows:

w = −1 +
2(1 + q0 + q1)

3
−

2q1t

3t0
. (18)

We see that the parameters H , ρ and p diverge at
t = 0 and t = 2(1 + q0 + q1)t0/q1 while q, j and w
are finite at these two moments. This in turn implies
that the Universe governed by LVDPt law begins with
a Big Bang at t = 0 and ends in a Big Rip at tBR =
2(1+q0+q1)t0/q1. Thus, the LVDPt Universe has finite
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TABLE V: Mean values with 1σ errors of the parameters
of LVDPt and ΛCDM models constrained with H(z)+SN Ia

data. χ2
min/dof and GoF values are also displayed.

Parameters LVDPt ΛCDM

q0 −0.565+0.141
−0.135 −0.556 ± 0.046

q1 1.206+0.352
−0.344 –

H0 (km s−1 Mpc−1) 70.016+2.089
−2.096 70.697+1.667

−2.020

χ2
min 556.489 556.499

χ2
min/dof 0.91981 0.91983

GoF 92.137 92.133

life time. The de Sitter time that corresponds to q = −1
reads as tds = (1 + q0 + q1)t0/q1. It is interesting to
observe the coincidence that the de Sitter time in the
LVDPt model is exactly half the Big Rip time, that is,
tds =

1
2 tBR.

Further, we would like to note here that one is able
to re-write all these cosmological parameters that are
given in terms of cosmic time t in terms cosmic redshift
z using the relation

t =
2(1 + q0 + q1)t0

q1 + (2 + 2q0 + q1)(1 + z)1+q0+q1
, (19)

between the t and z that can be obtained using a =
1/(1 + z) with the choice a(t0) = 1 for the present size
of the Universe.

In Table V, we give the mean values with 1σ er-
rors of the parameters of LVDPt and ΛCDM mod-
els constrained with H(z)+SN Ia data. The values of
χ2
min, χ2

min/dof and GoF are also displayed in Table V.
We note that LVDPt model fits the observational data
slightly better than the ΛCDM model does.

We give cosmological parameters including the
present values of the effective energy densities ρ0, pres-
sures p0 and EoS parameters w0 for both models in Ta-
ble VI. We observe that the present values of the cosmo-
logical parameters as well as the parameters related with
the onset of accelerating expansion obtained in LVDPt
and ΛCDM are very similar/indistinguishable. Strictly
speaking all the values obtained using LVDPt law and
ΛCDM are consistent even at 1σ level.

The values we obtained for the Hubble constant from
the latest H(z)+SNI a Union2.1 compilation are com-
pletely consistent even within 1σ error region; H0 =
70.016+2.089

−2.096 km s−1 Mpc−1 in the LVDPt model and
H0 = 70.697+1.667

−2.020 km s−1 Mpc−1 in the ΛCDM model.
These values are consistent with the low value H0 =
70.0 ± 2.2 km s−1 Mpc−1 that has been found in the
recent WMAP-9 analysis [55] assuming the base six-

TABLE VI: Mean values with 1σ errors of some impor-
tant cosmological parameters related to LVDPt and ΛCDM

models.

Parameters LVDPt ΛCDM

t0 (Gyr) 13.460 ± 0.899 13.389 ± 0.289

H0 (km s−1 Mpc−1) 70.016+2.089
−2.096 70.697+1.667

−2.020

q0 −0.565+0.141
−0.135 −0.556 ± 0.046

j0 1.326 ± 0.599 1

ttr (Gyr) 7.148 ± 0.923 7.233 ± 0.225

t0 − ttr (Gyr) 6.312 ± 1.288 6.156 ± 0.366

ztr 0.703+0.356
−0.148 0.682 ± 0.082

ρ0 (10−27 kg m−3) 9.209 ± 0.545 9.389 ± 0.481

p0 (10−10 Pa) −5.890 ± 0.976 −5.952 ± 0.520

w0 −0.710 ± 0.090 −0.704 ± 0.030

parameter ΛCDM model. On the other hand, only
the one obtained in LVDPt law is consistent with the
low value H0 = 67.3 ± 1.2 km s−1Mpc−1 [12] from the
Planck+WP+highL analysis within 1σ error region in
the Planck experiment.

We expect these two models to differ slightly at earlier
times of the Universe and differ significantly in the far
future. Therefore, we compare the asymptotic values
of various parameters of the LVDPt and ΛCDM models
in Table VII. We note that LVDPt and ΛCDM models
differ only slightly (such that the results are still con-
sistent within 1σ error region) at the limit z → ∞. In
the future, on the other hand, these two models behave
totally differently. While the ΛCDM model approaches
continuously to the de Sitter expansion without an end,
LVDPt model evolves to super exponential expansion
rate with a value q = −2.640± 0.238 as z → −1 which
indicates that the size of the Universe will diverge in
finite time. We would like to remind that the ΛCDM
model is in fact a model that can describe the evolu-
tion of the observed Universe starting from the matter
dominance w ∼ 0 (which gives q ∼ 1

2 in general relativ-
ity) at z ∼ 3400. The LVDPt model can be interpreted,
in a similar manner, as a model that can describe the
evolution of the Universe starting from the matter dom-
inance in the context of dark energy concept, since the
value q = 1

2 of the ΛCDM as z → ∞ is covered by the
LVDPt law. However, LVDPt law may be describing
the evolution of the Universe starting from even earlier
times of the Universe than the ΛCDM model starts to
describe. In the actual Universe, the physical ingredient
of the Universe at redshift values z & 3400 is expected
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TABLE VII: Mean values and asymptotic limits with 1σ errors of various parameters pertaining to the LVDPt and ΛCDM
models.

Model → LVDPt ΛCDM

Parameter z → ∞ z = 0 z → −1 z → ∞ z = 0 z → −1

H (km s−1 Mpc−1) ∞ 70.016+2.089
−2.096 ∞ ∞ 70.697+1.667

−2.020 59.336 ± 2.592

q 0.640 ± 0.238 −0.565+0.141
−0.135 −2.640 ± 0.238 0.5 −0.556± 0.046 −1

j 1.462 ± 0.848 1.326 ± 0.599 11.308 ± 2.277 1 1 1

ρ (10−27 kg m−3) ∞ 9.209 ± 0.545 ∞ ∞ 9.389 ± 0.481 6.614 ± 0.577

p (10−10 Pa) ∞ −5.890± 0.976 −∞ −5.952 ± 0.520 −5.952± 0.520 −5.952 ± 0.520

w 0.093 ± 0.158 −0.710± 0.090 −2.093 ± 0.158 0 −0.704± 0.030 −1

to be described with an EoS parameter w ∼ 1
3 , which

gives q ∼ 1 in general relativity, since radiation would
start to be dominant during that epoch as we go back to
earlier times of the Universe. We note that these values
are almost covered at 1σ level by the predicted values
for z → ∞ in the LVDPt model. This may be suggest-
ing that the LVDPt law is a good approximation for
describing the evolution of the Universe even starting
from the Big Bang Nucleosynthesis times.

We have discussed above the values of the cosmolog-
ical parameters in LVDPt and ΛCDM models for the
present Universe and for two extremes z → ∞ and

z → −1. We would like to conclude this section by com-
paring the continuous evolution of these models instead
of some particular times of the Universe. A very useful
way of comparing and distinguishing different cosmolog-
ical models that have similar kinematics is to plot the
evolution trajectories of the {q, j} and {j, s} pairs. Here
q and j have the usual meaning and s is a parameter we
defined as

s =
j − 1

3(q − 1)
(20)

inspired by Sahni et al. [56]. Using (13) in (20) we get

s =
3q21t

2 − 6t0q1(q0 + q1)t+ 2t20(1 + q0 + q1)(−1 + 2q0 + 2q1)

6t0[−q1t+ (−1 + q0 + q1)t0]
(21)

for the LVDPt law. Note that the parameter s we de-
fined is slightly different from the one given as s =

j−1
3(q− 1

2 )
by Sahni et al. [56]. In our definition we use

1 in the place of 1
2 in the original definition to avoid

the divergence of the parameter s when model passes
through q = 1

2 . The parameter s was originally intro-
duced to characterize the properties of dark energy and
hence the evolution of the Universe was considered start-
ing from pressure-less matter dominated era in general
relativity which gives q = 1

2 and j = 1. However, in ac-
cordance with the LVDPt, here we are also interested in
the possibility of describing the Universe starting from
times even earlier than the pressure-less matter domi-
nated era and may be starting from primordial nucle-
osynthesis times where the expansion of the Universe
can be best described by q ∼ 1.

We plot evolution trajectories of the LVDPt and
ΛCDM models in the j − q plane in Fig. 2a and in
the j − s plane in Fig. 2b, using the mean values of the
model parameters given in Table V from observations.

For comparison, we include also some alternatives to the
ΛCDM model such as the Galileon, Chaplygin Gas and
DGP models (for these models see [57] and references
therein) in the figures. The arrows on the curves show
the direction of evolution and the dots on the curves
represent the present values of the corresponding {q, j}
and {j, s} pairs while the black dots show the matter
dominated phases of the models.

We observe that all the models have different evolu-
tion trajectories but the values of q, j and s do not devi-
ate a lot in different models in the past of the Universe
as well as in the near future of the Universe. However,
the mean value of the DP parameter gets values higher
than 0.5 in the early Universe only in the LVDPt model,
which may be indicating that LVDPt can probe the ear-
lier times of the Universe compared to the ΛCDM, DGP,
Chaplygin gas and Galileon models. All these models
evolve to the de Sitter expansion continuously while the
LVDPt model crosses the de Sitter line and reaches the
super-exponential expansion rates at some point.
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FIG. 2: (a) Variation of q versus j. Vertical Purple line stands for the de Sitter (dS) state q = −1. (b) Variation of s versus j.
Horizontal and vertical dashed lines intersect at the ΛCDM point (0, 1). In both panels, the Green curve corresponds to the LVDPt
model. The star symbols represent the phase relatively earlier to the matter dominated phase in the LVDPt model. Thereafter, LVDPt
s− j curve crosses the ΛCDM statefinder point (0, 1) two times. The final part of the LVDPt s− j curve not shown in panel (b) extends
up to the Big Rip point (−0.943, 11.308). Similarly, LVDPt q − j curve in panel (a) crosses the dS line and eventually goes up the
Big Rip phase point (−2.64, 11.308). Red, Cyan, Magenta and Blue curves correspond to ΛCDM, DGP, Chaplygin gas and Galileon
models respectively. The arrows on the curves show the direction of evolution. The dots on the curves represent the present values of

the corresponding (s, j) or (q, j) pair while the black dots show the matter dominated phases of the models.

V. THE HISTORY AND THE FUTURE OF
THE UNIVERSE

We discuss some important moments in the expansion
history and the possible fates of the Universe in different
models; the transition time and redshift from decelerat-
ing expansion to the accelerating expansion, the present
age of the Universe, the time and redshift when the de
Sitter expansion (q = −1) will be reached (provided it is
reached) and the time when the size of the Universe will
become infinite, a → ∞, i.e., when z → −1 (whether in
infinite time or in finite time). We give these important
moments in the history of the Universe in the LVDPt,
ΛCDM, LVDPa and LVDPz models in Table VIII, in
the order from left to right according to the goodness
of their fit to the observational data. We note that the
age of the Universe and the redshift value when the ac-
celerating expansion started and the age of the present
Universe are consistent in LVDPt, ΛCDM and LVDPa
models, though all these models predict quite different
futures for the Universe.

We leave the LVDPa out of our discussion since in
this model q → −∞ as a → ∞, which does not seem re-
alistic. We, however, calculate numerically and give in
Table VIII, the time and the redshift when the de Sitter
expansion rate is reached and the time when the Uni-
verse will reach infinitely large sizes. On the other hand,
although LVDPz is the most unreliable law (because of
its poor fit to the observational data compared to the

others) it is worth checking out the future of the Uni-
verse in this model, since it is the only unbiased model
for a certain future of the Universe and give us an idea
whether the observational data favors finite or infinite
future for the Universe. We note that within 1σ error
region, the LVDPz model excludes neither the forever
expanding Universe (qz=−1 ≥ −1) nor a Universe with a
finite lifetime qz=−1 < −1. Considering the mean value
qz=−1 = −1.130 < −1, on the other hand, we see that
it favors a Big Rip end for the Universe. We calculate
numerically and give in Table VIII the time and redshift
when the de Sitter expansion will be reached as well as
when Big Rip will happen considering the mean values
of the LVDPz parameters given in Table III. We also
plot the {q0, q1} plane with 68.3 %, 95.4 % and 99.7 %
confidence contours, which is divided into two regions
by the de Sitter expansion line (q0− q1 = −1) in Fig. 3.
The {q0, q1} pairs above the de Sitter line lead to a Big
Rip end for the Universe. We are not able to make a dis-
cussion on the future of the Universe using the ΛCDM
alone since it gives us no option other than a continuous
approach to the de Sitter expansion that will never end.
Thinking of ΛCDM model fits the observational data
better than the LVDPz model (and its shortcomings we
discussed previously), we tend to take the future pre-
dicted by the ΛCDM model as more reliable. However,
we would like to remind that the LVDPt model fits the
observational data well in comparison to other models
under consideration, and predicts an inevitable Big Rip
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TABLE VIII: GoF of LVDPt, ΛCDM, LVDPa and LVDPz models with H(z)+SN Ia data and some key moments in the
evolution of the Universe in these models. Higher the GoF the better fit the data.

Parameters LVDPt ΛCDM LVDPa LVDPz

GoF 92.137 92.133 92.129 91.763

Transition time (Gyr) 7.148 ± 0.923 7.233 ± 0.225 7.056 ± 0.754 5.430 ± 0.529

Transition redshift 0.703+0.356
−0.148 0.682 ± 0.082 0.662+0.198

−0.107 0.733+0.148
−0.095

Present age (Gyr) 13.460 ± 0.899 13.389 ± 0.289 13.138 ± 0.754 11.934 ± 0.535

dS time (Gyr) 18.301 ± 1.054 ∞ 16.344 ± 0.839 40.311 (may be)

dS redshift −0.281+0.120
−0.168 −1 −0.200+0.088

−0.122 −0.799 (may be)

Big Rip time (Gyr) 36.602 ± 7.930 No 27.434 ± 4.015 205.432 (may be)

q0

q
1

−0.8 −0.7 −0.6 −0.5 −0.4 −0.3 −0.2
0

0.2

0.4

0.6

0.8

1

1.2

dS Line q0 − q1 = −1

FIG. 3: 2D contours with 68.3 %, 95.4 % and 99.7 % confidence
levels are shown for q0 and q1 in the LVDPz model.The line q0 −
q1 = −1 across the contours corresponds to the de Sitter phase
(z = −1) in the LVDPz model. The {q0, q1} pairs above the de

Sitter line lead to Big Rip end of the LVDPz Universe.

end for the Universe. We calculate and give the time
and redshift when the de Sitter expansion is reached in
LVDPt and when Big Rip will happen in Table VIII. Ac-
cordingly, the Universe will start to expand with super-
exponential expansion rates ∼ 5 billions years after the
present time and will reach infinitely large sizes when
the Universe will be ∼ 36 billions years old.

Considering phantom energy dominated Universe
with EoS w = −3/2, Caldwell et al. [43] studied history
and future of the Universe that ends with a Big Rip.
On the other hand, recently Li et al. [21] explored the
Big Rip fate of the Universe by using a divergence-free
parametrization for the EoS parameter of dark energy.
Here, we discuss the future events in the Universe that
obeys the LVDPt model assuming general relativity to
be the true theory of gravitation. In general relativity,
if the Universe is expanding with a DP value less than
−1, then there should be a dark energy source with an
EoS parameter less than −1 in the Universe whose en-
ergy density will grow so that it eventually begins to

strip the bound objects in the Universe. According to
general relativity, the source for the gravitational po-
tential is the volume integral of ρc2 + 3p. On the other
hand, for a gravitationally bound system with mass M
and radius R, the period of a circular orbit around this
system at radius R will be P = 2π(R3/GM)1/2, where
G is the Newton’s constant. So, as pointed out in Ref.
[43], this system will become unbound roughly when
− 4π

3 (ρ+3p/c2)R3 = M that gives −(1+ 3w)H2 = 8π2

P 2 .
Since the density of dark energy exceeds the energy den-
sity of the object and the repulsive gravity of the phan-
tom energy overcomes the forces holding the object to-
gether. Accordingly, we calculate and give the events in
the future of the Universe considering the best fit values
of the LVDPt parameters from the latest H(z) and SN
Ia data in the Table IX.

TABLE IX: Future events in the Universe of LVDPt model.

Time Event

tBR − 23.1 Gyr Today

tBR − 0.53 Gyr Erase Galaxy Clusters

tBR − 31.53 Myr Destroy Milky Way

tBR − 1.58 Months Unbind Solar System

tBR − 4.30 Days Strip Moon

tBR − 13.32 Minutes Earth Explodes

tBR − 5× 10−20 s Dissociate Atoms

tBR = 36.60 Gyr Big Rip

From Table IX, one may see that we are 23.1 Gyr
away from the Big Rip moment. The dominant dark
energy in phantom region (w < −1) will start erasing
the galaxy clusters around 0.53 Gyr before the end of
the Universe. Milky Way will be destroyed around 31.53
Myr while solar system will be disturbed around 1.58
months before the expiry of the Universe. Moon will
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be stripped apart around 4.30 days and destruction of
earth will take place just before 13.32 minutes of the
tragic end of the Universe. Finally the dissociation of
atoms would happen in a fraction of the last second of
the life of the Universe and thereby leading to the end
of the Universe in Big Rip.

VI. CONCLUDING REMARKS

In this study, we have confronted the three theoret-
ically motivated LVDP laws and the standard ΛCDM
model with the latest observational data from H(z)
compilation (25 data points) and SN Ia Union2.1 compi-
lation (580 data points). We have investigated in detail
the kinematics and the fate of the Universe in all the
models under consideration. Some important findings
of the study are summarized in the following:

(i) The study reveals that the LVDPt law is superior
than LVDPz and LVDPa laws in many aspects. The
LVDPt is found to be well behaved throughout the evo-
lution of the Universe in comparison with the LVDPz
(ill behavior in the past) and LVDPa (ill behavior in the
future) laws. In particular, the GoF to the observational
data is found to be the best for the LVDPt law.

(ii) From the kinematics and dynamics (assuming
general relativity) of the Universe when studied by con-
sidering the LVDPt law in comparison with the stan-
dard ΛCDM model, it has been found that these two
models are observationally indistinguishable for a con-
siderable passage of time, particularly in the vicinity
of the present epoch. For instance, in the LVDPt
model, the accelerated expansion of the Universe started
when the Universe was 7.148 ± 0.923Gyr old at red-
shift 0.703+0.356

−0.148 and the age of the present Universe is
13.460±0.899Gyr, whereas these values are found to be
7.233± 0.225Gyr, 0.682± 0.082 and 13.389± 0.289Gyr
in the ΛCDM model. Thus, the LVDPt mimics the
ΛCDM behavior of the Universe well in the vicinity of
the present epoch. In addition, LVDPt finds slightly
better fit to the observational data in contrast with the
ΛCDM model. However, these two models make slightly
different predictions for the earlier times of the Universe
but considerably different predictions on the future of
the Universe.

(iii) From the the statefinder analysis of LVDPt model
along with the popular models such as ΛCDM, DGP,
Chaplygin gas and Galileon, we find that the mean value
of the DP gets values higher than 1

2 in the early Uni-
verse only in the LVDPt model, which may be indicating
that LVDPt is capable of probing the earlier times of the
Universe in comparison to the the popular models under
consideration, which evolve from SCDM spot (q = 1

2 ).
Further, all these models evolve to the de Sitter expan-
sion continuously while the LVDPt model crosses the de
Sitter line and reaches the super-exponential expansion
rates at some point.

(iv) We find that LVDPt Universe has finite life

time and Big Rip is its essential feature. Observa-
tional constraints on cosmic doomsday carried out in
the context of the LVDPt model reveal that the Uni-
verse will end in Big Rip when the age of the Universe
is 36.602± 7.930Gyr. The de Sitter time in the LVDPt
Universe is exactly half the Big Rip time. This feature
of the LVDPt Universe seems interesting and merits fur-
ther investigation to explore its possible role in solving
cosmological problems such as the cosmic-coincidence
problem.

Nevertheless, we ultimately cannot be sure about the
fate of the Universe as long as we do not experience
the future. The most reliable but still not the ulti-
mate prediction on the future of the Universe can be
the one predicted through a successfully achieved the-
ory of everything (such as string theory) that can pass
all the experiments in the past of the Universe success-
fully. However, we humankind cannot help asking the
fate of the Universe and therefore, temptations would
continue to discuss the fate of the Universe through the
theoretical models that fit the observational data well.
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Appendix A: Constraint methodology using
observational Hubble (H(z)) data

The differential ages of the galaxies are used for the
observational Hubble data via the relation [58–60]

H(z) = −
1

1 + z

dz

dt
. (A1)

We have used 25 OHD data points shown in Table X,
recently compiled by Zhang et al. [52].

The mean values of the model parameters are deter-
mined by minimizing

χ2
OHD(ps) =

25
∑

i=1

[Hth(ps; zi)−Hobs(zi)]
2

σ2
H(zi)

, (A2)

where ps denotes the parameters of the model, Hth is
the theoretical (model based) value for the Hubble pa-
rameter, Hobs is the observed one, σH(zi) is the stan-
dard error in the observed value, and the summation
runs over the 25 observational Hubble data points at
redshifts zi.
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TABLE X: H(z)(kms−1 Mpc−1) measurements and their
1σ errors.

z H(z) σH(z) Reference

0.090 69 12 [61]

0.170 83 8 [61]

0.270 77 14 [61]

0.400 95 17 [61]

0.900 117 23 [61]

1.300 168 17 [61]

1.430 177 18 [61]

1.530 140 14 [61]

1.750 202 40 [61]

0.480 97 62 [62]

0.880 90 40 [62]

0.179 75 4 [63]

0.199 75 5 [63]

0.352 83 14 [63]

0.593 104 13 [63]

0.680 92 8 [63]

0.781 105 12 [63]

0.875 125 17 [63]

1.037 154 20 [63]

0.24 79.69 3.32 [64]

0.43 86.45 3.27 [64]

0.07 69.0 19.6 [52]

0.12 68.6 26.2 [52]

0.20 72.9 29.6 [52]

0.28 88.8 36.6 [52]

Appendix B: Constraint methodology using
observational SN Ia data

The observational SN Ia data have played an impor-
tant role to discover the kinematic state of our Universe
[1, 2]. Recently, Suzuki et al. [53] used the framework
devised by Kowalski [65] and created a compilation of
580 supernovae, known as Union2.1 compilation. We
use this Union2.1 SN Ia data compilation to constrain
the model parameters as follows.

The distance modulus µ(z) is defined as

µth(z) = 5 log10[d̄L(z)] + µ0, (B1)

where µ0 ≡ 42.38 − 5 log10 h with H0 =
100h km s−1Mpc−1. Further, d̄L(z) = H0dL(z)/c
is the Hubble-free luminosity, where

dL(z) =
c(1 + z)

H0

√

|Ωk|
S

[

√

|Ωk|

∫ z

0

dz′

E(z′)

]

(B2)

with E2(z) = H2(z)/H2
0 , and S(x) = sinhx for k = −1,

S(x) = x for k = 0 and S(x) = sinx for k = 1. The
observed distance modulus µobs(zi) of SN Ia at redshift
zi is given by

µobs(zi) = mobs(zi)−M, (B3)
where M is the absolute magnitude.

The mean values of the model parameters ps using
the SN Ia data set are determined by minimizing the
quantity

χ2(ps,M
′) ≡

580
∑

i=1

{µobs(zi)− µth(ps, zi)}
2

σ2
i

=
580
∑

i=1

{

5 log10[d̄L(ps, zi)]−mobs(zi) +M ′
}2

σ2
i

, (B4)

where M ′ ≡ µ0 +M being a nuisance parameter can be marginalized over analytically [66] as

χ̄2(ps) = −2 ln

∫ +∞

−∞

exp

[

−
1

2
χ2(ps,M

′)

]

dM ′,

resulting to

χ̄2 = A−
B2

C
+ ln

(

C

2π

)

, (B5)

with
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A =
SN
∑

i,j

{

5 log10[d̄L(ps, zi)]−mobs(zi)
}

· Cov−1
ij ·

{

5 log10[d̄L(ps, zj)]−mobs(zj)
}

,

B =

SN
∑

i,j

Cov−1
ij ·

{

5 log10[d̄L(ps, zj)]−mobs(zj)
}

,

C =
SN
∑

i

Cov−1
ii .

In the above, Cov−1
ij is the inverse of covariance ma-

trix with or without systematic errors [53]. Relation
(B4) has a minimum at M ′ = B/C, which depends of
the values of h and M . Finally, the expression

χ2
SN(ps) = A−

B2

C
, (B6)

which matches (B5) up to a constant, is often used in the
likelihood analysis [66, 67]. Thus, in this case the results
would remain unaffected by a flat M ′ distribution. It
may be noted that the results will be different with or
without the systematic errors. In this study, all results
are derived considering the systematic errors.
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The present communication considers a discrete dynamic measure of inaccuracy between two residual and past
lifetime distributions. Under the assumption that the true distribution F and reference distribution G satisfy the
proportional hazard model (PHM) and proportional reversed hazard model (PRHM), it has been shown that
the proposed measures determines the lifetime distribution uniquely. A relation between Kerridge inaccuracy,
residual inaccuracy and past inaccuracy has been explored.
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1. Introduction

Let X and Y be two non-negative random variables representing time to failure of two systems with
p.d.f. respectively f (x) and g(x). Let F(x) =P(X � x) and G(Y ) =P(Y � y) be failure distributions,
and F(x) = 1−F(x), G(x) = 1−G(x) be survival functions of X and Y respectively. Shannon’s
(1948) measure of uncertainty associated with the random variable X and Kerridge measure of
inaccuracy (1961) are given as

H( f ) =−
∫ ∞

0
f (x) log f (x)dx , (1.1)

and

H( f ;g) =−
∫ ∞

0
f (x) log g(x)dx , (1.2)

respectively. In case g(x) = f (x), then (1.2) reduces to (1.1).
The measures (1.1) and (1.2) are not applicable to a system which has survived for some unit

of time. Ebrahimi (1996) considered the entropy of the residual lifetime Xt = [X − t | X > t] as a
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residual measure of uncertainty given by

H( f ; t) =−
∫ ∞

t

f (x)
F(t)

log
f (x)
F(t)

dx . (1.3)

Extending the information measure (1.3), a residual measure of inaccuracy, refer to Taneja et al.
(2009), is given as

H( f ,g; t) =−
∫ ∞

t

f (x)
F(t)

log
g(x)
G(t)

dx . (1.4)

Here g(x) can be interpreted as some reference p.d.f., whereas f (x) is the baseline p.d.f. in context
with a system under consideration. Further, the residual measure of inaccuracy given by (1.4) has
been extended to weighted (length biased) residual inaccuracy measure, refer to Kumar et al. (2010).

There are many situations where a continuous time is inappropriate for describing the lifetime of
devices and other systems, refer to Xekalaki (1983). Some specific situations worth mentioning are:
(i) actuaries and bio-statisticians are interested in the lifetimes of persons or organisms, measured
in months, weeks, or days, (ii) in case of equipment operating in cycles the random variable of
interest is the successful number of cycles before the failure. For instance, the number of flashes in
a car-flasher prior to failure of the device, (iii) a discrete life distribution is a natural choice where
failure occurs only due to incoming shocks, for example, in weapons reliability, the numbers of
rounds fired until failure is more important than age at failure. Further discrete lifetime also occurs
through grouping or finite measurement of continuous time phenomena. Since there is a limit on the
precision of any measurement, it can be arguably said that sample from a continuous distribution
exist only in theory.

Let X be a discrete lifetime random variable taking values on N = {1,2,3, . . . ,n}, 1 � n <

∞, with probability P(X = i) = pi, 0 � pi � 1, ∑n
i=1 pi = 1. Let F(i) = P(X � i) = ∑ j=i

j=0 pj, be
the lifetime distribution function and F(i) = 1−F(i− 1), i = 1,2, . . . the corresponding survival
function. Shannon (1948) introduced the measure of information (or, uncertainty) associated with
X given as

H(P) =−
n

∑
i=1

pi log pi . (1.5)

Next, consider a situation where an experimenter needs to predict the probabilities of various out-
comes in an experiment. Let Y be the reference (or, predicted) random variable taking values on
N = {1,2,3, . . . ,n}, 1 � n < ∞ with probability P{Y = i} = qi, 0 � qi � 1, ∑n

i=1 qi = 1, while the
actual distribution is given by P{X = i} = pi, that is the experimenter assumes that the probabil-
ity of the ith outcome is qi whereas the true probability is pi. Then the average inaccuracy in the
statement of the observer, as proposed by Kerridge (1961), can be measured by

H(P,Q) =−
n

∑
i=1

pi logqi. (1.6)

The modification of Shannon’s entropy as a measure of uncertainty in residual lifetime distribution
for discrete random variable has drawn attention of many researchers. Rajesh and Nair (1998) have
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proposed

H(P; j) =−
∞

∑
k= j

p(k)
F( j)

log
p(k)
F( j)

, (1.7)

as residual lifetime information measure in discrete domain and showed that H(P; j) uniquely deter-
mines the distribution function F(t) and characterized the same. Generalizing the concept of Rajesh
and Nair (1998), Belzuence (2004) extended γ-entropy, refer to Ord et al. (1981), for the residual
lifetime in discrete domain, and showed that Hγ(P; j) uniquely determines the lifetime distribution.
Nanda and Paul (2006) have extended this to entropy of order β and have studied their properties.
In this communication we propose and study the measures of dynamic (residual and past both) inac-
curacy, when the distributions P and Q are discrete domain, and satisfy proportional hazard model
(PHM), refer to Cox (1959), or proportional reversed hazard model (PRHM), refer to Gupta and
Gupta (2007). In Section 2, we consider the concept of PHM and PRHM in case of discrete domain.
In Section 3, we propose and characterize the residual inaccuracy measure under proportional haz-
ard model (PHM). In Section 4, we propose and characterize the past inaccuracy measure under
proportional reversed hazard model (PRHM).

2. Discrete Case Hazard Models

The hazard rate and the reverse hazard rate functions for a random variable X with non-negative
integral support are defined by

h(i) =
p(i)
F(i)

, i = 1,2, . . . (2.1)

and

r(i) =
p(i)
F(i)

, i = 1,2, . . . (2.2)

respectively. In the discrete setup both the hazard rate and the reversed hazard rate can be interpreted
as a probability which is not the case in the continuous case. If X represents the lifetime of a
component then h(i) is the probability that the component will fail at time X = i given that it has
survived up to the time before i. Similarly, r(i) is the probability that the component will fail at time
X = i, given it is known to have failed before i. But many of the properties of the hazard rate and
reversed hazard rate which hold in the continuous case do not hold in the discrete case. Specifically
the definitions (2.1) and (2.2) don’t lead respectively to PHM and PRHM in discrete domain. Xie,
Gaudoin and Bracquemond (2002) have redefined the hazard rate and reversed hazard rate functions
in discrete setup as follows:

λ (i) = log
F(i−1)

F(i)
, i = 1,2, . . . (2.3)

and

μ(i) = log
F(i)

F(i−1)
, i = 1,2, . . . (2.4)

Published by Atlantis Press 
   Copyright: the authors 
                  122



V. Kumar, R. Thapliyal, and H.C. Taneja

It is easy to verify that the functions defined by (2.1) and (2.3) satisfy

h(i) = 1− exp[−λ (i)], (2.5)

and defined by (2.2) and (2.4) lead to

r(i) = 1− exp[−μ(i)], ∀ i = 1,2, . . . (2.6)

Further we note that the both hazard rates (as well as reversed hazard rates) preserve the same
monotonicity property.

It is easy to verify that if X and Y are two discrete random variables with non-negative integral
support with probability distribution functions F and G respectively, then the hazard rate function
defined by (2.3) satisfy the PHM

G(i) =
{

F(i)
}β

, β > 0, (2.7)

equivalently

λ ∗(i) = β λ (i); (2.8)

and the reversed hazard rate function defined by (2.4) satisfy the PRHM

G(i) = {F(i)}β , β > 0 (2.9)

equivalently

μ∗(i) = β μ(i). (2.10)

3. Discrete Residual Inaccuracy Measure and Characterization Problem

In sequel to measure of inaccuracy (1.6), we propose

H(P,Q; j) =−
∞

∑
k=J

p(k)
F( j)

log
q(k)
G( j)

, (3.1)

as a discrete residual inaccuracy associated with two residual lifetime distributions P and Q. When
j = 0, then (3.1) becomes (1.6), and when p(k) = q(k), ∀ k then (3.1) becomes (1.7), the discrete
measure of uncertainty.

Example 3.1. Consider a random variable X with probability mass function (pmf)

P(X = i) = pi =
2i

n(n+1)
, i = 1,2, . . . ,n,

and another random variable Y with pmf

P(Y = i) = qi =
1
n
, i = 1,2, . . . ,n.

Then we have survival function corresponding to X and Y given as

F(i) = 1−F(i−1) = 1− i(i−1)
n(n+1)

,

G(i) = 1−G(i−1) =
n− i+1

n
,
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respectively. Substituting these in (3.1) and simplifying, we obtain the discrete residual inaccuracy
measure

H(P,Q; j) = log(n− j+1)
{

(n+ j)(n− j+1)
n(n+1)− j( j−1)

}
. (3.2)

Theorem 3.1. Let X and Y be two discrete random variables with non-negative integral support
satisfying the proportional hazard model (2.7). If H(P,Q; j) is increasing and finite, then H(P,Q; j)
uniquely determines the survival function F( j) of the random variable X.

Proof. We have

H(P,Q; j) =−
∞

∑
k=J

p(k)
F( j)

log
q(k)
G( j)

,

which is equivalent to

∞

∑
k=J

p(k) log q(k) = F( j) log G( j)−F( j)H(P,Q; j). (3.3)

For j+1 we obtain

∞

∑
k=J+1

p(k) log q(k) = F( j+1) log G( j+1)−F( j+1)H(P,Q; j+1). (3.4)

Denoting H(P,Q; j) by H( j), and subtracting (3.3)-(3.4), we get

p( j) log q( j) = F( j)
{

log G( j)−H( j)
}−F( j+1)

{
logG( j+1)−H( j+1)

}
.

Substituting p( j) = F( j)−F( j+1), and q( j) = G( j)−G( j+1), we obtain
{

F( j)−F( j+1)
}

log
{

G( j)−G( j+1)
}

= F( j)[log G( j)−H( j)]−F( j+1)
{

log G( j+1)−H( j+1)
}
. (3.5)

Dividing by F( j) both side and simplifying we get
{

F( j+1)
F( j)

}
log

G( j+1)
G( j)

+

{
1− F( j+1)

F( j)

}
log

{
1− G( j+1)

G( j)

}

=−H( j)− F( j+1)
F( j)

H( j+1). (3.6)

If e−λ j = F( j+1)
F( j) , e−λ ∗

j = G( j+1)
G( j)

, then (3.6) becomes

−λ ∗
j e−λ j +(1− e−λ j) log(1− e−λ ∗

j ) =−H( j)+ e−λ j H( j+1). (3.7)

Using the proportional hazard model (2.8), (3.7) can be written as

(1− e−λ j) log(1− e−βλ j)+H( j)−βλ je−λ j − e−λ j H( j+1) = 0. (3.8)

It is noted that

g(x) = (1− x) log(1− xβ )+H( j)+βx logx− xH( j+1) = 0 (3.9)
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has one root x = e−λ j for fixed j. In this case g(0) = H( j)� 0, g(1) = H( j)−H( j+1)� 0, and

g′(x) =−H( j+1)+ log
xβ

1− xβ − βxβ−1(1− x)
(1− xβ )

+β .

Therefore, g(x) first decreases and then increases in (0,1), with a minimum at

x j =

⎧⎨
⎩

1

1+ exp[−H( j+1)− βxβ−1(1−x)
(1−xβ )

+β ]

⎫⎬
⎭

1
β

,

which implies that equation (3.8) has a unique positive solution e−λ j in (0,1) for all j. Finally, since
1− e−λ j = h( j), where h( j) = p( j)

F( j) is the discrete failure rate, thus H(P,Q; j) uniquely determines
the distribution function F .

4. Discrete Past Inaccuracy Measure and Characterization Problem

In many realistic situations uncertainty is not necessarily related to the future but can also refer
to the past. In this situation the random variable of interest is iX = [i−X | X � i], known as the
inactivity time. This is because, once at time X the system fails, and at time i it is observed to be in
a failure state, the random time for which the system was down is iX , where X is a discrete random
variable. Based on this idea Di Crescenzo and Longobardi (2002) have studied the past entropy
given by

H∗(P; j) =−
j

∑
k=0

p(k)
F( j)

log
p(k)
F( j)

. (4.1)

Here we propose a discrete dynamic measure of inaccuracy based on the past entropy over (0, j),
defined as

H∗(P,Q; j) =−
j

∑
k=0

p(k)
F( j)

log
q(k)
G( j)

, (4.2)

When p(k) = q(k), ∀ k then (4.2) becomes (4.1), the discrete dynamic measure of past entropy given
by Di Crescenzo and Longobardi (2002).

Example 4.1. Reconsider the random variable X and Y as defined in Example 3.1, the distribution
functions corresponding to X and Y are given by

F( j) =
j

∑
i=1

pi =
j( j+1)
n(n+1)

,

and

G( j) =
j

∑
i=1

qi =
j
n
,

respectively. Substituting these in (4.2) and simplifying, we obtain the discrete past inaccuracy
measure

H∗(P,Q; j) = log j . (4.3)
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Next, we study characterization problem for the discrete past inaccuracy measure under the propor-
tional reversed hazard model. Sengupta et al. (1999) illustrated that PRHM leads to a better fit for
some data sets than PHM.

Theorem 4.1. Let X and Y be two non negative random variables with integral support satisfy-
ing the proportional reversed hazard model (PRHM) (2.10). Let H∗(P,Q; j)< ∞, be an increasing
function of j, then H∗(P,Q; j) uniquely determines the survival function F( j) of the variable X.

Proof. From (4.2) we have

j

∑
k=0

p(k) log q(k) = F( j) log G( j)−F( j)H∗(P,Q; j). (4.4)

By replacing j by j+1 in (4.4), we have

j+1

∑
k=0

p(k) log q(k) = F( j+1) logG( j+1)−F( j+1)H∗(P,Q; j+1). (4.5)

Denoting H∗(P,Q; j) by H∗( j), and subtracting (4.5) from (4.4), we get

p( j+1) log q( j+1) = F( j+1){log G( j+1)−H∗( j+1)}−F( j){log G( j)−H∗( j)} ,
Writing p( j+1) = F( j+1)−F( j) and q( j+1) = G( j+1)−G( j), we obtain

{F( j+1)−F( j)} log{G( j+1)−G( j)}
= F( j+1)[log G( j+1)−H∗( j+1)]−F( j){log G( j)−H∗( j)}. (4.6)

which can be expressed as

(1− e−μ j) log(1− e−μ∗
j )−μ∗

j e−μ j = e−μ j H∗( j)−H∗( j+1) , (4.7)

where e−μ j = F( j)
F( j+1) and e−μ∗

j = G( j)
G( j+1) .

Using the proportional reversed hazard model (2.10), then (4.7) becomes

(1− e−μ j) log(1− e−β μ j)+H∗( j+1)−β μ je−μ j − e−μ j H∗( j) = 0. (4.8)

It is noted that

y1(x) = (1− x) log(1− xβ )+βx logx− xH∗( j)+H∗( j+1) = 0, (4.9)

has one root x = e−μ j , for fixed j.
In this case y1(0) = H∗( j+1)� 0, y1(1) = H∗( j+1)−H∗( j)� 0 and

y′1(x) =−H∗( j)+ log
xβ

1− xβ − βxβ−1(1− x)
(1− xβ )

+β .

Therefore, y1(x) first decreases and then increases in (0,1), with a minimum at

x j =

⎧⎨
⎩

1

1+ exp[−H∗( j)− βxβ−1(1−x)
(1−xβ )

+β ]

⎫⎬
⎭

1
β

,

Published by Atlantis Press 
   Copyright: the authors 
                  126



V. Kumar, R. Thapliyal, and H.C. Taneja

which implies that equation (4.9) has a unique positive solution μ j in (0,1) for all j. Finally, since
1−e−μ j = r( j+1), where r( j) = p( j)

F( j)
is the discrete reversed hazard rate, thus H∗(P,Q; j) uniquely

determines the distribution function F . This complete the proof.

Remark 4.1. 1. We observe the following relation between the three inaccuracy measures (1.6),
(3.1) and (4.2) as considered above.

H(P;Q) = F( j+1)H( j+1)+F( j)H∗( j)+H[F( j),G( j)] , (4.10)

where H[F( j),G( j)] =−F( j) log G( j)− [1−F( j)] log[1−G( j)], corresponds to the Kerridge inac-
curacy (1961), and H(p,1− p) =−p log p− (1− p) log(1− p) is the entropy of a Bernoulli distri-
bution.

2. For β = 1, value of x j for residual and past inaccuracy reduces to

x j =

{
1

1+ e−H( j+1)

}
,

and

x j =

{
1

1+ e−H∗( j)

}
,

respectively, these results given by Belzunce et al. (2004) and Nanda and Paul (2006) in context
with residual and past entropy in discrete domain.

5. Conclusion

So far, discrete life time distributions play only a marginal role in reliability analysis. However, real
world life time is either observed in discrete time points or it is measured by discrete quantities.
Therefore, the focus of reliability analysis should turn to the more realistic discrete life time distri-
butions with finite support that so far are hardly investigated in academic reliability theory, despite
the fact that in real world everything is finite.

The proportional hazards and reversed hazards model are very common in reliability analysis.
Here we using these models relevant to situations when lifetimes are discrete and study the charac-
terization problem of discrete dynamic inaccuracy measures.
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Abstract : Previously, researchers were trying to replace the copper wires with the optical technology. They 

used photons instead of electrons to carry out the data within machines. The future of IC industry depends upon 

the speed and bandwidth requirements, but in metallic interconnections we have constraints on speed as well 

as bandwidth. With the advancement in computer technology we are now more dependent upon ultra fast data 
transfer rate between and within chips. Now, we can achieve high speeds with the use of optics, and if we 

integrate the optical components on a single silicon chip then it would allow the data to flow at a higher speed. 

This paper reviews the growth of silicon photonics compared to last few years and a promising future of 

photonics. Intel Corporation first announced its major breakthrough in 2004 based on silicon photonics 

(Moore’s law). They developed a modulator based on silicon that operates at 50GHz. It was 50 times faster than 

the previous invention. In 2008 Intel declared that the data transfer rate can be increased further up to 1Tbps 

(bits per second).compatibility of silicon photonics with CMOS fabrication offers great advantages, such as low 

cost, high volume integration. 

Keywords – Silicon, Modulators, Mach-Zehnder, SiGe, Detectors, Lasers, Avalanche Photodetector 

 

                                                                   I.      INTRODUCTION  
Silicon photonics is the new technology of producing optical devices and circuits using silicon as the 

core material for the integration of optical and electronic components on single chip with standard CMOS 

(complementary metal oxide semiconductor) fabrication process. Individual Si or SiGe/Si components perform 

well at mid wave, long wave and very long –wave infrared (THz) ranges. The intrinsic band gap of silicon (1.1 

eV) and its transparency at wavelengths (1270 nm to 1625 nm) typically favors for optical communication. It 

allows the integration of optical devices on silicon-on-insulator (SOI) wafers [1] which provides the route and 

manipulates the light. The present computers use copper wires to connect different components. These copper 
wires degrade the signal strength and have a limited maximum length. Intel‟s research achievement has replaced 

these connections with light weight optical fibres which can transfer more data over longer distances at higher 

speeds. Higher data rate can also be achieved through copper wires upto 10Gbps but with the increasing 

distance, speed starts decreasing. 

                                    
                                                       Fig(1): Basic block diagram of optical link [2] 

Above fig (1) shows the basic diagram of optical link. Firstly, it requires an on-chip laser source which provides 
the pumping mechanism. Recently researchers focus on Hybrid Silicon Laser, in which the silicon is bonded to a 

different semiconductor (InP/GaAs) which acts as the lasing medium. To carry out the data in form of optical 

signals we require a Modulator. Modulation is carried out through free carrier plasma dispersion effect in 

photonics. Silicon waveguide provides the optical medium between different chip and same chip. At the receiver 

end metal semiconductor junctions based photodetectors integrated into silicon waveguides for detection of light 

and converting back the data into electronic signals. In order to get the higher data rate over long distances, one 

possible solution is to use optical interconnections with silicon as an optical medium. In electrical medium 

signal information carried by the electrons but in optical medium information carried by the photons. 

Comparison to the electrons, photons has no charge and zero rest mass therefore photons can travel at higher 

rate i.e. speed of light and better stability. Therefore it is desirable to replace electrical circuits with optical 

circuits 
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                                                   Fig(2): 50 Gbps silicon photonics transmit module [3] 
 

Above fig(2) explains the 50Gbps optical link module generated by the Intel group (2007) [3]. Silicon chip 

presence at the centre of the board (lower side) provides laser light which travels through optical fibre, where a 

second silicon chip (upper side) detects the data on the laser and converts it back into an electrical signal. 

Optoelectronic systems integration on silicon on substrate (SOI) realizable with complementary metal-oxide 

semiconductor (CMOS) technology, allows low cost and large scale manufacturing for Si photonic devices. 

Further work going on the development of integration methods of low loss waveguides, high quality resonators, 

high speed modulators and optically pumped lasers on silicon chip for low cost and power consumption 

effective photonic circuits. This highly combination of Photonic technology fulfils the demands of numerous 

fields such as communication, computing, imaging and sensing. The most recent advancement involves 

encoding of high-speed data on an optical beam. This paper describes the photonic structures that are liable for 

Si based optic-electro communication link.   
 

                                                      II.         HIGH-SPEED SILICON MODULATION 
 An Optical Modulator is a device which is used to modulate a beam of light with respect to an information 

signal. Various factors decide the performance of the modulators: (1) modulation depth (2) modulation speed (3) 

bandwidth. In ideal cases, we prefer high modulation speed, large bandwidth and low power consumption. 

 

. 

                                                   
                                                         Fig(3): Modulation process of wave [4]  

Fig (3) illustrates the modulation process where two wavelengths are combined. If two sine waves are perfectly 

matched (sync) then they are added together, resulting sine wave has twice the amplitude of the individual 

waves. In contrast, when two waves are completely out of sync, then resulting wave has no amplitude because 

two light waves cancel each other out [4]. Silicon is not considered to exhibit good electro-optic effect that 

could enable the modulation process but it favors the fabrication of various micro-optical devices. Silicon has 

transparency to infrared communication wavelength and has high refractive index which allows the 

miniaturization of photonic devices. In silicon integrated circuits modulation is come through by free carrier 

plasma dispersion effect. 

Various constraints such as bandwidth, narrow waveguide, modulation efficiency, low power consumption is 
kept in mind while integrating optical modulators on silicon substrate. Keeping in that mind recently, 

researchers reduced the waveguide core size from the micrometer range, producing silicon nanowires with a 

height and width of about 500nm and less [5].  
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                   Fig(4): Illustrates the silicon-on-insulator nano-beam cavity with a plasmonic nano-antenna.  

 

The cavity is formed by two tapered mirrors consisting of air holes in silicon rectangular nanowire (gray region, 

width W = 500 nm and height h = 260 nm) with a silica substrate (blue region). The distance between the holes 

of the mirrors is a = 375 nm and the radius of the holes is r = 0.28a. The radii of the holes in the tapers are 0.24a, 

0.22a and 0.19a, respectively. The diameter and the height of the gold nano-antenna are D = 135 nm and 

Ha=500 nm, respectively [6]. Previously, we can achieve the speed up to ~10Gbps through silicon modulators 

but with the increasing demand of fast data rate we have to use the efficient and fast modulators. For high speed 

(>10Gbps), optical modulators based on electro-optic materials such as III-V semiconductors or LiNbO3 [7] are 

used in recent years. With these modulators, one can achieve modulation upto 50Gbps. It is not easy to achieve 
the high modulation because of crystalline structure of silicon, as it does not exhibit the linear electro-optic 

Pockels[8] effect and has a very weak Franz-Keldysh effect, Kerr effect [9,10] at optical communication 

wavelengths of 1.3 μm and 1.6 μm. Silicon also has high thermal coefficient (~2E-4)[11] which is not suitable 

for high speed operation of modulators. Recently, it has been shown that strained silicon (Ge/SiGe) structures 

have strong electro-optic effect due to quantum-confined Stark effect[12] making it desirable for optical 

modulation. Combining, modulators with recently developed hybrid silicon lasers, one could create a single chip 

that can transmit data at 1Tbps data rate.  For fast optical modulation, free carrier plasma dispersion effect is 

considered, which is related with the concentration of free carriers in a semi-conductor, which changes both real 

and imaginary part of the refractive index. Change in the refractive index due to plasma dispersion effect can be 

used for modulation in two ways (1) Phase shifter /modulator (2) Resonant structures.                                                                                                                        

Phase shifter /phase modulation configuration depends upon MachZehnder interferometer (MZI) which is used 
to determine the relative phase shift from the variations of refractive index in one or both arm of wave-guide. 

MZI configuration describes the two optical modulators structures based on carrier depletion and carrier 

accumulation mode. 

 

III. Metal-oxide semiconductor (MOS ) Capacitor-Based Silicon Modulator 

                                     
                         Fig(5): Cross-section view of the MOS capacitor-based on silicon optical modulator. 

 

In case of this modulator, modulation is achieved by driving the MOS capacitor in the accumulation mode of 

operation. Positive voltage VD applied on the gate, which forms the depletion and inversion layer across the 

waveguide region. Due to this positive voltage large amount of silicon charge carriers accumulate in the 

depletion region which changes the refractive index.  Change in refractive index further changes the phase shift 

and attenuation in one or both arms of interferometer.  
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                         Fig(6): a) Phase shifter in both arms of MZI, b) Drive voltage change with relative transmission 

 

When light enters into MZI it will split up into two beams in both arms of the interferometer. Phase shifter 

changes the relative phase shift between the two beams and modulation is achieved on the output of 

interferometer. Changes in the phase shift and attenuation in the arms of interferometer generated from the 

plasma dispersion effect. MOS capacitor also improves the modulation efficiency. Speed of charge carriers in 

MOS capacitor is independent upon minority carrier‟s lifetime but depends upon the device resistance and 

capacitance. The optical loss of the phase shifter in high-speed section is 10 dB/cm and 5.2 dB/cm for the low-

speed sections.  MZI modulator gives a total insertion loss of 19 dB consisting of 9 dB coupling loss and 10 dB 

on-chip loss. Out of 10 dB on-chip loss, 3.5 dB is due to the high-speed (RF) sections, 2.5 dB due to the low-

speed (bias) sections[13]. Phase efficiency can be further be improved by reducing the waveguide dimensions 

and reducing the gate dielectric width. First breakthrough in MOS capacitor shown by Intel in 2004, with 

modulation bandwidth exceeding 1GHz[14]. 
 

IV. P-N Or P-I-N BASED SILICON MODULATOR 
Modulation is achieved in these modulators by operating the p-n diode[15] in reverse bias and in the 

carrier depletion mode. It is also based on MZI configuration and improvement of the MOS capacitor based 

modulators. Because of the reverse bias it requires low input power and independent of minority carrier life time 

i.e. no speed problem. But its main drawback is its low modulation depth which occurs due to overlap between 

the active electrical region and optical region. 

 

                                                    
                                                                    Fig(7): p-i-n Si Optical Modulator 

 

In this modulator, the dielectric layer between two doped regions replaced with the p-n junction. This structure 

arrangement reduces the modulator capacitance hence improved the bandwidth. The concentrations of n type are 

higher than the p type results carrier depletion mainly occurs in p type. It leads to better phase modulation 

efficiency because the hole density change results in a larger refractive index change as compared to the electron 

density change as indicated by[16]. Phase shift provided by the reverse biased p-n junction embedded in MZI 
arms shown in fig(8) 
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                                                           Fig(8): Phase modulator embedded in MZI arms. 
 

The first carrier depletion-based silicon modulator built by Gardes et al. in 2005[17], bandwidth of 50GHz. 

After few years, Basak et al. in Intel came through with modulator (p-n diode based) with data rate of 40 Gbps 

and bandwidth of 30GHz[18,19]. Although carrier depletion modulators have higher speed operation but it 

requires improvement in the modulation depth. 

 

V. Energy Harvesting 
Sasan Fathpour and Bahram Jalali gave us another idea regarding optical modulators i.e. energy 

harvesting in silicon modulators. It is based on the consumption of pump energy that is being lost in two photon 
absorption (TPA) into some useful electrical power. For TPA to happen strong optical intensity light source is 

required. Modulation is carried out through electrical losses caused by TPA[20].The input optical power and 

wire cross-section are kept in  such that optical intensity is high enough to induce the TPA. TPA induced free 

carriers give us V-I characteristics similar to the solar cell. These devices give us electrical power whenever 

biased in the fourth quadrant.  

                                                                  
                               Fig(9): V-I characteristics in the fourth quadrant with negative power dissipation [20] 

Above fig(9) shows that whenever device in fourth quadrant electrical power generated and device performs as 

a modulator otherwise energy is dissipates in the form of heat. Energy harvesting is significant for VLSI 

industry where high number of devices integrate on single chip resulting large dissipation of heat. 

 

VI. Electro-absorption modulators 
Electro absorption modulators are a semiconductor device that modulates the intensity of laser beam 

via electric voltage. Principle of operation based on the Franz–Keldysh effect. Compared to plasma dispersion-

based modulators, absorption type modulators have high operating speed, low power dissipation and low 

operating voltage. Through these modulators a modulation bandwidth of 10 GHz can be achieved. Recently, it 

has been shown that strained silicon (GeSi)[21] or Ge/GeSi[22] multiple quantum wells also exhibits linear 

electro-optic refractive index modulation.  

 

VII. Hybrid Silicon Modulator 
Efficient modulators should have large bandwidth, high speed operation and good modulation 

efficiency. Modulators based on MZI have bandwidth close to 100nm while electro-absorption modulators are 

less than 30nm. Therefore for high speed operation, hybrid silicon modulators are developed, where the III-V 

material epitaxial layer grow on silicon-on-insulator (SOI) wafer by wafer bonding techniques[23]. LiNbO3 is 

the most widely used material as electro-optic modulators. It has high electro-optic coefficient and mature 

fabrication technology making it suitable for modulation applications. Previously, LiNbO3 modulators have 

modulation speed of 20Gbps but now ultrafast LiNbO3 of 60Gbps have been developed by titanium (Ti) 

diffusing [7].  
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                                                          Fig(10): LiNbO3 modulator with Ti diffusing[24] 

Input signal is provided by the feeder which is further divided into two signals on the modulating electrodes 

E1A and E1B with same phases and amplitude. Phase shift provided by the arms of MZ interferometer in 

opposite direction. These Modulators were fabricated by the polarization reversal technique[24,25,26].                              
Modulators based on MachZehnder (MZ)  or Electro-Absorption (EA) provides data rate higher than 10Gbps 

whereas MachZehnder structures on Lithium-Niobate (LiNbO3) give us data rate up to 60Gbps.To achieve 

higher data rate various new modulations format such as OPSK (Quadrature Phase Shift keying), DQPSK 

(Differential Quaternary Phase-Shift Keying)[27] are under progress. Recently, these formats based LiNbO3 

modulator give us 80Gbps data rate. Currently, researcher‟s works on the multi-level modulation format based 

on MQAM (Quadrature-Amplitude Modulation) applied on single carrier to achieve the data rate of 100Gbps or 

beyond. Another approach supporting the higher data rate is the division of transmitted signal into sub carriers. 

These sub carriers are aligned orthogonally with the same symbol rate. Recently, Intel has also demonstrated 

50Gbps optical link and their future work of achieving 1Tbps based on the sub carrier‟s modulation[3].  

 

                                                   
                                                                    (a)                                                    (b) 

                                        Fig(11): Showing (a) Transmitter (b) Receiver  with wavelength division multiplexing 

 

Transmitter chip includes four hybrid silicon lasers (InP), generates four different colors of continuous-wave 
laser light or wavelengths. Wavelength division multiplexing (WDM) increases the number of channels in the 

fiber which increases the bandwidth. From the four hybrid silicon lasers, light beams travel into an optical 

modulator that encodes data on to them at 12.5Gbps. These four beams further combined to a single optical fibre 

for a total data rate of 50Gbps. At the receiver link, chip separates the four optical beams and directs them into 

photo detectors, which convert them back into electrical signals. Based on this model, research has been going 

on to achieve data rate of 100Gbps or further. 

 

VIII. Photodetectors 

Photodetectors is the semiconductor devices which convert the optical signals into electrical signals. 
Photodetectors should have high sensitivity in operating wavelength, high response speed, low noise, high 

reliability and low biasing across the detector. Photoconductor is the simplest and basic detector consists of 

single semiconductor slab across which electric field is applied. But it has high dark current noise and high 

response speed. Instead of this reverse biased pn junction has low dark current noise. Therefore photo detectors 

consist of p-n junction, works under a reverse bias voltage. Reverse bias voltage across the pn junction increases 

the reverse current and width of the depletion region. Thickness of the depletion region further increases the 

quantum efficiency but the response time increases. Photo detector performance mainly depends upon three 

factors (1) Responsivity (2) Dark current (3) Bandwidth.  

Dark current is the small electric current shown by the detector under no input light signals. It is also referred as 

reverse leakage current in detectors. Responsitivity determines the receiving efficiency of the detectors and 

calculated as  

                                                                   
 



 Silicon Photonics: A Review  

www.iosrjournals.org                                                             73 | Page 

Where hν is the photon energy, η is the quantum efficiency, and e is the elementary charge. Efficiency can be 

increased by adding an intrinsic area in pn junction. When device operates in reverse biased then width of 

depletion region becomes equal to the intrinsic region. Therefore it increases the light absorption area and 

increases the quantum efficiency.   Quantum efficiency can also be increased by using Anti-reflection coating on 

the surface. Bandwidth of the photo detectors depends upon junction capacitance and the generation of carriers 

across the junction.  Bandwidth related to junction capacitance (Cj) given as 

                                                         
With the increase in depletion width due to reverse, capacitance of the depletion region increases therefore 

bandwidth (response speed) increases. In most cases, detectors can have larger responsivity, but it will also 

increase both the dark current and the capacitance and hence reduces the sensitivity and the bandwidth, 
respectively[28]. Semiconductor materials, such as Si, Ge, and III-V material, like GaAs, InP, have been used 

for the manufacturing of hetrojunction photodetectors. Figure(12) compares the absorption coefficients of 

different semiconductors including Silicon. From this fig(12) it can be seen that Si and GaAs have very low 

absorption coefficient while Ge and some other III-V materials have considerable absorption coefficient 

                                                             
Fig(12): Absorption coefficient as a function of their wavelength. The green dashes   mark typical wavelengths for telecommunications 

windows of 1310 and 1550 nm [29] 

Silicon Detectors 

From the fig(12) it is clear that Si exhibit transparency in the 1300–1550 nm operating wavelength range 

because of its low absorption coefficient it is not a suitable material for fibre-optic communication application. 
But it performs well under 1000nm, where band-to-band absorptions happen. To solve this problem, we can 

approach to three structures; Schottky structure, III-V heterogeneous detectors, or Ge detectors built on silicon 

substrates. 

 

 
IX. Schottky Detectors 

Schottky detectors are also known as metal semiconductor diode, consists of a thin metal layer (~ 100 

Å) on a lightly doped p-type Si, forming a Schottky barrier at the material interface. Schottky barrier results the 

depletion layer between the metal and semiconductor junction also known as the absorption region. The barrier 

is usually 0.2–0.6 eV for p-Si, while the value is a bit smaller for n-Si with the same contact metal. Main 
advantages of Schottky detectors that it is majority carrier device, not dependent on minority carrier‟s lifetime 

therefore no delays problems. It has also high response speed (150GHz) and compatible with standard CMOS 

technology. But its drawback is the low quantum efficiency. Quantum efficiency can be improved by merging 

the dielectric waveguide using transparent conducting electrodes and employing surface Plasmon polaritons 

(SPP) [30,31]. Fig(11) shows below symmetric and asymmetric surface Plasmon Schottky contact detector. 

Scales et al. demonstrated symmetric structure with responsivity of 0.1 A/W and dark current of 21nA[32].   

In the symmetric structure, fabrication process is complicated as it involves the realization of thin metal films 

buried in semiconductor in order to simply the fabrication process Berini`s group proposed the asymmetric 

Surface Plasmon polaritions photodetectors[33,34].  
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Fig(13): Scheme diagram of examples of (a) symmetric and (b) asymmetric surface Plasmon Schottky contact detector. 

 

X. III-V Heterogeneous Detector 
III-V semiconductors have direct band gap and compared to silicon III-V-based detectors have wider 

absorption bandwidth and relative low dark currents. But the lattice structures of III-V materials are different 

from the Si therefore these semiconductor materials cannot be directly grown on silicon. One solution to this 

problem is the heterogeneous integration of III-V layers on silicon substrate using advanced wafer bonding 

technique. In earlier times III-V detectors (GaAs,) are not compatible with CMOS technology approach. But in 

recent times some of them, like InGaAs/InP built on the SOI substrate using heterogeneous integration 
approach. This integration process achieved by the DVS-BCB adhesive die-to-wafer bonding process [35].In fig 

(12) metal-semiconductor-metal photo detector (MSM) using an InGaAs absorption layer were realized. 

Coupling is formed between the SOI waveguide and photo detector by the vertical directional coupling between 

the SOI waveguide and the lossy III-V waveguide mode. The dark current of the device was 3.0nA at a bias 

voltage of 5V, while the responsivity of detector is 1.0A/W at 1.55μm and a bias voltage of 5V[36]. 

 

                                             
                                                                    (a)                                                              (b) 

      Fig(14): (a) Top view of the fabricated III-V metal-semiconductor-metal photodetectors integrated on an SOI waveguide platform (b) 

cross-section of the device. 

 

XI. Germanium Detector built on Silicon 
Ge has indirect bandgap structure similar to Si but its band gap energy is less (0.7ev versus 1.1ev for 

Si) compared to Si. Therefore it has higher absorption coefficient up to wavelength of 1550nm [29]. Today, 

most of the researchers work on Ge-on-Si photodetectors because of its high responsivity behavior in near IR 

wavelength, its optoelectronic properties and compatibility with CMOS fabrication. Ge/GeSi can be deposited 

by chemical vapour deposition process (CVD). In these photodetectors main difficulty comes in growing o 

epitaxial films of Ge on Si. Due to the high lattice constant of Ge 4% greater than the silicon, there is always 
mismatched in their structures. This will cause defects while growing Ge layers on Si such as dislocations in 

their densities arrangement and high power loss. These defects greatly affect the performance of the 

photodetectors. To overcome with this problem we have two different approaches (1) selectively growing of Ge 

on Si (2) two step method of growing Ge. In the selective approach we generally use Si3N4 as the dielectric 

mask through which Ge layers grow on the silicon. Deposition of layers of Ge is done through chemical vapour 

deposition (CVD) through the exposed areas develop over the dielectric mask[1,9]. In two step method Ge 

layers grow epitaxially on Si under controlled temperature. Initially, Ge layer of 30 nm grown on Si at a 

temperature of   320–360°C. In the second step continuous growth of Ge desired over the Si at a higher 

temperature greater than 600°C. Later on Loh et al. [37] demonstrated modified two step approach, which 

includes growing of ultrathin (2~30 nm) Low Temperature SiGe buffer layer prior to the deposition of Low 

Temperature Ge  layer and High Temperature Ge layer.  
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There are two structures of Ge-on-Si p-i-n photo detectors (1) normal-incidence type (2) waveguide type. 

Waveguide based photo detectors is better than normal-incidence photo detectors on the basis of quantum 

efficiency and bandwidth. Waveguide detectors have smaller area than the incidence type, about ten times. 

There has been great progress going on Ge on Si photo detectors. Vivien et al. demonstrated the Ge detector 

with bandwidth of 42 GHz and responsivity at 1 A/W operating at 1550 nm wavelength[38].  Feng et al. also 

showed the zero bias Ge detector with 17.5GHz bandwidth[39]. CMOS integration process lowers down the 

bias voltage across the detectors, reduce the dark current, power absorption and operating voltage of chip. 
Recently Luxtera[40] and MIT[41] demonstrated Ge detectors of 130 nm and 180 nm respectively integrated 

with CMOS technology Currently, a zero bias Ge detector with 17.5 GHz has been demonstrated by. In 2010, 

Kang group reported Ge detector with high sensitivity at 4 dB and speed at 10Gb/s. 

 

XII.  Avalanche Photodetector 
 Avalanche photodiode detectors (APD) have better sensitivity than the p-i-n type detectors and exhibit 

larger gain bandwidth product. Ge-on-Si APD gives us better performances than the III-V detectors. In a 

avalanche based photodetectors number of charge carriers increases by 10-100 factor due to multiplication of 

charge carriers. Therefore it increases the sensitivity, bandwidth and helpul in long distance transmission. 
Progress work going on the development of low cost Ge-on-Si APD with data rate of 40Gbps. Recently the 

Intel-UCSB team has demonstrated a 340 GHz gain–bandwidth Ge–Si avalanche photodiode using CVD growth 

of Ge and Si layers at 850°C[42]. 

 

XIII. LIGHT EMITTERS AND LASER 
Si has an indirect bandgap structure which implies that radiative recombination requires emission or 

absorption of phonon. The involvement of phonon makes it very inefficient light emitter. Several progresses 

have been made in silicon based light emitters and laser sources. Initially researchers focus on the quantum dot 

lasers and fusing of impurities into silicon such as neodymium but these attempts are not useful. Later on 
researchers work on some other alternatives. In 2002[43] ,idea was proposed of using Stimulated Raman 

Scattering (SRS) in silicon waveguides.Two years later, Jalali‟s group demonstrated the first Si laser based on 

Raman Effect at UCLA. But it has free carrier absorption (FCA) and mean carrier lifetime problems which 

make it impossible to achieve the gain in silicon waveguides. FCA occurs when a material absorbs a photon and 

a carrier is excited from a filled state to an unoccupied state (in the same band). FCA is removed by integrate the 

waveguide structure into the intrinsic region of a PIN diode, which is reverse biased so that the carriers are 

attracted away from the  waveguide. In 2005[44], Intel Corp. reported the first continuous-wave (CW) Si Raman 

laser based on reversed biased p-i-n Si waveguide structure. Si properties like high optical damage threshold, 

high thermal conductivity and large reflective index contributes the silicon as an excellent element for Raman 

crystal. Si Raman laser operate well in 1550nm near-IR band but it has one problem i.e. the loss induced by two-

photon absorption (TPA) and Free-carrier absorption (FCA). TPA is a nonlinear loss mechanism, it occurs when 

two photons combine their energies to boost an electron in the valence band to the conduction band. Silicon 
Raman lasers are considered to be the ideal light sources because of its unmatched wavelength purity and the 

possibility of extending the lasing wavelength into the mid-infrared region. Researchers also found that the 

action of silicon nanocrystals on erbium ions give us a new base for silicon based optical amplifiers and laser 

sources.  The main advantages of erbium-doped silicon is (1) easy to fabricate(2) CMOS compatible(3) 

wavelength suitable for optical communication(4) optical activity demonstrated. For improving the emitter 

efficiency multi layered structures of Er doped Si nanocrystals preferred. Efficiency is also dependent upon the 

doping concentration and device geometry. Main problem with erbium doped silicon is that it forms the Auger 

process because erbium is electrically active and its high pumping mechanisms.  

There is another light source in which III-V-based materials (GaAs and InP) are grown epitaxially on 

silicon substrate. Compared to Si, GaAs and InP have direct bandgap structure which favors the laser 

mechanism. But the major problem is large lattice mismatch between III-V-based materials (GaAS and InP) and 
Silicon which results dislocation of densities of 10E8–10E10 cm–2 [45] respectively. Another disadvantage is 

III-V materials epitaxial growth methods are not compatible with CMOS processing results large power loss.  

Various approaches have been made to remove the dislocations such as direct wafer bonding, strained super 

lattices [46], divinyltetramethyl-disiloxanebenzocyclobutene (DVS-BCB) adhesive bonding[7].  
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                                Fig(15): Injected carriers in iii–v epitaxial layers on top of a Si waveguide. 

To overcome with the problem of III-V-based materials growth on silicon substrate, researchers now work on 

the optimized growth of III-V materials under low temperatures. One of the examples is InGaAs nanopillar (NP) 

laser compatible with CMOS processes. Another useful approach is Ge-on-Si (or SiGe-on-Si) epitaxial growth. 

Ge and Si both has mismatch in their lattice constant and thermal coefficients. Germanium has an direct band 

but it has the chances of radiative recombination because of its lower energy gap (0.8eV). High thermal 

coefficients of Ge also favor the radiative recombination because of reduction in tensile strain of is0.2–0.25% 

[47]. These are the basis of direct bandgap electroluminescence and optically pumped operation of Ge-on-Si 

lasers. MIT demonstrated the first Ge on Si continuous wave laser working at room-temperature, fabricated by 

epitaxial growth of 1.6μm * 0.5 μm Ge waveguides on Si[48]. 
 

                                                          
                                  Fig(16): Ge epitaxial growth on Si and the electroluminescence behavior. 

 

Instead of growing single material on substrate researchers developed the new formation where combinations of 
several materials grown on silicon substrate simultaneously. Hybrid silicon laser is a semiconductor device 

where III-V group materials fabricated on silicon substrate. III-V group materials have direct band gap structure 

compared to Si therefore in hybrid approach we use the light emitting properties of III-V materials with mature 

fabrication technique. In 2006, first electrical driven Hybrid Silicon Laser was developed with collaboration 

between the University of California, Santa Barbara, and Intel Corporation[49]. These lasers do not require any 

optical input and it can directly fabricate on to silicon chip. In the hybrid laser unpatterned III-V wafer is bonded 

to a patterned silicon wafer with optical waveguides. Silicon waveguides are patterned before laser fabrication 

so no alignment is needed between the unpatterned III-V wafer and the patterned silicon wafer.  

.                                                                   

                                                  Fig(17): Hybrid Silicon Laser (a) and the scan view (b)  

 
When light or electrical signals drives the hybrid laser then light emits from active layer of AlGaInAs quantum 
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wells in the III-V material couples into the silicon waveguide. In Hybrid Silicon Laser, III-V material used for 

optical gain/modulation and silicon used for optical wave-guiding medium. Gain can be varied by adjusting both 

the height and the width of the silicon waveguide and it is dependent upon the overlapping between the hybrid-

waveguide mode and the quantum-well region. Using this approach, a variety of discrete active devices such as 

distributed feedback (DFB), distributed Bragg reflector (DBR), ring fabry-perot and AWG lasers have been 

fabricated. Currently, Hybrid III-V on Si technology is the most advanced photonic integrated circuits on Si. 

Researchers now working on the new structures of hybrid laser e.g. Ring or disk geometries for hybrid laser. 

First electrically pumped hybrid Si micro-ring laser was demonstrated by Liang et al.[50].  

                             (a) (b) 

Fig(18): (a) Hybrid micro-ring laser with a Si bus waveguide. (b)SEM image of resonator sidewall and bus waveguide 

 
XIV. APPLICATIONS AND FUTURE ASPECTS 

Silicon photonics, extremely powerful technology in the recent trades, fulfills the demands for higher 

speed, efficiency, and low power consumption at lower costs. In silicon technology, various opto-electronics 

devices integrate on a single substrate connected with each other using narrow waveguides. Such circuits could 

be used to establish high speed transmission, increased bandwidth, reduced power consumption and decreasing 

latency problems. It can potentially increase the bandwidth capacity by providing micro-scale, ultra low power 

devices. Optical data transmission increases the data rate and eliminates the problem of electromagnetic 
interference. With these data rates one could imagine the videoconferencing with a high resolution that the 

actors or family members appear to be in the room with you. Optical link can transfer data over longer distances 

and faster than today‟s copper technology; up to 50 GB of data per second. Recently, Intel Corporation launched 

their optical link connection operating 100Gbps[51]. Fujitsu Laboratories recently developed four wavelength 

integrated silicon laser for optical transrecievers. Work is in the progress for the new optic-interconnection of 

external devices to PCs. Intel introduced Light Peak, 2009 which replaces the USB and communicates the data 

at up to 10Gbps. Advancement in the field of silicon nanophotonic technologies leads new ideas in future 

computing systems and their architectures. 

 

XV. DRAWBACKS 
(1) Silicon‟s main drawback is its poor optical emission efficiency due to its indirect band-gap.  Silicon 

has inefficient electroluminescence; therefore it suffers from light sources. For these reasons, R&D focuses on 

the development of practical silicon light sources. Lasers are preferred as a light source but it requires high 

pumping mechanism. Significant progress has been made in the field of hybrid silicon laser which allow low 

cost and provides efficient laser light. (2) Optical connections require precise alignment therefore it requires 

improved alignment technologies.(3) Heat dissipated by the laser source on chip.(4) Band-gap of silicon is 

larger than desirable making it impossible to detect light in the telecom spectral range 1.5 and1.3μm.(5) Current 

fabrication processes are localized for making pure electronics devices. Integrating photonic components on the 

same chip requires additional fabrication steps that may interrupt the standard process and affect the 

performance of the electronic components. (6) Integration of components increasing day by day on chip 

therefore power dissipation of components also increases across the chip. 
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1 Introduction

Let α and β be two non-negative parameters satisfying the condition 0≤ α≤ β. For any
nonnegative integer n,

f ∈C[0,∞)→S
(α,β)
n f ,

the Stancu type Szász-Mirakian-Durrmeyer operators are defined by

S
(α,β)
n,r ( f ,x)=n

∞

∑
k=0

sn,k(x)
∫ ∞

0
sn,k+r(t) f

(nt+α

n+β

)

dt, (1.1)

where

sn,k(x)= e−nx (nx)k

k!
.
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For α=β=0 these operators become the well known Szász-Mirakian-Durrmeyer op-
erators

S
(0,0)
n ( f ,x)=Sn( f ,x)

introduced by Mazhar and Totik [3]. In [1] the author established some direct results in
simultaneous approximation for this special case. Gupta et al. [2] estimated the rate of
convergence for functions having derivatives of bounded variation for this special case
α=β=r=0. Also for this special case [4] estimated the rate of convergence for the Bézier
variant of Szász-Mirakian-Durrmeyer operators.

The purpose of this paper is to study approximation properties of the Stancu type
Szász-Mirakian-Durrmeyer operators. We give the rate of convergence and Voronovskaya
type asymptotic result for the same operators.

2 Basic results

In this section we establish a recurrence formula for the moments.

For simultaneous approximation, we need the following form of the operators (1.1)

S
(α,β)
n,r ( f ,x)=n

∞

∑
k=0

sn,k(x)
∫ ∞

0
sn,k+r(t) f

(nt+α

n+β

)

dt.

Lemma 2.1. For n,m∈N∪{0}, 0≤α≤β, let us consider

µ
(α,β)
n,m,r(x)=S

(α,β)
n,r

(

(t−x)m,x
)

=n
∞

∑
k=0

sn,k(x)
∫ ∞

0
sn,k+r(t)

(nt+α

n+β
−x

)m
dt,

we get

µ
(α,β)
n,0,r (x)=1, µ

(α,β)
n,1,r (x)=

α+r+1−βx

n+β
,

µ
(α,β)
n,2,r (x)=

β2x2+2(n−αβ−β−βr)x+(α+r+1)(α+r+2)−α

(n+β)2
,

and

(n+β)µ
(α,β)
n,m+1,r(x)=x[µ

(α,β)
n,m,r(x)]′+(m+α+r+1−βx)µ

(α,β)
n,m,r(x)

+m
(2(n+β)x−α

n+β

)

µ
(α,β)
n,m−1,r(x). (2.1)

Proof. By simple calculation we can easily obtain

xs′n,k(x)=(k−nx)sn,k(x).
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We have from the definition of µ
(α,β)
n,m (x)

x[µ
(α,β)
n,m,r(x)]′=n

∞

∑
k=0

xs′n,k(x)
∫ ∞

0
sn,k+r(t)

(nt+α

n+β
−x

)m
dt

−nmx
∞

∑
k=0

sn,k(x)
∫ ∞

0
sn,k+r(t)

(nt+α

n+β
−x

)m−1
dt

=n
∞

∑
k=0

sn,k(x)
∫ ∞

0
(k−nx)sn,k+r(t)

(nt+α

n+β
−x

)m
dt−mxµ

(α,β)
n,m−1,r(x).

Now

x
[

[µ
(α,β)
n,m,r(x)]′+mµ

(α,β)
n,m−1,r(x)

]

=n
∞

∑
k=0

sn,k(x)
∫ ∞

0
ts′n,k+r(t)

(nt+α

n+β
−x

)m
dt+n2

∞

∑
k=0

sn,k(x)
∫ ∞

0
tsn,k+r(t)

(nt+α

n+β
−x

)m
dt

−n(nx+r)
∞

∑
k=0

sn,k(x)
∫ ∞

0
sn,k+r(t)

(nt+α

n+β
−x

)m
dt.

Putting

t=
(n+β

n

)(nt+α

n+β
−x

)

− α

n
+
(n+β

n

)

x,

we have

x
[

[µ
(α,β)
n,m,r(x)]′+mµ

(α,β)
n,m−1(x)

]

=n
∞

∑
k=0

sn,k(x)
∫ ∞

0
s′n,k+r(t)

(n+β

n

)(nt+α

n+β
−x

)m+1
dt

−n
(α−(n+β)x

n

) ∞

∑
k=0

sn,k(x)
∫ ∞

0
s′n,k+r(t)

(nt+α

n+β
−x

)m
dt

+n2
∞

∑
k=0

sn,k(x)
∫ ∞

0
sn,k+r(t)

(n+β

n

){nt+α

n+β
− α−(n+β)x

n
−x

}(nt+α

n+β
−x

)m
dt

−(nx+r)µ(α,β)
n,m,r(x)

=−
(n+β

n

)

(m+1)µ
(α,β)
n,m,r(x)

( n

n+β

)

−
{α−(n+β)x

n

}

(−m)µ
(α,β)
n,m−1,r(x)

( n

n+β

)

+n
(n+β

n

)

µ
(α,β)
n,m+1,r(x)−n

{α−(n+β)x

n

}

µ
(α,β)
n,m,r(x)−nxµ

(α,β)
n,m,r(x)

=−(m+1)µ
(α,β)
n,m,r(x)+m

{α−(n+β)x

n+β

}

µ
(α,β)
n,m−1,r(x)+(n+β)µ

(α,β)
n,m+1,r(x)

−{α−(n+β)x}µ
(α,β)
n,m,r(x)−(nx+r)µ

(α,β)
n,m,r(x).
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Hence

(n+β)µ
(α,β)
n,m+1,r(x)=x[µ

(α,β)
n,m,r(x)]′+(m+α+r+1−βx)µ

(α,β)
n,m,r(x)

+m

{

2(n+β)x−α

n+β

}

µ
(α,β)
n,m−1,r(x).

This completes the proof.

Remark 2.1. From Lemma 2.1, for n≥β2+(α+r)2+3r+2α+2 and any x∈(0,∞), we have

µ
(α,β)
n,2,r (x)≤ (x+1)2

n+β
.

Remark 2.2. Applying Cauchy-Schwarz inequality and Remark 2.1, for n≥β2+(α+r)2+
3r+2α+2, we have

S
(α,β)
n,r (|t−x|,x)≤

[

µ
(α,β)
n,2,r (x)

]
1
2 ≤ x+1

√

n+β
.

Lemma 2.2. Suppose that x∈ (0,∞), then for n≥ r2+3r+2, we have

λn,r(x,y)=n
∞

∑
k=0

sn,k(x)
∫ y

0
sn,k+r(t)dt≤ (x+1)2

n(x−y)2
, 0≤y< x,

1−λn,r(x,z)=n
∞

∑
k=0

sn,k(x)
∫ ∞

z
sn,k+r(t)dt≤ (x+1)2

n(z−x)2
, x< z<∞.

Proof. The result follows directly from Remark 2.1 in the case α = β = 0, as for the first
inequality, we have

λn,r(x,y)=n
∞

∑
k=0

sn,k(x)
∫ y

0
sn,k+r(t)dt=

S
(0,0)
n,r

(

(t−x)2,x
)

(y−x)2
≤ (x+1)2

n(x−y)2
.

Similarly, we can prove the second inequality.

Lemma 2.3. Let f be s times differentiable on [0,∞) such that f (s−1)(t)=O(tq), as t→∞ where
q is a positive integer. Then for any r,s∈N0 and n>max{q,r+s+1}, we have

DsS
(α,β)
n,r ( f ,x)=

( n

n+β

)s
S
(α,β)
n,r+s(Ds f ,x), D≡ d

dx
.

Proof. First, by simple computation, we have

D[sn,k(x)]=n[sn,k−1(x)−sn,k(x)]. (2.2)
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The identity (2.2) is true even for the case k= 0, as we observe that for r< 0, sn,r(x)= 0.
We shall prove the result by using the principle of mathematical induction. Using (2.2),
we have

D
[

S
(α,β)
n,r ( f ,x)

]

=n
∞

∑
k=0

Dsn,k(x)
∫ ∞

0
sn,k+r(t) f

(nt+α

n+β

)

dt

=n
∞

∑
k=0

n
[

sn,k−1(x)−sn,k(x)
]

∫ ∞

0
sn,k+r(t) f

(nt+α

n+β

)

dt

=n2
∞

∑
k=0

sn,k(x)
∫ ∞

0

[

sn,k+r+1(t)−sn,k+r(t)
]

f
(nt+α

n+β

)

dt.

Using (2.2), and integrating by parts we have

DS
(α,β)
n,r ( f ,x)=n2

∞

∑
k=0

sn,k(x)
∫ ∞

0
−D[sn,k+r+1(t)]

n
f
(nt+α

n+β

)

dt

=
n2

n+β

∞

∑
k=0

sn,k(x)
∫ ∞

0
sn,k+r+1(t) f (1)

(nt+α

n+β

)

dt

=
n

n+β
S
(α,β)
n,r+1(D f ,x),

which means that the identity is satisfied for s= 1. Let us suppose that the result holds
for s= l i.e.,

DlS
(α,β)
n,r ( f ,x)=

( n

n+β

)l
S
(α,β)
n,r+l(Dl f ,x)

=n
( n

n+β

)l ∞

∑
k=0

sn,k(x)
∫ ∞

0
sn,k+r+l(t)Dl f

(nt+α

n+β

)

dt.

Now,

Dl+1S
(α,β)
n,r ( f ,x)=n

( n

n+β

)l ∞

∑
k=0

Dsn,k(x)
∫ ∞

0
sn,k+r+l(t)Dl f

(nt+α

n+β

)

dt

=n
( n

n+β

)l ∞

∑
k=0

n
[

sn,k+r+l−1(x)−sn,k+r+l(x)
]

∫ ∞

0
sn,k+r+l(t)Dl f

(nt+α

n+β

)

dt

=n2
( n

n+β

)l ∞

∑
k=0

sn,k(x)
∫ ∞

0

[

sn,k+r+l+1(t)−sn,k+r+l(t)
]

Dl f
(nt+α

n+β

)

dt

=n2
( n

n+β

)l ∞

∑
k=0

sn,k(x)
∫ ∞

0
−D[sn,k+r+l+1(t)]

n
Dl f

(nt+α

n+β

)

dt.

Integrating by parts for the last integral, we get

Dl+1S
(α,β)
n,r ( f ,x)=n

( n

n+β

)l+1 ∞

∑
k=0

sn,k(x)
∫ ∞

0
sn,k+r+l+1(t)Dl+1 f

(nt+α

n+β

)

dt.
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Therefore,

Dl+1S
(α,β)
n,r ( f ,x)=

( n

n+β

)l+1
S
(α,β)
n,r+l+1

(

Dl+1 f (x)
)

.

Thus the result is true for
s= l+1,

hence by mathematical induction, the lemma is valid.

3 Rate of converence

The class of absolutely continuous functions f defined on (0,∞) is defined by Bq(0,∞),
q>0 and satisfying:

(i) | f (t)|≤C1tq, C1>0,

(ii) having a derivative f ′ on the interval (0,∞) which coincides a.e. with a function of
bounded variation on every finite sub-interval of (0,∞). It can be observed that for
all functions f ∈Bq(0,∞) possess for each c>0 the representation

f (x)= f (c)+
∫ x

c
ψ(t)dt, x≥ c.

Theorem 3.1. Let f ∈Bq(0,∞), q>0 and x∈ (0,∞). Then for n sufficiently large, we have
∣

∣

∣
S
(α,β)
n,r ( f ,x)− f (x)

∣

∣

∣

≤ (x+1)2

nx

[
√

n]

∑
k=1

x+x/k
∨

x−x/k

(( f ′)x)+
x√
n

x+x/
√

n
∨

x−x/
√

n

(( f ′)x)+
(1+1/x)2

n
(| f (2x)− f (x)−x f

′
(x+)|

+| f (x)|)+O(n−q)+| f ′(x+)| (x+1)2

n
+

1

2

x+1
√

n+β
| f ′(x+)− f ′(x−)|

+
α+r+1−βx

2(n+β)
| f ′(x+)+ f ′(x−)|,

where
∨b

a f (x) denotes the total variation of fx on [a,b], and the auxiliary function fx is defined
by

fx(t)=







f (t)− f (x−), 0≤ t< x,
0, t= x,
f (t)− f (x+), x< t<∞.

Proof. Using the identity

f ′(u)=( f ′)x(u)+
f ′(x+)+ f ′(x−)

2
+

f ′(x+)− f ′(x−)
2

sgn(u−x)

+
[

f ′(x)− f ′(x+)+ f ′(x−)
2

]

χx(u), (3.1)
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where

χx(u)=

{

1, u= x,
0, u 6= x.

Applying the mean value theorem, we get

S
(α,β)
n,r ( f ,x)− f (x)=S

(α,β)
n,r

(

∫ t

x
f ′(u)du,x

)

. (3.2)

Now, by using the above identity (3.1) in (3.2) and the fact that

S
α,β
n,r

(

∫ t

x
χx(u)du,x

)

=0,

after simple computation, we have

∣

∣

∣
S

α,β
n,r ( f ,x)− f (x)

∣

∣

∣
≤
∣

∣

∣

∫ ∞

x

(

∫ t

x
( f ′)x(u)du

)

n
∞

∑
k=0

sn,k(x)sn,k+r(t)dt

+
∫ x

0

(

∫ t

x
( f ′)x(u)du

)

n
∞

∑
k=0

sn,k(x)sn,k+r(t)dt
∣

∣

∣

+

∣

∣

∣
f ′(x+)+ f

′
(x−)

∣

∣

∣

2
µ
(α,β)
n,1,r (x)+

∣

∣

∣
f ′(x+)− f

′
(x−)

∣

∣

∣

2
[µ

(α,β)
n,2,r (x)]1/2

=|An,r( f ,x)+Bn,r( f ,x)|+

∣

∣

∣
f ′(x+)+ f

′
(x−)

∣

∣

∣

2
µ
(α,β)
n,1,r (x)

+

∣

∣

∣
f ′(x+)− f

′
(x−)

∣

∣

∣

2
[µ

(α,β)
n,2,r (x)]1/2. (3.3)

Applying Remark 2.1 and Remark 2.2 to (3.3), we have

∣

∣

∣
S

α,β
n,r ( f ,x)− f (x)

∣

∣

∣
≤|An,r( f ,x)|+|Bn,r( f ,x)|+

∣

∣ f ′(x+)− f
′
(x−)

∣

∣

2

x+1
√

n+β

+

∣

∣ f ′(x+)+ f
′
(x−)

∣

∣

2

α+r+1−βx

(n+β)
. (3.4)

The estimation of the terms An,r( f ,x) and Bn,r( f ,x) will lead to proof of the theorem.
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First,

|An,r( f ,x)|=
∣

∣

∣

∫ ∞

x

(

∫ t

x
( f ′)x(u)du

)

n
∞

∑
k=0

sn,k(x)sn,k+r(t)dt
∣

∣

∣

=
∣

∣

∣

∫ ∞

2x

(

∫ t

x
( f ′)x(u)du

)

n
∞

∑
k=0

sn,k(x)sn,k+r(t)dt

+
∫ 2x

x

(

∫ t

x
( f ′)x(u)du

)

dt(1−λn,r(x,t))
∣

∣

∣

≤
∣

∣

∣
n

∞

∑
k=0

sn,k(x)
∫ ∞

2x
( f (t)− f (x))sn,k+r(t)dt

∣

∣

∣

+
∣

∣ f ′(x+)
∣

∣

∣

∣

∣
n

∞

∑
k=0

sn,k(x)
∫ ∞

2x
sn,k+r(t)(t−x)dt

∣

∣

∣

+
∣

∣

∣

∫ 2x

x
( f ′)x(u)du

∣

∣

∣
|1−λn,r(x,2x)|+

∫ 2x

x
|( f ′)x(t)||1−λn,r(x,t)|dt.

Applying Remark 2.1 with α=β=0, we have

|An,r( f ,x)|

≤n
∞

∑
k=0

sn,k(x)
∫ ∞

2x
sn,k+r(t)C1t2qdt+

| f (x)|
x2

n
∞

∑
k=0

sn,k(x)
∫ ∞

2x
sn,k+r(t)(t−x)2dt

+| f ′(x+)|
∫ ∞

2x
n

∞

∑
k=0

sn,k(x)sn,k+r(t)|t−x|dt+
(1+1/x)2

n
| f (2x)− f (x)−x f ′(x+)|

+
(x+1)2

nx

[
√

n]

∑
k=1

x+ x
k

∨

x

(( f ′)x)+
x√
n

x+ x√
n

∨

x

(( f ′)x). (3.5)

To estimate the integral n∑
∞
k=0 sn,k(x)

∫ ∞

2x
sn,k+r(t)C1t2qdt in (3.5) above, we proceed as fol-

lows:
Obviously t≥2x implies that t≤2(t−x) and it follows from Lemma 2.1, that

n
∞

∑
k=0

sn,k(x)
∫ ∞

2x
sn,k+r(t)t

2qdt≤22q
∞

∑
k=0

sn,k(x)
∫ ∞

0
sn,k+r(t)(t−x)2qdt

=22qµ
(α,β)
n,2q,r(x)=O(n−q), n→∞.

Applying Schwarz inequality and Remark 2.1 (α=β=0), the third term in right hand side
of (3.5) is estimated as follows:

| f ′(x+)|n
∞

∑
k=0

sn,k(x)
∫ ∞

2x
sn,k+r(t)|t−x|dt

≤| f ′(x+)|
x

n
∞

∑
k=0

sn,k(x)
∫ ∞

0
sn,k+r(t)(t−x)2dt= | f ′(x+)| (x+1)2

nx
.
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Thus by Lemma 2.1 and Remark 2.1 (α=β=0), we have

|An,r( f ,x)|≤O(n−q)+| f ′(x+)|· (x+1)2

nx

+
(1+1/x)2

n
(| f (2x)− f (x)−x f ′(x+)|+| f (x)|)

+
(x+1)2

nx

[
√

n]

∑
k=1

x+ x
k

∨

x

(( f ′)x)+
x√
n

x+ x√
n

∨

x

(( f ′)x). (3.6)

Applying, Lemma 2.2 with y= x−x/
√

n, and integrating by parts, we have

|Bn,r( f ,x)|=
∣

∣

∣

∫ x

0

∫ t

x
( f ′)x(u)dudt(λn,r(x,t))

∣

∣

∣

=
∫ x

0
λn,r(x,t)( f ′)x(t)dt≤

(

∫ y

0
+
∫ x

y

)

|( f ′)x(t)||λn,r(x,t)|dt

≤ (x+1)2

n

∫ y

0

x
∨

t

(( f ′)x)
1

(x−t)2
dt+

∫ x

y

x
∨

t

(( f ′)x)dt

≤ (x+1)2

n

∫ y

0

x
∨

t

(( f ′)x)
1

(x−t)2
dt+

x√
n

x
∨

x− x√
n

(( f ′)x).

Let u= x/(x−t), then we have

(x+1)2

n

∫ y

0

x
∨

t

(( f ′)x)
1

(x−t)2
dt=

(x+1)2

n

∫

√
n

1

x
∨

x− x
u

(( f ′)x)du

≤ (x+1)2

nx

[
√

n]

∑
k=1

x
∨

x− x
k

(( f ′)x).

Thus

|Bn,r( f ,x)|≤ (x+1)2

nx

[
√

n]

∑
k=1

x
∨

x− x
k

(( f ′)x)+
x√
n

x
∨

x− x√
n

(( f ′)x). (3.7)

The required result is obtained by combining (3.4), (3.6) with (3.7).

As a consequence of Lemma 2.3, we have the following corollary:

Corollary 3.1. Let f (s)∈DBq(0,∞), q>0 and x∈ (0,∞). Then for n sufficiently large, we
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have
∣

∣

∣
DsS

(α,β)
n,r ( f ,x)− f (s)(x)

∣

∣

∣

≤ (x+1)2

nx

[
√

n]

∑
k=1

x+x/k
∨

x−x/k

((Ds+1 f )x)+
x√
n

x+x/
√

n
∨

x−x/
√

n

((Ds+1 f )x)

+
(1+1/x)2

n
(|Ds f (2x)−Ds f (x)−xDs+1 f (x+)|+|Ds f (x)|)+O(n−q)

+
(x+1)2

nx
|Ds+1 f (x+)|+ 1

2

x+1
√

n+β
|Ds+1 f (x+)−Ds+1 f (x−)|

+
1

2
|Ds+1 f (x+)+Ds+1 f (x−)|α+r+1−βx

n+β
,

where
∨b

a f (x) denotes the total variation of fx on [a,b], and fx is defined by

Ds+1 fx(t)=







Ds+1 f (t)−Ds+1 f (x−), 0≤ t< x,
0, t= x,
Ds+1 f (t)−Ds+1 f (x+), x< t<∞.

4 Asymptotic formula

We consider the class L[0,∞) of all measurable functions defined on [0,∞) such that

L[0,∞) :=
{

f :
∫ ∞

0
e−nt f (t)dt<∞ for some positive integer n

}

.

It can be observed that this class is bigger than that of all integrable functions on [0,∞).
Further we consider

Lα[0,∞) :=
{

f ∈L[0,∞) : f (t)=O(eαt), t→∞, α>0
}

.

We have the following asymptotic formula by using Lemma 2.1.

Theorem 4.1. Let f ∈ Lα[0,∞) and suppose it is bounded on every finite subinterval of [0,∞)
having a derivative of order r+2 at a point x∈ (0,∞), then we have

lim
n→∞

n[(S
(α,β)
n,r )(r)( f ,x)− f (r)(x)]=(α+r+1−βx) f (r+1)(x)+x f (r+2)(x).

The proof follows along the line of [1].
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Abstract CdS nanocrystals (NCs) were directly

synthesized in P3HT matrix by decomposition of

single-molecule precursor compound. In this process,

a molecular precursor solution was mixed with the

polymeric solution. On heating the solution to the

decomposition temperature of the precursor com-

pound, NCs were formed in situ at temperatures as low

as 120 �C. The effects of the precursor concentration

on the optical properties of the composite were

studied. The results showed evidence of charge

transfer and size variation depending on NCs concen-

tration. CdS phase can be formed using this process at

120 �C temperature as was evident from the X-ray

diffraction studies. Transmission electron microscope

results confirm formation of monodispersed CdS

nanoparticles of average size 4 nm. A possible

mechanism of the CdS film formation was also

investigated. UV–Vis measurements show that these

CdS composites possess a direct band gap energy

higher than 2.45 eV depending on the concentration of

P3HT, indicating that the nano size can be controlled

by the concentration of polymer additive in the

composite. A higher concentration of P3HT showed

more blue shift.

Keywords Nanocrystals � Polymers � Precursor �
Ligands � Composites

Introduction

The development of photovoltaic (PV) technologies

has attracted increasing attention due to the world-wide

increasing energy demand as well as the need for

replacing depleting energy resources such as fossil

fuels by renewable energy resources. Polymer solar

cell is one of the most promising technologies due to its

compatibility with solution-based roll-to-roll manu-

facturing as well as it has thin, flexible, and light-

weight features (Hoppe and Sariciftci 2004; Wang

et al. 2012). Efficiency reaching a level of over 10 %

has already been demonstrated (Mayukh et al. 2012).

Recently, new PVs based on solution-processed inor-

ganic nanocrystals (NCs) have attracted considerable

attention, and PV devices based on various NCs have

been demonstrated (Habas et al. 2010). Hybrid

organic–inorganic composites are potential PV device
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systems because the desirable characteristics of both

organic and inorganic components can be included

within a single composite material (Reiss et al. 2010;

Saunders and Turner 2008). Such composites show

advantages of tunability of photophysical properties of

the quantum dots and they also retain the polymer

properties like solution processing, fabrication of

devices on large and flexible substrates. Due to

different electron affinities of QD and polymer, a

built-in potential is generated at polymer–QD inter-

face, which assists in the charge transfer between

polymer and QD. Various composite systems com-

prising conjugated polymers, serving as hole conduc-

tors in conjugation with NCs of CdSe, CdTe, TiO2,

ZnO, PbS, CdS have been reported (Huynh et al. 2002;

Dayal et al. 2010; Jeltsch et al. 2012; Verma et al. 2009;

Liu et al. 2008; Beek et al. 2006; Wang et al. 2008; Han

et al. 2011). Up to now, the organic–inorganic hybrid

thin film solar cells have shown power-conversion

efficiency of *3–5 %. The stability of most polymer–

nanocomposite devices exceeds that of fully organic-

based devices dramatically, making them especially

attractive for application purposes.

The nanocrystal/conducting polymer composites,

used for such opto-electronic applications are pro-

duced either by synthesizing the NCs separately and

then blending them with a conducting polymer or by

synthesizing the NCs directly in the conducting

polymer. In the first process, NCs are required to be

homogeneously dispersed in the polymer matrix, to

constitute an interpenetrating network in order to

obtain efficient exciton separation and charge trans-

port in the active layer. NCs are generally synthesized

using organic capping ligands to stabilize their size

and to prevent aggregation (Talapin et al. 2010).

Although the incorporation of the surface ligands into

an organic/inorganic composite can improve distribu-

tion of NCs in a conjugated polymer, the insulating

nature of such organic ligands results in poor elec-

tronic communication among the NCs (Moule et al.

2012). The initial ligands are usually exchanged for

shorter ones such as pyridine, n-butyl amine, t-butyl-

thiol to promote polymer–NC charge transport (Zhou

et al. 2010; Greaney et al. 2012).

These problems can be bypassed by directly

growing NCs in a conducting polymer solution,

without surfactants or ligands. In situ synthetic method

was employed to synthesize PbS NCs/MEH–PPV

composite and it was shown that the polymer chains

can act sterically to stabilize nanocrystal growth in

solution (Stavrinadis et al. 2008; Warner and Watt

2006). Synthesizing the NCs directly in a conducting

polymer eliminates the need for mixing or blending

and represents the simplest technique for forming

nanocomposite materials, suitable for opto-electronic

applications. Therefore, development of semiconduc-

tor NCs, without the use of surfactants and/or ligands,

becomes more technically interesting as it can provide

improved power-conversion efficiency for a quantum-

dot-based PV device. Up to now, various inorganic

NCs have been synthesized in situ, in presence of

polymers (Stavrinadis et al. 2008; Warner and Watt

2006; Coates et al. 2010; Dayal et al. 2009; Khan et al.

2011; Maier et al. 2011). Direct synthesis of CdSe

QDs was reported in 1-octadecene solution in presence

of P3HT polymer (Dayal et al. 2009). A similar route

was used to synthesize CdTe NCs in P3HT matrix

(Khan et al. 2011). These synthetic procedures yield

homogeneous dispersion of NCs in polymer; however,

in these techniques after the synthesis of the NCs, the

composite NCs need to be separated out from the

solution, purified to remove trioctylphosphine (TOP)

or other such additives and re-dispersed back in a

different solvent for making a thin film. It is not easy to

control the stoichiometry of the semiconductor com-

pound using this technique. This drawback can be

overcome by using single-molecule precursor to

prepare NC, wherein both the metal and the nonmetal

parts can be included in the same compound and

subsequent precursor decomposition is used to NC

nucleation and growth. Thermal decomposition (ther-

molysis) of single-molecule precursors (SMP) is an

efficient route for synthesizing chalcogenides (Nair

et al. 2005; Plante et al. 2010; Shen et al. 2011). As an

example, the synthesis of PbS NCs, a molecular

precursor such as xanthate or carbamate is heated, this

single molecule contains both the metal and chalcogen

atoms, and on decomposition PbS NCs are nucleated

together with the release of some gases, which are then

grown to the desired size by controlled reaction of

precursor molecule. These precursors are non-air

sensitive, stable for a period of months, easy to

synthesize and pyrolyse cleanly to give the highest

yield. Some people used such process to synthesize

PbS NCs in polystyrene (Nair et al. 2005).

CdS is one of the promising photoactive materials

because it is a good electron acceptor, and has large

band gap (2.5 eV). A large variety of methods were

Page 2 of 14 J Nanopart Res (2013) 15:1697
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reported to synthesize CdS polymer composites

(Pradhan et al. 2003; Laera et al. 2011; Masala et al.

2011; Borriello et al. 2011; Di Luccio et al. 2006;

Laera et al. 2011; Liao et al. 2009, 2010, 2011; Ren

et al. 2011). CdS nanorods have grown in situ in a

P3HT template, the sulfur atom of the thiophene ring

giving an anchoring site for the nucleation of the NCs.

One of the common SMP, employed for the generation

of metal sulfide is N,N-dialkyl dithiocarbamate. This

method of preparation involves basically injecting the

precursor into hot coordination solvents such as

trioctylphosphine oxide (TOPO) under nitrogen atmo-

sphere. High temperature, in the range of 200–350 �C,

is thus required, and stringent experimental condi-

tions, as well as inert atmosphere are normally needed.

Very recently, metal salts of alkylxanthate were used

to produce CdS NCs capped with HDA at relatively

milder conditions at 50–150 �C (Nair et al. 2002). It

was found that Lewis base such as HDA, TOP or

tributylphosphine could lower the reaction tempera-

ture for the alkylxanthate precursors. CdS NCs were

synthesized by thermolysis of a cadmium bis thiolate

precursor, without the use of any surfactant or other

stabilizing agent (Resta et al. 2010). ZnxCd1-xS

alloyed NCs were synthesized at about 200 �C, by

thermolyzing a mixture of cadmium ethyl xanthate

(CdX) and zinc ethyl xanthate precursors in colloidal

solvents (Li et al. 2005). CdS NCs capped with TOPO

have been synthesized by a single source route using

CdX as a precursor (Nair et al. 2002). When the

precursor is heated well above the decomposition

temperature of the precursor, sudden decomposition

takes place, which results in a burst of homogeneous

nucleation. Further heating controls the growth. As

these results indicate, the use of single source precur-

sor is of great advantage in synthesizing good quality

of NCs, as they have to be heated to only moderately

high temperatures. Recently, Leventis et al. (2010),

Dowland et al. (2011) have reported a method to

deposit P3HT–CdS composite directly on the sub-

strate. Precursor cadmium xanthate and pyridine react

on heating to form CdS and form gaseous side

products. The casted P3HT:precursor solid films were

heated to 120–160 �C to allow the precursor decom-

position, and the CdS/NCs are formed within the

polymer matrix.

In the present work, the synthesis of CdS NCs was

carried out using single-molecule precursor, CdX.

Here, Cd and sulfur both are present in the single

molecule used as precursor, which on heating/pyroly-

sis produce CdS, therefore stoichiometry can be

controlled easily. The present investigation reports

the synthesis of CdS NCs in P3HT matrix with

different concentrations of P3HT and CdS (1:1, 1:2,

1:4 and 1:8 weight%). These P3HT–CdS nanocom-

posites are synthesized in common solvent di-chloro-

benzene (DCB), from which thin films can be readily

cast. The size, optical and structural properties of the

resulting composite has been investigated. The basic

aim of the work is to understand the effect of polymer

concentration on the growth of NCs. Structural and

morphological studies revealed that hexagonal CdS

NCs have been successfully synthesized in P3HT

matrix. Optical measurements of nanocomposite films

show that photoinduced charge separation occurs at

the P3HT–CdS interfaces, indicating it as a promising

approach for the fabrication of efficient organic–

inorganic hybrid PV devices.

Experimental section

Synthesis of cadmium ethyl xanthate

Cadmium chloride (0.005 mol), dissolved in 20 ml

distilled water was allowed to react with a solution of

potassium ethyl xanthate (0.01 mol) in 20 ml distilled

water. The pale yellow precipitate (CdX) formed was

filtered, washed with distilled water and dried at

40–50 �C.

Synthesis of CdS/polymer composite

Regioregular poly(3-hexylthiophene-2,5-diyl) P3HT

with average mol. wt. 54,000–75,000, electronic grade

99.995 % from Sigma Aldrich was used to prepare the

composites. In a typical synthesis of P3HT:CdS =

1:1, 15 mg of CdX was kept in a culture tube (xanthate

compound was taken 3 times the weight of P3HT

polymer to compensate the weight loss of metal

xanthate during decomposition to yield CdS) and a

few drops of pyridine were added and mixed. 5 ml of

o-dichlorobenzene solvent was added to dissolve the

above compound well and 5 mg of P3HT polymer was

added. The addition of pyridine causes the xanthate to

dissolve well in DCB. The mixture was stirred for
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10 min, after which the precursors had dissolved and

the color of the reaction solution changed from light-

yellow to dark-yellow orange. The precursor–polymer

solution was then either heated directly under nitrogen

flow for 30 min at 120 �C or casted on a substrate to

make a film and then heated. After the completion of

the reaction, the reaction product was characterized

directly in solution for PL measurements, while for

X-ray diffraction (XRD) films were casted from

synthesized composite NCs. Similarly, other compo-

sitions of P3HT containing different weight ratios of

CdS were synthesized and are designated as 1:1, 1:2,

1:4 and 1:8, for 15, 30, 60 and 120 mg of CdX

precursor in 5 mg P3HT and 5 ml DCB. Another

batch was prepared under the same conditions for CdS

nanocrystal synthesis (using 60 mg CdX) without

adding the polymer, for comparison.

Characterization techniques

The synthesized P3HT–CdS polymer composites were

characterized using XRD, TEM, SEM, HRTEM, UV

absorption, photoluminescence and time-resolved flo-

rescence spectroscopy. The XRD studies were carried

out using Rigaku Miniflex-II diffractometer (Cu

Ka = 1.54 Å
´

). Transmission electron microscope

(TEM) and scanning electron microscope (SEM)

studies were made using a JEM-2100F (JEOL electron

microscope) 200 kV and Zeiss EV MA-10 for micro-

structural and surface morphology studies. A drop of

dispersed solution of the CdS/polymer composite was

carefully transferred to a carbon-coated copper grid

followed by evaporation of the solvent for TEM

studies. For SEM studies, a thin gold layer was

sputtered on to the film surface. Absorption spectra

were recorded using UV 1800 Shimadzu UV Spec-

trometer. The photoluminescence measurements were

carried out using excitation wavelength of 410 nm, at

room temperature using a home-assembled system

consisting of a two-stage monochromator, a photo-

multiplier tube with a lock-in amplifier for PL

detection. Fourier transform infrared spectroscopy

(FTIR) spectra were recorded with a single beam

Perkin Elmer instrument (Spectrum BX-500). This

spectrometer allows us to collect spectra in IR (mid,

far and near) spectral ranges. PL decay measurements

were recorded using Edinburgh Laser Spectrometer

FLS 920 (wave length 480 with pulse width 93.9).

Results and discussion

Cadmium ethyl xanthate has been proven to be an

efficient single-molecule precursor for the synthesis of

CdS nanocrystallites. This precursor is easy to

synthesize, air stable and pyrolyzes cleanly to provide

environment friendly good yields. Thermogravimetric

analysis (TGA) and differential scanning calorimetry

(DSC) of CdX was carried out up to 300 �C temper-

ature. The TGA curve shown in Fig. 1 reveals that the

compound decomposes at about 160 �C and DSC

curve reveals that the reaction is endothermic. The

addition of pyridine decreases the decomposition

temperature, as CdS NCs can be formed at 120 �C

after pyridine addition.

Cd(C2H5OCS2Þ2 �!
HEAT

CdS + gases

The CdS NCs were synthesized in high temperature

boiling point solvent DCB, which allows CdS

Fig. 1 a TGA and DSC curves for cadmium ethyl xanthate,

b TGA and DSC curves for cadmium ethyl xanthate (with

pyridine)
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nucleation to occur at 120 �C. In the present protocol,

nucleation starts at the decomposition temperatures of

the precursor compound in one-pot synthesis, which

results in highly crystalline and mono dispersed CdS

NCs in the polymer matrix. The P3HT acts here as a

macromolecule which stimulates a structure-directing

template to manipulate the geometrical development

of CdS nanostructures. In surfactant-assisted synthe-

sis, growth of NCs is controlled by electrostatic

interactions of the surfactant functional group and

steric hindrance of surfactant side alkyl chains. P3HT

provides a combination of both effects as it contains an

electron donating sulfur functionality, a potential

anchorage for the nucleation, and growth of NCs

along with steric hindrance due to long hexyl side

chains. Proposed mechanism for in situ growth of the

CdS NCs in the P3HT matrix can be given in three

stages: (a) P3HT and CdX precursors were dissolved

in DCB using few drops of pyridine; (b) on heating, the

CdX precursor decomposes to produce CdS together

with some volatile products; (c) in situ-generated CdS

NCs were capped by the P3HT polymer matrix.

TGA and DSC studies

Thermal decomposition of precursor CdX was studied

by TGA and DSC, without pyridine addition, Fig. 1a

as well as with pyridine addition, Fig. 1b. TGA was

carried out from room temperature to 350 �C. The

TGA curve in Fig 1a shows that significant weight loss

of 57 % takes place in temperature region starting at

145 �C until 165 �C, because of thermal decomposi-

tion of xanthate complex into CdS. The end products

are cadmium sulfide and volatile compounds. Since

the decomposition occurs around 145 �C, the synthe-

sis was carried out below this temperature only. After

pyridine addition weight loss begins from 100 to

150 �C.

The DSC plot in Fig 1a reveals several peaks and

dips. The sharp dips at temperature 147 and 162 �C

represent that the reaction is endothermic and dip at

temperature 170 �C, the reaction is exothermic. The

enthalpy changes associated with the events occurring

are given by the area under the sharp dips. The sharp

dip at 147 �C accompanied with a significant weight

loss indicates that the major decomposition of CdX

takes place at this temperature. In Fig. 1b, two main

dips were observed at 77 and 145 �C. The weight loss

TGA curve and DSC show that after pyridine addition,

decomposition of xanthate begins from 100 �C.

Spectral study (FTIR)

The formation of P3HT–CdS nanocomposites was

confirmed by the FTIR spectra as shown in Fig. 2.

Absorption band of P3HT at 2,960 cm-1 was assigned

to the asymmetric CH3 stretching. The bands at about

2,920 and 2,848 cm-1 correspond to the C–H of CH2

or CH3 symmetric and asymmetric stretching vibra-

tion; the bands at about 1,508 cm-1 correspond to

thiophene ring C=C stretching vibration; the bands at

about 1,370 and 1,450 cm-1 correspond to symmetric

and asymmetric deformation vibrations, respectively;

the bands at about 1,199 cm-1 correspond to C–C

single resonance absorption; 1,014 and 828 cm-1

correspond to C–H out-of-plane bending and the bands

at 716 cm-1 correspond to methylene vibration. In

nanocomposites of P3HT–CdS, the intensity of peaks

corresponding to C–S bond and aromatic C–H out-of

plane stretching decreases. Also a shift of almost all

the peaks belonging to P3HT shift to lower wave

number side as compared to P3HT in the composite,

this confirmed the chemical interaction between P3HT

and CdS, indicating the enhancement of the C–S bond

energy. An extra peak appears in the composite

present at 1732 cm-1, which might be due to C–O or

Cd–O. The characteristic vibration peaks of the Cd–S

bond at 265 and 405 cm-1 could not be detected in this

Fig. 2 FTIR spectra of P3HT and P3HT–CdS composite
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experiment, since this is beyond the detection limit of

our instruments.

Figure 3a shows the powder XRD derived from the

pyrolysis of CdX at 120 �C. As is well known, CdS

can exist in two crystalline forms, cubic and hexag-

onal. The hexagonal phase is thermodynamically

metastable, which is usually stable at high tempera-

tures, while cubic phase is more thermodynamically

stable and forms at low temperatures. The hexagonal/

wurtzite phase forms on heating CdS to high temper-

atures. As shown in Fig. 1a, the (110), (104) and (112)

planes of wurtzite CdS are clearly distinguishable in

the diffraction pattern. Figure 3a shows the pattern for

pure P3HT film derived after similar heat treatment,

this shows that (200) peak belongs to P3HT. Figure 3b

shows the XRD pattern for P3HT–CdS with different

CdS concentrations.

P3HT/CdS composites clearly show the existence

of hexagonal phase of CdS at higher CdS

concentration; however, for low CdS concentrations

the (002) peak is broadened, and mixed with other CdS

peaks. The XRD peaks are broadened in the composite

as compared to those of the bulk CdS which is an

indication that the crystals are in the nanosize regime

formed at 120 �C. In an earlier study, wurtzite ZnS

NCs are synthesized on thermolysis of zinc ethyl

xanthate at 150 �C in presence of HDA and TOP (Liu

2006). In contrast, in the present study, we have used

pyridine instead of HDA or TOP, and as shown in

Fig. 1a, hexagonal CdS is formed at a lower temper-

ature of 120 �C. Levantis et al. (2010), Dowland et al.

(2011) have reported synthesis of CdS in polymer at

120–160 �C using a solution-processible CdX pyri-

dine adduct. From the XRD results Fig. 3b, confirmed

the in situ formation of CdS NCs. The diffraction

peaks at (200), (300) and (010) can be associated with

the P3HT as reported by Borreiello et al. (2011) and at

24.99�, 26.53�, 27.92�, 43.83�, 47.79�, 51.75� may be

assigned to (100), (002), (101), (110), (103) and (112)

planes of CdS material, respectively, which are

consistent with those in the literature and JCPDS card

(no. 65–3414) also confirms the formation of hexag-

onal phase of CdS nanocrystal in polymer nanocom-

posites. The intensity of crystalline peaks of P3HT

decreases as we increased the ratio of nanocrystal

precursor in polymer nanocrystal composite. The

dimension of CdS nanocrystal in nanocomposite and

CdS without composite can be calculated using

Debye–Scherrer equation

d ¼ 0:9k=ðb cos hÞ

where b is the line width at an angle 2h and k is X-ray

wave length.

The size of the crystallites was determined using

the (110) reflection at 2h = 43.788, since it is difficult

to separate out lower angle peaks for low concentra-

tion of NCs. Using this formula we can observe that

crystal size of CdS NCs in 1:1 polymer composite is

about 2 nm and for polymer:CdS ratios of 1:4 and 1:8

composites, it is 5 and 6 nm, respectively. This result

clearly shows that as we increase the amount of CdS in

polymer composite, the nanocrystal size increases.

Here the P3HT can act as a macromolecule template

(surfactant) to control the geometrical development of

CdS NCs. Thus, we can conclude that the presence of

polymer influences the nanocrystal size in the solution.

Without addition of polymer, the CdS nanocrystal

synthesized in the same solvent under similar

Fig. 3 XRD spectra for a CdS and P3HT; b P3HT–CdS

composite for different composition ratios
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conditions showed a nanocrystal size of 6 nm, i.e.,

almost near to that observed at higher CdS content (1:8

wt. ratio).

Previous studies of in situ synthesis method have

shown that larger molecular weight poly[2-methoxy-5-

(20-ethylhexyloxy)-p-phenylene vinylene] (MEHPPV)

produces smaller NCs (Warner and Watt 2006). This

finding supports the concept that polymer chains act

sterically to stabilize nanocrystal growth in solution.

Thermal decomposition of molecular precursors is one

of the most efficient pathways for synthesizing CdS

NCs. For example, in the thermolysis process, a

molecular precursor such as a xanthate or carbamate is

heated so as to nucleate CdS NCs, which are then grown

to the desired size by controlling reaction of precursor

molecules, reaction time and temperature. The average

size of CdS NCs is smaller than the Bohr diameter of

CdS bulk exciton, this suggests that quantum confine-

ment effect can be expected for these nanocrystals. The

results presented demonstrate that CdX effectively

works as a single-molecule precursor for in situ

synthesis of CdS NCs and the size of NCs depended

on the concentration of polymer in the composite.

TEM studies

Transmission electron microscopy (TEM) image and

electron diffraction patterns of the synthesized P3HT–

CdS nanocomposites in 1:4 ratio at 120 �C are shown in

Fig. 4a–d. A difference in contrast at different places

indicates that the CdS NCs are capped by P3HT.

However, this interaction between polymer and NCs

indicates that nanocomposites have potential for the

charge transfer at polymer–NCs interfaces, which is

further confirmed by the optical studies. The mecha-

nism of this interaction has revealed that the sulfur atom

of P3HT can interact with the CdS NCs by dipole–

dipole interaction and CdS NCs have been deposited

uniformly and compactly on or in between the P3HT

chains to form NCs. Figure 4a shows a number of CdS

NCs of almost same size, distributed randomly.

Figure 4b shows the formation of small sized,

Fig. 4 a–c TEM images of the synthesized P3HT–CdS (1:4) at 120 �C and d SAED pattern of P3HT–CdS
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monodispersed circled CdS NCs of average size 4 nm.

Figure 4b, c show a high magnification images of

corresponding NCs in the inset. The presence of sharper

lattice fringes in high-resolution image shows good

crystallinity of NCs and these results are in good

agreement with XRD results. The selected area electron

diffraction pattern, of CdS NCs, Fig. 4d, also confirms

the single crystalline nature of NCs and the CdS NCs

with plane (101), (103) and (203) of diffraction rings,

corresponding to d spacing 3.135, 1.9 and 1.36 nm.

Plane (300) of diffraction ring corresponding to d

spacing 4.96 nm belongs to the polymer P3HT.

Scanning electron microscopy of polymer–CdS

nanocomposites

In order to understand the morphology of the as

synthesized CdS NCs in polymer matrix, SEM was

Fig. 5 SEM micrographs

of P3HT–CdS composite

a microstructure b EDS

analysis
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preformed. Figure 5 gives the typical morphologies of

the P3HT–CdS films prepared at 120 �C with CdS of

60 mg, which shows the presence of large micrometer

sized agglomerates and CdS NCs, uniformly distrib-

uted on the film surface. To further investigate the

composition of the CdS in composite film, the energy

dispersive X-ray spectroscopy (EDX) spectrum

(Fig 5b) was obtained. EDX analysis of the CdS–

polymer composite demonstrates that the chemical

component consists of Cd, C, Cl and S and table (inset)

shows approximate relative ratio of Cd:S & 1:1. This

ratio agrees with the nominal CdS stoichiometry.

The AFM images of pure P3HT and P3HT/CdS

composite films on glass plate for pure P3HT,

P3HT:CdS of 1:1, 1:4 and 1:8 ratio are shown in

Fig. 6a–d, respectively. The composite with high NC

content is more rough as compared to pure P3HT film.

The surface roughness values of films increases on

increasing the nanocrystal content; for the pure P3HT

film it was 2 nm, but increased to 3.5 nm for 1:4 and it

was 11.5 nm for 1:8 sample. In Fig. 6d, partial

aggregation was detected at the surface of sample

containing high amount of NCs (1:8). Contrary to

organic materials, the inorganic NCs are not well

dispersed in organic matrix, when mixed in large

amount, the high content of CdS leads to some

aggregation. The AFM image of the neat P3HT film

shows closely packed polymer nodules, leading to a

surface roughness of 2 nm. The images of the P3HT–

CdS nanocomposite (b–d) clearly shows a uniform

morphology with small nanocrystallites, aggregated to

nodule size of \40 nm, thus the segregation of the

NCs or the polymer in these composites is not high.

These composites were synthesized after spin coating

Fig. 6 AFM for a P3HT, b P3HT–CdS 1:2, c P3HT–CdS 1:4 d P3HT–CdS 1:8
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the precursor–polymer solutions on glass plate and

then heating to 120 �C for xanthate decomposition.

The uniform layer synthesis through this route

confirms that the technique is quite suitable to

construct hybrid solar cell directly from the precur-

sor–polymer solution. As pointed out earlier from

XRD results, the effect of polymer on the growth of

NCs for polymer–CdS 1:8 composite was negligible,

and some aggregation of NCs was observed for this

sample as the passivation of CdS NCs through

polymer was lesser in this case.

Optical properties of CdS–P3HT composite

Figure 7a shows the UV–visible absorption spectra of

polymer/CdS nanocomposite films on glass plate. On

heating up to 120 �C, xanthates start to decompose and

CdS nucleation gets initiated at the decomposition

temperature of xanthate, and the consequent growth of

CdS NCs is initiated by this process. The optical band

gap of bulk CdS is 2.42 eV, and its main absorption

range is almost below 550 nm. Therefore, addition of

CdS NCs contributes significantly in the absorbance

within 300–550 nm range. The concentration of P3HT

in all solutions was constant. This allows any changes

in the optical spectra to be attributed to the CdS

nanocrystals. The peaks in the absorption spectra in

Fig. 7, at 550 and 625 nm, are attributed to the P3HT

which corresponds to the p–p* transition of the

conjugated chain in the P3HT. The P3HT–CdS

samples, however, show large adsorption feature

within a broad range between 400 and 600 nm, the

intensity of which increases with the concentration of

CdS addition, which is the characteristic absorption of

the CdS material. A similar feature has been observed

by Levantis et al. (2010) confirming that CdS forma-

tion occurred during heating of the samples.

Since CdS is a direct band gap semiconductor, its

absorption coefficient (a) and band gap (Eg) satisfy the

equation:

ðahtÞ2 ¼ A ht� Eg

� �
ð1Þ

The band gap (Eg) is obtained by extrapolation of

the plot of ðahtÞ2 versus (ht) as in Fig. 7b and the

Tauc’s plot shows that band gap of CdS in the

nanocomposite varies from 2.97 to 2.41 eV, as we

increase the concentration of CdS from 1:1 to 1:8.

These results reveal that with increase in polymer

concentration the nanocrystal size of CdS decreases as

well as the band gap increases. The optical band gap

shift of 2.97 from 2.4 for bulk band gap is a significant

shift, and is due to the quantum confinement effect

observed for NCs. This shift in the band gap with

change in relative ratio of polymer to NCs supports the

results observed in XRD. The nanocrystal size in the

present case can be calculated by the Brus equation

and was found to be 6.5 nm.

Figure 8 shows the photoluminescence emission

spectra of P3HT and P3HT–CdS composites in DCB

solvent. A reduction in the photoluminescence inten-

sity was observed as we increase the concentration of

CdS in the solution from 1:1 to 1:8. The shape of the

PL curve remains almost same; the reduction of PL

intensity is enhanced with increase in CdS NC

concentration in the composite matrix. This reduction

of PL intensity is due to the CdS NCs formation in

Fig. 7 a Absorption spectra b Tauc’s plot for (a) P3HT

(b) P3HT–CdS 1:1 (c) P3HT–CdS 1:2 (d) P3HT–CdS 1:4

(e) P3HT–CdS 1:8
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polymer matrix and due to the photogenerated charge

transfer between the CdS and P3HT. The PL quench-

ing can be used as a powerful tool for evaluation of

charge transfer from the excited polymer to the NCs,

and is related to improvement in photovoltaic perfor-

mance of the composite. Once the photogenerated

excitons are dissociated, the probability of recombi-

nation reduces significantly. Reduced PL intensity of

the composites relative to the pristine P3HT indicates

that charge transfer, thereby exciton dissociation at

interface of CdS and P3HT occurred. This PL

quenching experiment provides us with good evidence

that the polymer will be able to transfer their excited

state electron to the NCs (Greenham et al. 1996).

Charge transfer takes place in conjugated polymer–

semiconductor NCs composites at the interface where

the P3HT with a higher electron affinity transfers

electron onto CdS with relatively lower electron

affinity. In conversion, the polymer absorb the solar

photons (charge generation), the electron is transferred

to the CdS NCs and the hole potentially can remain to

the polymer (charge separation). This is a well-known

effect of the ultrafast electron transfer from the donor

to acceptor, and it is expected to increase the exciton

dissociation efficiency in PV devices. Reduction in

quantum yield of polymer/nanocrystal composites

compared to that of pristine P3HT, implying that a

large amount of singlet excitons are not able to radiate

onto ground state and they dissociate at the polymer/

NCs interface. For 1:1 composite, the PL intensity

decrease is about 20 % and for 1:8 composite PL

decrease is about 50 %. Here, it might be observed that

even after addition of a large amount of CdS NCs, the

PL quenching is not complete; it might be due to some

aggregation of CdS NCs in solution, as most of the

NCs are not coated with polymer when CdS amount is

large. PL measurements were also performed on CdS

NCs synthesized in the same solvent. On excitation at

410 nm, no luminescence was detected.

PL decay

PL life time measurement provides another evidence

of the charge transfer interaction in between P3HT and

CdS in composite form. If the observed PL quenching

for P3HT in P3HT–CdS composite is due to the charge

transfer with CdS, then the interaction would accel-

erate the decay of the P3HT emission. To understand

electron transfer dynamics, lifetime measurement

studies were performed. Figure 9 shows the PL decay

curves for P3HT and P3HT–CdS nanocomposites. The

PL decay curves were obtained by using an excitation

wavelength of 480 nm and emission was recorded at

580 nm corresponding to main P3HT peak. The rate of

PL decay times at which the PL intensity decreases to

1/e of its initial value are used to compare the life time

of P3HT and P3HT–CdS.

The emission intensity recorded at the emission

maximum exhibited a mono-exponential decay

Fig. 8 PL spectra of P3HT and P3HT-CdS nanocomposites

(a) P3HT (b) P3HT–CdS 1:1 (c) P3HT–CdS 1:2 (d) P3HT–CdS

1:4 (e) P3HT–CdS 1:8

Fig. 9 Time-resolved fluorescence studies of P3HT and

P3HT–CdS
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I tð Þ ¼ A e� tjsð Þ
� �

where I is the normalized emission intensity, A is pre-

exponential factor, t is the time after pulsed-laser

excitation, and s is lifetime. The decays of both

samples are fitted with single exponential. The kinetic

parameters of the P3HT and P3HT–CdS emission

decay analysis are summarized in Table 1. These

results show that life time of P3HT decreased from

0.92 to 0.82 and 0.80 ns on addition of equal

concentration of CdS and four times concentration of

CdS with respect to P3HT concentration in P3HT–

CdS composite. The P3HT–CdS composite shows a

reduction of the time constant, and on increasing the

amount of CdS, the time reduction is more. Further,

the presence of single component in the PL decay

indicates better mixing of the two components in the

composite. The reduced PL decay time in the

composite indicates the occurrence of a charge

transfer from the excited P3HT to CdS NCs, through

the transfer of electron from P3HT to CdS NCs and

this indicates efficient charge transfer in P3HT–CdS

nanocomposite. These results commensurate well

with static PL quenching results, where a higher PL

quenching was obtained for higher concentration of

CdS, i.e., more quenching was observed for P3HT–

CdS (1:4) composite as compared to P3HT–CdS (1:1).

Therefore, it may be concluded that the charge transfer

interaction actually occurred between P3HT and CdS,

which provides a new path for photogenerated exciton

in the composite. As a result, the chemical linkage

between P3HT and CdS could facilitate the exciton

dissociation for the solar cell applications.

The decrease in decay time or faster decay is due to

the exciton transferring from P3HT to CdS NCs which

further confirm the exciton transfer from P3HT to CdS

is the main PL quenching mechanism. On increasing

the concentration of CdS, not only the PL intensity

decreases more, but the PL decay also becomes faster,

showing more transfer of electrons due to increased

CdS NCs.

Conclusions

The structural and optical properties of in situ synthe-

sis of CdS NCs in P3HT polymer was investigated by

thermolysing the single phase precursor, CdX in

presence of P3HT polymer. The final size and the

optical band gap of the material depend on the

concentration of P3HT to CdS. The growth of CdS

NCs in the presence of P3HT is hindered due to its

steric effect, and arrested the growth of CdS NCs.

Higher the concentration of P3HT, lower was the grain

size of CdS NCs. Optical properties of the composite

from the static as well as dynamic PL measurement

provided evidence for charge transfer at the interface.

XRD studies revealed that the CdS NCs synthesized

even at such a low temperatures exist as hexagonal

phase.
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