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A Fuzzy Impulse Noise Filter Based on Boundary 
Discriminative Noise Detection 

  

Om Prakash Verma* and Shweta Singh* 
 
 

Abstract—The paper presents a fuzzy based impulse noise filter for both gray scale and 
color images. The proposed approach is based on the technique of boundary 
discriminative noise detection. The algorithm is a multi-step process comprising detection, 
filtering and color correction stages. The detection procedure classifies the pixels as 
corrupted and uncorrupted by computing decision boundaries, which are fuzzified to 
improve the outputs obtained. In the case of color images, a correction term is added by 
examining the interactions between the color components for further improvement. 
Quantitative and qualitative analysis, performed on standard gray scale and color image, 
shows improved performance of the proposed technique over existing state-of-the-art 
algorithms in terms of Peak Signal to Noise Ratio (PSNR) and color difference metrics. 
The analysis proves the applicability of the proposed algorithm to random valued impulse 
noise 

 

Keywords—Impulse Noise, Decision Boundaries, Color Components, Fuzzy Filter, 
Membership Function 

 
 

 
 
1. INTRODUCTION 

Digital images can be contaminated by different types of noises. Impulse noise is one of such 
noises, which affect images at the time of acquisition due to noisy sensors or at the time of 
transmission due to channel errors, or in storage media due to faulty hardware. Various detection 
and filtering algorithms have been proposed. Among them, median filters [1-3] proved to be 
most prominent in their ability to suppress noise. Presence of three domains of filtering, i.e. 
spatial, frequency and fuzzy, gives ample opportunity for researchers in image processing to 
exploit the field of impulse noise filtering. Several linear and non-linear filters have been 
proposed in the literature. Linear filters are not able to effectively eliminate impulse noise as 
they can blur the edges. The intuitive solution to overcome the problem of linear filters is to 
implement an impulse-noise detection mechanism prior to filtering; hence, only those pixels 
identified as corrupted would undergo the filtering process, while those identified as 
uncorrupted would remain unchanged. With the incorporation of such a noise detection 
mechanism into the median filtering framework, the switching median filters [4-6] have shown 
significant performance improvement. Many non-linear filters based on classical and fuzzy 
techniques have emerged in recent years. The noise adaptive soft switching median (NASM) 
filter [7] proposed by Eng et al. consists of a three-level hierarchical noise detection process. 
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The NASM achieves a fairly robust performance in removing impulse noise, while preserving 
signal details across a wide range of noise densities, ranging from 10% to 50%.  

The quality of NASM recovered images degrades as noise density increases above 50%. The 
Boundary Discriminative Noise Detection (BDND) [8], a switching median filter, is proposed 
for the detection of impulse noise based on a large difference between the noisy pixel and the 
noise free pixel. This paper claims to achieve better results than NASM by passing the pixel 
from two sizes of window (21x21 and 3x3) to confirm whether it is noisy or not. It gives 
acceptable results up to 80% of noise density. Srinivasan et al. [9] also presents a new decision 
based algorithm for restoration of images that are highly corrupted by impulse noise. It removes 
only the corrupted pixel by the median value or by its neighboring pixel value. Very recently, 
Tripathi et al. [10] presented a switching median filter which is an advanced boundary 
discriminative noise detection algorithm. It is also a two stage detection algorithm. Smail 
Akkoul et al. presented an adaptive switching median filter (ASWM) [11] which requires no 
prior threshold as required by a classical switching median filter. Threshold is computed locally 
from image pixels intensity values in a sliding window. Duan and Zhang presented a two 
iteration algorithm [12] for impulse noise detection for switching median filter. 

In the field of fuzzy domain, the fuzzy median filter [13, 14] is a modification to the classical 
median filter. The Fuzzy Inference Rules by Else action (FIRE) filters [15-17] are a family of 
non-linear operators that adopt fuzzy rules to remove impulse noise from images. Androutsos et 
al. [18] designed a new class of filters called fuzzy vector rank filters, based on a combination of 
different distance measures. Stefan et al. [19] presented a fuzzy two-step color filter for the 
reduction of impulse noise. This filter utilizes the fuzzy gradient values and fuzzy reasoning for 
the detection of noisy pixels. Verma et al. [20] presents two stage fuzzy filter for reduction of 
both impulse and Gaussian noise in color images. It also considers the interactions between the 
color components. Toh at al. presents a cluster based adaptive fuzzy switching median filter [21] 
for universal impulse noise reduction i.e. random valued or fixed valued impulse noise. Madhu 
et al. proposed a new efficient fuzzy-based decision algorithm (FBDA) [22] for the restoration 
of images that are corrupted with high density of impulse noises. Another two phase process of 
fuzzy logic based impulse noise filtering technique [23] is presented by Aborisade.  

Most of the above reported schemes work well under salt and pepper noise but fail under 
random valued impulse noise, which is more realistic when it comes to real world applications. 
These schemes generally use a threshold value for identification of pixel as corrupted or 
uncorrupted. The partitions obtained are thus strict and boundaries are rigid. The fuzzy based 
boundary discrimination detection algorithm presented here considers smooth boundaries which 
are computed for each candidate pixel. In the present paper, a two step impulse noise filter is 
proposed. This approach exploits the advantages of switching median filter and a fuzzy rule 
based system. The filter works in the stages of detection, filtering and color correction. For gray 
scale images only the first two are applicable whereas for the color images, the correction term 
is added after filtering to remove the residue impulse noise remaining in the color components. 
Simulation results are carried out for random impulse noise, and comparative analysis shows 
that fuzzifying the decision boundaries gives better performance than the existing techniques in 
terms of various image metrics.  

The paper is divided into four sections. Section 2 discusses the noise models considered for 
result evaluation. Section 3 presents our Fuzzy Impulse Filter. Section 4 gives the results and 
comparisons of our approach with existing algorithms. Finally, section 5 concludes the paper. 
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2. NOISE MODELS 

Four impulse noise models are presented in [8]. Out of these four models only two noise mod-
els, namely model 3 and 4, are selected in present case. I(i,j) represents the intensity value at 
location i,j . For the pixel, y(i,j), of noisy image at location i,j, the noise models (renamed) are 
represented as follows: 

 
1) Noise Model 1: An impulse noise in this model is represented with two fixed ranges of 

length m at both the ends of the gray scale. For example, if m is 20 then the impulse noise 
used to corrupt an image will have the intensity value in [0, 19] and [236, 255] with equal 
probability. The probability density function for y(i,j) in this noise model given as [8] 
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where p is the noise density. 
 
2) Noise Model 2: It is an extension of above model with unequal densities of the low intensi-

ty and high intensity impulse noises and is given as 
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where p=p1 + p2 is the noise density. 
 
 

3. FUZZY IMPULSE FILTER 

This section discusses a fuzzy based approach to boundary discriminative noise detection. The 
proposed algorithm presents an impulse filter which is applicable to both gray scale and color 
images. The algorithm is a multi step process of detection, filtering and noise correction. Noise 
correction is specifically designed for color images to remove the residue noise presents in color 
components by exploiting the interactions between them. 

The basic strategy of BDND [8] is to examine each pixel in its neighborhood from coarse to 
fine. The pixel under consideration is examined in two stages of different window sizes to be 
marked as corrupted or uncorrupted. The most critical part of this is the determination of the 
decision boundaries that classifies the pixels as 

 



  

A Fuzzy Impulse Noise Filter Based on Boundary Discriminative Noise Detection 

  

92 

1

1 2

2

Low intensity noise, ( , )  

( ( , )) Uncorrupted, ( , )

High intensity noise, ( , )

y i j b

Class y i j b y i j b

y i j b


  
 

               (3) 

 
where y(i,j) is the intensity of the pixel being considered, and b1 and b2 are two decision bounda-
ries. The major weakness of BDND resides in selecting the strict boundaries, which is a reason 
for misclassification. The issue is resolved by taking the smooth boundaries for the classes (Eq. 
3) in our improved algorithm for detection. Overlapped regions are treated by creating fuzzy 
rules to obtain a correct degree of noisyness for the candidate pixel. The detection procedure 
starts by subjecting a candidate pixel to 21x21 window centered on it. Decision boundaries are 
formed similar to [8]. Fuzzification is incorporated in the boundary discriminative noise detec-
tion with the help of three membership functions. Functions are described in detail later in this 
section. Different fuzzy rules are designed to consider all the possibilities of the existence of a 
pixel in any membership function. Each rule is given a weight, according to which a degree of 
noisyness is calculated which will decide the pixel is corrupted or uncorrupted. The first part of 
detection process ends with generating a decision map, with “0” representing the corrupted and 
“1” represents the uncorrupted pixel. The second part of the detection process starts by confirm-
ing the pixel’s class by imposing it to a 5x5 window. The decision map formed after this step is 
given to the filtering stage to filter out the corrupted pixels by replacing them with median of 
uncorrupted ones only. The output thus obtained is a filtered image and can be considered an 
output image of fuzzy based filter in case of gray scale images. As mentioned, for color images 
another step is applied in order to remove leftover impulse noise in color components by check-
ing the difference between the color components and devising a membership function to calcu-
late a correction term to be added to a pixel. The complete algorithm is presented in the follow-
ing subsections. 

 
3.1 Noise Detection for gray scale images 

The main aim of the detection step is to classify the pixels as corrupted (high or low intensity) 
or uncorrupted. Therefore, it is carried out by first finding the decision boundaries. These 
boundaries are themselves calculated in two iterations i.e. first the pixel are checked on global 
statistics (21x21 window) and then with local statistics (5x5 window) just to confirm the classi-
fication. The boundaries selected are fuzzified in order to avoid the rigidness of the strict thresh-
olds. The output of the detection step is a decision map. 

Steps for detection are as follows: 
 
1) Impose 21x21 window centered on y(i,j) 
2) Sort the pixels of the window to an ordered vector vo and find the median med. 
3) Compute the differences between each pair of adjacent pixels in vector vo. The new vector 

is denoted as vD. 
4) Find the pixels which correspond to maximum differences in vD corresponding to intervals 

[0, med] and (med, 255] in vo. And set these two pixels’ intensities as the decision bounda-
ries b1 and b2 respectively. 

5) With b1, b2 and med values, three membership functions are formed. This step is known as 
fuzzification of decision boundaries. 
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Three membership functions µL, µM and µH are devised corresponding to a pixel as shown in 
the Fig. 1. The membership function, µL represents a fuzzy set Low (L), indicating the pixels 
belonging to low intensity corrupted class. Similarly µH represents fuzzy set High (H) for high 
intensity corrupted class. And µM is for fuzzy set Medium (M) for pixels which are uncorrupted. 
The closer the value of a pixel to the boundaries b1 and b2, the higher is the possibility of a pixel 
to lie in one of the corrupted classes (low or high). 
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The degree of noise present in the pixel is ascertained by forming fuzzy inference rules. These 

are used to validate the existence of a pixel in the particular class of output. For a pixel P, the 
examples of rules are as follows: 

 
Rule 1: If P lies in L and not in M and not in H, then P is corrupted (low intensity). 
Rule 2: If P lies in L and P lies in M and not in H, then P is corrupted (low intensity) or  

uncorrupted. 
Rule 3: If the pixel lies in M and P lies in H and not in L, then P is uncorrupted or corrupted  

(high intensity). 
 
Each rule has a participation weight, Nx assigned to it. The expression of Nx is obtained by 

modifying the weight presented in [26].  
 

 

Fig. 1.  The membership functions 
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where l, m and h represents the index numbers of µL, µM and µH in each rule and n is 3 in present 
case. The pixels are classified into corrupted and uncorrupted classes by obtaining the degree of 
noisyness given as [27] 
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where z is the number of rules (here 27), Nx is the weight of each premise and 

x
prem

is a certain-
ty of premise for the xth rule. The certainty of premise is obtained by applying the Mamdani 
fuzzy rule on membership functions  

 
x
prem L M H                                  (9) 

 
The pixel is classified into the particular output class by following the equation  
 

 

Fig. 2.  Flow chart for detection stage 
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                    (10) 

 
The value of threshold is experimentally computed. 
 
6) The validation of noisy candidates is confirmed by imposing a 5x5 window and repeating 

the steps 2-5. 
 
Fig. 2 shows the complete flow chart to depict the above steps. 
 
3.2 Filtering 

The decision map obtained in the previous section is given as an input to this stage. Only the 
uncorrupted pixels are selected for filtering i.e. the pixels represented as “0” in the decision map. 
The important change in the filtering technique is the approach of incremental window size [7, 
8]. The window size is increased from 3x3 to 7x7 depending on the criterion that number of 
uncorrupted pixels should be more than or equal to half of the total number of pixels in that par-
ticular window i.e.  

 
1

( )
2

No. of  uncorrupted pixels in a window  W W                  (11) 

 
where W is window size. If the above condition holds true then the median value is assigned 
otherwise W is incremented by 1. 

The window size is limited to 7x7 because for larger windows severe blurring takes place in 
high density noise. The median of the particular window is assigned to the pixel. The filtered 
image F obtained is considered as an output of the gray scale version whereas for the color ver-
sion, F is subjected to noise correction. 

 
3.3 Noise Correction for Color Images 

The noise detection in color images is performed on the same lines as that of gray scale imag-
es. The membership functions are formed for each color component. The filtered image F ob-
tained from the filtering step is subjected to this correction step. This filter invokes the interac-
tion between the color components [20] to remove further left-over impulse noise present in 
color components. The most widely used RGB color space will be used in our work. Here the 
pixel is represented as F(i,j,z) where z ranges from 1 to 3 representing 1 for the red, 2 for the 

 

Fig. 3.  The membership function “large” 
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green, and 3 for the blue component. The correction term to be added to the components is de-
cided by examining the differences in each color pair and forming a membership function. The 
steps [20] are as described below. 

 
1) Differences between the color pairs is calculated to check for any residual impulse noise in 

individual color components: 
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                       (12) 

 
where drg (i,j), drb (i,j), dgb (i,j) represent differences between red-green, red-blue and green-blue 
components for the same pixel of the filtered image F. 

 
2) A fuzzy rule system is framed to compute the degree of noise present in the color compo-

nent of the pixel concerned. For each component the rule of the following form is formed: 
 
Rule: If drg (i,j) is Large and dgb (i,j) is Large, then the green component is noisy. 
 
Similar fuzzy rules are coined for other color components. The significance of this rule holds 

only when there is an impulse noise left in the color components. The application of this stage 
nullifies when there is region of same color as the differences will be large for that region. Let 
us say there is a green region present in an image; this step will not consider this area as noisy as 
the median of the region will also be green. Thus it makes the filter more efficient with respect 
to noises present in the color components. The definition of “Large” is expressed by the mem-
bership function µl with the parameters β1 and β2 as shown in Fig. 3. For every difference com-
puted above (generalized as d), µl is given as 
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3) The degree of noise, nd in the color component is obtained by the minimum value of the 

membership functions corresponding to the differences. The correction term is given by: 
 

( , , ) ( , , ) ( ( , , ) ( , , ))di j z n i j z med i j z F i j z                      (14) 

 
4) The final output of the impulse filter is given by: 

 
( , , ) ( , , )O(i, j,z) F i j z i j z                         (15) 

 
Fig. 4 shows the flow chart representing the second stage of the proposed algorithm. 
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4. RESULTS AND COMPARATIVE ANALYSIS 

The simulation results are obtained both on gray scale and color images. The proposed ap-
proach is compared with four existing algorithms, ASWM [11], BDND [8], SMF [10] and 
DBAIN [9]. The bases for comparisons are image metrics which are selected according to the 
type of an image. All the simulations are carried out with Matlab 2010b on Intel Core 2 Duo 
CPU of 2.53 GHz speed and 1.99 GB RAM machine. 

 
4.1 Gray Scale Images 

The performance evaluation of the filtering operation is quantified by PSNR. For an image of 
size MxN 

 
2

10

255
10logPSNR dB

MSE

 
  

 
                      (16) 

 
The filtered image F of each algorithm is compared with that of proposed approach. For ex-

periments, gray scale image of Lena of size 256x256 is selected. Two noise models are imple-
mented as discussed in section II to compare the results. To study the quantitative performance 
of algorithms, an input image is corrupted with impulse noise with different densities. Here the 
results are shown to compare the technique with ASWM (initial alpha=20, iterations=7), BDND 
(two stages of 21 x 21 and 3x3 with adaptive filtering), SMF (21x21 window with four direc-
tional kernels using the thresholds values as 5/255 and 1/255) and DBAIN (3x3 window). Table 1 
(a) and (b) shows the values of PSNR for all the five algorithms for noise density 50%. Fig 5(a) 
compares the algorithms graphically.  

 

Fig. 4.  Flow chart of Noise Correction 
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In the Noise Detection step, the membership functions are formed adaptively according to the 
value of pixel in hand. That pixel is classified, after fuzzification, into a corrupted or uncorrupt-
ed class using a threshold value of Eq. 10. Experimentally the value of threshold for which the 
technique gives best results is 0.5.  

 
4.2 Color Images 

PSNR is just a numerical value more applicable to the monochrome images, thus we need a 
metric which can appropriately measure the differences between the color images. In response to 
this need,, the perceptually uniform color space CIELAB, standardized by the Commission In-
ternationale de l’Eclairage (CIE) [24], is more accurate for defining quantitative measurements 

Table 1.  Quantitative performance (in terms of PSNR values) on Lena (gray scale) 

(1) Noise Model 1 

Noise=50% 
ASWM BDND SMF DBAIN Proposed 

Low Range High Range 

[0,9] [246,255] 21.42 24.34 25.20 9.90 25.72 

[0,19] [236,255] 21.19 24.31 23.99 9.53 25.31 

[0,29] [226,255] 21.01 22.85 21.05 9.37 23.91 

[0,39] [216,255] 21.06 18.84 18.86 9.03 22.32 

[0,49] [206,255] 20.22 16.02 15.26 8.86 21.85 

 
(2) Noise Model 2 

Noise=50% 
m=10 m=30 

Low 
Density 

High  
Density ASWM BDND SMF DBAIN Proposed ASWM BDND SMF DBAIN Proposed 

10 40 20.01 25.95 26.97 10.81 28.56 20.70 24.02 22.32 11.46 25.66 

20 30 16.53 24.17 26.05 9.55 26.73 18.84 23.53 21.92 10.29 24.17 

30 20 15.44 25.59 26.06 8.83 26.37 16.62 20.01 20.00 9.40 22.01 

40 10 18.80 25.88 27.69 9.90 28.13 20.58 22.92 22.80 10.23 23.19 

 
 

   

      (1) m versus PSNR for gray scale image              (2) m versus ΔE for color image 

Fig. 5.  Graphical comparison for noise model 1 on Lena 
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of perceptual error between the two color vectors. In CIELAB color space the color difference is 
calculated in terms of ΔE. It is given by [25]: 

 
* * 2 * * 2 * * 2
2 1 2 1 2 1( ) ( ) ( )E L L a a b b                      (17) 

 
where (L1, a1, b1) and (L2, a2, b2) are lab transform of the RGB image. Here we will consider the 
average value of ΔE for complete image.  

Table 2 (a) and (b) shows the comparison of BDND with the proposed approach in terms of 
color difference on color image of Lena of size 256x256. According to the definition of ΔE, the 
value of 1 means there are almost no perceptible differences or variations between two colors. 
The value ranging from 2-5 represents minute and 6-10 represents noticeable color differences 
or variations in high quality imaging systems. According to the values obtained for different 
noise models, our approach shows an acceptable range as compared to BDND. Fig 5(b) shows 
the comparison graphically. The incorporation of the second stage i.e. to add correction term to 
color components by exploiting the interactions between them proves to be beneficial. The pa-
rameters β1 and β2 used are found experimentally to be 0.5 and 0.6 respectively.  

 
4.3 Visual Performances 

As a final illustration and comparative analysis, Fig 6 and 7 shows the filtered and output im-
ages for gray scale and color versions of the input Lena image respectively for specified noise 
densities. The algorithm performs well for generalized models of impulse noise.  

For gray scale, the proposed algorithm is being compared with all the four existing algorithms. 
As shown ASWM, BDND and SMF give comparable results for noise model 1 with m=10 but 
DBAIN does not perform well as it was only defined for salt and pepper noise. In the color ver-
sion, the proposed algorithm is compared with BDND only. 

Table 2.  Quantitative performance (in terms of mean value of ΔE) on Lena (Color) 

(1) Noise Model 1 

Noise=40% 
BDND Proposed 

Low Range High Range 

[0,9] [246,255] 6.32 4.49 

[0,19] [236,255] 6.65 4.78 

[0,29] [226,255] 6.82 5.09 

[0,39] [216,255] 7.15 5.47 

[0,49] [206,255] 7.77 6.58 

 
(2) Noise Model 2 

Noise=40% 
m=10 Mm=30 

Low 
Density 

High 
Density BDND Proposed BDND Proposed 

10 30 5.84 3.73 6.58 4.86 

20 20 10.10 5.09 11.80 6.18 

30 10 6.15 3.758 7.20 4.40 
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5. CONCLUSION 

We have presented a multi-step fuzzy approach to a boundary discriminative noise detection 
algorithm for both gray scale and color images. The pixels are classified by forming the fuzzy 
rules based on the membership functions of decision boundaries obtained using a boundary dis-
criminative approach. The major modification in the technique is incorporated by considering 
the interactions between the color components. Our approach considers both kinds of interac-
tions i.e. between the same components (e.g. R-R, G-G in the detection step) and between dif-
ferent components (e.g. R-G, G-B and R-B in the color correction step). Thus an additional 
stage for color images to consider the interaction between the color components removes any 
residual noise present in the color components after filtering. The quantitative, qualitative and 
graphical comparison in terms of PSNR and average value of ΔE proves that the proposed algo-
rithm performs well as compared to other existing algorithms. From extensive experimentation 
of the proposed algorithm, it was found that it tends to give a blurred image over 50% noise 
density, but the quality of the output images were under considerable limits as represented by 
ΔE value. As shown, using two kinds of noise model, our approach is more suitable for random 
impulse noise. The proposed work can be extended to include other types of noise like Gaussian 
or mixed noise. 

 

         
                     (1) Original             (2) Noisy            (3) ASWM 

 

             
           (4) BDND              (5) SMF             (6) DBAIN            (7) Proposed 

Fig. 6.  Outputs of different methods for Lena (gray scale) image for noise model 1 (50% impulse
noise density, m=10) 

 
 

             
           (1) Original            (2) Noisy              (3) BDND            (4) Proposed 

Fig. 7.  Outputs for Lena (color) image for noise model 2 (40% impulse noise density {high density=30,
low density=10}, m=30) 
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a b s t r a c t

A new approach for edge detection using a combination of bacterial foraging algorithm (BFA) and prob-
abilistic derivative technique derived from Ant Colony Systems, is presented in this paper. The foraging
behavior of some species of bacteria like Escherichia coli can be hypothetically modeled as an optimiza-
tion process. A group of bacteria search for nutrients in a way that maximizes the energy obtained per
unit time spent during the foraging. The proposed approach aims at driving the bacteria through the edge
pixels. The direction of movement of the bacteria is found using a direction probability matrix, computed
using derivatives along the possible directions. Rules defining the derivatives are devised to ensure that
the variation of intensity due to noise is discarded. Quantitative analysis of the feasibility of the proposed
approach and its comparison with other standard edge detection operators in terms of kappa and entropy
are given. The effect of initial values of parameters of BFA on the edge detection is discussed.

� 2011 Elsevier B.V. All rights reserved.

1. Introduction

Detection of edges in an image is a very important step for the
image understanding. Indeed, high-level processing tasks such as
image segmentation and object recognition, etc. directly depend
on the quality of the edges detected. Moreover, the generation of
an accurate edge map becomes a very critical issue when the
images are corrupted by noise.

Edges in an image are marked with discontinuity or significant
variation in intensity or gray levels. The methods of identifying the
intensity discontinuity associated with edges in an image are nor-
mally based on the calculation of the intensity gradient in the
whole image. The underlying idea of most edge detection tech-
niques is the computation of a local first or second derivative oper-
ator, followed by some regularization technique to reduce the
effects of noise.

Canny’ method (Canny, 1986) for the edge detection counters
the noise problems, wherein an image is convolved with the
first-order derivatives of Gaussian filter for smoothing in the local
gradient direction followed by the edge detection using threshold-
ing. Marr and Hildreth (1980) propose an algorithm that finds
edges at the zero-crossings of the image Laplacian. Non-linear
filtering techniques for edge detection also have witnessed much
advancement through the SUSAN method (Smith and Brady,
1997), which works by associating a small area of neighboring
pixels with similar brightness to each center pixel. Existing edge

detectors like Gradient operator and the Laplacian Operator are
based on the assumption that edges in the images are step func-
tions in intensity. Prewitt detector (Raman and Sobel, 2006) uses
the local gradient operators which only detect edges having certain
orientations and perform poorly on blurred or noisy images. Differ-
ent algorithms for the fuzzy based edge detection are proposed in
Cheung and Chan (1995), Kuo et al. (1997), Russo (1998), El-Khamy
and S. (2000). Abdallah and Ayman (2009) introduce a fuzzy logic
reasoning strategy for the edge detection in the digital images
without determining a threshold.

Most of the existing operators are confronted with a huge
search space for the detection of edges. Considering an image of
size 1024 by 1024 pixels, the required solution space is of the order
of 21024⁄1024. Therefore the task of edge detection is time consum-
ing and memory exhausting without the optimization.

A novel bacterial-derivative based algorithm that exploits the
foraging behavior of bacteria to collectively detect edges in an im-
age is developed in Passino (2002), Liu and Passino (2002). Bacte-
rial foraging optimization algorithm (BFAO) has already been
applied in the optimal control engineering, harmonic estimation
(Mishra, 2005), transmission loss reduction (Tripathy et al.,
2006), machine learning (Kim and Cho, 2005), active power filter
design (Mishra and Bhende, 2007), color image enhancement
(Hanmandlu et al., 2009), etc.

Bacteria foraging is an optimization process where bacteria seek
to maximize the energy by eating up as many nutrients as they
can. Nutrients in our case correspond to tracing the edge pixels.
Bacteria move by either tumbling or swimming. In the classical
approach, the direction of movement is decided randomly while
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tumbling and every direction is equally preferred. In our method, a
probabilistic approach, inherited from Ant Colony System (Dorigo
and Gambardella, 1997; Verma et al., 2009), is used. This causes
the bacterium to move along the direction, where the probability
of finding a nutrient (edge) is highest. The proposed algorithm also
distinguishes between the local variations due to noise and image
structures, using a derivative. Another important characteristic of
bacteria’s life cycle is swarming. In our approach, swarming is
not only dependent upon other bacteria’s positions but also on
the clique of its current position.

The proposed approach is well suited to address the uncertainty
introduced while extracting the edge information from the image
data. The innovative aspect of this approach lies in the develop-
ment of a noise-protected operator that combines the rules framed
for the noise cancellation and edge detection in the same structure.
The application of modified bacterial foraging in combination with
a derivative approach leads to a minimal set of input data to be
processed thus making the process faster and memory-efficient.
As a result, the proposed approach outperforms the existing
state-of-the-art techniques.

The paper is organized as follows: In Section 2 a brief introduc-
tion to bacterial foraging technique is provided to present the basic
idea. A modification of this technique is discussed in Section 3. Sec-
tion 4 presents the probabilistic derivative approach to find the
direction of movement of a bacterium. An algorithm for the edge
detection along with the pseudo code is developed in Section 5.
Section 6 gives the experimental results followed by the conclu-
sions in Section 7.

2. Bacterial foraging technique

A new evolutionary technique, called bacterial foraging scheme
appeared in Passino (2002), Liu and Passino (2002). Foraging can
be modeled as an optimization process where bacteria seek to
maximize the energy obtained per unit time spent during foraging.
In this scheme, an objective function is posed as the effort or a cost
incurred by the bacteria in search of food. A set of bacteria tries to
reach an optimum cost by following four stages: Chemo taxis,
swarming, reproduction, and elimination and dispersal. To start
with, there will be as many solutions as the number of bacteria.
So, each bacterium produces a solution iteratively for a set of opti-
mal values of parameters. Gradually all the bacteria converge to
the global optimum.

In the chemo taxis stage, the bacteria either resort to a tumble
followed by a tumble or make a tumble followed by a run or swim.
This is the movement stage of bacteria accomplished through
swimming and tumbling. On the other hand, in swarming, each
Escherichia coli bacterium signals another bacterium via attrac-
tants to swarm together. This is basically the cell to cell signaling
stage. Furthermore, in the reproduction the least healthy bacteria
die and of the healthiest, each bacterium splits into two bacteria,
which are placed at the same location. While in the elimination
and dispersal stage, any bacterium from the total set can be either
eliminated or dispersed to a random location during the optimiza-
tion. This stage prevents the bacteria from attaining the local
optimum.

Let h be the position of a bacterium and J(h) be the value of the
objective function, then the conditions J(h) < 0, J(h) = 0, and J(h) > 0
indicate whether the bacterium at location h is in nutrient-rich,
neutral, and noxious environments, respectively. Basically, chemo
taxis is a foraging behavior that implements a type of optimization
where bacteria try to climb up the nutrient concentration (find the
lower values of J(h)), avoid noxious substances, and search for ways
out of neutral media (avoid being at positions h where J(h) P 0).
This is just like a type of biased random walk.

3. The modified bacterial foraging technique for edge detection

The original bacterial foraging (BF) technique Liu and Passino
(2002) is now modified to make it suitable for the edge detection.
The nutrient concentration at each position, i.e. the cost function is
calculated using a derivative approach. The implications in lieu of
modifications of the technique for the edge detection are furnished
here.

3.1. Search space

The 2-dimensional search space for bacteria consists of the x
and y-coordinates (i.e. discrete values) of a pixel in an image. Being
limited by the image dimensions, i.e. horizontal and vertical pixels
of the image, the search space is finite.

3.2. Chemotaxis

This is a very important stage of BF. It decides the direction in
which the bacterium should move. Depending upon the rotation
of the flagella, each bacterium decides whether it should swim
(move in a predefined direction) or tumble (move in an altogether
different direction). Our goal is to let the bacterium search for the
edge pixels in an image. Another important goal is to keep the bac-
terium away from the noisy pixels.

As we are dealing with 2D discrete values of coordinates in an
image with 8-connectivity of the neighborhood pixels, the proba-
ble directions to move for a bacterium from a particular pixel
are: E, W, N, S, NE, SE, NW, SW. Out of these eight directions the
bacterium of interest has to decide one direction that lead to an
edge pixel but not a noisy pixel. A probabilistic derivative approach
is used to find out the direction (one out of the eight possible
directions) most suitable to hit upon an edge and to cut off the
directions leading to noise. This is a major deviation in the chemo-
taxis step of BFA where the bacteria either tumble in a random
direction or swim in the same direction as in the previous step.
This is elaborated here.

Let hi(j, k, l) represent the position of the ith bacterium at jth
chemotactic, kth reproductive and lth elimination-dispersal step.
A pixel position in an image can be represented by the x and y
-co-ordinates of the bacterium. So let hi(j, k, l) be the position of a
bacterium in an array u[m, n, i, j, k, l] where m, n represent the
x–y coordinates of the bacterium.

The initial positions of the bacteria are selected randomly. They
move on to the edge pixels during the run of the algorithm. The
path is recorded only after a certain number of steps made by each
bacterium.

The movement of the bacterium may be represented by

hiðjþ 1; k; lÞ ¼ /½m0;n0; i; jþ 1; k; l�; ð1Þ
where m0, n0 are the coordinates to which the bacterium should
move in order to reach the edge pixel by avoiding the noisy pixels.
During the tumble, the direction is determined from

hiðjþ 1; k; lÞ ¼ hiðj; k; lÞ þ CðiÞ � DðiÞffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
DðiÞTDðiÞ

q ð2Þ

where D(i) indicates a random number in R2 and C(i) is the length
of a step size.

The above approach is modified to include a probabilistic deriv-
ative as explained in detail in Section 4.

3.3. Swarming

It is assumed that a bacterium relies on other bacteria. This
property of bacterium is exploited here. In this step, the bacterium
that has searched an optimum path, signals other bacteria so that

1188 O.P. Verma et al. / Pattern Recognition Letters 32 (2011) 1187–1196



Author's personal copy

they can together reach the desired optimum path swiftly. As each
bacterium moves, it releases an attractant to signal other bacteria
to swarm towards it. Also, each bacterium releases a repellent to
warn other bacteria by keeping a safe distance from them. Because
of this, bacteria congregate into groups and move in a concentric
pattern. This is achieved by using a cell to cell signaling function
which combines both the attraction and repelling effects. Thus
we have

Jccðhiðj; k; lÞ; hðj; k; lÞÞ ¼
Xs

t¼1

jt
ccðh

i; htÞ

¼
Xs

t¼1

�datt exp �watt

XP

m¼1

hi
m � ht

m

� �2
 !" #

þ
Xs

t¼1

hrep exp �wrep

XP

m¼1

hi
m � ht

m

� �2
 !" #

ð3Þ
where hi is the location of ith bacterium, P is the number of dimen-
sions of the optimization domain (here, P = 2), h = {hi|i = 1,. . .,S} rep-
resents the positions of the ith bacteria, hi

m is the mth component of
hi, datt is the measure of how much attractant is released, watt is the
diffusion rate, hrep and wrep are the magnitude and width of the
repelling effect. Empirically, datt = 0.1, watt = 0.2, hrep = 0.1, wrep = 10
are found to be optimal.

It may be noted from Eq. (3) that this is basically a function of
distance of the bacterium under consideration from all other bac-
teria. This function is now modified to make it dependent on the
clique of the position (pixel) of the bacterium and its distance from
other bacteria.

Jccðhiðj; k; lÞ; hðj; k; lÞÞ ¼ f ðdistanceÞ þ f ðcliqueÞ ð4Þ
The clique is defined as the local group of pixels around the pixel of
interest. It is represented as

f ðcliqueÞ ¼ lDhi ð5Þ
where l is a constant (i.e. 1). This is introduced to make the value of
cell to cell signaling function negative as the bacterium reaches an
edge pixel, and Dhi is the function that uses the local intensity differ-
ence statistic at the pixel location given by hi � Dhi :

Dhi ¼
VcðIhi Þ

Z
ð6Þ

where, Ihi represents the pixel of interest in the image. If the pixel
location is at (m, n) then

VcðIhi Þ ¼ VcðIm;nÞjIm�2;n�1 � Imþ2;nþ1j þ jIm�2;nþ1 � Imþ2;n�1j
þ jIm�1;n�2 � Imþ1;nþ2j þ jIm�1;n�1 � Imþ1;nþ1j
þ jIm�1;n � Imþ1;nj þ jIm�1;nþ1 � Im�1;n�1j
þ jIm�1;nþ1 � Im�1;n�2j þ jIm;n�1 � Im;nþ1j ð7Þ

and Z is the normalization factor defined as

Z ¼
X

m¼1:M

X
n¼1:N

VcðIm;nÞ ð8Þ

The modified form of cell to cell signaling for edge detection may be
represented as

Jccðhiðj; k; lÞ; hðj; k; lÞÞ ¼
Xs

t¼1

jt
ccðh

i; htÞ

¼
Xs

t¼1

�datt exp �watt

XP

m¼1

hi
m � ht

m

� � !" #

þ
Xs

t¼1

hrep exp �wrep

XP

m¼1

hi
m � ht

m

� �2
 !" #

� l
VcðIhi Þ

Z
ð9Þ

Jcc(hi(j, k, l), h(j, k, l)) has its initial value the derivative at the pixel
given by hi(j, k, l). The calculation of the derivative at a pixel (x, y)
is explained in Section 4.1.

3.4. Reproduction step

After Nc chemotactic steps, a reproduction step begins its loop.
Let Nre be the number of reproduction steps. For convenience, we
assume that the number of bacteria S is a positive even integer.
We choose

Sr ¼
S
2

ð10Þ

as the number of population members having sufficient nutrients so
that they will reproduce (split up into two) with no mutations. For
reproduction, the population is sorted in the ascending order of the
accumulated cost (the higher cost indicates that a bacterium has
not got as many nutrients during its lifetime of foraging and hence
is not ‘‘healthy’’ and thus unlikely to reproduce); then the least
healthy bacteria Sr die and each of the other healthiest bacteria Sr

split up into two, which are placed at the same location. This
method rewards bacteria that have encountered a lot of nutrients
and allows us maintain a constant population size.

3.5. E. Elimination step

Let Ned be the number of elimination-dispersal events and each
bacterium in the population is subjected to elimination-dispersal
with a probability Ped. We assume that the frequency of chemotac-
tic steps is greater than the frequency of reproduction steps, which
is in turn greater than the frequency of elimination-dispersal
events (e.g. a bacterium will take many chemotactic steps before
reproduction, and several generations may take place before an
elimination-dispersal event).

4. Finding the direction of movement using probablistic
derivative approach

4.1. Computing derivative value for a pixel

The procedure to find the nutrient concentration as well as the
suitable direction in which the bacterium should move in order to
find the edge pixels is now explained. The common feature be-
tween an erroneous pixel and a real edge pixel is that the intensity
difference around both the pixels is high. It is very important to dif-
ferentiate them properly in case the image is noisy; hence a deriv-
ative based approach is used. This restrains the bacterium from
moving towards the noisy pixels.

Consider the neighborhood of a pixel (x, y) in Fig. 1(a). We con-
sider positive X-axis as vertical downward and positive Y-axis as
horizontal right side. A derivative at the central pixel position
(x, y) in the direction D (D = {NW, W, SW, S, SE, E, NE, N}) is defined
as the difference between the pixel of interest and its neighbor in
the corresponding direction.

For example, the derivative at a pixel (x, y) in the north-west
direction is given by

@NW
ðx;yÞ ¼ Iðx� 1; y� 1Þ � Iðx; yÞ ð11Þ

where I(x, y) is the intensity at pixel (x, y).
The choice of the derivative is made from the intensities of pix-

els. Consider an edge passing through the pixel (x, y) in the NE-SW
direction as in Fig. 1(b). Since it’s an edge it should contain pixels at
NE and SW positions as its constituents. Therefore, the derivative

O.P. Verma et al. / Pattern Recognition Letters 32 (2011) 1187–1196 1189



Author's personal copy

values in the direction NW and SE (perpendicular to the edge) for
the pixels at positions (x, y), (x + 1, y � 1) and (x � 1, y + 1) should
also be high (Verma et al., 2009). This greatly reduces the chances
of selecting a noisy pixel. The number of noisy pixels is negligible
as compared to the number of edge pixels. Thus, for the pixel (x, y)
let o1 be given by

@1 ¼ @NW
ðx;yÞ: ð12Þ

Similarly, we have at the neighboring pixels as

@2 ¼ @NW
ðxþ1;y�1Þ ¼ Iðxþ 1; y� 1Þ � Iðx; y� 2Þ ð13Þ

@3 ¼ @NW
ðx�1;yþ1Þ ¼ Iðx� 1; yþ 1Þ � Iðx� 2; yÞ ð14Þ

The average of the above three values can be taken as the net deriv-
ative value in NW direction, given by

@avg1 ¼
ð@1 þ @2 þ @3Þ

3
ð15Þ

Similarly, we calculate oavg2 as the average of @SE
ðx;yÞ; @

SE
ðxþ1;y�1Þ and

@SE
ðx�1;yþ1Þ. Having these two net derivatives we are looking for an

edge having the intensity difference in one region only. The maxi-
mum of these two is the derivative for the edge pixel at (x, y) in
the direction NE–SW, denoted by

@NE�SW ¼maxð@avg1; @avg2Þ ð16Þ

Similarly the derivatives along the remaining three directions are:
oNW–SE, oN–S and oW–E.

The final derivative at pixel (x, y) which is the maximum of the
net derivatives obtained in all the four possible edge directions is:

@x;y ¼maxð@W�E; @NW�SE; @NE�SW ; @N�SÞ ð17Þ

Since our aim is to find the edge pixels, use is made of the observa-
tion that larger the value of ox,y more is the chance for a bacterium
to reach an edge pixel. Therefore, the nutrient concentration at any
position, (x, y) should be the function of ox,y. So we have

½gi� ¼ @ðx;yÞ ð18Þ

Hence, higher the nutrient concentration along an edge more is the
movement of bacteria along it.

4.2. Direction probability matrix

The concern here is to locate an edge pixel to which a bacterium
should move from a given pixel. To do this we find the values of the
derivatives for all the 8 neighborhood pixels around the pixel un-
der consideration in terms of their nutrient concentration. Out of

the eight possible directions the next direction is found out using
the transition matrix derived from the Ant Colony System (Dorigo
and Gambardella, 1997; Verma et al., 2009).

In an artificial Ant Colony System, developed by imitating the
real ant’s behavior, ant chooses its next step for its movement
depending upon the transition probability matrix which is a func-
tion of amount of pheromone discharged by ants on the path and
the heuristic factor. The transition probability matrix at position i
is given by:

qij ¼
ð½sjðtÞ�aÞð½Nj�bÞP

j2allowedj
ðð½sjðtÞ�aÞð½Nj�bÞÞ

8<
:

9=
; ð19Þ

where, Nj is the heuristic factor, sj(t) is the pheromone concentra-
tion that gives the permissible directions in which an ant move-
ment (in our case ant is replaced by bacterium) has to move; a
and b are two parameters that control the relative importance of
the two main factors: sj(t) and Nj.

In the proposed approach, pheromone concentration and a and
b are taken to be unity. The heuristic factor Nj is taken as the nutri-
ent concentration value gj. Also, from Eq. (18), nutrient concentra-
tion is high along the direction of an edge. Thus the probability of
movement along the direction i ? j is calculated from:

qij ¼
½gj�P

j2allowedj
ð½gj�Þ

( )
ð20Þ

A random direction is selected for the movement, with qij as the
probability of selection of direction i ? j

DðkÞ ¼ randðqij8j 2 allowedjÞ ð21Þ

where, D(k) is the direction vector for the kth bacterium at position
i and allowedj is the set of possible moves for the bacterium. This
random direction gives the direction of movement out of the eight
possible directions. Suppose the current location is [x, y], step size is
unity and the random direction selected is NW then the next loca-
tion of bacteria would be [x � 1, y � 1].

5. The algorithm and pseudo code

5.1. Algorithm

[Step 1] Initialize the parameters n, S, NC, Nre, Ned, Ped, C(i)
(i = 1, 2, . . ., , S), F(i), hi(1, 1, 1), Vc(I), J(i, 1, 1, 1)

where
n: dimension of the search space(2),
S: the number of bacteria in the population,
Sr: bacteria split ratio,
NC: chemotactic steps,
Nre: the number of reproduction steps,
Ned: the number of elimination-dispersal events,
NS

:: swim length,
Ped: elimination-dispersal with probability,
C(i): the size of the step taken in the direction specified by the
tumble(unit),
F(i): flag bit for each pixel indicating whether it has already
been traversed or not,
Vc(I): is the clique matrix for the image I.
hi(1, 1, 1): initial positions of the bacterium selected randomly.
J(i, 1, 1, 1): Initialized derivative value at the pixel given by
hi(1, 1, 1).

[Step 2] Elimination-dispersal loop: l = l + 1
[Step 3] Chemotaxis loop: j = j + 1

Fig. 1. (a) Pixel (x, y) with its 8-connectivity (b) The pixels to be considered for the
edge in NE-SW direction.
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[a] For i = 1, 2, . . . , S, take a chemotactic step for bacterium i
as follows.

[b] Compute the fitness function, J (i, j, k, l).

Let, J(i, j, k, l) = J(i, j, k, l) + Jcc(hi(j, k, l), h(j, k, l)) (i.e. add on the
cell-to cell attractant–repellant profile to simulate the swarming
behavior)

[c] Tumble: Find the directions of possible movement from the
derivative value and compute the direction probability
matrix using:

qij ¼
½gj�P

j2allowedj
ð½gj�Þ

( )

Now select a random direction using Eq. (21) and find the next
direction of movement.

[d] Reproduction loop:

For each possible direction, k = k + 1.

[e] Move: Let

hiðjþ 1; k; lÞ ¼ hiðj; k; lÞ þ CðiÞ DðiÞffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
DTðiÞDðiÞ

q
This results in a step of size C(i) in the direction of the tumble for

bacterium i. In our case Eq. (1) is used where (m0, n0) is found out
using the step size movement along the direction of tumble.

[f] Compute J(i, j + 1, k, l) and let J(i, j, k, l) = J(i, j, k, l) +
Jcc(hi(j, k, l), h(j, k, l))

[g] Swim
(i) Let m = 0 (counter for swim length).

(ii) While m < Ns (if have not climbed down too long).
� Let m = m + 1.
� If J(i, j + 1, k, l) > Jlast

then update hi(j + 1k, l) as done in step 3(e). Use this hi(j + 1k, l)
to compute the new J(i, j + 1, k, l) as in step 3[f]

� Else, let m = m + 1
[h] Go to next bacterium (i + 1) if i – S (i.e., go to [b] to process

the next bacterium).
[Step 4] If j < Nc, go to Step 3[e]. In this case, continue chemo-
taxis, since the life of bacteria is not over.
[Step 5] Reproduction:

[a] For each i = 1, 2, . . . , S, let

Ji
health ¼

XNcþ1

j¼1

Jði; j; k; lÞ

be the health of the bacterium i (a measure of how many nutrients
it got over its lifetime and how successful it was at avoiding the
noxious substances).

Sort bacteria and chemotactic parameters C(i) in the ascending
order of the cost Jhealth (higher cost means lower health).[b] The Sr

bacteria with the highest Jhealth values die and the remaining Sr bac-
teria with the best values split (this process is performed by the
copies that are placed at the same location as that of their parents).

[Step 6] If k < Nre, go to Step 3[e]. This means that the number of
specified reproduction steps is not reached, so the next genera-
tion of the chemotactic loop is started.
[Step 7] Elimination-dispersal: For i = 1, 2, ... , S, eliminate and
disperse each bacterium with probability Ped, This results in
the number of bacteria a constant. To do this, if a bacterium is

eliminated, simply disperse one to a random location in the
optimization domain. If l < N, then go to Step 2; otherwise end.

5.2. Pseudo code

Bacteria_Edge (Image I)
FOR each pixel in I

VcðIm;nÞ ¼ jIm�2;n�1 � Imþ2;nþ1j þ jIm�2;nþ1 � Imþ2;n�1j
þ jIm�1;n�2 � Imþ1;nþ2j þ jIm�1;n�1 � Imþ1;nþ1j
þ jIm�1;n � Imþ1;nj þ jIm�1;nþ1 � Im�1;n�1j
þ jIm�1;nþ1 � Im�1;n�2j þ jIm;n�1 � Im;nþ1j

FOR (each bacterium i = 1:S)
hi(1, 1, 1) = rand_post( )
J(i, 1, 1, 1) = derivative_value(hi(1, 1, 1))
END FOR

FOR (elimination-dispersal loop l = 1:Ned)
FOR (reproduction-loop k = 1:Nre)
FOR (chemotactic-loop j = 1:Nc)
FOR (each bacterium i = 1:S)

Calculate
J(i, j, k, l) = J(i, j, k, l) + Jcc(hi(j, k, l), h(j, k, l))
Set Jlast = J(i, j, k, l)

Tumble:
Find the direction of possible movement from the

direction probability matrix.
Move:
hi(j + 1, k, l) = u[m

0
, n

0
, i, j + 1, k, l]

Compute J(i, j + 1, k, l)
m = 0
WHILE (m < Ns)

m = m + 1
IF (J(i, j + 1, k, l) < Jlast)

Jlast = J(i, j + 1, k, l)
Update h(i, j + 1, k, l)
Recalculate J(i, j + 1, k, l)

ELSE
m = Ns

ENDIF
END WHILE

END FOR (Bacterium)
END FOR (Chemotaxis)

Reproduction:
For given k and l, and each bacterium i = 1, 2, . . . , S
Sum:

Ji
health ¼

PNcþ1
j¼1 Jði; j; k; lÞ

Sort:
Sort bacteria and chemotactic parameters C(i) in order

of ascending cost Jhealth.
Split and Eliminate:

The Sr bacteria with the highest Jhealth values die and the
remaining Sr bacteria with the best values split.

END FOR (Reproduction)
Disperse:

For i = 1, 2, ... , S, with probability Ped, randomize a
bacterium’s position

END FOR (Elimination and Dispersal)
END

The pixels visited by the bacterium are considered to be the
desired edge pixels. Thus, the path traced out by bacteria gives
the edges.
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6. Results

An edge detector can be evaluated based on two parameters.
First, its accuracy in determining the edge pixels, and second, it
should provide useful information in the form of meaningful edges.

The accuracy is ascertained using Relative Grading technique
(Bryant and Bouldin, 1979). In this, a majority image is found using
the results of other five edge detectors: Canny, Edison, Rothwell,
Sobel, and SUSAN. Then a pixel-by-pixel comparison of the output
of the proposed method is made with the true image.

A pixel in the majority image is an edge pixel, if the majority of
the methods claim to have an edge pixel in its neighborhood, with
at least one centered on it. For example, Fig. 5(h), shows the major-
ity image obtained from Fig. 5(b)–(f).

A majority image is obtained from methods 1, 2, . . . , n as
M(method1, method2, . . . , methodn).

The kappa (a measure of accuracy) (Cohen, 1960) for the pixel-
to-pixel comparison between two images I1 and I2 is denoted by
k(I1, I2).

The information content of the output image is measured by
using Shannon’s entropy function (Shannon, 1948). It gives the
indefiniteness in an image and is calculated from

HðIÞ ¼
XL

�i¼o

pilogpi ð22Þ

where, I stand for the Image. pi is the frequency of pixels with inten-
sity i. As we have binary levels a window of 3 � 3 centered at the
pixel of concentration is considered as the intensity value.

Fig. 2. (a) Original Cameraman image (b) Canny Edge Detector (c) Edison Edge Detector (d) Rothwell Edge Detector (e) SUSAN Edge Detector (f) Sobel Edge Detector and
(g) The proposed approach.

Fig. 3. (a) Original Coins image (b) Canny Edge Detector (c) Edison Edge Detector (d) Rothwell Edge Detector (e) SUSAN Edge Detector (f) Sobel Edge Detector and
(g) The proposed approach.
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6.1. Comparison with other techniques

The performance of the proposed technique is compared
against that of the traditional edge detectors such as Canny, Edison,
Rothwell, Sobel and SUSAN. The, traditional edge detectors are
implemented using the MATLAB toolbox. The proposed method
is also coded in the MATLAB. The parameters are taken as:
S = 100, Sr = 0.05S, Ns = 10, Ped = 0.95, Ned = 15, Nre = 1, Nc = 100.
The path traversed by a bacterium represents the edge pixels and
is colored white on the black background.

For images in Figs. 2–6, the captions are as follows: (a) the ori-
ginal image, (b) the result of Canny Edge Detector, (c)the result of
Edison Edge Detector, (d) the result of Rothwell Edge Detector, (e)

the result of SUSAN Edge Detector, (f) the result of Sobel Edge
Detector, and (g) the result of the proposed approach.

It is observed that the edges are accurately detected. But our
method lacks in presenting the complete edges. This is because
of restrictions imposed on the maximum swim length for a bacte-
rium. Also, thick edges can be seen due to bacteria moving parallel
to an edge.

Table 1 shows the kappa values in a comparison of several
edge detectors. The column 2 of Table 1 shows k(M(C, E, R, So,
Su), P), where, C stands for Canny, E for Edison, R for Rothwell, So
for Sobel, Su for SUSAN, and P for the proposed method. It may
be noted that the values of kappa around 0.5 indicate the poor
performance.

Fig. 4. (a) Original Pillsetc image (b) Canny Edge Detector (c) Edison Edge Detector (d) Rothwell Edge Detector (e) SUSAN Edge Detector (f) Sobel Edge Detector and
(g) The proposed approach.

Fig. 5. (a) Original Lena image (b) Canny Edge Detector (c) Edison Edge Detector (d) Rothwell Edge Detector (e) SUSAN Edge Detector (f) Sobel Edge Detector (g) The proposed
approach and (h) Majority image obtained using (b) to (f).
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The column 3 of Table 1 shows the ratio between M of So and M
of P.

kðMðC; E;R; So; SuÞ; SoÞ=kðMðC; E;R; So; SuÞ; PÞ

Similarly, the ratios due to other standard edge detectors are given
in other columns.

It may be observed from Table 1 that the proposed method out-
performs 4 out of 5 methods in all images. The results of the pro-
posed method are poor with respect to Susan edge detector in
three images viz. Lena, Coin and Camera man.

Table 2 shows the entropy values for the outputs of different
methods on various images. A high entropy value signifies more
randomness and less information. Sobel edge detector has the least
value of entropy for all images and can be seen to have most appro-
priate edges. Edison edge detector also performs well. The edge
detectors of Rothwell and Canny have a comparable performance
over the proposed method but SUSAN edge detector performs

poorer than all. It is evident from the results that our method finds
meaningful edges in most images but is partially successful in
curbing noise as shown in Fig. 4(g).

6.2. Effects of parameter variation

We now discuss the effects of varying different parameters of
the proposed method namely: S, Sr, Ns, Ped, Ned, Nre and Nc on the
resultant image of cameraman.

The variation of parameters is judged by two measures: entropy
and kappa. To calculate kappa, the output image is compared with
the majority image obtained from other 5 methods as explained
above. Moreover, it is well known that an optimum value of
parameter is the one with less entropy and high kappa.

The results are of edge detection as shown in Fig. 7(a)–(g). We
find that Nre and Nc have no considerable effect on the results. Both
kappa and entropy remain constant. Ns, the swim length causes
both entropy and kappa to decrease as it is increased. Decrease
in kappa is gradual than the decrease in entropy. Change in bacte-
ria split ratio (Sr) has no effect on kappa but entropy is significantly
varied as can be seen in Figs. 7(b) and 8. In Fig. 7(b) we have taken
different values of Sr from 0.1S to 0.5S, where S is the number of
becteria. Change in Ned causes entropy to drop after Ned = 10.
Though, kappa also drops but not significantly whereas in
Fig. 7(a), we find that there is no change in entropy with change
in number of bacteria (S) but kappa increases (Fig. 9(a) and (b)).
It may also be noted that though increase in S is favorable here
but it adds more burden on computing resources. Thus, an optimal

Fig. 6. (a) Original Trees image (b) Canny Edge Detector (c) Edison Edge Detector (d) Rothwell Edge Detector (e) SUSAN Edge Detector (f) Sobel Edge Detector and (g) The
proposed approach.

Table 1
Kappa values for comparison with majority image. Column 2 Kappa for proposed edge detector’s output comparison with M(C, E, R, So, Su), Columns 3–7: A comparison of Kappa
for the ratio, standard edge detector/the proposed edge detector with majority image from other detectors.

Image Majority Sobel/Prop. Canny/Prop. Edison/Prop. Rothwell/Prop. SUSAN/Prop.

Trees 0.4381 0.2802/0.4357 0.3751/0.5103 0.4243/0.4546 0.3349/0.5234 0.3771/0.4915
Lena 0.4594 0.3994/0.4567 0.3831/0.5163 0.4658/0.4996 0.4491/0.5172 0.4622/0.3884
Pillsetc 0.4792 0.3749/0.4744 0.0785/0.4967 0.4133/0.4755 0.4727/0.5016 0.2541/0.3505
Coins 0.5433 0.3878/0.5406 0.3577/0.6098 0.43/0.549 0.4504/0.6108 0.4835/0.4806
Cameraman 0.5953 0.3581/0.5895 0.3474/0.6272 0.3855/0.61 0.433/0.6309 0.4252/0.4198

Table 2
Entropy values of different edge detector for multiple images.

Image Edison SUSAN Rothwell Canny Sobel Proposed

Trees 0.8682 1.7299 1.0936 0.9109 0.5791 0.8682
Lena 0.6777 0.7928 0.7438 0.8848 0.5303 0.7146
Pillsetc 0.2369 1.1692 0.3332 1.421 0.2265 0.7903
Coins 0.4992 0.8759 0.7201 0.9201 0.4821 0.86
Cameraman 0.6852 1.1499 0.8015 0.9931 0.5633 1.2212
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trade-off has to be found between performance and resources. In
Fig. 7(g), we observe that the shape of plots of both kappa and en-
tropy is a parabola facing downwards and centered on 0.8. It also
validates that a value of Ped around 0.9 would be optimum.

7. Conclusion and future work

Edge detection is essential in many tasks of image processing.
This study proposes a novel BF based approach for edge detection.

Fig. 7. Plot between Kappa and Entropy v/s initial values parameters (a) S (b) Sr (c) Nc (d) Ns (e) Nre (f) Ned (g) Ped.
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The proposed method finds robust edges even in the complex and
noisy images. This work opens a new domain of research in the
field of edge detection using bio-inspired algorithms.

The results of the proposed method are compared with those of
other standard methods using kappa and entropy. Our method per-
forms better than many other standard methods. The variation of
several initial parameters on the output of the proposed edge
detector is discussed. Their values are derived empirically. These
values may also be found specifically for each image to gain max-
imum benefit. So a way to calculate the optimum values of all the
parameters in less time needs to be investigated.

It is noted that our results show some disconnected edges. Since
BFOA has been devised with the aim of finding global extremes,
this error is expected. If a form of preferential treatment such that

pixels connected to edge pixels get an advantage is introduced
then this problem can be mitigated. Also, some form of repellant
need to be added to the path already traced by bacteria so that par-
allel/double edges are not formed.
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T r a c k i n g  a n d  S e n S i n g  i n  T h e  W i l d

a Wireless Sensor 
network for greenhouse 
climate control

W ireless sensor networks are  
an important pervasive com-
puting technology invad-
ing our environment. Over  
the years, research into 

WSN technology has matured to the extent 
that the ZigBee, based on IEEE 802.15.4, has 
emerged as a communication and networking 
standard to cater to the unique needs of WSN. 
It’s a low-power (a few µW), low-data-rate (250 

kbps), fault-tolerant, easily 
scalable, short-range (100 m) 
wireless protocol for embed-
ded electronic devices called 
sensor nodes.1 ZigBee and 
ZigBee-like standard-based 
WSN products and systems 
are now available to suit a vari-
ety of applications, including 
environment monitoring, pre-
cision agriculture, home and 

building automation, healthcare, traffic man-
agement, and so on.2–4 WSNs are also gaining 
importance in controlled environmental agri-
culture technology, especially in greenhouse 
horticulture, because they offer wireless and 
flexible installation and reliable operation. (See 
the “Related WSN Work in Greenhouse Horti-
culture” sidebar for more information.)

Motivated by the idea of integrating a WSN 
into a high-level programming language to  

develop a custom application of public inter-
est, we developed and field-tested a novel sys-
tem for greenhouse climate control. Our system 
provides microclimate monitoring of the green-
house temperature and relative humidity and 
analyzes the greenhouse crops’ vapor pressure 
deficit (VPD), an important climate parameter 
related to plant growth, health, and yield condi-
tions. To enhance the monitoring network, we 
integrated into it a VPD-based MIMO (multi-
ple input and multiple output) fuzzy climate 
controller and an RS-485 actuator network to 
automate the greenhouse climate-control op-
erations. Here, we discuss the technical issues 
we faced in designing this greenhouse-specific 
WSN and in implementing its intelligent appli-
cation software.

Material and Methods
First, we had to gather greenhouse domain 
knowledge to gain a better understanding of 
greenhouse crops, work activities, operations, 
and research trends.1,2

In particular, we needed to understand the 
microenvironment. A greenhouse is a complex, 
multivariable interactive system. Because of lo-
cal weather fluctuations, the plant-growing pro-
cess and its interaction with internal climatic 
conditions, and the use of different climate con-
trol equipment, the greenhouse environment is 
highly dynamic and varies spatially, thus creating  

Using a wireless sensor network, the authors developed an online 
microclimate monitoring and control system for greenhouses. They  
field-tested the system in a greenhouse in Punjab, India, evaluating  
its measurement capabilities and network performance in real time.
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National Institute  
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microclimate zones. Climatic condi-
tions vary from the greenhouse center 
to its side walls, and from the canopy to 
the aerial levels.5

We also needed to automate various 
operations and decisions. We had to 
gather and analyze plant-related sen-
sory data using proactive computing 
methodology2 to obtain the actionable 
output decisions for the different plant-
related operations driving the in-house 
actuating equipment (operations such 
as climate control, fertigation control, 
irrigation control, and integrated pest 
management).

Finally, we needed to provide online 
information. Sophisticated software 
must provide online connectivity to 
the greenhouse control system with 
GUIs to display microclimate data sta-
tistics, decision support, and control 
operations.6

The need for greenhouse micro-
environment monitoring to get reliable 
climate measurements, with better  

spatial and temporal resolution, has 
caused a paradigm shift from single-
point fixed sensing to multipoint, multi-
variable flexible sensing. This has given 
WSNs an edge over wired networks. 
Moreover, to help automate green-
house operations, a WSN can be inte-
grated with an actuator network and 
a high-level programming platform to 
implement an online information sys-
tem that growers can easily access.

To address these issues, we imple-
mented the WSN-based online micro-
climate monitoring and control system 
shown in Figure 1.

The Wireless Sensor network
Our greenhouse WSN is a deterministic 
network based on IEEE 802.15.4 and 
XMesh.7 Like ZigBee, it’s a robust, full-
featured multihop, ad-hoc, mesh net-
working protocol for embedded sensor 
devices for Crossbow motes. Network 
hardware comprises numerous battery-
operated sensor nodes with embedded 

temperature and relative humidity sen-
sors and a gateway node.8,9 Each node 
is preprogrammed in TinyOS,10 the 
component-based, event-driven embed-
ded operating system that defines each 
node’s sensing, computation, commu-
nication, and routing capabilities. To 
design a versatile, flexible, and robust 
WSN for greenhouse custom applica-
tions, we had to address the following 
technical issues.

Climate-control variables. The impor-
tant climate-control variables we con-
sidered to evaluate the greenhouse-crop 
VDP were the temperature (ranging 
from –10 to 50° C) and relative humid-
ity (from 0 to 100 percent) within the 
greenhouse canopy and aerial height 
levels. The crop VPD is defined as the 
difference between the saturated vapor 
pressure at the canopy level at a given 
temperature and the actual vapor pres-
sure present in the air at that temperature 
and relative humidity. Saturated vapor  

C arlos Serodio and his colleagues—part of a multi-

disciplinary research group in Portugal—designed and 

implemented a networked platform using a wireless sensor 

network (WSN), controller area network (CAN), and Internet 

and email tools. Their platform offers computerized agriculture 

management systems in a greenhouse to support distributed 

data acquisition and control, helping growers make better deci-

sions in carrying out agricultural practices in a greenhouse.1

Zhou Yiming and his colleagues discussed the hardware and 

software design of a ZigBee WSN node with temperature, rela-

tive humidity, and moisture sensors and proposed a star or mesh 

network architecture for a greenhouse WSN system.2 Hui Liu 

and his colleagues designed the Crossbow WSN for measuring 

temperature, light intensity, and soil moisture using a terminal 

interface for logging and displaying data, along with experimen-

tal testing of antenna heights that effect radio range.3

Teemu Ahonen and colleagues developed a node using the 

Sensinode sensor platform fitted with temperature, relative-

humidity, and light-intensity sensors based on the 6LoWPAN 

protocol. They tested its feasibility by deploying a simple sensor 

network into a greenhouse in Western Finland.4 One-day experi-

ment data was collected to evaluate the network reliability and 

its ability to detect the microclimate layers.

Dae Heon Park and his colleagues developed a WSN-based 

greenhouse environmental monitoring and dew point control 

system that prevents dew condensation phenomena on the 

crop’s surface, helping to prevent diseases and infections.5
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pressure is a function of temperature 
and is calculated using the Arrhenius 
equation.11

The effect of having different temper-
atures at the canopy and aerial levels 
and relative humidity in a greenhouse 
is quantized as the greenhouse-crop 
VPD, which controls the transpiration 
rate and thus plant growth, health, and 
yield.12 These climate variables fluc-
tuate slowly and spatially within the 
greenhouse. A reporting-time interval 
of 15 minutes or so is recommended to 
extract dynamic statistics.6

Network deployment scheme. The 
greenhouse WSN comprises a few  
sensor nodes deployed inside the green-
house at specific locations and a sin-
gle node deployed outside to sense 
weather parameters. A gateway node is 
connected to the server in the control 
room to facilitate data communication.  

To calculate the crop VPD and mea-
sure spatial variability of parameters 
within the greenhouse, we used a grid- 
and height-based deterministic, site- 
specific, and uniform deployment 
scheme (see Figure 1).

In this scheme, the greenhouse floor 
area is virtually partitioned into grids of 
uniform size, with two height levels— 
one within the canopy and the other at 
aerial levels (1.5 m above the canopy). 
Each location has an ID label, gihj, 
where i denotes the grid number (1 to n,  
where n is the maximum number of 
grids in the greenhouse), and j denotes 
the height number (1, 2). We placed at 
least one sensor node (preprogrammed 
with a relative location node ID) at 
each grid and height zone to measure 
the temperature and relative humidity. 
The grid size (200 to 500 m2) charac-
terizes the spatial variation of these  
parameters, keeping in mind that nodes  

are within radio range of each other  
(50 m).8 There’s a trade-off between 
the grid size, number of nodes (cost), 
and spatial resolution.

Node addressing scheme. We used an 
addressing scheme based on the rela-
tive location of the node (RLN) for lo-
cation identification. The RLN ID tags 
have a four-digit number represented 
as GHNN, where G denotes the grid 
number (1 to 9), H (1, 2) denotes the 
height number, and NN (00–99) de-
notes the node ID (which uniquely iden-
tifies the node in the greenhouse). This 
scheme allows site-specific deployment 
of nodes at the identified locations in 
the greenhouse.

Based on this ID tag, we used loca-
tion mapping to extract data from each 
node location at the server. In addition 
to providing location-aware sensing of 
greenhouse parameters, this mapping 

Figure 1. A typical architecture of an online microclimate monitoring and control system for greenhouses, based on a wireless 
sensor network. Wireless sensor nodes are deployed in the greenhouse at different grid and height locations, and one weather 
node resides outside the greenhouse.
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was more power efficient, simple, and 
straightforward to implement than a 
GPS-enabled, dynamic location-aware 
sensing scheme.1

Data acquisition and transmission. To 
continuously monitor the greenhouse 
signal dynamics for better precision 
control, we used a periodic sampling 
with averaged delayed transmission 
(PSDT) data-acquisition and transmis-
sion algorithm. Instead of periodically 
sampling the sensor signals and trans-
mitting the acquired data at the same 
instant, the PSDT algorithm lets the 
node periodically sample the sensor 
signals at a faster sampling rate, collect 
a few samples, and periodically trans-
mit the averaged sampled values at a 
higher transmission than sampling rate.  
Both temperature and relative humid-
ity are sampled at two-minute time in-
tervals, and the latest averaged sampled 
values of each within a 15-minute time 
frame are packetized and transmitted 
to the gateway node.

This technique improves the reliabil-
ity with which signals are sampled and 
is power efficient. It supports high la-
tency operation and averaging to com-
press data samples without sacrificing 
measurement accuracy and data integ-
rity. The transmission rate is fixed and 
is appropriate for any crop.

Network topology and routing. Thick 
plantation and canopy coverage in a 
greenhouse can diminish the signal 
range of nodes forming the network, 
so packet losses can occur. To have a 
reliable and scalable network under 
such situations, a true mesh multihop 
network topology is preferred over a 
star- or hybrid-cluster-based topology.

All greenhouse nodes are full func-
tional devices with both sensing and 
routing capabilities and one coordi-
nator (gateway) node. Based on the 
XMesh routing algorithm, each node 
transmits its data packet to the coor-
dinator node via the other parent node 
using multihops and the most efficient 
energy path. The node periodically 

updates its routing information (every 
six minutes) and dynamically creates 
new routes. As soon as a new node is 
added, it joins the network and starts 
transmitting data. The node remains in 
a low-power mode (with the transmit-
ter in sleep mode and the receiver in a 
low-power listening mode) when there’s 
no data or other message to receive or 
transmit.7

This topology extends the radio 
range of the devices with low-power 
consumption (a few mA), providing a 
field life of more than a month on a pair 
of AA standard cells (3 volts). Further-
more, it provides better coverage with 
self-healing and self-configuration ca-
pabilities, forming a fault-tolerant net-
work well-suited for greenhouses.

The actuator network
To automate the greenhouse climate-
control process, we used an actuator 
network from Advantech, based on the 
RS-485 industrial serial-networking 
standard. We connected greenhouse 
end devices (single-phase 220-volt AC 
motors, pumps, and starters) associ-
ated with climate-control equipment  
to the network module’s relay ports  
(12 V DC 220 ohm). In response to the 
climate controller output, which de-
cides the operating load and presents 
the status of climate-control equip-
ment, the actuator network drive-layer 
program issues commands to RS-485 
network devices to actuate particular 
relays, controlling the equipment by 
varying the load.

application Software
We programmed the application  
software—the greenhouse advance 
microclimate monitoring and control 
software (GH-ACMCs)—for discrete 
packet acquisition and time-series 
analysis of network multivariate data. 
The GH-ACMCs lets us execute micro-
climate monitoring, climate control, 
and decision support functions, and it 
updates all vital greenhouse informa-
tion on the GUI. Figure 2 shows the 
software’s functional design model.

Packet acquisition, scanning, and  
deciphering. Packet acquisition is fun-
damental in providing connectiv-
ity to the greenhouse WSN. Using a 
point-by-point packet-acquisition and  
-collection method, network data 
packets interfacing with a PC port 
at the gateway node at any instant 
of time t are acquired and logged 
with a timestamp. Based on a variable  
timeframe-scanning algorithm, the 
logged data packets are scanned within 
the latest timeframe window tw (with a 
typical value of 20 minutes). The time-
frame window denotes the time during 
which the latest data from the node is 
available—in other words, during this 
timeframe, the node has (at least once) 
communicated its data to the central 
server system. The scanning starts with 
the current time. Then, by decrement-
ing the time by one minute until the 
timeframe limit is met, the algorithm 
collects the packets transmitted from 
nodes within this timeframe.

From the scanned packets, each 
node ID is location mapped to sepa-
rate the node packets for different 
locations. Corresponding to each lo-
cation node ID, the latest packet avail-
able in the timeframe window is con-
sidered as the node packet from that 
location at that time instant. The 
raw data packets are deciphered and  
16-bit digital data for node voltage, tem-
perature, and humidity are converted 
to corresponding values in engineer-
ing units using sensor conversions.13 
An amplitude rejection-fi ltering  
technique filters out data packets that 
are undesirable due to a sensor mal-
functioning. This method synchro-
nizes the display of data from each 
node in the timeframe at each time in-
stant and updates the information on 
the GUI as soon as a new packet from 
any node is detected. Without this 
method, it’s difficult to coordinate all 
nodes and provide stable, reliable, and 
timely network information from an 
asynchronous, high-latency (15 min-
utes) network with an intermediate 
low-power mode of operation.
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Collaborative data processing and micro-
climate monitoring. The preprocessed 
time-instant values of temperature 
and relative humidity, as measured 
by nodes at different locations, are 
collaboratively processed to evalu-
ate the crop VPD at each grid and 
provide reliable average values of cli-
mate variables.11,12 Data from differ-
ent nodes is statistically analyzed to  

project the spatial variation of climatic 
variables in the grids and at various 
height levels (3D plots). The spatial 
variability (standard deviation) value 
for each climate variable is calculated 
to estimate the data spread. VPD- 
histogram and cumulative frequency-
distribution graphs are obtained to an-
alyze the frequency of VPD variation 
in different ranges and the amount of 

time during which the VPD is less than 
a certain value.

Climate control. To regulate the green-
house climatic conditions automati-
cally, we implemented a VPD-based 
fuzzy climate controller,14,15 operat-
ing under a feed-forward mode us-
ing a variable-load design method. 
With respect to the variations in the  

Figure 2. A functional flow chart of the application software—greenhouse advance microclimate monitoring and control 
software (GH-ACMCs).
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outside-weather VPD, we calculated the 
VPD error and its rate of change. Cor-
responding to each error range (positive 
and negative) are different rule-based 
fuzzy controllers that issue signals to 
drive different climate-control equip-
ment and regulate inside conditions. 
Controller inputs, the VPD error, and 
the VDP error’s rate of change are nor-
malized into seven linguistic terms, and 
49 control rules for each actuating sys-
tem (roof vents, exhaust fan, cooling 
pad, and heaters) are designed, taking 
into account how varying the operating 
load of each affects the inside climatic 
condition.

When the VPD error is positive, the 
greenhouse is humidified by control-
ling the operating load of ventilation 
and cooling equipment. When the VPD 
error is negative, the greenhouse is de-
humidified by controlling the operating 
load of ventilation and heating equip-
ment. We operate a shade screen to in-
crease the efficiency of the cooling and 
heating system in extreme summer and 
winter conditions. When the outside 
temperature exceeds 35ºC during the 
day and falls below 5ºC at night, the 
shade screen is covered. The RS-485 
actuator network driver-layer program 
maps the controller output to issue com-
mands to drive the devices. Based on the 
user-specified temperature and relative 

humidity limits, suited for the crop dur-
ing its growing phase, VPD set limits 
are calculated to drive controller inputs.

Crop-stress and -disease risk prediction. 
The quantitative analysis of alarming 
VPD conditions helps predict VPD’s 
harmful effect on crops—that is, when 
the crop is under stress due to continu-
ous high VPD conditions (high tem-
perature and low humidity), or when 
there are chances of disease outbreak 
due to continuously low VPD (low tem-
perature and high humidity), which 
can cause condensation on leaves. This 
functional module uses heuristic rule-
based fuzzy controllers and a cumula-
tive moving-average method to analyze 
VPD high and low alarm conditions  
(in terms of the grid and area), based on 
the VPD’s alarm duration (during the 
normal irrigation and pesticide sched-
ule) and the extent of the high and low 
VDP values to estimate a crop-stress 
and crop-disease risk index (0 to 1). Af-
ter comparing these two indices to the 
threshold limit, irrigation and pesticide 
warning messages are issued for each 
grid and greenhouse area.12,16

Network performance monitoring. This 
functional module evaluates some of the 
important parameters related to a WSN’s 
field performance in a greenhouse.1  

It tracks the number of nodes con-
nected at each timeframe limit and 
displays the network connectivity sta-
tus (“okay,” “network initializing,” or 
“detection or connection problem”). It 
has a low-battery alarm (2.3 V) and in-
dicates the network mean-battery life 
and network mean packet reliability 
(as percentages). It also tracks data con-
nectivity based on the display of vital 
information—the average crop VPD or 
outside VPD—and calculates network 
data reliability (as a percentage).

Implementation. All of the functional 
elements of the GH-ACMCs are imple-
mented on the graphical dataflow pro-
gramming platform, LabVIEW (8.5), 
from National Instruments.17 It’s a  
multi panel, modular, hierarchically 
designed software tool with an intuitive 
GUI that supports different levels of  
functionalities with intelligent, salient 
features. The configuration panel lets 
the user feed and select user-defined  
parameters related to greenhouse net-
work deployment and plant-specific 
requirements, such as the temperature 
and relative humidity (see Figure 3).  
Based on these inputs, the micro-
climate monitoring and control pro-
gram executes all the functional mod-
ules to perform online monitoring, 
control operations, and display vital 
information (see Figure 4).

Field results
To test the system’s feasibility and judge its 
measurement and network performance 
in a real-world field situation, we de-
ployed it in a commercial chili-growing 
glasshouse, situated in a tropical region 
of northern India in the state of Pun-
jab, near the city of Ludhiana. Green-
house cultivation is a daunting task for 
the region’s local growers during the 
summer season (May through August), 
when the outside VPD exceeds 70 mil-
libars (mB) owing to high temperatures 
(above 40°C) and moderate relative 
humidity (20 to 60 percent). To evalu-
ate the greenhouse climate dynamics  
and statistics under this harsh summer 

Figure 3. The configuration panel GUI. This screenshot shows user-selected network 
deployment and crop-specific climatic parameters when the network system was 
deployed in a greenhouse for growing chilies.

PC-12-02-Pah.indd   54 3/23/13   11:13 AM



APRIL–JuNE 2013 PERVASIVE computing 55

weather, we conducted a short-term ex-
periment during the peak day hours.

Preprogrammed wireless sensor nodes 
packed in PVC housings, equipped with 
a standard pair of AA cell batteries (3.0–
3.2 V), were powered “on” and deployed 
at specific locations in the greenhouse 
(using the grid-height based deployment 
scheme explained earlier). As shown in 
Figure 1, the greenhouse section area  
(30 × 48 m2, East to West direction) 
was divided into three grids—left (G1), 
middle (G2), and right (G3)—of size 30 ×  
16 m2, and at the center of each grid, one 
node was placed in the canopy (the aver-
age crop size was initially 12 cm) to mea-
sure the canopy temperature and relative 
humidity. Another node was fixed at the 
aerial height level (1.5 m above the can-
opy) to measure the aerial temperature 
and relative humidity. The weather node 
was mounted outside the greenhouse, 
and the gateway node was interfaced to 
the server housed at the greenhouse con-
trol room (40 m from greenhouse site).

To automate the climate-control pro-
cess, actuating device terminals were 
interfaced to an RS-485 actuator panel 

at the greenhouse site, and an RS-485 
communication module was serially 
connected to the host PC. Depending 
on the availability of the devices at the 
greenhouse site, the climate controller 
was tuned to drive the cooling pad (0, 50, 
and 100 percent), exhaust fan (0, 25, 50, 
75, and 100 percent), shade screen (0 to  
100 percent), and roof ventilation  
(0 to 100 percent) with variable loads.

Before starting the monitoring and 
control operations, we configured the 
GH-ACMCs. We opened the configu-
ration panel to feed input parameters 
(Figure 3). We entered the crop com-
fort zone (“set limits”) of 26° C to 32° C, 
with a relative humidity of 60 to 70 
percent, along with the crop normal- 
irrigation schedule (typically eight 
hours) and pesticide schedule (typically  
15 days), as decided by the grower during  
the crop development cycle (initial veg-
etative growth period of chili). We also 
entered the network deployment infor-
mation. As the configuration panel was 
executed, it linked the information to 
the microclimate monitoring and con-
trol panel GUI (Figure 4).

After the data-log file name was fed 
into the system, clicking the “start” 
button executed the program continu-
ously with a start time of 11:34 a.m. 
on 17 August 2012. The information 
on the panel was updated as soon as 
a new network packet arrived within 
the 20-minute timeframe, with the  
scanning-time increment of one min-
ute. At the start, there was an initial 
display lag (6 to 15 minutes) because 
of the network’s high latency and low 
power mode operation.7

Results depicted the system state at 
the current time instant. At 3:56 p.m. 
on 17 August 2012, the network status 
was “OK.” All seven nodes deployed 
were detected, and their node IDs and 
location information were displayed. 
None of the nodes were blinking  
(low battery alarm) or indicating a 
“malfunctioning.” The weather node 
indicated a high outside temperature 
of 38.87° C and relative humidity of 
52.85 percent, resulting in a high VPD  
(33.89 mB). Based on the user’s set limits, 
the crop VPD set limits were calculated 
and displayed (10.06 mB to 18.99 mB).

Figure 4. The microclimate monitoring and control panel GUI. This screenshot indicates the state of the greenhouse at the current 
time instant, showing online network connectivity and displaying greenhouse climate-control dynamics and vital information.
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With respect to the current VPD 
error (14.9 mB), the climate control-
ler output actuated the RS-485 net-
work to drive the equipment with the 
appropriate load/operating status to 
humidify the greenhouse to minimize 
the VPD error. As indicated, the shade 
screen was “open” (covered), the roof 
vents were “closed,” and the cooling 
pad and exhaust fan were operating 
under a “full” load. The network view 

graphically showed the nodes at the re-
spective grid locations, indicating the 
local measured value of voltage, tem-
perature, and relative humidity. The 
VPD value at each grid was calculated 
and displayed, along with the display 
of average values of the climate vari-
ables at the respective indicators. The  
greenhouse’s average canopy tempera-
ture (37.12° C) and aerial temperature 
(37.19° C) remained high, with moderate  

aerial humidity (61.34 percent), result-
ing in the high average value of crop 
VPD (24.72 mB). The VPD time plot 
indicated that because of the climate-
control operation, the greenhouse VPD 
decreased with time and was lower 
than outside, but it remained higher 
than the set limit.

Owing to the high average VPD, 
the crop was under stress, and the es-
timated value of the crop-stress index 
(area) increased 0.33 over time (after 
4.36 hours) but was lower than the 
threshold (0.5) to initiate the irriga-
tion alert alarm for the area. Also, the 
crop-stress risk-intensity map showed 
the spatial variation of the crop-stress 
risk index at the respective grids, based 
on grid VPD alarm analysis using pre-
diction model and the corresponding 
grid irrigation alarm status. 3D plots 
indicated instantaneous spatial varia-
tion of the microclimate variables at  
different grid locations, and the bar 
graph plotted the spatial standard de-
viation of each, indicating the extent 
of variability of each from its average  
value. The greenhouse-crop grid VPD 
varied in the range (15.78 mB to 31.19 
mB), with a spatial variability value 
of 7.5mB. Histogram and cumulative 
distribution frequency (CDF) plots indi-
cated the crop VPD distribution pattern. 
For more than half of the time, the VPD 
was very high (greater than 50 mB) and 
then remained within 20 to 30 mB.

As indicated by the network health 
analyzer, the network’s mean battery 
life at the current time instant was 
highest (100 percent), because all nodes 
had a voltage greater than 3.0 V, with a 
network mean voltage drop of 0.03 V. 
Due to packet losses, the network mean 
packet reliability remained between 75 
and 100 percent, but the data reliability 
was very high (100 percent). Data was 
simultaneously recorded and logged in 
the respective files for historical display 
and trend analysis.

Figure 5 shows variations in the  
average value of the greenhouse-crop 
VPD under climate-control operation, 
as well as variations in the outside VPD 

Figure 5. Time variation of average greenhouse-crop vapor pressure deficit (VPD) 
(inside VPD) under climate-control operation, along with outside VPD and set limits 
and corresponding variations in the operating status of climate-control equipment 
over the recorded period of six hours.
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and set limits and the corresponding vari-
ations in the actuating status and load of 
the climate-control equipment over the 
recorded period of six hours. Because 
the outside temperature was higher than 
35°C, the shade screen was opened (cov-
ered) and the roof vents remained off. 
Under the extreme weather conditions, 
during the initial hours—when the out-
side VPD was extremely high (VPD  
error above 50 mB)—the greenhouse was 
humidified with the maximum cooling 
rate with exhaust fan ventilation turned 
off, resulting in a decrease of the average 
value of greenhouse-crop VPD, from 
81.6 to 55 mB.

When the outside VPD dropped below 
60 mB, the exhaust fan operating load 
increased from 75 percent to 100 per-
cent. Increasing the ventilation rate with 
cooling further reduced the VPD (from 
25 mB to 20 mB). When the outside VPD 
error dropped below 10 mB, the cooling 
pad and ventilation were switched to 
lower rates, which decreased the inside 
VPD to a minimum value of 18.18 mB. 
When the outside error was less than 
1 mB and its rate of change was also 
negative, all the actuating devices were 
switched off (to the low-power mode).

Figure 6 shows the f requency  
(Figure 6a) and CDF distribution pattern 
(Figure 6b) of the crop VPD, indicating 
that for more than half the time, dur-
ing the initial hours, the crop VPD re-
mained higher than 50 mB. Also dur-
ing that time, 30 percent of the values  

fell between 60 and 70 mB. During the 
later time, the crop VPD remained 
lower than 40 mB, and 50 percent of 
the values fell between 20 and 30 mB. 
Figure 6c shows the mean spatial varia-
tion pattern of the VPD at grids, which 
ranged from 47.0 mB to 30.14 mB, with 
a mean standard deviation of 8.78 
mB. Crop VPD was lowest at the right 
grid (which was near the cooling pad), 
followed by left grid (near the exhaust 
fans), and it was highest at the middle 
grid (at the center of the greenhouse).

F or six hours, our WSN moni-
tored and controlled a green-
house climate with high data  
and packet reliability (85 to 

100 percent) and low battery drop  
(0.03 V). The climate controller tracked 
the initially high inside VPD and low-
ered the value to meet optimal con-
ditions by operating the devices as 
needed. Furthermore, the real-time 
display of greenhouse climate-control 
statistics helped the grower make bet-
ter decisions in executing greenhouse 
operations, eventually leading to 
healthy crop growth and better yields. 
Improving greenhouse climate control 
under such extreme weather conditions 
will require more efficient cooling sys-
tems (with variable loads) or grid-based 
humidifiers that could quickly decrease 
the initial rise of greenhouse-crop VPD 
during peak hours to obtain more uni-
form and optimum VPD control.

We plan to perform long-term sys-
tem testing under different weather 
conditions with further improvement 
in control strategies and hope to im-
plement irrigation, light-intensity, and 
carbon-dioxide monitoring modules 
to enhance the capabilities and perfor-
mance of our automatic greenhouse cli-
mate controller.
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a b s t r a c t

A new low-voltage MOS current mode logic (MCML) topology for an exclusive-OR (XOR) gate using
triple-tail cell concept is proposed. The design of the proposed MCML XOR gate is carried out through
analytical modeling of its static parameters. The delay is expressed in terms of the bias current and the
voltage swing so that it can be traded off with the power consumption. The proposed low-voltage MCML
XOR gate is analyzed for three design cases namely high-speed, power-efficient, and low-power and the
performance is compared with the traditional MCML XOR gate for each design case. The theoretical
propositions are validated through extensive SPICE simulations using TSMC 0.18 mm CMOS technology
parameters.

& 2013 Elsevier Ltd. All rights reserved.

1. Introduction

With the emergence of the high-resolution mixed-signal appli-
cations, there is a demand for the integration of high performance
digital and analog circuits on the same chip [1,2]. The traditional
CMOS logic style does not provide an analog friendly environment
due to the large switching noise [3,4]. Hence, it is necessary to
explore alternate logic styles. Among the different logic styles
suggested in literature [5–12], MOS current mode logic (MCML)
style is the most promising one due to the lower switching noise
in comparison to traditional CMOS logic style [13]. Also, MCML
style exhibits better power-delay than the traditional CMOS logic
style at high frequencies [14,15]. Therefore, MCML style is appro-
priate for designing high performance digital circuits wherein an
exclusive-OR (XOR) gate is widely used as a building block in
different applications such as comparators, adders, multipliers,
test pattern generators etc [14–20].

The traditional MCML XOR gate uses stacked source-coupled
transistor pairs which puts a limit on the minimum power supply
[21]. The XOR gate presented in [22–24] enables low voltage
operation by avoiding the stacking of transistor pairs. The circuit
of [22] is symmetric with respect to the inputs and provides
single-ended output. A folded circuit presented in [23] provides

differential output. The circuits suggested in [22,23] use additional
voltage and current sources for correct operation as compared to
the traditional MCML XOR gate. The PFSCL style proposed in [24] is
single-ended approach. It uses NOR based implementation and
would therefore require multiple stages.

In this paper, a new low-voltage MCML XOR gate is proposed.
It uses triple-tail cell concept of bipolar transistors [25–27]. The
proposed circuit is differential, does not require any additional voltage
sources [22,23] or multiple stages [24] as compared to similar available
low-voltage topologies [22–24]. The static parameters for the pro-
posed XOR gate are analytically modeled and applied to develop a
design approach. The delay is expressed in terms of the bias current
and the voltage swing so that it can be traded off with the power
consumption. The proposed low-voltage MCML XOR gate is analyzed
for the three design cases namely high-speed, power-efficient, and
low-power. A comparison in performance of the proposed XOR gate
with the traditional one is carried out for all the cases.

The paper first briefs the operation of the traditional MCML
XOR gate in Section 2. Thereafter, a new low-voltage MCML
topology for the XOR gate is proposed and analytical formulations
for different static parameters and delay are put forward in Section
3. The analysis of the proposed XOR gate for the three design cases
namely high-speed, power-efficient, and low-power and its per-
formance comparison with the traditional one is discussed in
Section 4. Extensive SPICE simulations are carried out to validate
the proposed theory. Section 5 concludes the paper.
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2. Traditional MCML XOR gate

A traditional MCML XOR gate with differential inputs A and B is
shown in Fig. 1. It consists of two levels of source-coupled
transistor pairs to implement the logic function and a constant
current source MTR1 to generate bias current ISS. The differential
input B drives the lower level transistor pair MTR2–MTR3 that
alternatively activates the upper level transistor pairs MTR4–MTR5

and MTR6–MTR7. When differential input B is high, MTR3 is off, the
bias current ISS flows through MTR2 and is steered either to MTR4 or
MTR5 according to the differential input A. Conversely, when
differential input B is low, the bias current ISS flows through
MTR3 and is steered to one of the two transistors i.e. either MTR6

or MTR7 depending on the input A. The bias current ISS is converted
to the differential output voltage (VQ− VQ ) through the PMOS
transistors MTR8 and MTR9 [28]. The load capacitance CL includes
the effect of fanout, and the interconnect capacitances.

The minimum supply voltage, VDD_MIN_TR for the traditional
XOR gate is defined as the lowest voltage at which all the
transistors in the two levels and the current source operate in
the saturation region [29] and is computed as

VDD_MIN_TR ¼ 3VBIAS− 3VT_TR1 þ VT_TR ð1Þ
where VT_TR is the threshold voltage of the transistors MTR4,5,6,7,
VT_TR1 is the threshold voltage of MTR1, and VBIAS is the biasing
voltage of MTR1.

3. Proposed low-voltage MCML XOR gate

The proposed low-voltage XOR gate with differential inputs A
and B is shown in Fig. 2. It consists of two triple-tail cells (MLV3,
MLV4, MLV7) and (MLV5, MLV6, MLV8) biased by separate current
sources of ISS/2 value. The transistors MLV7 and MLV8 are driven by
the differential B input and are connected between the supply
terminal and the common source terminal of transistor pairs
MLV3–MLV4 and MLV5–MLV6 respectively. A high differential B
voltage turns on the transistor MLV7, and deactivates the transistor
pair MLV3–MLV4. At the same time, the transistor MLV8 turns off so
that the transistor pair MLV5–MLV6 generates the output according
to the differential input A. Similarly, the transistor pair MLV3–MLV4

gets activated for low differential B voltage and produces the
corresponding output.

The minimum supply voltage, VDD_MIN_LV for the proposed XOR
gate is computed by the method outlined in [29] as

VDD_MIN_LV ¼ 2VBIAS−2VT_LV1 þ VT_LV ð2Þ

where VT_LV is the threshold voltage of transistor MLV3,4,5,6, VT_LV1j
is the threshold voltage of MLV1, and VBIAS is the biasing voltage
of MLV1.

3.1. Static model

The static model is derived by modeling the load transistors
MLV9, MLV10 by an equivalent linear resistance, RP [30]. Using the
standard BSIM3v3 model, the linear resistance, RP is computed as

RP ¼ Rint

1− ðRDSW10−6Þ=WP
Rint

ð3Þ

where RDSW is the empirical model parameter and the parameter
Rint is the intrinsic resistance of the PMOS transistor in the linear
region and is given as

Rint ¼ meff ;pCox
WP

LP
ðVDD− VT;p

������ �� �−1
ð4Þ

where Cox is the oxide capacitance per unit area. The parameters
meff ;p ; VT;p; WP and LP are the effective hole mobility, the thresh-
old voltage, the effective channel width and effective channel
length of the load transistor respectively.

It may be noted that if equal aspect ratio of all transistors in the
triple-tail cells is considered, then the transistors MLV7 and MLV8

will not be able to completely switch off the transistor pair MLV3–

MLV4 and MLV5–MLV6. Hence, for proper operation, the aspect ratio
of transistors MLV7 and MLV8 is made greater than other transistors'
aspect ratio by a factor N. As an example if the value of differential
input A is chosen such that the transistors MLV3 and MLV6 are on
while the transistors MLV4 and MLV5 are off. Then, a high differ-
ential B voltage turns on the transistor MLV7. But since the
transistors MLV3 and MLV7 have the same gate-source voltages,
the currents flowing through MLV3 and MLV7 can be written as

iD;3 ¼
ISS
2

1
1þ N

ð5aÞ

iD;7 ¼
ISS
2

N
1þ N

ð5bÞ

The current through MLV3 can be minimized by increasing
factor N. This input condition produces VOH as

VOH ¼ VQ− VQ ¼ RP ðiD;4 þ iD;6Þ−ðiD;3 þ iD;5Þ
� � ¼ RPISS

2
N

1þ N

� 	
ð6Þ

where iD;3; iD;4; iD;5; and iD;6 are the currents through transistors
MLV3, MLV4, MLV5, and MLV6 respectively. The differential output
voltages for various input combinations are enlisted in Table 1.

B B

A

A

A

Q
Q

MTR1

MTR2

MTR4 MTR7MTR6MTR5

MTR3

VBIAS Iss

MTR8
MTR9

CL CL

VDD

Fig. 1. Traditional MCML XOR gate.
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MM LV10LV9

Q
QCL CLMB BM LV8LV7LV7
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Fig. 2. Proposed low-voltage XOR gate.
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Hence, from Table 1, the voltage swing of the circuit can be
expressed as

VSWING ¼ VOH−VOL ¼ RPISS
N

1þ N

� 	
ð7Þ

Eq. (7) has been further approximated as

VSWING ¼ RPISS for large values of N ð8Þ
The small-signal voltage gain (AvÞ and noise margin (NM) for

the proposed XOR gate are computed by the method outlined in
[30] as

Av ¼ gm;nRP ¼ 1þ N
N

VSWING

2

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
2meff ;nCOX

WN

LN

1
ISS

s
ð9Þ

NM¼ VSWING

2
1−

ffiffiffi
2

p

Av

" #
ð10Þ

where meff ;n, gm;n, WN and LN are the effective electron mobility,
the transconductance, the effective channel width and length of
transistors MLV3,4,5,6 respectively.

3.2. Transistor sizing

In this section, an approach to size the transistors of the
proposed low-voltage XOR gate on the basis of static model is
developed.

For a specified value of NM, factor N and Av (≥1.4 for MCML
[16]), the voltage swing of the proposed XOR gate is calculated
using Eq. (10) as

VSWING ¼ 2NM

1−
ffiffi
2

p
Av

N
1þ N

� 	
ð11Þ

It may be noted that VSWING should be lower than the
maximum value of 2VT so as to ensure that transistors MLV3,4,5,6

operates in saturation region. The voltage swing obtained from Eq.
(11) requires sizing of the load transistor with equivalent resis-
tance RP ¼ 1þN

N
VSWING
ISS

� �
: To this end, the equivalent resistance,

RP_MIN, for the minimum sized PMOS transistor is first determined
and then the bias current IHIGH for the required voltage swing is
determined as

IHIGH ¼ VSWING

RP_MIN
ð12Þ

If the bias current is higher than IHIGH , then RP should be less
than RP_MIN and this is achieved by setting LP to its minimum value
i.e. LMIN and WP which is calculated by solving Eqs. (3) and (4) as

WP ¼
N

1þ N
ISS

VSWING

LMIN

meff ;pCoxðVDD− jVT;pjÞ1− ðRDSW10−6=LMINÞ½meff ;pCoxðVDD− jVT;pjÞ�
ð13Þ

Similarly, if the bias current is lower than IHIGH, then RP should
be greater than RP_MIN and this is achieved by setting WP to its

minimum value i.e. WMIN and LP which is calculated by solving
Eqs. (3) and (4) as

LP ¼ WMIN meff ;pCoxðVDD−
���VT;p

���Þ 1þ N
N

VSWING

ISS
−

RDSW10−6

WMIN

 !
ð14Þ

The small-signal voltage gain ðAvÞ (Eq. (9)) has been used to size
transistors MLV3,4,5,6. Assuming minimum channel length for the
said transistors, the width is computed as

WN ¼ 2
meff ;nCox

N
1þ N

� 	2 Av

VSWING

� 	2

ISSLMIN ð15Þ

Sometimes Eq. (15) results in a value of WN smaller than the
minimum channel width. This happens when the bias current is
lower than the current of the minimum sized NMOS transistor,
ILOW given as from Eq. (9)

ILOW ¼ 1
2

1þ N
N

� 	2 WMIN

LMIN
meff ;nCox

VSWING

Av

� 	2

ð16Þ

therefore, in such cases, WN is also set to WMIN: For proper
switching, the width of transistors MLV7,8 is made N times the
width of transistors MLV3,4,5,6.

The accuracy of the static model for the proposed XOR gate
is validated through SPICE simulations by using TSMC 0.18 mm
CMOS process parameters and with a power supply of 1.1 V. The
proposed XOR gate was designed and simulated for wide range of
operating conditions: voltage swing of 300 mV and 400 mV, small-
signal voltage gain of 2 and 4, N¼5, and the bias current ranging
from 10 mA to 100 mA. It is found that there is a close agreement
between the simulated and the predicted values of static para-
meters for all the operating conditions. The error plots in the
simulated values of static parameters with respect to the predicted
values in particular for small-signal voltage gain of 4 and voltage
swing of 300 mV and 400 mV are shown in Fig. 3a–c. It may be
noted that maximum error in voltage swing, small-signal voltage
gain and noise margin are 11%, 13% and 11% respectively. An error
plot of noise margin for small-signal voltage gain of 2 and 4, N¼5
and the voltage swing ranging from 0.2 V to 0.7 V is plotted in
Fig. 3d. It may be observed that the maximum error in noise
margin is 14%. Using the 3s variations [16], the Monte Carlo
simulations for noise margins is carried out for 300 sample runs
and the results for different cases are reported in Table 2. It is
found that the mean value of noise margin is always larger than
the (3s) variations [13].

The impact of parameter variation on proposed low-voltage
and traditional MCML XOR gates performance is studied at
different design corners. The findings for various operating
conditions are given in Table 3. It is found that the voltage
swing, small-signal voltage gain, and noise margin of the proposed
low-voltage XOR gate varies by a factor of 1.87, 2.94, and 2.28
respectively between the best and the worst cases. For the tradi-
tional MCML XOR gate, the voltage swing, small-signal voltage

Table 1
Differential output voltages of the proposed XOR gate for various input combinations.

Differential inputs Currents through the transistors Differential output ðVQ− VQ Þ

A B MLV3 MLV4 MLV5 MLV6 MLV7 MLV8 Level RP½ðiD;4 þ iD;6Þ−ðiD;3 þ iD;5Þ�

L L I1 0 0 I3 0 I2 VOL −RP
ISS
2

N
1þN

� �
L H I3 0 0 I1 I2 0 VOH RP

ISS
2

N
1þN

� �
H L 0 I1 I3 0 0 I2 VOH RP

ISS
2

N
1þN

� �
H H 0 I3 I1 0 I2 0 VOL −RP

ISS
2

N
1þN

� �

Where L/H¼ low/high differential input voltage, I1¼ ISS=2, I2¼ ISS=2ðN=ð1þ NÞÞ and I3¼ ISS=2ð1=1þ NÞ.
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gain, and noise margin varies by a factor of 1.76, 2.42, and
1.8 respectively between the best and the worst cases. Thus, the
proposed low-voltage XOR gate show slightly higher variations
than the traditional MCML XOR gate for different design corners
which can be attributed to the smaller aspect ratio of transistors in
the proposed low-voltage XOR gate [16]. To demonstrate the effect
of mismatch, the width of NMOS and PMOS transistors of the
proposed low-voltage and the traditional MCML XOR gates are
varied by 10%. The variation in voltage swing, small-signal voltage
gain, noise margin are within 3% for both the gates.

3.3. Delay model

In this section, a delay model of the proposed low-voltage XOR
gate is formulated in terms of bias current and the voltage swing.
In case of a high-to-low transition on B input that causes output to
switch by activating (deactivating) the transistor pair MLV3–MLV4

(MLV5–MLV6), the circuit reduces to a simple MCML inverter.
The equivalent linear half circuit is shown in Fig. 4 where
Cgdi and Cdbirepresents the gate–drain capacitance and the
drain–bulk junction capacitance of the ith transistor. For NMOS
transistors operating in saturation region, Cgd is equal to the
overlap capacitance CgdoWn between the gate and the drain [30].
For the PMOS transistor operating in linear region, Cgd is evaluated
as the sum of the overlap capacitance and the intrinsic con-
tribution associated with its channel charge [30]. The junction
capacitance Cdb for the transistors are computed as explained
in [20].

The delay of the proposed XOR gate can be expressed as

tPD ¼ 0 :69 RPðCdb3 þ Cgd3 þ Cgd9 þ Cdb9 þ Cdb5 þ Cgd5 þ CLÞ ð17Þ

with Cdb3 ¼ Cdb5, Cgd3 ¼ Cgd5 and, RP ¼ 1þN
N

VSWING
ISS

, Eq. (17) can be
rewritten as

tPD ¼ 0 :69
1þ N
N

VSWING

ISS
ð2Cdb3 þ 2Cgd3 þ Cgd9 þ Cdb9 þ CLÞ ð18Þ

The capacitances may be expressed in terms of the bias current
and the voltage swing as

Cxy ¼
axy

ðVSWINGÞ2
ISS þ bxy

VSWING

ISS
þ cxy ð19Þ
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Fig. 3. Error in the static parameters.

Table 2
Results of Monte Carlo simulations (300 sample runs) on noise margin for different
operating conditions.

Operating conditions Mean, l (mV) Sigma, 3r (mV)

Av¼4, VSWING¼0.2 V 61.8 39.6
Av¼4, VSWING¼0.4 V 128 46
Av¼4, VSWING¼0.6 V 191 66

Table 3
Effect of process variation on static parameters of the proposed and the traditional
XOR gates.

Parameter NMOS T F S F S
PMOS T F S S F

Simulation Condition: Av¼4, VSWING¼0.4 V, CL¼50 fF, ISS¼100 mA
VSWING (mV) Proposed 344 481 260 430 350

Traditional 366 465 267 378 370
AV Proposed 3.1 2.1 5.2 3.1 3.1

Traditional 3.2 2.1 4.3 3.1 3.1
NM (mV) Proposed 94.2 78.5 94.6 116.6 95.4

Traditional 100.6 76.7 90 103.1 101.1

Simulation Condition: Av¼4, VSWING¼0.4 V, CL¼50 fF, ISS¼10 mA
VSWING (mV) Proposed 410 498 265 420 415

Traditional 342 519 294 443 407
AV Proposed 3.8 1.9 5.5 2.9 3.7

Traditional 2.98 1.81 4.39 2.67 2.81
NM (mV) Proposed 130.2 63.6 98.9 110.6 129.4

Traditional 89.8 56.7 99.6 104.2 101.1

Where different design corners are denoted by T¼Typical, F¼Fast, S¼Slow.

Cdb3 Cdb9 Cgd9 Cgd5 Cdb5 CL

RP
gm3Va

Va

Cgd3

+

_

Q

Fig. 4. Linear half-circuit (with low value of differential input A).
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where Cxy is the capacitance between the terminals x and y and
axy, bxy, cxy are the associated coefficients. Using Eqs. (14) and (15),
various capacitances in Eq. (18) for ISS ranging from ILOW to IHIGH
may be expressed as

Cgd3 ¼ CgdoW3 ¼ 2A2
vCgdo

N
1þ N

� 	2 LMIN

meff ;nCOX

ISS
ðVSWINGÞ2

ð20Þ

where Cgdo is the drain–gate overlap capacitance per unit transis-
tor width.

Cdb3 ¼W3ðK jnCjnLdn þ 2K jswnCjswnÞ þ 2K jswnCjswnLdn ð21Þ

¼ 2A2
v

LMIN

meff ;nCOX

N
1þ N

� 	2

ðK jnCjnLdn

þ 2K jswnCjswnÞ
ISS

ðVSWINGÞ2
þ 2K jswnCjswnLdn ð22Þ

where Cjn, and Cjswn are the zero-bias junction capacitance per
unit area and zero-bias sidewall capacitance per unit parameter
respectively. The coefficients K jn, and K jswn are the voltage equiva-
lence factor for the junction and the sidewall capacitances [20].

Cgd9 ¼ CgdoWMIN þ 3
4 Abulk;max WMINLPCox ð23Þ

¼ CgdoWMIN þ 3
4 Abulk;max WMINCox

� meff ;pCoxWMINðVDD− VT; p Þ 1þ N
N

VSWING

ISS
−
RDSW10−6

WMIN

" #�����
)�����

(

ð24Þ
where Abulk;max is a parameter defined in the BSIM3v3 model [28].

Cdb9 ¼WMINðK jpCjpLdp þ 2K jswpCjswpÞ þ 2K jswpCjswpLdp ð25Þ
The coefficients axy ; bxy and cxy of all the capacitances in

Eq. (18) are summarized in Table 4. Using Eqs. (20)–(25), (18)
can be written as

tPD ¼ 0:69
1þ N
N

VSWING
a

VSWING
2 þ b

VSWING

I2SS
þ c þ CL

ISS

 !
ð26Þ

where

a¼ 2adb3 þ 2agd3 ð27aÞ

b¼ bgd9 ð27bÞ

c¼ 2cdb3 þ cgd9 þ cdb9 ð27cÞ
The delay model can also be used for ISS value outside the range

[ILOW and IHIGH]. This is because for ISS4 IHIGH, the capacitance
coefficients of PMOS transistor in Eq. (26) differ as explained in
Section 3.2. But since for high values of ISS, the capacitive

contribution of PMOS transistor is negligible therefore Eq. (26)
can predict the delay. Similarly, for ISSo ILOW, the capacitance
coefficients of NMOS transistor in Eq. (26) differs. But since for
low values of ISS, the delay majorly depends on the capacitances of
PMOS transistor. So, the expression (Eq. (26)) can estimate the
delay of the proposed XOR gate.

The propagation delay of the proposed gate is plotted in Fig. 5
as a function of N for Av¼4, NM¼130 mV, ISS¼50 mA and
CL¼50 fF. It is found out that the delay asymptotically reaches to
value of 455 ps. However, a high value of N will result in larger
transistor sizes of MLV7,8 thus increasing the input capacitance seen
from input B. Therefore, a good compromise between the two
opposing requirements is to set N¼5 as after which improvement
in speed is not significant. Similar results are obtained for other
operating conditions.

The accuracy of the delay model for the proposed XOR gate is
validated through SPICE simulations by using the TSMC 0.18 mm
CMOS process parameters and with a power supply of 1.1 V. The
proposed XOR gate was designed for wide range of operating
conditions: voltage swing of 300 mV and 400 mV, small-signal
voltage gain of 2 and 4, the bias current ranging from 10 mA to
100 mA, N¼5, and load capacitances of 0 fF, 10 fF, 100 fF, 1 pF and
fan out of 4. It is found that there is a close agreement between the
simulated and the predicted delay for all the operating conditions.
The simulated and the predicted delay in particular for
VSWING¼400 mV, Av¼4 and with different load capacitances are
plotted in Fig. 6.

The impact of parameter variation on proposed low-voltage
and traditional MCML XOR gates delay is studied at different
design corners. The findings for various operating conditions are
given in Table 5. It is found that the propagation delay of the
proposed low-voltage XOR gate varies by a factor of 1.89 between
the best and the worst cases. For the traditional MCML XOR gate,
the delay varies by a factor of 1.85 between the best and the worst
cases. Thus, the proposed low-voltage XOR gate show slightly
higher variation than the traditional MCML XOR gate in delay for
different design corners which can be attributed to the smaller
aspect ratio of transistors in the proposed low-voltage XOR gate
[16]. To demonstrate the effect of mismatch the width of NMOS
and PMOS transistors of the proposed low-voltage and the tradi-
tional MCML XOR gates are varied by 10%. The variation in the
propagation delay is within 8% for both the gates.

4. Design cases

In the previous section, the proposed XOR gate has been
modeled and different parameters are expressed as a function of
bias current and voltage swing. In practice, the voltage swing is set
on the basis of the specified noise margin while the bias current is
chosen according to power-delay considerations. Therefore, the

Table 4
Coefficients of the capacitances for the proposed XOR gate.

NMOS coefficients
adb3 2A2

vLMIN
meff ;nCox

N
1þN

� �2
ðK jnCjnLdn þ 2K jswnCjswnÞ

agd3 2A2
vCgdo

N
1þN

� �2
LMIN

meff ;nCox

cdb3 2K jswnCjswnLdn
bdb3 ; bgd3, and cgd3 0

PMOS coefficients
bgd9 3

4
1þN
N

� 
Abulk;max meff ;pC

2
oxW

2
MINðVDD− VT;p Þ

����
cgd9 CgdoWMIN− 3

4 Abulk;max meff ;pC
2
oxWMINðVDD− VT;p ÞRDSW10−6

������
cdb9 K jpCjpLdpWMIN þ 2K jswpCjswp ðLdp þWMINÞ
agd9, adb9, and bdb9 0

where the symbols have their usual meaning.
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Fig. 5. Propagation delay vs. N.
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proposed low-voltage XOR gate for high-speed, power-efficient,
and low-power design cases is discussed.

4.1. High-speed design

A high-speed design requires bias current that results in
minimum delay. The delay (Eq. (26)) decreases with the increasing
ISS and tends to an asymptotic minimum value of 0:69 1þN

N
a

VSWING
for

ISS-∞. A substantial improvement in delay with increasing bias
current is achieved if condition

a

VSWING
2 ≥ b

VSWING

I2SS
þ c þ CL

ISS
ð28Þ

is satisfied. However, high value of bias current results in large
transistor sizes. Therefore, the bias current should be set to such a
value after which the improvement in speed is not significant. If
equality sign in Eq. (28) is considered then the delay is close to its
minimum value and the use of high bias current is avoided.
Therefore, this assumption leads to a bias current (ISS_HSÞ and

delay (tPD_MINÞ as

ISS_HS ¼
cþ CL

2a
V2
SWING 1þ

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1þ 4

ab

ðcþ CLÞ2
1

VSWING

s !
ð29Þ

tPD_MIN ¼ 2� 0:69
1þ N
N

a
VSWING

ð30Þ

The proposed high-speed XOR gate designed with a power
supply of 1.1 V, noise margin of 130 mV, small-signal gain of 4,
N¼5 and load capacitance of 50 fF, gives ISS_HS as 160 mA. A delay
of 194 ps and 211 ps is obtained from Eq. (30) and simulations
respectively. On the contrary, a traditional high-speed XOR gate
designed using the method outlined in [28] and with power
supply of 1.4 V for the same specifications results in a delay of
528 ps. This indicates that the proposed XOR gate can achieve
much higher speed than the traditional one.

4.2. Power-efficient design

A power-efficient design requires bias current that results in
minimum power-delay product (PDP). The power is calculated as
the product of VDD and ISS. So, the PDP of the proposed XOR gate
may be expressed as

PDP¼ 0:69VDDVSWING
1þ N
N

a

VSWING
2 ISS þ b

VSWING

ISS
þ c þ CL

� 	
ð31Þ

Therefore, the current ISS_PDP for minimum PDP may be given as

ISS_PDP ¼
ffiffiffi
b
a

r
ðVSWINGÞ3=2 ð32Þ
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Fig. 6. Simulated and predicated delay of the proposed XOR gate vs. ISS with NM¼130 mV, Av¼4 for different CL values (a) 0 fF, (b)10 fF, (c) 100 fF, (d) 1 pF and (e) FO¼4.

Table 5
Effect of process variation on the delay of the proposed and the traditional
XOR gates.

Parameter NMOS T F S F S
PMOS T F S S F

Simulation Condition: Av¼4, VSWING¼0.4 V, CL¼50 fF, ISS¼100 mA
tPD (ps) Proposed 265 237 448 255 262

Traditional 553 515 954 527 550

Simulation Condition: Av¼4, VSWING¼0.4 V, CL¼50 fF, ISS¼10 mA
tPD (ns) Proposed 2.4 1.7 3.2 2.1 2.3

Traditional 3.7 3.2 4.6 3.5 3.6
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Accordingly, the minimum PDP results to

PDP ¼ 0:69 VDDVSWING
1þ N
N

2
ffiffiffiffiffiffi
ab

p
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
VSWING

p þ c þ CL

 !
ð33Þ

The proposed power-efficient XOR gate designed with a power
supply of 1.1 V, noise margin of 130 mV, small signal gain of 4,
N¼5 and load capacitance of 50 fF, gives ISS_PDP as 5.8 mA. A PDP
value of 32 fJ has been obtained for the proposed XOR gate. On the
other hand, a traditional power-efficient XOR gate designed using
the method outlined in [28] and with power supply of 1.4 V for the
same specifications results in a PDP value of 13 fJ. The result
signifies that the proposed XOR gate results in higher PDP values
than the traditional one.

4.3. Low-power design

In low-power designs, the bias current ISS is set to low values so
that the term bðVSWING=I

2
SSÞ is dominant in Eq. (26). Hence, the

delay reduces to

tPD ¼ 0:69b
1þ N
N

� 	
VSWING

ISS

� 	2

ð34Þ

The proposed low-power XOR gate designed with a power supply
of 1.1 V, noise margin of 130 mV, small signal gain of 4, load
capacitance of 5 fF, N¼5 and with value of ISS as 2 mA gives a power
consumption of 2.2 mW while the traditional XOR gate designed
using the method outlined in [28] and with power supply of 1.4 V for
the same specifications results in power consumption of 2.8 mWwith
lower delay values than the proposed gate.

The comparison of the characteristics of the proposed low-
voltage XOR gate with the traditional MCML XOR gate for different
design cases are summarized in Table 6.

5. Conclusions

A new low-voltage MCML XOR gate based on the triple-tail cell
concept is proposed. Its static parameters are analytically modeled
and are used to develop a design approach for the proposed low-
voltage MCML XOR gate. The delay is formulated as a function of the
bias current and the voltage swing and is traded off with power
consumption for high-speed, power-efficient, and low-power design
cases. An improvement in performance is obtained for the proposed
low-voltage XOR gate in comparison to traditional MCML XOR gate
for high-speed and low-power design cases.
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ABSTRACT 

Sulphate attack on cement based materials has been widely taken up in research studies focusing on 

aggressive environmental conditions. Visual observations are considered as an important first step to 

assess the performance of the materials under the severity of the involved conditions. Correlations of visual 

observations (supported by other tests, during controlled laboratory experiments) and conditions in the 

field are essential to assess the performance of materials in the field. Due to uncertainties in the 

determination of various performance related parameters in the field, a rigid reliance on the results of 

visual examination conducted in the laboratory is not possible. This paper considers some aspects related 

to visual observations concerning the performance assessment of cement based materials under sulphate 

attack conditions in the field. Through a theoretical study it explores the use of fuzzy logic in analysing how 

much reasonable confidence should be placed on visual observations as well as in determining relative 

importance of various parameters. 
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1. INTRODUCTION 
 

Sulphate attack, constituting a major risk of chemical aggression for concrete and other building 

materials, has been taken up vigorously in the research studies [1]. It is reported that sulphate 

attack is difficult to measure because it is the result of a complex set of chemical processes and 

there is still a lot of controversy about the mechanism of such attack [2]. Samples of cement based 

building materials, such as mortar and concrete, are exposed to artificially created sulphate 

environments and are tested in laboratories [3].
 
While the results of these short-term accelerated 

tests help to give due indication of the likely performance of such materials in field conditions, 

these methods are criticized on many counts. They are perceived to change the attack mechanism 

and make it differ from the one which exists in the field under consideration [3]. Sometimes, 

laboratory tests may not simulate the conditions in the field correctly [4]. Visual examination of 

specimens is very important in such tests to correlate laboratory and field conditions [4-15]. 

 

Usually cubical samples of concrete or cement mortar of various specifications are kept in 

different types of aggressive acidic or alkaline solutions in laboratory for some time. These 

aggressive solutions model aggressive environmental conditions in which actual structures made 

of concrete or cement mortar, exist. Effects of such aggressive solutions on these laboratory 

samples are observed visually. These effects may be in the form of Appearance of fine cracks on 
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the surface of specimen [16], formation of subsurface cracks [17], spalling of surface material 

[6,18,19], crazing [20], blistering of surface [18,21], expansion in length [18], loosening of 

material [19], corner cracking combined with transverse surface cracks [6], swelling of corners 

[22], a complete breakdown of samples [16], appearance of soft pulpy mass of mortar [4,16], 

debonding of matrix from aggregate particles [19], extreme distress [6], onion peeling type 

degradation of samples [23], change in colour [19], erosion of faces [18,21], softening of external 

layer of mortar specimen [16], loss of cohesion of mortar [7], formation of gypsum crystals 

[19,21,24], formation of efflorescence on the surface [19,21]
 
and formation of mushy layer on the 

surface [25]. If sufficient data is available, durability state of a material in the field can be 

assessed by comparing the visual effects and the results of laboratory experiments to those 

observed in the field. In this direction, some visual ratings have been proposed under various 

conditions of laboratory tests. Visual rating of samples is given in order to find the most suitable 

and easiest way of detecting and quantifying damages occurring due to various effects [35]. These 

visual ratings categorise visual effects and link these effects to relative extent of damage in an 

aggressive environmental condition. Many visual ratings have been provided considering 

different grades of cement based materials and conditions of exposure to sulphate environments 

[2,6,8,9,12,13,16,17,20,34,36-49]. A ten point grading of various stages of damage for limestone 

cement mortars proposed in a study [31], is shown in Table 1. 

 

Visual rating Recorded effects from visual examination 

0 No visible deterioration 

1 Some deterioration at corners 

2 Deterioration at corners 

3 Deterioration at corners and some cracking along the edges 

4 Deterioration at corners and cracking along the edges 

5 Cracking and expansion 

6 Bulging of surfaces 

7 Extensive cracking and expansion 

8 Extensive spalling 

9 Complete damage 
 

Table 1.  Ten Point Grading 

 

Without doubting the importance of visual examination in the assessment of sulphate attack, it 

has been reported that sole visual inspection can be misleading in some situations [26]. Therefore, 

visual observations are sometimes supported by advanced tests also [1,3,5,8,16,17,27-31,33,34]. 

Results of these tests and visual examination are correlated and calibrated with effects seen in 

actual structures.  

 

2. RESEARCH SIGNIFICANCE  
 

Visual examination is an important tool for the assessment of the effects of an aggressive 

environment on cement based materials and for interpreting the visual effects seen in the field. 

Still, the findings of the examination may not be treated as fully conclusive and final in view of 

many uncertainties. Though theoretically the use of visual ratings to assess the conditions and 

performance of materials should be an easy task, it is not so due to variations of conditions in 

respect of material composition & characteristics, site, exposure and other related aspects. Time 

variations of these factors in these combinations would make the exact correspondence of 

conditions and effects very difficult to be indicated. It has been reported that there is no 

universally accepted criterion for measuring failure of laboratory specimens exposed to sulphate 

[2-4,18].
 
Though it is simple to make visual observations in laboratory experiments of sulphate 
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attack, it is difficult to rigidly correlate and apply the qualitative conclusions to field conditions 

[23,24]. In this connection, importance of longer term exposure is found necessary to obtain more 

realistic indications of durability for extended service life [44-47]. Importance of application of 

Fuzzy Logic system along with in interpreting results of laboratory visual examination in field 

conditions has been emphasized, in view of uncertainties of effects, varying conditions of tests in 

laboratory as well as in the field and nomenclature of visual effects [50]. Experiences from tests, 

already undertaken in the past, would be helpful in this respect [51-64]. 

Many factors are involved in the modelling of the sulphate aggressive environmental conditions 

and in the correlations between the laboratory and field conditions. It is important to have 

knowledge of relative importance of these factors as well as to determine how much confidence 

may be placed on the results of visual observations, made in the laboratory, in the assessment of 

durability of structures in the field environment. This study considers these issues with the help of 

fuzzy logic.  

 

3. DETAILS OF STUDY 
 

Fuzzy set theory was developed by Lotfi Zadeh in 1965 to deal with the imprecision and 

uncertainty often present in real-world applications [65]. It was subsequently further developed 

by Mamdani and several other researchers. Fuzzy system is a logical system, an extension of 

multi-valued logic, which is synonymous with the theory of fuzzy sets. The theory of fuzzy sets 

relates to the classes of objects with unsharp boundaries in which membership is a matter of 

degree. Similar types of conditions exist in the cases of visual examination of deterioration effects 

in the field and in the interpretation of field conditions such as sulphate exposure etc.  

 

In this study, it was intended to find out the accuracy of results obtained after visual examination 

conducted for sulphate attack on cement based materials. The accuracy is taken to be in terms of 

confidence which may be placed in the output (i.e., results of visual examination) when 

uncertainties exist in some parameters which may affect the determination of effects using some 

visual ratings. Three input parameters which may have uncertainties in their evaluation are 

considered. These are: Type of cation in the sulphate solution present in the ground water, quality 

of concrete and quality of visual observation. The quality of visual observation may be dependent 

on the expertise of an individual at the helm of affairs for assessing the effects of aggressive 

exposure on the cement based material. The output called, confidence, is treated to be an indicator 

of the confidence which can be placed on the correctness of the results. Mamdani type inference 

system in Matlab was used in this study. Three stages of accuracy of prediction in all the three 

input values & the output value were considered. Rules for deducing conclusions were written 

linking various stages of all the input and output parameters. The confidence in the output was 

increased by one degree if any two or more than two of the three input values were upgraded to a 

higher grade of accuracy. These input and output parameters, their stages and rules are provided 

in the fuzzy inference system, given below, which was used in the study. It is to be appreciated 

that various inputs are considered in terms of our confidence in knowing their values accurately. 

For example, the term ‘severe’ may not always mean that the exposure is severe. As it is the third 

stage of the input parameter, it only shows that the exposure is known with certainty. Names of 

different stages connected with their input names were written only for the sake of easy 

identification. Otherwise, in a case of confusion three stages of all parameters may be considered 

as stage 1, 2 and 3, with 1, 2 and 3 showing less accuracy, average accuracy and good accuracy. 

In a way, this study tried to determine the accuracy of output (called, confidence) depending on 

the accuracy in the determination of three input parameters. Considering that a first idea at a time 

instant may influence visual observations, a triangular pattern of membership functions was 

chosen for it. Membership function for quality of concrete was chosen in the form of a gauss 

variation because of this form of variation for the strength of concrete in practice. The trapezoidal 
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pattern was chosen for the output. For exposure conditions, it was taken to be trapezoidal 

considering it to be in-between the triangular and Gaussian types of variation. For any parameter 

a value ‘0’ meant complete uncertainty and ‘1’ a very good accuracy. Figure 1 shows the 

interlinking of input, rules and the output. 

 

 

Figure 1. Interlinking of Inputs, Rules and Output in the Fuzzy System 

 

 

Fuzzy Inference System used in the study is given below. 

Name='visual5-2' 

Type='mamdani' 

Version=2.0 

NumInputs=3 

NumOutputs=1 

NumRules=18 

AndMethod='min' 

OrMethod='max' 

ImpMethod='min' 

AggMethod='max' 

DefuzzMethod='centroid' 

[Input1] 

Name='visual_observation' 

Range=[0 1] 

NumMFs=3 

MF1='obs_type_1':'trimf',[-0.5 0 0.368] 

MF2='obs_type_2':'trimf',[0 0.5 1] 

MF3='obs_type_3':'trimf',[0.705 1 1.5] 

[Input2] 

Name='type_of_cation_and_exposure' 
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Range=[0 1] 

NumMFs=3 

MF1='mild':'trapmf',[-0.45 -0.05 0.05 0.34] 

MF2='moderate':'trapmf',[0.05 0.45 0.55 0.95] 

MF3='severe':'trapmf',[0.692 0.95 1.05 1.45] 

[Input3] 

Name='quality_of_concrete_in_field' 

Range=[0 1] 

NumMFs=3 

MF1='poor':'gaussmf',[0.2123 0] 

MF2='average_quality':'gaussmf',[0.2123 0.5] 

MF3='good_quality':'gaussmf',[0.2123 1] 

[Output1] 

Name='confidence' 

Range=[0 1] 

NumMFs=3 

MF1='poor_confidence':'trapmf',[-0.45 -0.05 0.05 0.395] 

MF2='average_confidence':'trapmf',[0.05 0.45 0.55 0.95] 

MF3='good_confidence':'trapmf',[0.648 0.974 1.07 1.47] 

[Rules] 

1 1 1, 1 (1) : 1 1 2 2, 2 (1) : 1 1 2 3, 2 (1) : 1 1 3 2, 2 (1) : 1 2 1 1, 1 (1) : 1 

2 2 1, 1 (1) : 1 2 1 2, 1 (1) : 1 2 2 2, 2 (1) : 1 2 2 3, 2 (1) : 1 2 3 2, 2 (1) : 1 

2 3 3, 3 (1) : 1 3 1 1, 1 (1) : 1 3 2 1, 1 (1) : 1 3 1 2, 1 (1) : 1 3 2 2, 2 (1) : 1 

3 3 2, 2 (1) : 1 3 2 3, 2 (1) : 1 3 3 3, 3 (1) :  

 

Membership functions showing different stages of the input and output parameters are shown in 

Figure 2.  
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Figure 2. Membership Functions Showing Different Stages of the Input and Output Parameters 
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Considering the eighteen rules which were created for determining the output variable, different 

extent of uncertainty namely, 0, 25%, 50%, 75% and 100%, were considered for each input 

parameter in combination with other values of other parameters. A particular result, obtained 

from ruleview of Matlab, is shown in Figure 3. Confidence values for inputs and output 

confidence value are noted at the top of this figure. 

 

 
Figure 3. A Particular Result for Confidence in Result  

 

A surface view diagram of relationship of confidence with the input parameters is shown in 

Figure 4. In such a diagram, only two input parameters may be considered with the output at a 

time. 
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Figure 4. Relationship of Parameters 

 
In the above relationship shown, more than one input value had a variation. Still, it can be readily 

seen from the surface view diagram in Figure 4 that all the input factors should have high 

confidence values for getting a good output confidence value. To see the effect of individual 

variations in input values on the output value, each input value was varied, one by one, to 75%, 

50%, 25% and 0% from its maximum value of 1. Here, exact values were not taken and 

intentionally values close to particular percentage values were taken to emphasise the fuzziness of 

input parameters. Table 2 shows the input values taken. Varied values of inputs have been shown 

bold and underlined. Output values were determined using the fuzzy tool box of Matlab 5.3. 

 

Value of Input 1 Value of Input 2 Value of Input 3 Value of output 

0.958 0.982 0.959 0.761 

0.741 0.982 0.959 0.728 

0.500 0.982 0.959 0.766 

0.253 0.982 0.959 0.718 

0.030 0.982 0.959 0.521 

0.958 0.982 0.959 0.761 

0.958 0.747 0.959 0.525 

0.958 0.506 0.959 0.500 

0.958 0.259 0.959 0.491 

0.958 0.026 0.959 0.187 (Minimum) 

0.958 0.982 0.959 0.761 

0.958 0.982 0.747 0.572 

0.958 0.982 0.518 0.505 

0.958 0.982 0.276 0.500 

0.958 0.982 0.0235 0.500 

 
Table 2.  Input and Output Values 
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Variations in output value are shown in Figure 5. It shows the effect of type of variation chosen 

for an input parameter. The case of variation in sulphate exposure, which is considered in terms of 

a trapezoidal shape, gives the minimum values out of these variations. This happens to be the 

parameter which may not be ‘visible’ unless some information pertaining to this aspect is readily 

available or some tests are carried out in the determination of exposure. At the same time, as is 

clear from Table 8, lesser confidence about this input parameter would be more detrimental to the 

output confidence. This aspect of determination of relative importance of various factors, in 

durability studies concerning cement based materials with the help of fuzzy logic seems very 

useful in the field of maintenance of constructed facilities. 
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Figure 5. Variation of confidence for Change in One Input at a Time 

 
In addition to the above, a definite variation in the accuracy of input parameters (ranging from 0 

to 1, with a step size of 0.1, applied to all the three input parameters one by one) was taken and 

variation in the output confidence was calculated with the help of Matlab. A relationship of 

variations among the input and output parameters is given in Figure 6. 

 

y = 0.013x + 0.312

R² = 0.862

0

0.2

0.4

0.6

0.8

1

1.2

1 3 5 7 9 11 13 15 17 19 21 23 25 27

V
A

L
U

E
 F

O
R

 I
N

P
U

T
 A

N
D

 O
U

T
P

U
T

CASE NUMBER

VARIATION OF CONFIDENCE WITH INPUT PARAMETERS

input 1 input2 input3 output confidence Linear (output confidence)

 
 

Figure 6. Relationship of Variations Among Input and Output Parameters 

 
The value of output confidence increases with increases taking place in input values one by one. 

In the middle region of the output curve, there is a flat portion (from case number 10 to 18) where 
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the output value varied in a very narrow range, from 0.4856 to 0.501. This flat portion applied for 

input values set [0.4, 0.4, 0.4] to [0.7, 0.7, 0.6]. This indicated that for getting a high value of 

output confidence it is important to have all input confidence values crossing a threshold value. 

The lower threshold of this range seems to be defined by a value of 0.4 for all input values while 

the upper threshold of this range is defined by a value of 0.7 happening atleast for two input 

values. After this range, the output confidence improves and achieves the highest value of 0.8008 

when all the input parameters were assigned a value of 1. Consideration of the fact that a value of 

1.0 for output confidence is not achieved even when this value of 1.0 is allotted to all the input 

values may indicate that there may be definitely a fuzzy nature in output confidence even when 

definite values are taken for the input, depending on the nature of membership functions and the 

fuzzy rules considered for interpreting various conditions. 

 

4. CONCLUSION 

 

The following conclusions may be drawn from this study involving the use of fuzzy logic 

considerations to visual observations in assessing the performance of cement based materials 

under sulphate attack. 

 

1. To have a high confidence in output all the input factors should have high confidence 

values. It means that knowledge about input factors should be good to have a good result. 

2. Relative importance of various input factors may be determined with the help of fuzzy 

logic considerations. For example, minimum values of output confidence were achieved 

in the case of variation of input value for sulphate exposure, which was considered in 

terms of a trapezoidal shape. Shape of membership function chosen for the input 

parameter plays an important role in such determination. This aspect of determination of 

relative importance of various factors, in durability studies concerning cement based 

materials with the help of fuzzy logic seems very useful in the field of maintenance of 

constructed facilities. 

3. The study reveals that for getting a high value of output confidence it is important to have 

all input confidence values crossing a threshold value. It may be concluded that output 

confidence can not be improved if even a single input parameter happens to be showing a 

low value of confidence attached to it. 

4. Consideration of the fact that a value of 1.0 for output confidence is not achieved even 

when this value of 1.0 is allotted to all the input values may indicate that there may be 

definitely a fuzzy nature in output confidence even when definite values are taken for the 

input, depending on the nature of membership functions and the fuzzy rules considered 

for interpreting various conditions. 

5. Various ratings followed in laboratory studies have some differences based on chosen 

parameters. A broad rating system based on extensive data, acquired in the past 

experiments, should be created with clearly marked effects and necessary explanations. 

This may be followed by the research community to help a clear interpretation and 

comparison of results. 
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Abstract 

We report results of studies relating to the development of an electrochemical immunosensor 

based on carboxylated multiwalled carbon nanotubes (c-MWCNTs) electrophoretically 

deposited onto indium tin oxide (ITO) glass. This c-MWCNTs/ITO electrode surface has 

been functionalized with monoclonal aflatoxin B1 antibodies (anti-AFB1) for the detection of 

aflatoxin-B1 using electrochemical technique. Electron microscopy, X-ray diffraction and 

Raman studies suggest the successful synthesis of c-MWCNTs and the Fourier transform 

infra-red spectroscopic (FT-IR) studies reveal its carboxylic functionalized nature. The 

proposed immunosensor shows high sensitivity (95.2µA ng
-1

mL cm
-2

), improved detection 

limit (0.08 ng mL
-1

) in the linear detection range of 0.25-1.375 ng mL
-1

. The low value of 

association constant (0.0915 ng mL
-1

) indicates high affinity of immunoelectrode towards 

aflatoxin (AFB1). 

Keywords: Aflatoxin B1, Multiwalled carbon nanotubes, Electrochemical detection, 

Electrophoretic deposition 
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1. Introduction 

Aflatoxins are a group of secondary fungal metabolites that are produced by 

Aspergillus flavus and Aspergillus parasiticus under certain conditions [1]. The four most 

important aflatoxins have been designated as B1, B2, G1 and G2. The International Agency for 

Research on Cancer (IARC) has categorized aflatoxin B1 as a group 1 human carcinogen and 

aflatoxins G1, G2, and B2 as  group 2, as possible human carcinogens [2-3]. These toxins 

exhibit carcinogenic, mutagenic and teratogenic properties and are isolated from various 

agricultural products [4]. Aflatoxin B1 (AFB1) can enter the food chain mainly by ingestion 

via dietary route in humans and animals. The intake of AFB1 over a long period of time, even 

at very low concentration, may be highly dangerous [5].
 
The maximum permitted (per kg) 

amount of AFB1 by European community legislation is 2µg  above which it may lead to  liver 

cancer that is known to be  the fifth most commonly occurring cancer in the world [6]. Due to 

the widespread prevalence   of aflatoxins, efforts are being made to develop rapid and 

sensitive methods for their detection. The conventional techniques such as thin layer 

chromatography (TLC), high performance liquid chromatography (HPLC), gas liquid 

chromatography (GLC) and mass spectrometry have been used for aflatoxin detection [7-10]. 

However, these techniques are known to be expensive, require increased amount of samples 

and are time consuming.  In this context, the development of an electrochemical biosensor for 

food toxin (aflatoxin B1) detection has recently aroused much interest due to its high 

sensitivity, fast detection, high signal-to-noise ratio and simplicity [11, 12]. Electrochemical 

immunosensor based on screen-printed electrode has been proposed for the detection of 

aflatoxins in barley and milk [13, 14]. Many nanostructured materials including  platinum, 

gold and nickel have recently also been proposed for AFB1 detection [15-17].   
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Multiwalled carbon nanotubes (MWCNTs) based electrochemical biosensor may 

perhaps be  advantageous due to their several captivating properties such as high 

conductivity, large surface area, fast electron transfer properties, biocompatibility and  high 

mechanical strength [18, 19]. Recent studies have shown that use of MWCNTs may result in 

increased electrochemical activity of different biomolecules and hence these  may be used to 

obtain enhanced electron transfer of desired proteins [20, 21]. In addition, ease of surface 

functionalization, ballistic electron transport and the loading of greater amount of  

biomolecules both on outer and inner surface may result in increased redox current many 

folds as compared to that of the glassy carbon electrode [22, 23]. MWCNTs are known to be 

new kinds of quantum wires, whose electronic states lie in the vicinity of the Fermi level and 

are quite different from those of free electrons and hence exhibit large current-carrying 

capacity. And the interesting electrochemical properties such as increased voltammetric 

current, increased heterogeneous electron-transfer rate, insignificant surface fouling property 

and excellent “electrocatalytic” effect towards the oxidation/reduction of various proteins 

make MWCNTs an ideal candidate for application to biosensing [24]. 

The desired biomolecules can be both covalently or non-covalently linked with 

MWCNTs surface. The non-covalent functionalization of MWCNTs may result in decreased 

stability and durability of the sensor due to prevailing electrostatic interactions [25, 26].
 
In 

this context, the utilization of carboxylated MWCNTs (c-MWCNTs) for covalent attachment 

of the aminated antibodies via strong amide bond formation may perhaps lead to increased 

stability of the biosensor. Keeping this in mind, we demonstrate the development of a novel 

electrophoretically deposited c-MWCNTs platform for the covalent attachment of anti-AFB1 

for sensitive detection of aflatoxin B1 using electrochemical technique. Among the various 

techniques for fabrication of thin film of carbon nanotubes, the electrophoretic deposition 
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(EPD) of CNTs has been found to offer several advantages such as uniformity of deposition, 

control of  thickness, micro structural homogeneity and simplicity [23, 27].  

2 Experimental 

2.1 Materials and methods 

Aflatoxin B1 (AFB1), anti-aflatoxin B1 mouse monoclonal antibodies (anti-AFB1), 

bovine serum albumin (BSA), N-hydroxysuccinimide (NHS) and N-ethyl-N’-(3-

dimethylaminopropyl carbodiimide) (EDC) have been purchased from Sigma-Aldrich USA. 

All other chemicals are of analytical grade and have been used without further purification. 

Deionized water has been  used in all the buffer and solution preparations. 

2.2 Synthesis and functionalization of MWCNTs 

           Chemical vapour deposition method has been utilized for the preparation of 

multiwalled carbon nanotubes (MWCNTs) using a mixture of ferrocene and toluene that act 

as a catalyst and hydrocarbon source, respectively [28]. These nanotubes are purified and 

functionalized through refluxing in concentrated nitric acid/sulphuric acid solution, 

generating a large number of COOH groups on the MWCNTs  surface [29]. 

2.3 Fabrication of c-MWCNTs/ITO electrodes 

           Carboxyl functionalized multiwalled carbon nanotubes (c-MWCNTs) have been 

deposited onto ITO substrate using electrophoretic deposition (EPD) technique [30]. The 

stock solution of c-MWCNTs (50 mgdL
-1

) has been prepared in acetonitrile using 

ultrasonication (50 W, 0.25 A) for 3-4 h. Further, 100 µl of this solution is dispersed in 10 

mL of acetonitrile to prepare c-MWCNTs colloidal suspension suitable for electrophoretic 

deposition. A constant DC voltage source having two electrode systems is used for 
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electrophoretic deposition. Surface charge on c-MWCNTs is generated by mixing 10
−5 

to 

10
−4

 mol of magnesium nitrate [Mg (NO3)2.6H2O] in the colloidal suspension that act as an 

electrolyte [30]. Pre-cleaned ITO glass (sheet resistance 30Ωcm
−1

) and platinum foil are used 

as anode and cathode, respectively [Fig.1]. The electrodes having separation of 1 cm are 

immersed into the colloidal suspension containing c-MWCNTs and a constant electric field 

having intensity as 110 V/cm is applied for about 2 min. The c-MWCNTs/ITO electrodes 

(0.65cm
2
), are removed from the suspension and are washed with deionized water followed 

by drying at room temperature (298K). 

2.4 Immobilization of monoclonal antibodies of aflatoxin (anti-AFB1) onto c-MWCNTs/ITO 

electrodes 

Anti-AFB1 solution having concentration of 10µg/mL has been prepared in phosphate buffer 

(PB, pH 7.4). 10 µL of this solution is uniformly spread on c-MWCNTs/ITO electrode 

surface and is incubated for 6 h under humid conditions at room temperature (25
0
C). Prior to 

immobilization, the c-MWCNTs/ITO electrode is activated using EDC (0.4M) as the 

coupling agent and NHS (0.1M) as activator
 
(Fig. 1) [31]. The NH2 group of anti-AFB1 is 

covalently bound with COOH terminal of MWCNTs via strong amide bond (CO-NH) 

formation. Bovine serum albumin (BSA) solution (1mg/mL) has been used to block non-

specific active sites of the electrode. The BSA/Anti-AFB1/MWCNTs/ITO bioelectrode is 

then washed with PBS and stored at 4
0
C, when not in use.  

2.5 Characterization techniques 

          The fabricated electrodes such as c-MWCNTs/ITO and anti-AFB1/MWCNTs/ITO are 

characterized using Fourier transformed infra-red Spectroscopy (FT-IR, Perkin-Elmer, model 

spectrum BX using ATR accessory) X-ray Diffractrometer (Bruker), Raman Spectroscopy 
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(HR800 LabRam, Horiba/Jobin-Yvon), Scanning electron microscopy (SEM LEO 440), 

Transmission electron microscopy (HR-TEM, Tecnaii-G2F30 STWIN), UV-Visible 

spectrophotometer (Perkin-Elmer). Electrochemical characterization  has been conducted 

using Autolab Potentiostat/Galvanostat (Eco Chemie, Netherlands) in presence of phosphate 

buffer saline (PBS; 50 mM, 0.9% NaCl, pH 7.4)  containing 5 mM [Fe(CN)6]
3-/4-

 (redox 

species) using a three-electrode cell with Ag/AgCl as a reference electrode and Pt foil as the 

counter electrode. 

 

3. Results and discussions 

3.1 Structural studies 

       Figure 2A demonstrates results of the Raman spectroscopic studies of MWCNTs and 

carboxylated MWCNTs. The peak seen at 1345 cm
-1

 is attributed to D-band, arising due to 

the disordered or sp
3
 hybridized carbons in the nanotubes walls. The other characteristic peak 

seen at 1580 cm
-1

 is assigned to the G-band that is related to tangential stretching of the sp
2
-

bonded carbon atoms in graphene-like structure. The ratio between D-band and G-band 

intensities (ID/IG) can be used to obtain information on nature of defects in MWCNTs. Raman 

spectra of c-MWCNTs shows that the intensity ratio increases as compared to that of 

MWCNTs. The ratio between D and G-band intensities (ID/IG) of MWCNTs and 

carboxylated MWCNTs is estimated to be as 0.7186 and 0.8038, respectively. This 

significant increase (12%) in the ID/IG ratio of c-MWCNTs is perhaps due to the generation of 

carboxyl sites in the treated carbon nanotubes [32, 33]. 

       Figure 2B shows the X-ray diffraction pattern obtained for the c-MWCNTs. The intense 

characteristic peak seen at 25.9
o
 corresponds to the (002) reflection plane of c-MWCNTs. 

The diffraction peaks found at 42.7
o
, 53.5

o
 and 77.5

o
 are indexed to the (100), (004) and 
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(110) reflections. The full width half maximum (FWHM) corresponding to (002) plane has 

been estimated as 1.005° with interplanar spacing of 3.4 Å. 

Figure 3A shows results of UV-visible studies of dispersed c-MWCNTs and anti-

AFB1-MWCNTs in water . The absorption peak seen at 260 nm arises due to electronic π-π* 

transition of aromatic C-C bonds of MWCNTs (Fig. 3A, curve a). The UV-Visible studies 

obtained for anti-AFB1 functionalized c-MWCNTs lead to change in intensity indicating 

biofunctionalization of carbon nanotubes (Fig.3A, curve b). 

        FT-IR spectra of c-MWCNTs/ITO and BSA/Anti-AFB1/MWCNTs/ITO films are shown 

in Fig.3B. The spectrum  obtained for  c-MWCNTs/ITO film shows a strong peak at 1243 

cm
-1 

that
 
is assigned to the stretching vibrations of C-O, the peak seen at 1492cm

-1
 is due to 

C=C stretching and the  800cm
-1

  peak is assigned to C-H bending vibrations. The stretching 

vibration seen at 1730 cm
-1 

is attributed to the carboxyl group, indicating COOH 

functionalization of MWCNTs [curve, a]. After anti-AFB1 immobilization onto c-

MWCNTs/ITO surface, the characteristic peak found at 1559 cm
-1 

is attributed to amide I. 

And  the intense and broad peaks seen in the region 3100 cm
-1 

may arises  due to amide B 

indicating  immobilization of antibodies  (anti-AFB1) [curve, b].  

 3.2 Microscopic studies     

       Fig. 4 shows scanning electron micrograph of c-MWCNTs/ITO and anti-

AFB1/MWCNTs/ITO electrode surfaces. The majority of c-MWCNTs appear to be entangled 

with tubular structure onto ITO surface and forms network like structure (image a). The 

diameter of c-MWCNTs varies from 40 nm to 100 nm with length over a few microns. After 

immobilization of anti-AFB1 onto c-MWCNTs surface, the morphology changes to 

nanoporous structure and the globular structure on the surface indicates immobilization of 

anti-AFB1 onto the MWCNTs/ITO surface (image b). The uniform and highly distributed 
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globular structure reveals relatively high loading of antibodies onto the surface and is 

attributed to the covalent binding between COOH group of nanotubes and NH2 groups in the 

antibodies. The observed morphological changes of c-MWCNTs are due to antibodies 

funtionalization present on the c-MWCNTs/ITO electrode surface. The high resolution-

transmission electron microscopy image [Inset 4a] shows the lattice fringes of c-MWCNTs 

with an interplanar spacing as 3.4 Å for (002) graphitic planes indicating high crystallinity. 

3.3 Electrochemical studies          

            The cyclic voltammetry (CV) studies of c-MWCNTs/ITO electrode and anti-

AFB1/MWCNTs/ITO bioelectrode have been investigated in PBS (pH 7.4) containing 5 mM 

[Fe(CN)6]
3-/4-

  in the range of -0.5 V to +0.7 V at the scan rate of 50 mVs
-1

. The curve (a) 

[Fig.5A] shows well-defined redox peaks arising due to oxidation and reduction of 

[Fe(CN)6]
3-/4-

 in presence of  c-MWCNTs/ITO electrode. The anodic and cathodic current 

peaks are found at 4.68×10
-4

A and 4.11×10
-4

A with peak- to- peak separation of 0.211V.  It 

has been observed that the peak current in case of c-MWCNTs/ITO electrode is higher as 

compared to that of other electrode. This is perhaps due to presence of defect sites in c-

MWCNTs that allow straight electron pathway for mass transportation towards electrode in 

the bulk solution. The magnitude of current in the case of anti-AFB1/MWCNTs/ITO (curve, 

b) [Fig.5A] decreases to 3.07×10
-4

A with peak-to-peak separation of  0.362 indicating 

hindered charge transfer due to insulating nature of antibodies. The response current further 

decreases slightly after BSA conjugation since BSA blocks most of the non-specific active 

sites. The oxidation peak potential of  MWCNTs/ITO has been found at 0.26 V that is shifted 

to a higher value (0.31 V) for anti-AFB1/ MWCNTs/ITO electrode. This may be attributed to 

the macromolecular structure of the antibodies that perhaps obstructs the electron transfer 

owing to their insulating nature. These results confirm the functionalization of 
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MWCNTs/ITO electrode with the antibodies. This shift in the oxidation peak potential is not 

prominent after BSA conjugation (0.31 V). 

    The cyclic voltammetric studies have been performed on the BSA/Anti-AFB1/MWCNTs 

bioelectrode as a function of scan rate in the range of 20-100mV/s [Fig. S1, see 

supplementary information sheet]. The magnitudes of anodic and cathodic peak currents have 

been found to vary proportionally as a function of square root of scan rate [Eq. (1-2)] as 

shown in [Fig. S1, inset (i)]. The redox peak potential is found to be shifted (anodic peak 

potential towards positive potential side and cathodic peak potential towards negative 

potential side) as the scan rate increases from 20 to 100 mV/s [Fig. S1, inset (ii)]. The 

proportional increase in the anodic and cathodic peak potential as a function of square root of 

scan rate [Eq. (3-4)] indicates a diffusion controlled process. 

  Ia [A] = 4.32×10
-5 

[A] + 4.19×10
-5

 [A
2
s/mV] 

1/2
 × {scan rate (mV/s)}

 ½
; R

2
 = 0.998                   (1) 

  Ic [A] = -9.15 ×10
-5

 [A] – 3.21×10
-5

 [A
2
s/mV]

 1/2
 × {scan rate (mV/s)}

 ½
; R

2
 = 0.992                 (2) 

  Vap = 1.7×10
-1

(V) +2.2×10
-2

(V
1/2

s
-1/2

)*[scan rate (mV/s)]
 1/2

; R
2
 = 0.998                                     (3) 

  Vcp = 1.9×10
-2

(V) – 2.35×10
-2 

(V
1/2

s
-1/2

)*[scan rate (mV/s)]
 1/2

; R
2
 = 0.995                                  (4)   

 Further, the surface concentration of BSA/Anti-AFB1/MWCNTs/ITO bioelectrode has been 

calculated using Brown-Anston Model [Eq. (5)].                            

                                          
        

   
                                                                              (5) 

where, n is number of electrons transferred (1), F is Faraday constant (96485.5 Cmol
-1

), I* is 

surface concentration (molcm
-2

), A is surface area of the electrode (0.65cm
2
), V is scan rate 

(20-100 mV/s), R is gas constant (8.314 mol
-1

K
-1

), and T is room temperature (298K). The 

surface concentration of BSA/Anti-AFB1/MWCNTs/ITO bioelectrode is estimated to be as 

3.92×10
-8

 mol/cm
2
. Diffusion coefficient of redox species for BSA/Anti-
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AFB1/MWCNTs/ITO bioelectrode has been calculated to be as 3.79×10
-7

 cm
2
/s using 

Randles-Sevcik equation [Eq. 6]  

                                          Ip = (2.69×10
5
)n

3/2
AD

1/2
 v 1/2

c                                                     (6) 

where Ip is peak current (A), n is electron stoichiometry, D is diffusion coefficient (cm
2
/s), c 

is concentration (mol/cm
2
) and v is scan rate (V/s). 

 3.4 Electrochemical response studies    

          The response of BSA/Anti-AFB1/MWCNTs/ITO bioelectrode has been investigated as 

a function of AFB1 concentration using CV as shown in Fig. [5B]. It appears that the defects 

and oxygenated groups present on the c-MWCNTs surface are known to be responsible for 

the enhanced electron transfer rate and perhaps provide electrocatalytic effect towards the 

oxidation/reduction of a wide variety of compound including proteins as found in  literature 

[20, 21]. It has been found that the response current for BSA/Anti-AFB1/MWCNTs/ITO 

electrode increases as the concentration of the antigen (AFB1) increases. It may perhaps be 

attributed to strong affinity of the antigens towards the antibodies may promote spatial 

orientation which may provide an easy conducting path for electron transfer to the electrode 

surface as reported in literature [34-36]. Alternately, it may perhaps be related to the 

formation of antigen-antibody complex between AFB1 and anti-AFB1 onto MWCNTs/ITO 

surface that acts as the electron transfer accelerating layer enabling facile charge transfer to 

the electrode surface [35]. The calibration plot obtained for BSA/Anti-AFB1/MWCNTs/ITO 

electrode as a function of AFB1 concentration follows Eq. (7) [Fig.5B, inset]. 

                                                            ;   =0.996     (7) 
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Further, we have performed the control experiment using the c-MWCNTs/ITO electrode as a 

function of AFB1 concentration conducted in PBS containing 5 mM [Fe(CN)6]
3-/4-

 (Fig. 5C). 

It has been observed that the response current obtained for c-MWCNTs/ITO does not 

significantly change as a function of AFB1 concentration (Inset, Fig. 5 C). 

This BSA/Anti-AFB1/MWCNTs/ITO biosensor exhibits very high sensitivity as 95.2 µA ng
-

1
mL cm

-2 
in the linear detection range of 0.25-1.375 ng/mL that may be attributed to excellent 

electrochemical properties and ballistic electron transport in MWCNTs [37]. The lower 

detection limit (0.08 ng/mL) has been estimated using 3σ/m criteria; where σ is the standard 

deviation of the calibration plot whereas m is the obtained sensitivity. The low value of the 

association constant for BSA/Anti-AFB1/MWCNTs/ITO immunoelectrode has been found as 

0.0915 ng/mL that indicates higher affinity of anti-AFB1 with aflatoxin (AFB1). The response 

time has been estimated to be as 15 s [data not shown]. The sensing characteristic of 

proposed BSA/Anti-AFB1/MWCNTs/ITO immunosensor has been summarized in Table 1 

along with those reported in literature. It may be noted that the obtained detection limit for 

this immunosensor is better than those reported in literature [Table 1]. It may perhaps be 

attributed to very large surface area of the MWCNTs and the increased functional groups 

resulting in high loading of antibodies. Besides this, fabricated immunosensor exhibits the 

higher sensitivity (Table 1). 

 3.5 Stability, Selectivity, and reproducibility studies 

      The storage stability of this biosensor has been determined at a regular interval of one 

week and it has been found that it retains 92% current response within 45 days after which 

the current slightly decreases to 70 % [Fig. S2, see supplementary information sheet]. The 

selectivity studies of this immunosensor has been investigated in the presence of another food 
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toxin namely ochratoxin-A (1.0 ng/dL) using CV [Fig. 6 (A)]. However, no significant 

change in the current response as evident by very low relative standard deviation (0.54 %) 

indicating  that  this immunosensor is highly selective. The reproducibility of the BSA/Anti-

AFB1/MWCNTs/ITO biosensor using different working electrodes that fabricated via the 

same set of procedure with concentration of AFB1 (0.5 ng/mL) has been investigated [Fig. 6 

(B)]. It has been observed that this biosensor shows good reproducibility for different 

electrodes (six) with constant sensor surface area as evidenced by the relative standard 

deviation (RSD) of  2.0% (mean value = 227.6 μA). The low RSD (2.0%) of this fabricated 

BSA/Anti-AFB1/MWCNTs/ITO immunosensor indicates good precision. It is found that this 

immunoelectrode shows good accuracy as evident by low RSD value (0.16 %, n=8), under 

eight repeated measurements. 

4. Conclusions  

        We have fabricated a BSA/Anti-AFB1/MWCNTs/ITO immunosensing platform for 

aflatoxin detection using electrochemical cyclic voltammetry technique. The c-MWCNTs are 

deposited onto ITO substrate using electrophoretic deposition and used for monoclonal anti-

AFB1 immobilization. The results of electrochemical studies of the proposed immunosensor 

indicates high sensitivity (95.2µA ng
-1

mL cm
- 2

)
 
and improved detection limit (0.08 ng/mL). 

In addition, this biosensor shows good reproducibility and stability as 45 days. Efforts should 

be made to utilize these carboxylated multi-walled carbon nanotubes based electrode for 

detection of other food toxins including ochratoxins (A & B), vomitoxin and citrinin etc. 
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Electrode  LDL  Stability Response time Sensitivity Ref 

BSA/aAFB1-C-AuNP/MBA/Au  0.179 ngmL
1
 .............. 60 s 45 μA ng mL

-1
 16 

a-AFB1/DMSO/RnNi-film/ITO  0.327 ngmL
-1

 60 days. 5 s 59.l µA/ng mL
-1

 17 

Pt/CNT  0.50 ngmL
-1

 ............ 44 s 0.11 µA/ngmL
-1

 15 

BSA/Anti-AFB1/MWCNTs/ITO  0.08 ngmL
-1

 45 days 15 s 95.2 µA/ngmL
-1

 Present 

work 
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Figure captions 

Fig. 1 Schematic representation of c-MWCNTs based biosensor for aflatoxin B1 detection 

Fig. 2 (A) Raman spectra of pristine MWCNTs and COOH functionalized MWCNTs and (B) 

XRD spectrum of c-MWCNTs 

Fig. 3(A) UV-Spectra of c-MWCNTs (a) and anti-AFB1/MWCNTs (b)   

Fig. 3(B) FTIR spectra of c-MWCNTs/ITO (a) and BSA/Anti-AFB1/MWCNTs/ITO (b) 

Fig. 4 (A) SEM images of c-MWCNTs/ITO film (inset: high resolution TEM image of c-

MWCNTs) and (B) anti-AFB1/MWCNTs/ITO film. 

Fig. 5(A) Cyclic voltammetry characterization of c-MWCNTs/ITO (curve a), Anti-

AFB1/MWCNT/ITO (curve b) and BSA/Anti-AFB1/MWCNTs/ITO (curve c) conducted in 

PBS (pH 7.4) containing 5 mM [Fe(CN)6]
3-/4-

, (B) CV response of BSA/Anti-

AFB1/MWCNTs/ITO bioelectrode at different concentration of AFB1, conducted in PBS (pH 

7.4) containing 5 mM [Fe(CN)6]
3-/4-

 ; Inset: calibration plot obtained between the oxidation 

peak current and AFB1 concentration, (C) Control experiment of the c-MWCNTs/ITO 

electrode as a function of AFB1 concentration; Inset: oxidation peak current vs AFB1 

concentration plot of the c-MWCNTs/ITO electrode.   

Fig. 6(A) CV response of BSA/Anti-AFB1/MWCNTs/ITO bioelectrode in the presence of 

ochratoxin-A conducted in PBS (pH 7.4) containing 5 mM [Fe(CN)6]
3-/4-

 and (B) CV response 

of different BSA/Anti-AFB1/MWCNTs/ITO bioelectrodes fabricated via the same set of 

procedure with AFB1 (0.5 ng/mL). 

 

Biographies 

Chandan Singh received his M.Tech degree in biotechnology from Jaypee University of 

Information Technology, Waknaghat, H.P in 2011. He is presently working as DST-SRF at 



Page 19 of 26

Acc
ep

te
d 

M
an

us
cr

ip
t

 

 

19 

 

Department of Science (DST) and Technology Centre on Biomolecular Electronics, 

Biomedical Instrumentation Section at the National Physical Laboratory, New Delhi, India.  

Saurabh Srivastava received his MSc degree in Physics from Banaras Hindu University 

(BHU), India in 2007. He is presently pursuing Ph.D. from Physics department at BHU and 

also working as a Senior Research Fellow (CSIR) in the DST Centre on Biomolecular 

Electronics, Biomedical Instrumentation Section, National Physical Laboratory, New Delhi, 

India. He is actively engaged in the area of development of graphene based immunosensor 

for toxins detection.  

 Md Azahar Ali received his MSc degree in Electronics from Gauhati University and his 

M.Tech degree in Bioelectronics from the department of Electronics Engineering, Tezpur 

University, Assam in 2009. He is presently pursuing Ph.D. from Biomedical Engineering 

department at IIT Hyderabad, India and also working as a Senior Research Fellow (CSIR) in 

the DST Centre on Biomolecular Electronics, Biomedical Instrumentation Section at National 

Physical Laboratory, New Delhi, India. He is actively engaged in the area of development of 

microfluidic based chip for biomolecules detection.  

Tejendra K. Gupta received his M. Tech degree from Guru Jambheshwer University, Hisar, 

Haryana. Currently he is working as Senior Research Fellow (SRF-CSIR) at Physics and 

Engineering of Carbon, Material Physics and Engineering Division, National Physical 

Laboratory (CSIR), New Delhi. India. 

Dr. R. B. Mathur received his PhD from university of Rajasthan in 1976. He is chief 

scientist at material science and engineering division, National Physical Laboratory, New 

Delhi, India. His current research activities includes synthesis of carbon nanotubes by Arc 



Page 20 of 26

Acc
ep

te
d 

M
an

us
cr

ip
t

 

 

20 

 

discharge technique and CVD, development of carbon fibres/carbon nanotubes reinforced 

composites development of advanced carbon materials for energy applications. 

Dr. Gajjala Sumana received her Ph.D. (1998) from Jiwaji University in chemistry, India. 

She is currently working as a scientist with the DST Centre on Bimolecular Electronics at the 

National Physical Laboratory, New Delhi, India. She has a research experience of 10 years in 

controlled drug delivery, liquid crystal polymers, polymer dispersed liquid crystals and 

biosensors.  She has published more than 50 publications in the area of biomedical 

applications. 

Dr. Anchal Srivastava received his Ph.D from Banaras Hindu University, India in 2002. He 

continued in the same department as a post doctoral fellow and later joined as a lecturer in 

2004. He is currently serving as an assistant professor at Department of Physics, BHU. He 

specializes in the area of synthesis, characterizations and applications of carbon 

nanomaterials. He has been awarded the Max Planck India fellowship and carried out his 

research at Max Planck Institute of Solid State Physics, Stuttgart, Germany in Professor 

Klaus Von Klitzing’s group. He has also been awarded the BOYSCAST fellowship from 

government of India in 2008–09 during which he carried out research on graphene and 

related materials at Professor P. M. Ajayan’s group in Rice University. He has also been a 

visiting research scholar at Rensselaer Polytechnic Institute, USA in 2006. 

Prof. B. D. Malhotra received his Ph.D degree in physics from University of Delhi, Delhi, 

India in 1980. He has published more than 230 papers, has filed 10 patents, has edited/co-

edited books on biosensors and polymer electronics, and is currently the Professor at Delhi 

Technological University, Delhi, India. He has research experience of about 30 years in the 

field of biomolecular electronics and has supervised 21 Ph.D. students till date. He is a 



Page 21 of 26

Acc
ep

te
d 

M
an

us
cr

ip
t

 

 

21 

 

Fellow of both the Indian National Science Academy and the National Academy of Sciences, 

India.His current activities including biosensors, conducting polymers, Langmuir-Blodgett 

films, self-assembled monolayers and nanomaterials etc. 

 



Page 22 of 26

Acc
ep

te
d 

M
an

us
cr

ip
t

Figures 

 

Fig. 1 

 

 

 

 

 

 

 

 

 

 

Figure(s)



Page 23 of 26

Acc
ep

te
d 

M
an

us
cr

ip
t

 

 

 

 

 

 

 

 

 

 

 

 

Fig. 2 
 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Fig. 3 

 

(A) (B) 



Page 24 of 26

Acc
ep

te
d 

M
an

us
cr

ip
t

 

 

Fig. 4 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 



Page 25 of 26

Acc
ep

te
d 

M
an

us
cr

ip
t

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

          Fig. 5 

 

 

 

 

 

 

 

 



Page 26 of 26

Acc
ep

te
d 

M
an

us
cr

ip
t

 

 

 

 

 

 

 

 

 

Fig. 6 

 

 

 

 

 

-0.4 -0.2 0.0 0.2 0.4 0.6 0.8
-3.0x10

-4

-2.0x10
-4

-1.0x10
-4

0.0

1.0x10
-4

2.0x10
-4

3.0x10
-4

(A)

A B
0.0

5.0x10
-5

1.0x10
-4

1.5x10
-4

2.0x10
-4

2.5x10
-4

 

A: AFB
1

B: AFB
1
+Ochratoxin A 

C
u

rr
e

n
t 

(A
)

 

 

C
u

rr
e
n

t(
A

)

Potential (V)

Electrode 1 Electrode 2 Electrode 3 Electrode 4 Electrode 5 Electrode 6
0.0

5.0x10
-5

1.0x10
-4

1.5x10
-4

2.0x10
-4

2.5x10
-4 (B)

 

 

 

 
C

u
rr

e
n

t 
(A

)

Different Electrodes



Hindawi Publishing Corporation
ISRN Electronics
Volume 2013, Article ID 181869, 6 pages
http://dx.doi.org/10.1155/2013/181869

Research Article
CDBA Based Universal Inverse Filter

Rajeshwari Pandey,1 Neeta Pandey,1 Tushar Negi,2 and Vivek Garg2

1 Department of Electronics and Communication, Delhi Technological University, Bawana Road, Delhi 110042, India
2Department of Electrical Engineering, Delhi Technological University, Bawana Road, Delhi 110042, India

Correspondence should be addressed to Rajeshwari Pandey; rajeshwaripandey@gmail.com

Received 30 November 2012; Accepted 3 February 2013

Academic Editors: H.-C. Chien, C. W. Chiou, and E. Tlelo-Cuautle

Copyright © 2013 Rajeshwari Pandey et al. This is an open access article distributed under the Creative Commons Attribution
License, which permits unrestricted use, distribution, and reproduction in any medium, provided the original work is properly
cited.

Current difference buffered amplifier (CDBA) based universal inverse filter configuration is proposed. The topology can be used
to synthesize inverse low-pass (ILP), inverse high-pass (IHP), inverse band-pass (IBP), inverse band-reject (IBR), and inverse
all-pass filter functions with appropriate admittance choices. Workability of the proposed universal inverse filter configuration
is demonstrated through PSPICE simulations for which CDBA is realized using current feedback operational amplifier (CFOA).
The simulation results are found in close agreement with the theoretical results.

1. Introduction

Inverse filters are commonly used in communication [1],
speech processing, audio and acoustic systems [2, 3], and
instrumentation [4] to reverse the distortion of the signal
incurred due to signal processing and transmission. The
transfer characteristics of the system that caused the distor-
tion should be known a priori and the inverse filter to be used
should have a reciprocal transfer characteristic so as to result
in an undistorted desired signal. Literature review on inverse
filter suggests that numerous well-established [5] methods
for digital inverse filter design do exist but analog inverse
filter design remained unexplored area as is evident from
the limited availability of analog inverse filter circuits/design
methods [6–14] until recently. However recent research trend
suggests that the area is now gaining a renewed interest.

A brief account of the complete literature on analog
inverse filter is presented here. Reference [6] presents a
generalmethod for obtaining the inverse transfer function for
linear dynamic systems and the inverse transfer characteristic
for nonlinear resistive circuits using nullors. The realization
procedures for the current-mode FTFN-based inverse filters
from the voltage-mode op-amp-based RC filters are pre-
sented in [7, 8]. The procedure outlined in [7] is applicable
to planar circuits only as it uses RC : CR dual transformation,
whereas the method presented in [8] makes use of adjoint
transformation and thus is applicable to nonplanar circuits

[12]. Single FTFN based inverse filters proposed in [9–12]
present inverse filters using current feedback operational
amplifier (CFOA). All the circuits presented in [10, 11]
provide single inverse filter function; however [12] presents
a topology which can realize inverse low-pass (ILP), inverse
high-pass (IHP), and inverse band-pass (IBP) filter functions
by appropriate admittance choice. In [13, 14] inverse all-pass
(IAP) filters have been implemented using current difference
transconductance amplifier (CDTA) and current conveyors,
respectively. This study reveals that no universal inverse filter
configuration has been proposed in the literature so far, to the
best of the authors’ knowledge.Therefore the aimof this paper
is to present a current differencing buffered amplifier (CDBA)
based universal inverse filter topology which realizes all five
inverse filter functions, namely, ILP, IHP, IBP, IBR and IAP by
appropriate admittance selection.

2. Circuit Description

Inherent wide bandwidth which is virtually independent of
closed-loop gain, greater linearity, and large dynamic range
are the key performance features of current mode technique
[15]. The CDBA being a current processing analog building
block inherits the advantages of current mode technique. In
addition, it is free from parasitic capacitances [16] as its input
terminals are internally grounded. Thus this active bolck is
appropriate for high frequency operation.The circuit symbol
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Figure 1: Block diagrammatic representation of CDBA.
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Figure 2: Proposed inverse filter configuration.

of CDBA is shown in Figure 1, and the port characteristics are
given by
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]
. (1)

Theproposed inverse filter configuration is shown in Figure 2.
Routine analysis of the circuit of Figure 2 results in the
following transfer function:

𝑉
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𝑉
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where

𝑁(𝑠) = 𝑌
1
𝑌
3
,
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𝑌
4
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(3)

With the admittance choices of 𝑌
1
= 𝑠𝐶
1
+𝐺
1
and 𝑌

3
= 𝑠𝐶
3
+

𝐺
3
, the𝑁(𝑠) can be expressed as
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. (4)

And the appropriate admittance choices for 𝑌
2
, 𝑌
4
, 𝑌
5
,

and 𝑌
6
, as shown in Table 1, would result in the required

denominator functions 𝐷(𝑠) and hence the required inverse
filter responses.

Table 1

Response type 𝑌
2

𝑌
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𝑌
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0 0
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6

Using the admittance choices given in Table 1, the ILP,
IHP, and IBP response can, respectively, be expressed as
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(5)

For admittance choices suggested for IBR and IAP in Table 1,
the𝐷(𝑠) can be written as

𝐷 (𝑠) = 𝑠2𝐶
3
𝐶
6
+ 𝑠 (𝐶

6
𝐺
3
− 𝐶
5
𝐺
2
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2
𝐺
5
. (6)

The resulting transfer function can be expressed as

𝑉
0
(𝑠)
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𝑖
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(7)

which represents an IBR response if 𝐶
5
= 𝐶
6
= 𝐶
1
and

𝐺
1
𝐺
3
= 𝐺
2
𝐺
5
. The response will be IAP if 𝐶

5
𝐺
2
−𝐶
6
𝐺
3
=

𝐶
1
𝐺
3
+ 𝐶
3
𝐺
1
which can be easily obtained by choosing
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a suitable value of 𝐶
5
. If 𝐶
3
= 𝐶
6
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= 𝐶, then 𝐶

5
= 3𝐶

yields an IAP response provided 𝐺
1
= 𝐺
2
= 𝐺
3
.

The resonant angular frequency (𝜔
0
) and the quality

factor (𝑄
0
) are given by (8) and (9), respectively, for all the

responses
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(whereas HILP, HIHP, and HIBP, the gain constants for ILP,
IHP, and IBP responses, respectively, are given by
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3. Sensitivity Analysis

The passive sensitivities of 𝜔
0
and 𝑄

0
for the proposed con-

figuration can be expressed as

𝑆𝜔0
𝐺1

= 𝑆𝜔0
𝐺3

= 12 , 𝑆𝜔0
𝐺1

= 𝑆𝜔0
𝐶3

= −12 ,

𝑆𝑄0
𝐺1

= 𝑆𝑄0
𝐶3

= 12 −
𝐶
3
𝐺
1

(𝐶
1
𝐺
3
+ 𝐶
3
𝐺
1
) ,

𝑆𝑄0
𝐺3

= 𝑆𝑄0
𝐶1

= 12 −
𝐶
1
𝐺
3

(𝐶
1
𝐺
3
+ 𝐶
3
𝐺
1
) .

(11)

It is clearly observed from (11) that the passive sensitivities are
lower than 1/2 in magnitude and hence the proposed univer-
sal inverse filter configuration may be termed as insensitive.
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Figure 5: (a) Inverse low-pass response. (b) Inverse high-pass response. Inverse band-pass response. (d) Inverse band reject response. (e)
Inverse all-pass magnitude response. (f) Inverse all-pass phase response.

4. Realizing a CDBA and Associated
Nonideality Analysis

For the proposed configuration, the CDBAwas realized using
AD844 CFOA IC as shown in Figure 3 [17]. Ideally the input
resistance at the 𝑥 terminal is zero and is infinite at the 𝑧
terminal. From Figure 3 various currents can be calculated
as

𝐼
𝑧1
= 𝐼
𝑝
,

𝐼
𝑥2
= 𝐼
𝑛
− 𝐼
𝑧1
,

𝐼
𝑧2
= 𝐼
𝑥2
.

(12)

Therefore the current from 𝑧 terminal 𝐼
𝑧
can be calculated as

𝐼
𝑧
= −𝐼
𝑧2
= (𝐼
𝑝
− 𝐼
𝑛
) . (13)

And the output voltage 𝑉
𝑤
is given as

𝑉
𝑤
= 𝑉
𝑧
. (14)

In analysis so far, ideal characteristics of the CFOA have
been considered. However, the effect of the parasitics of the
CFOA needs to be taken into consideration for performing
nonideality analysis [18–21]. For this, the model of AD844
[18] which includes a finite input resistance 𝑅

𝑥
in series with

𝐶
𝑥
at port-𝑥, the 𝑧-port parasitic impedance (𝑅

𝑧
‖𝐶
𝑧
), and

the 𝑦-port parasitic impedance (𝑅
𝑦
‖𝐶
𝑦
) is used. Using this

nonideal model for CFOA, the CDBA structure of Figure 3
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modifies to Figure 4. The nonideal transfer function of ILP
from Figure 4 can be expressed as
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where 𝐺
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Considering 𝐺
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, (15) modifies to
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(16)

It is clear from (16) that nonidealities of CFOA introduce
parasitic poles in the transfer function. The deviation from
the ideal behavior so caused can be kept small if all the
external resistors are chosen to be much larger than 𝑅

𝑥
but

much smaller than 𝑅
𝑦
and 𝑅

𝑧
. Similarly external capacitors

should be chosen to bemuch larger than𝐶
𝑦
and𝐶

𝑧
. Nonideal

transfer functions for IHP and IBP can also be deduced in a
similar manner.

5. Simulation Results

The proposed theoretical predictions are validated through
simulations using PSPICE macromodel of CFOA AD844 IC
as shown in Figure 3. Supply voltages used are ±10V. The
proposed inverse filter configuration is designed with equal
value components. All the resistances of value 10 KΩ and
capacitors of value 50 pF are chosen resulting in a theoretical
𝑓
0
of 318.5 KHz. Simulated frequency magnitude responses

for ILP, IHP, IBP, IBR, and IAP are shown from Figure 5(a)
to Figure 5(e), respectively, whereas Figure 5(f) shows the
phase response for IAP.The simulated 𝑓

0
for all the responses

is found to be 316.3 KHz and is in close agreement to the
theoretical value.

6. Conclusion

A current difference buffered amplifier (CDBA) based uni-
versal inverse filter configuration is proposed. Appropriate
admittance selections allow using the proposed topology as
one of the five inverse filter configurations, namely, ILP, IHP,
IBP, IBR, and IAP. Workability of the proposed universal
inverse filter configuration is demonstrated through PSPICE

simulations for which CDBA is realized using current feed-
back operational amplifier (CFOA). The simulation results
are found in close agreement with the theoretical results.
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Abstract—This paper presents a novel color segmentation technique using fuzzy co-clustering approach in which both the objects and 

the features are assigned membership functions. An objective function which includes a multi-dimensional distance function as the 

dissimilarity measure and entropy as the regularization term is formulated in the proposed fuzzy co-clustering for images (FCCI) 

algorithm. The chrominance color cues a* and b* of CIELAB color space are used as the feature variables for co-clustering. The 

experiments are conducted on 100 natural images obtained from the Berkeley segmentation database. It is observed from the 

experimental results that the proposed FCCI yields well formed, valid and high quality clusters, as verified from Liu’s F-measure and 

Normalized Probabilistic RAND index. The proposed color segmentation method is also compared with other segmentation methods 

namely Mean-Shift, NCUT, GMM, FCM and is found to outperform all the methods. The bacterial foraging global optimization 

algorithm gives image specific values to the parameters involved in the algorithm. 

 

Index Terms— Fuzzy Clustering, Co-clustering, Object membership, Feature membership, Validity measure, Bacterial Foraging, 

Color segmentation 

I. INTRODUCTION 

The segmentation of color images is a potential area of research due to its practical significance in various fields. Image 

segmentation partitions the image into regions/segments such that pixels belonging to a region are more similar to each other 

than those belonging to different regions. Clustering is a well known approach for segmenting images. It strives to assess the 

relationships among patterns of the data set by organizing them into groups or clusters such that patterns within a cluster are 

more similar to each other than those belonging to different clusters. Many algorithms for both hard and fuzzy clustering have 
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been developed to achieve this purpose. In hard clustering, data is divided into crisp clusters, where each data belongs to exactly 

one cluster. In fuzzy clustering, the data points can belong to more than one cluster, and associated with each of the points are 

membership grades that indicate the degree to which the data points belong to the different clusters. Clustering in the color 

domain gives improved segmentation results since color components carry more information than the gray scale components.  

Several techniques have been proposed in the field of color segmentation. Histogram based segmentation of color [1] is one of 

the existing techniques. But it doesn’t guarantee contiguity of the resulting regions. Edge detection based techniques [2] pose the 

difficulty of determining the boundary of an image due to the ambiguity of the response of a weak edge. Recently, Arbelaez et 

al. in [3] have proposed a hierarchical segmentation obtained from the output of a contour detector which overcomes the 

difficulties of weakly linked boundaries.  In [4] color segmentation by region growing and merging is investigated. One 

drawback of the conventional region growing technique is the selection of the seed point and the order in which regions grow or 

merge. In [5], the problem of seed selection is solved by using the relaxation labeling technique which yields satisfactory results. 

Recent techniques for region growing use automated seed selection process as in [6] which uses a fuzzy similarity and fuzzy 

distance based approach. In [7], after the region growing of similar color, Markov Random Fields (MRF) are applied to improve 

the results. However, it is observed that some homogeneous regions may get disconnected due to the MRF process. 

Blobworld[8], a popular image segmentation and retrieval algorithm groups pixels into regions by modeling the joint distribution 

of color texture and position features by a mixture of Gaussians with parameters being decided by the expectation maximization 

algorithm. However, the resulting blobs may not contain all the details of objects and also may not distinguish an object which is 

not visually distinct. Further an iterative post processing step is required to correct the mis-alignment of object boundaries. 

Mean-Shift filtering [9] and Graph partitioning[10,11] methods and their hybrids[12] perform clustering in feature–space and are 

found to be effective for color segmentation. But they are very sensitive to the parameters like color bandwidth (Mean-Shift) and 

the threshold edge length (Graph method). Neural network based approaches [13,14] for image segmentation like Competitive 

Learning Neural Network (CLNN) and Self Organizing of Kohonen Feature Map (SOFM) avoid complex programming but 

usually consume a lot of training time. Other significant works on image segmentation include: Watershed technique[15] based 

on the morphological watershed transform, segmentation using K-nearest neighbor (K-NN) technique[16] which is sensitive to 

the choice of reference sample and JSEG[17]-a segmentation algorithm based on color and texture. Various combinations of 

popular segmentation algorithms like region merging and graph partitioning[18], mean-shift and region merging[19], watershed 

and Kohonen SOM[20] have been suggested together with their advantages. In [21], color segmentation is carried out by 

applying a set of fuzzy if-then-rules on 200 fixed color samples. The Fuzzy C-Means (FCM) clustering method, a popular choice 

for color segmentation has been investigated in the works of [22]. The results are quite good but for the computational 

complexity and sensitivity to the initialization. Several variants of FCM are summarized in [14]. In [23] fuzzy set theory and 
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maximum fuzzy entropy principle are used to convert the image to the fuzzy domain and a Space Scale filter is used to analyze 

the homogeneity histogram to find the appropriate segments. Fuzzy co-clustering algorithm with its dual fuzzy (object and 

feature) membership functions was originally derived for document clustering, examples being FCCM, FCoDoK [24,25] and 

robust versions  PFCC[26], RFCC[27]. The co-clustering done so far on images [28,29] is limited to indexing of images for 

Content based image retrieval (CBIR) in which low level semantic features derived from image histogram are the feature 

variables for clustering.  

In this paper the Fuzzy co-clustering approach is adapted for the segmentation of natural images. An algorithm for the Fuzzy Co-

clustering of images (FCCI) is developed by incorporating the distance between each feature data point and the feature cluster 

center as the dissimilarity measure and the entropies of the objects and features as the regularization terms in the objective 

function. To prove the effectiveness of our approach we apply the FCCI algorithm for the segmentation of color images with 

successful results. Some preliminary work on color segmentation of histo-pathological images is reported in [30] and this serves 

as a precursor to the main work. The  CIELAB color space is favored for our experiments due to the wide range of colors 

possible and its closeness to the human perception system[31], and  its chrominance color vector {a*,b*} is proved to be the best 

feature combination for the segmentation task [32]. It is found from the experimental results that the color segmentation results 

obtained by the proposed technique are of high quality with respect to both Liu’s evaluation measure and NPR index which are 

global segmentation evaluation measures and also outperforms over other popular color segmentation methods. The choice of the 

number of clusters for the experiment is determined in a novel manner by plotting Xie and Beni’s cluster validity [33] as the 

number of clusters is increased and by checking for the first local minima of the curve. The resulting segmentation offers a good 

tradeoff between color differencing and human perception. 

The organization of the paper is as follows:  The Fuzzy Co-Clustering algorithm for Images (FCCI) is introduced in Section II. 

While minimizing the objective function in FCCI, Bacterial Foraging is adapted for global learning of parameters. Later in 

Section III, the proposed algorithm is applied for the color segmentation together with the state of the art comparisons. Finally 

conclusions from over-all results are given in Section IV. 
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II. FUZZY CO-CLUSTERING ALGORITHM FOR IMAGES 

 

Motivation for the algorithm and related work: 

Co-clustering simultaneously clusters both objects and features together [24]. This provides two membership functions: the 

partition or object membership function and the ranking or the feature membership function. The latter serves to filter out the 

relevant features only during the computation of the object membership function and thus solves the problem of sparseness of 

data by reducing the dimensionality. The co-clustering algorithm is thus suited to applications with large dimensions and is 

found to be apt for our experiments on multi-feature color images. The problem of outliers is also minimized by using feature 

membership function [26]. The problem with using only the feature memberships is that it may lead to coincident/overlapping 

clusters therefore highlighting the need for both feature and object memberships. Further we include the distance function of 

feature data points from the feature cluster centroids in the co-clustering process to create richer co-clusters than other fuzzy co-

clustering algorithms. The inclusion of the distance factor in the degree of aggregation reduces the optimization problem to a 

minimization one. In this work co-clustering is integrated with the Fuzzy approach with a view to obtaining distinct clusters 

[24,26]. Both the object and feature memberships in the proposed method are fuzzy, i.e. the object membership is calculated 

when different clusters compete for a data point and feature memberships are defined when different features compete for a 

cluster. Thus we have two constraints on the two fuzzy memberships (object and feature memberships) in our method.   

Therefore the aim is to have a co-clustering algorithm with the following advantages: 

1. It must be insensitive to initialization and form distinct clusters. (Fuzzy clustering) 

2. It should perform well in high dimensions and provide well defined clusters. (Co-clustering) 

3. It should minimize the impact of outliers to improve the accuracy of co-clustering. (ranking/feature memberships) 

4. Its objective function should integrate the distance measure of input features w.r.t. feature centroids into the entropy 

regularization framework.  

5. It must be reasonably fast enough.  

Several maximum entropy clustering algorithms and their variants are available in the literature [34,35]. One such approach of 

interest to the present work is the variant of FCM which props on entropy regularization [36]. It involves the minimization of the 

following objective function,   

(FCM Dist x , p )+ ui c
C N C N

J = u T loguci ci ciUc=1i=1 c=1i=1
∑ ∑ ∑ ∑                                                                                                                      (1) 

 subject to the constraint 

 u
C

= 1,               u  [0,1],    i = 1,...,N ci cic=1
∈ ∀∑                                                                                                                                                                                               (2) 
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Where the symbols represent: 

 

C,N: The number of clusters and data points respectively 

uci:   Fuzzy membership function  

TU : The weight factor in the entropy term 

(Dist x , p )i c : The dissimilarity term equal to the square of the Euclidean distance between pixel xi and cluster center pc. 

 

 

The first term in the R.H.S of (1) denotes the effective squared distance; the second term is the entropy which serves as a 

regulating factor during the minimization process.  The proposed approach aims at co-clustering in the entropy framework of 

FCM. For this we begin by replacing the distance function (Dist x , p )i c with (Dist x , p )ij cj  in the proposed objective function. 

(Dist x , p )ij cj  is computed for each feature j=1,2,..,K separately. 

 

Formulating the objective Function: 

Let 1 2{ , ,..., ,...., } K
i NX x x x x= ∈ be the set of N data points associated with an image I of size 1 2N N N× = , and K is the 

dimension of the feature space associated with each data point. Let ijx denote the jth feature of the ith data point , { }cjP p= be 

the set of feature cluster centers and ( , )cij ij cjD Dist x p= be the square of the Euclidean distance between feature data point 

ijx and the feature cluster  centroid cjp given by 

2 2( , ) ( )cij ij cj ij cjD d x p x p= = −                                                                                                                                                     (3) 

Let ciu denote the object membership of the ith data point to cluster c, { }ciU u= be the C×N object membership function matrix 

of image I, cjv denote the feature membership defined as the membership of feature j to the cth cluster and { }cjV v= be the 

corresponding C×K feature membership matrix for image I.  

Including the feature membership function cjv in the first term of (1) and replacing the distance function by 

( , )cij ij cjD Dist x p=  yields
 

D
C N K

u vci cj cijc=1i=1 j=1
∑ ∑ ∑ , which is regarded as the degree of aggregation of the proposed objective 
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function JFCCI. Separate entropy regularizing terms u
C N

loguci cic=1i=1
∑ ∑  and 

C K
v logvcj cjc=1 j=1

∑ ∑  for the object and feature 

membership functions constitute the second and third terms of JFCCI respectively. Minimizing these two terms is equivalent to 

maximizing the fuzzy entropies u
C N

loguci cic=1i=1
− ∑ ∑  and 

C K
v logvcj cjc=1 j=1

− ∑ ∑ . The entropies are maximized when the fuzzy 

memberships ciu and cjv  are uniformly distributed according to their constraints i.e. 1
C

uci =  and 1
K

vcj = .   

The objective function JFCCI resulting from combining all the above terms is: 

FCCI ( ) D + u
C N K C N C K

J = u v T logu +T v logvci cj cij ci ci cj cjU Vc=1i=1 j=1 c=1i=1 c=1 j=1
∑ ∑ ∑ ∑ ∑ ∑ ∑U,V, P                                                                     (4)  

subject to the following constraints: 

 u
C

= 1,               u  [0,1],    i = 1,...,N ci cic=1
∈ ∀∑                                                                                                                                                                                       (5)        

 
K

v = 1,               v  [0,1],    c 1,...,C cj cjj=1
∈ ∀ =∑                                                                                                                        (6) 

The minimization of the first term in (4) assigns to the object a higher membership value taking into account the feature cluster 

center it is closest to and which is more relevant than other features for that particular cluster. The inner product 

{ }cj cijv D assigns a higher weight to the distance function pertaining to the prominent features and a lower weight to that of the 

irrelevant features.  The first term therefore denotes the effective squared distance. The second and third entropy regularization 

terms combine all 'ciu s and 'cjv s separately. These contribute to the fuzziness in the resulting clusters.  TU and TV are the 

weighting parameters that specify the degree of fuzziness. Increasing TU and TV increases the fuzziness of the clusters. 

 

Deriving the update equations: 

The constrained optimization problem of FCCI can now be defined from (4) by applying the Lagrange multipliers λi and γc to 

constraints (5) and (6) respectively as shown below. 

 1) 1)
1 11 1

( (
N CC K

u D + u u vi ci c cj
c ji c

C N K C N C K
J( ) = v T logu +T v logvci cj cij ci ci cj cjU Vc=1i=1 j=1 c=1i=1 c=1 j=1

λ γ∑ ∑+ − + −
= == =

∑ ∑ ∑ ∑ ∑ ∑ ∑ ∑ ∑U, V, P                   (7) 

Taking the partial derivative of  J(U,V,P) in (7) with respect to U and setting the gradient to zero we have, 

1
(1 log ) 0

U

K

cj cij U ci i
j

J v D T u λ
=

∂
= + + + =

∂ ∑                                                                                                                                       (8) 

Subjecting ciu derived from (8) to the constraint in (5) the formula for computing the object membership function ciu reduces to, 
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1

1

( )

( )

1

e

e

K
cj cij

Uj

K
cj cij

Uj

v D
T

ci v D
C

T

c

u
=

=

−

−

=

∑

=
∑

∑
                                                                                                                                                   (9) 

In a similar manner, taking the partial derivative of  J(U,V,P) with respect to V and setting the gradient to zero we have, 

  
1

(1 log ) 0
V

N

ci cij V cj c
i

J u D T v γ
=

∂
= + + + =

∂ ∑                                                                                                                                 (10) 

Applying the constraint (6) to cjv derived from (10), we obtain the formula for the feature membership function cjv as: 

                 
1

1

( )

( )

1

e

e

N
ci cij

Vi

N
ci cij

Vi

u D
T

cj u D
K

T

j

v
=

=

−

−

=

∑
=

∑
∑

                                                                                                                                                   (11)     

Taking the partial derivative of  J(U,V,P) with respect to P and setting the gradient to zero we have: 

1 1
0

P

N N

cj ci ij cj cj ci
i i

J v u x v p u
= =

∂
= − =

∂ ∑ ∑                                                                                                                                              (12) 

Solving (12) yields the formula for  pcj as :        

                 1

1

N

ci ij
i

cj N

ci
i

u x
p

u

=

=

=
∑

∑
                                                                                                                                                                                                                                         (13) 

The solution of the constrained optimization problem in (7) can be approximated by Picard iteration or Alternating Optimization 

(AO) [37] through (9), (11) and (13) which are the update equations for the object, feature memberships and the cluster centroids 

respectively in each iteration. Optimal partitions U* of X can be obtained by solving for (U*,V*,P*)  at the local minima of JFCCI. 

The proof of convergence of the FCCI algorithm to a local optimum is given in Appendix I. Since U*,V*and P* are unknowns, 

the objective function in (4) is neither concave nor convex and usually has many local optima. To find a global optimum of the 

constrained optimization problem, the FCCI algorithm is further given as a learning step to the Bacterial Foraging algorithm 

which optimizes the values of the weight parameters TU and TV . 

 

Pseudo-code of FCCI Algorithm 

 

1.Initialize the  parameters TU, TV, maximum error limit ε and maximum number of iterations τmax. 

2. Set iteration number τ =1. 
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3. Initialize ciu such that 0 1ciu≤ ≤ . 

4. REPEAT 

5.  Calculate cjp using (13) 

6.  Calculate cijD using (3). 

7. Calculate cjv  using (11). 

8. Calculate ciu  using (9). 

9. Calculate τ= τ+1. 

10. UNTIL  

1ci cimax( u ( )- u ( ) )τ τ ε− ≤   or τ= τmax 

 

 Since all our experiments are found to converge within 200 iterations, τmax =200 and the maximum error limit ε  taken to be 10-2.  

 

III. COLOR IMAGE SEGMENTATION USING FCCI 

 A.  Algorithm for color segmentation 

Review of Xie and Beni’s Cluster validity S: 

According to Xie and Beni[33] the validity function S of the clusters for the worst case is defined by: 

                         σ/N
S = 2dmin

                                                                                                                                                        (14)                    

The dmin in (14) is evaluated from 

                 
K

2
(c+1)j cjc j=1

d =min min{ (p - p ) }
∀

∑                                                                                                                                    (15) 

where dmin is the minimum distance between the cluster centroids  pcj for cluster c = 1,..,C and feature j and σ is the maximum 

variation among all the clusters C, given by: 

                     u
N K2 2σ = max{ (x - p ) }

ci ij cjc i = 1 j = 1
∑ ∑

∀
                                                                                                                            (16)    

To determine the number of clusters based on the above Cluster Validity S a flowchart is given in Fig. 1 which checks for the 

occurrence of the first local minima of S. 
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Fig 1. : Flowchart for determining the number of clusters  

 

Algorithm for Color Image Segmentation using FCCI                 

The algorithm is outlined as follows: 

 

1. Obtain the three dimensional  RGB input image 

2. Convert RGB color space into the CIELAB color space with color dimensions K= 2, i.e . {a*,b*}. 

3. Perform 2D to 1D transformation [38] (by lifting the elements columnwise) to generate data point xij in the jth 

dimension, j=1,2 for each pixel i=1,…,N, where N is the size of the data. This step is important since the computations 

become simpler when data is one dimensional rather than two dimensional. 

4. Determine the number of clusters C as per the flowchart in Fig.1.  

STOP 

Run the FCCI algorithm 
and obtain fuzzy object 
membership function uci 

  
  Is 
Snew>Sold 

Number of clusters : C=c-1

N 

Y

Calculate Xie and Beni’s  
cluster validity  Snew   
as per (14) 

 Set c=3 , Sold =50 (high), 
Initialize TU=10, 
TV=9x107

Optimize TU , TV  by 
Bacterial Foraging algorithm 

     c=c+1,     
Sold =Snew 

START 
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5. Run the FCCI algorithm for C clusters and obtain the object uci membership function. 

6. Defuzzify uci   into clusters. 

 

B. Bacterial Foraging  for  the global   minimum 

The Bacterial Foraging (BF)[39] based on the bacterial chemotactic behavior of E.Coli is used for optimizing the values of fuzzy 

parameters TU and TV in the FCCI algorithm. The BF algorithm initially accepts a set of initial values from the user before 

optimizing these to global minimum values by subsequent iterations. The following initial values:  TU =10, TV = 9 x 107 are 

assumed for the color segmentation experiments. The choice of these initial values is made by conducting a set of random 

experiments by hit and trial. Bacterial Foraging is treated as an optimization process [40], where each bacterium seeks to 

maximize the energy obtained per unit time spent on foraging. Suppose that θ is the position of a bacterium and let JD(θ) 

represent the combined effects of attractants and repellents from the environment, for e.g. JD(θ)<0, JD(θ)=0, JD(θ)>0, representing 

that the bacterium at location is in nutrient rich, neutral, and noxious environments, respectively.  

Chemotaxis is a foraging behavior that implements a type of optimization where bacteria try to climb up the nutrient 

concentration (i.e. find lower and lower values of JD(θ)<0 termed as swim), avoid noxious substances (for JD(θ)>0 termed as 

tumble), and search for ways out of neutral media (avoid being at positions where JD(θ)=0).  

At the end of the required number of chemotaxis steps an assessment is made about the health of the bacteria by sorting them in 

the ascending order. Half of the healthy bacteria is replicated by assigning the same location and the other half is eliminated. 

This operation constitutes the reproduction step.  

After the end of the desired number of reproduction steps, each bacterium may be eliminated or dispersed with some probability. 

This step is known as Elimination and dispersal and is meant shake up the bacteria so as to move them to better locations. 

 The initialization for the Bacterial Foraging algorithm is done as per the guidelines in [39]: 

1. Set the number of bacteria B=50 

2. The number of parameters w to be optimized are 2 : TU, TV 

3. Swimming length Ns = 4 

4. Nc, the number of iterations in a chemotactic loop is set to 100 

5. Nre, the number of reproduction steps is set to 2. 

6. Ned, the number of elimination and dispersal events is set to 2. 

7. The probability ped that each bacterium will be eliminated/dispersed is set to 0.25 

8. Location of each bacterium L(w,B, Nc, Nre, Ned) .  
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C. Results of color segmentation 

Segmentation Evaluation Indices 

The quality of the segmentation is generally judged by two types of indices: the goodness methods such as Liu’s F-measure 

which ascertains the color difference in the CIELAB color space and also penalizes the formation of large number of segments, 

and the discrepancy methods which ascertain the quality with respect to some reference result like ground truth images for 

example the RAND index. The above two types of quality measures are used together to judge the efficiency and practicality of 

the proposed algorithm. 

1. Liu’s Evaluation Measure (F): The performance of color segmentation is evaluated using Liu and Yang’s [41] evaluation 

function F: 

2

11 2

1( )
1000( )

G
i

i i

eF I G
N N A=

=
× ∑                                                                                                                                                          (17)                    

where I is the segmented image and N1× N2 is the image size, G is the number of regions of the segmented image, Ai is the area 

and ei is the average color error of the ith region where ei is defined as the sum of Euclidean distances between the {a*,b*} color 

vector of the pixels of region i and the color centroid attributed to region i in the segmented image. The smaller the value of F(I) 

the better the segmentation result. We choose Liu’s F-factor as one of our evaluation criteria since it gives an accurate measure 

of the color differencing achieved by the segmentation algorithm and at the same time penalizes large number of regions formed. 

 

2. a.)Probabilistic RAND index (PR): The PR index is a generalization of the RAND index [42] introduced by Unnikrishnan et 

al. in [43]. It allows a comparison of the test segmentation with multiple ground truth images through soft non-uniform 

weighting of pixel pairs as a function of the variability in the ground truth sets. 

Suppose each human k provides information about the segmentation in the form of binary numbers ( )k kS S
i jl l∏ = for each pair 

of pixels (xi,xj). The set of all perceptually correct segmentations defines a Bernoulli distribution giving a random variable with 

the expected value denoted as hij. The Probabilistic RAND index (PR) is then defined as: 

,2

1( ,{ }) [ (1- )(1- )]N
i j

i j

PR S S m h m htest k ij ij ij ij⎛ ⎞
⎜ ⎟
⎝ ⎠

<

= +∑
                                                                                                                              (18) 

Where mij denotes the event of a pair of pixels i and j having the same label in the test image Stest: 

( )test testS S
ij i jm l l= ∏ =                                                                                                                                                                 (19) 
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  This measure takes values [0,1], where 0 means no similarities between Stest and { S1 ,S2 ,….SK }, and 1 means all 

segmentations are identical. 

b.) Normalized Probabilistic RAND index (NPR): The Normalized PR index by Unnikrishnan et al. in [12], is an excellent means 

of qualitative comparison among image segmentation algorithms. Once the segmentation of all the test images for all the 

algorithms being compared has been compiled the Normalized PR index is calculated so that a global measure is possible. 

PR ExpectedPRNormalizedPR
MaximumPR ExpectedPR

−
=

−
                                                                                                                                 (20) 

The above equation assures that the expected value of normalized index is zero providing a wider range. The maximum value of 

PR, MaximumPR, in (20) is taken as 1. 
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Fig. 2: Color Segmentation Results of 100 test images from Berkeley segmentation database[44] by the proposed method 

 

                                                

Fig 3: Liu’s F-measure and PR index in the increasing order for segmentations of 100 test images from Berkeley dataset[44] by 

the proposed method                     

 

Color segmentation results 

In this section experimental results are presented to prove the effectiveness of the proposed color segmentation algorithm on the 

natural images. For these results MATLAB (ver.7.9) software is run on a Pentium-IV 1.4GHz PC. All images are digitized to 24 

bits per pixel in the RGB format. Since the distance between any two points in the RGB space is not proportional to their color 



 14

difference, transformation from the RGB space to a uniform color space: CIELAB [31] is performed. The vector {a*,b*} of 

CIELAB color space contains the total chrominance color information of pixels and is the feature space for our color 

segmentation experiments. The vector {L*} or luminance vector which decides the darkness or fairness of the image segments is 

discarded in the clustering process to ensure that the illumination effects do not affect the segmentation process. It is observed 

that the FCCI algorithm yields highly crisp values of object membership function uci (close to 0 and 1). On the other hand the 

feature membership values vcj are highly fuzzy (close to 0.5) due to averaging over the entire dataset. The vcj values however are 

accentuated by the high values of parameter TV (≈108) in Eq.(4) creating a considerable influence in the computation of uci, 

eventually leading to crisp values of uci after the iterative procedure. This helps in crisp classification during the defuzzification 

process. 

 A set of 100 test images is taken from the Berkeley segmentation database [44,45] along with 5-7 ground truth segmentations 

available for each image in the database for the evaluation of the results. The size of each image is either 321x481 or 481x321 

and the average time taken by the FCCI algorithm for each image is approximately 35 seconds. The segmentation of all 100 

images by the proposed FCCI algorithm is shown in Fig. 2, with the edges superimposed on original images. The corresponding 

graphs for Liu’s F-factor and the Probabilistic RAND index (PR) is shown in Fig. 3 for 100 images bestowing excellent values 

for both segmentation evaluation measures. The results show a good match with human ground truth segmentations as indicated 

by a high value of Probabilistic RAND index (PR), and also efficient color differentiation as indicated by a low value of Liu’s 

evaluation measure F. The number of clusters is determined from the first local minima in the cluster validity S graph (normally 

<7 clusters for our experiments) as demonstrated by the example shown in Fig. 4. 

 

Some observations made from the results obtained are as follows: 

1. Tradeoff between color differencing and human perception: In the case of images with distinct colors (Fig.5) there is an 

excellent correspondence with human perception (high NPR) but the color differentiation is not so good (high Liu’s F-factor). In 

the case of images with indistinct colors (Fig.6), very good color differencing is observed (low Liu’s F-factor) but the results 

appear to be over-segmented and hence NPR value is relatively less.  The proposed technique therefore maintains a good tradeoff 

between the two segmentation evaluation measures. 

 

2. Sensitivity to parameters: The algorithm is found to be more sensitive to the values of TU than TV since the values of uci 

obtained are very crisp and a careful choice of TU in (4) is required for the algorithm to converge. Replacing  the Bacterial 

Foraging optimization by the  Genetic algorithm in our experiments results in a large computational overhead with an initial 
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population of 100 chromosomes required for acceptable results, while Bacterial Foraging starts giving good results for the initial 

population of 8 bacteria, thereby, significantly reducing the computational overhead. 

 

      

 

Fig. 4: Original image and Segmentation results (from left to right and top to bottom) of “Tree” image and the corresponding 

Clustering validity graph as the number of clusters c is varied from 3 to 7. Corresponding values of NPR and Liu’s F-factor are:  

c:              3,               4,               5,                6,                7 

NPR:     0.5519,    0.5203,      0.1314,       -0.213,        -0.1332 

F:  0.00044, 0.000347, 0.000322, 0.000332, 0.000342  Number of clusters is aptly determined to be C=4 (from the   first local 

minima in the graph) as it results in the most optimum combination of NPR and Liu’s F-factor 

 

The value of TU in our experiments is found to range from 1 to 30 for different images with values close to 1 for images with 

non-distinct colors (Fig.6) and higher values for visually distinct colors (Fig.5) The valid values of TV ranges widely from 106 to 

108 and do not have a major impact on the resulting clusters since its only function is to contribute to the computation of uci  by 

scaling vcj. 

     

 

Fig.5: Example segmentations of images with distinct colors- 

NPR(from left to right): 0.6065,   0.7962,   0.8007,   0.9213 

 F(from left to right)   :0.00047, 0.000138, 0.000134, 0.000085 
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Fig. 6: Example segmentations of images with indistinct/similar colors- 

NPR(from left to right):-0.284,   -0.391,   -0.334,   -0.098 

F(from left to right): 0.000053, 0.00023, 0.000057, 0.0000701 

 

   

   

                   (a)     

 

                   (b) 

Fig.7. Example segmentations with shadows and non-uniform illumination  

NPR(from left to right):(a)-0.301, 0.314,     -0.022   (b) -0.7609 

 F(from left to right):(a) 0.00025, 0.00023, 0.00026 (b) 0.00015 

 

 

    

Fig.8: (a)Original image (b) Under-segmented result 
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3. Complex illumination Patterns: The algorithm is able to segment natural scenes containing non-uniform illumination 

efficiently (Fig.7(a)) by segregating shadows from sunlit portions thus agreeing with human perception. However in the cases 

where the shadows tend to merge with the colors in the scene (Fig.7(b)) result tends to look over-segmented in spite of very good 

color differencing (low F). 

4. Under-segmentation: Only in rare cases (1 out of 100) the algorithm fails to segregate extremely indistinct colors as 

demonstrated by the under-segmented result in Fig.8 due to formation of highly fuzzy clusters. 

 

 

Comparisons with other methods: 

The proposed color segmentation technique is compared with some well known methods in literature for unsupervised color 

segmentation: Fuzzy C-Means (FCM)[22,37], Normalized Graph-Cut (N-CUT) Method[10], Gaussian Mixture model 

(GMM)[8] and Mean-Shift (MS)[9] segmentation methods. The CIELAB color space is used for all the comparisons. While both 

mean shift and NCUT graph based method are popular feature space clustering methods, FCM is chosen since it is a widely 

popular fuzzy clustering method for image segmentation. The parameters for FCM algorithm used in our experiments are: index 

of fuzziness m=2, maximum error limit ε=10-2, maximum iteration=200. Normalized Cuts graph based segmentation method 

uses eigenvector techniques to obtain graph partitions. It finds minimum cuts in a graph while minimizing the similarity between 

different patches. GMM models the color features as a mixture of Gaussian kernels using Expectation Maximization algorithm 

for estimation of parameters of the Gaussian mixture and is a popular method for image segmentation and retrieval. Figs.(9,10) 

show the graphs for F and NPR indices for  the 100 test images from the Berkeley Segmentation Dataset in the form of 

histograms for the five methods. It is observed from the graphs that the proposed FCCI algorithm provides the most optimum 

combination of the lowest values of F-measure (of the order of 10-4) and sufficiently high values of NPR index among all the five 

methods proving the efficiency of the proposed color segmentation algorithm by striking a neat balance between color 

differencing and human perception standards.  

Fig.11 shows the color segmented results of the five methods for six randomly selected test images from the Berkeley 

Segmentation Dataset namely: ’Mud-Huts’, ’Plane’, ’Eagle’, ’Building’, ’Wolf’, ’Tree’. The corresponding F and NPR 

segmentation evaluation indices are listed in Table 1 depicting the lowest values of F for the proposed method as compared to all 

other methods. The NPR readings are also observed from Table 1, to be overall best for the proposed method though the Mean-

Shift algorithm performs better for ‘Plane’ image. It is observed from the segmentation results in Fig.11(b) that the proposed 

method FCCI forms well defined and interpretable clusters even when the color difference between two regions is not too 

distinct as in the case of ‘Wolf’ image. The proposed technique is efficient in segmenting out uniform color regions and gives 
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less fake boundaries as observed in the case of ‘Building’ image in Fig.11(b) where the windows of the building are nicely 

segmented out visually as compared to other methods. An important factor that gives FCCI an edge over FCM clustering 

technique is the reduced time complexity. The time required by FCM for clustering is 10-15 minutes while the proposed 

algorithm hardly takes 1 minute for the same. How fuzzy co-clustering scores over fuzzy clustering can be observed by 

comparing the segmentations of the proposed method (Fig. 11(b)) with that of FCM (Fig.11(d)). The criterion for choosing 

number of clusters is the same as that for the proposed method (from the local minima in the clustering validity graph). As seen 

in the ‘Tree’ image co-clustering forms distinct and correct clusters with criteria being maximum separation between 

clusters/colors. Thus the green foliage and the blue sky being of distinct colors are grouped into separate clusters by the proposed 

method whereas in FCM, the parts of sky/clouds are clustered together with green foliage. FCM also suffers from the problem of 

outliers as observed from the pigmented segmentations in the ‘Mud-Huts’ example in Fig.11(d). The co-clustering results are 

improved because of the grading/relevance factor (feature membership function) assigned to each of the color feature (a*,b*) 

with respect to a particular cluster which leads to correct evaluation of clusters and also solves the problem of outliers. The N-

CUT Graph based method does not give a very good correctness with respect to human ground truth images as compared to the 

proposed method and mean shift method. Also it tends to segregate uniform color regions into large chunks. GMM by 

Expectation Maximization algorithm is an unsupervised technique resulting in blob like segments. It classifies the entire tree and 

green foliage of the example ‘Tree’ in Fig. 11(e) into 1 segment performing well with respect to human evaluation but poorly for 

color differencing between regions. Moreover, the resulting blobs contain no internal details as demonstrated in the blobs formed 

in ’Eagle’ image in Fig.11(e). The mean shift algorithm performs well corresponding to human ground truths as indicated by a 

high value of NPR (example-‘Plane’ image in Fig.11(f)). However it fails in the absence of any dominant colors in the scene as 

seen in the example of ‘Wolf’ image where the colors are visually indistinct. The Liu’s F-measure values are found to be 

generally high in the case of both mean shift and N-CUT graph based algorithms. Also the mean shift method is very sensitive to 

its color bandwidth parameter hr with a slight change causing large changes in granularity of segmentation. The hr values for the 

test images are in the range 1 to 15 while the space bandwidth is hs=15. Though some feature weighted clustering algorithms 

have been proposed in the past [46] and were applied for image segmentation problems [47], they do not incorporate a separate 

feature membership to be independently updated in each iteration along with pixel memberships and cluster centroids. Fig. 12 

shows the comparison (F and NPR values) between the five methods for the mix of easy and difficult images in Fig. 5 and Fig. 6 

respectively taken in the same order. The results affirm that F-values are minimum for FCCI for all images, a fact already 

established from the graphs in Fig.9, while NPR values are highest for FCCI for all the easy images E1 to E4 and most of the 

difficult images except for the D2 difficult image for which NCUT, GMM and Mean Shift yield better results. In Fig. 13 we 

compare the segmentations using some recent fuzzy clustering algorithms apart from FCM namely Spatially weighted FCM [48], 
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Histogram weighted FCM[49], Possibilistic FCM[50] and Orientation sensitive FCM (OSFCM) [51] on an example image ‘Bird’ 

containing three main clusters, the bird, the stones and the grass. The experimental parameters of these algorithms are 

summarized in Table 2. The results in Fig. 13 indicate that FCCI provides the most optimum segmentation with respect to human 

evaluation of the scene and is equivalent to FCM in terms of accuracy of the clusters formed. FCM and FCCI form the most 

visually acceptable clusters of the scene segmenting out the bird nicely in Cluster 2. Hence the reason that FCM among all the 

existing fuzzy clustering algorithms is most popular for image segmentation purpose. FCCI yields the cleaner image of the two 

(with lesser number of regions as compared to FCM as seen in Fig.13) complying more with human perception of the scene. 

The inlier or bridge pixels are properly clustered by FCCI as compared to all other clustering algorithms as indicated by the 

region homogeneity tests (criteria being uci>0.5), though the outlier problem of FCM persists. The inlier pixels are defined as 

those that are equidistant from all centroids and have a membership of 0.5 to all clusters as a result. Since FCCI computes feature 

memberships as well which evaluates the relationship of a cluster to a feature, it is taken into account the feature value 

distribution of the inlier to compute its membership to a cluster. However the outlier points or noise pixels are a problem since 

for these data points the algorithm behaves like FCM and is sensitive though some marginal improvement is noticed from the 

Table in Fig. 13. Table 3 evaluates the memberships obtained from FCCI, FCM and PFCM algorithms for the X11 dataset 

10{ ( )}X inlier∪ in [50] where X10 contains 10 two dimensional data points.  The results are found to be best for the proposed 

FCCI algorithm in terms of crisp values of memberships (1,0) obtained and the definitive values of inlier memberships that is 

indicative of the clusters (uci >0.5) to which they belong to. The only shortcoming of FCCI clustering is the response to the 

outliers which need to be minimized. 

     

      

Fig. 9:  Histograms of Liu’s F-measure  achieved for individual images for the proposed method, NCUT Graph based method, 

FCM, GMM, Mean-shift segmentation methods. 
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Fig.10:  Histograms of NPR Index achieved for individual images for the proposed method, NCUT Graph based method, FCM, 

GMM, Mean-shift segmentation methods. 
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       (a) (b) (c) (d) (e) (f) 

Fig. 11.: Color segmentation results (a) Original images from Berkeley segmentation database[57] : ’Mud-Huts’, ’Plane’, 

’Eagle’, ’Building’, ’Wolf’, ’Tree’ (b)Proposed method [(from top to bottom): TU={10.96,1.15,2.05,9.52,4.81,11.79},TV=108] 

(c)N-CUT (d)FCM (e)GMM (f)Mean Shift segmentations[ Space Bandwidth hs=15, Color bandwidth hr (from top to 

bottom):{7,3,4,10,1,8}]. 

 

Table 1 : Liu’s F-measure and Normalized Probabilistic RAND index for the six test images: ’Mud-Huts’, ’Plane’, ’Eagle’, 

’Building’, ’Wolf’, ’Tree’ 

 

                                       (a)                                                                                    (b) 

Fig. 12 The plots for (a) F-value (logarithmic scale) and  (b) NPR readings for 4 easy (E1 to E4) images (from Fig. 5) and 4 

difficult (D1 to D4)  images (from Fig.6) are shown below 

 MUD-HUTS PLANE EAGLE BUILDING WOLF TREE 

 F NPR F NPR F NPR F NPR F NPR F NPR 

Proposed 
Method 

0.000128 0.3324 0.000045 0.425 0.000142 0.4466 0.0010 0.3496 0.000147 -0.0979 0.000447 0.5203 

N-CUT 0.060 0.1904 0.0054 -0.4135 0.0020 0.4419 0.2506 0.2653 0.0100 -0.4611 0.0449 0.049 
FCM 0.0154 0.2514 0.0028 0.2234 0.0061 0.4097 0.0909 0.2403 0.0054 -0.6522 0.0086 0.09 
GMM 0.0131 0.2237 0.0035 0.1815 0.0034 0.3476 0.0874 0.135 0.0034 -0.6996 0.0084 0.3069 
Mean 
Shift 

0.0075 0.3146 0.0122 0.6562 0.3013 0.5353 1.2487 0.3346 23.5 -0.4861 0.0225 0.3734 
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                                                                  (a) 

 

     

                                                                   (b) 

 

    

                                                                    (c) 

 

     

                                                                     (d)  

 

     

                                                                     (e)  

     

                                                                     (f)  
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Clustering Evaluation Criteria FCCI FCM HWFCM SWFCM PFCM OSFCM 
Average MSE of clusters  
(Accuracy of clustering) 

34.7 34.6 187 207 34.6 52.7046 

Total Number of regions segmented 
(Semantic meaning of clusters) 

530 646 673 822 648 940 

Region Homogeineity test for u>0.5 
(inlier test) 

100% 95% 99.9% 99.87% 95% 89.04% 

Average MSE of clusters with added noise 
(outlier test) 

300 326 184 194 216 660 

                                                                     (g)  

Fig. 13 The comparison of fuzzy clustering results (with the best values in bold) on the ‘Bird’ image for three clusters (a) FCCI 

(b) FCM (c) Histogram Weighted FCM (d) Spatially Weighted FCM (e) PFCM (f) OSFCM (g) Segmentation Evaluation results 

in terms of Mean Square Error (MSE), Region Homogeneity Test (RH) and Mean Square Error (MSE) in the presence of noise.  

 

Table 2 : Experimental Parameters of the fuzzy clustering algorithms being compared 

Algorithm Parameters Parameter 
Optimizatio

n 
Technique 

Clustering 
Data 
(from 

CIEL*a*b
* color 
space) 

Computational 
Complexity * 

Dissimilarit
y 

Measure * 

Average 
Number of 
iterations 

needed for 
convergenc

e 
(EL=0.01) 

Average 
Executio
n Time 

Fuzzy Co-
clustering 
algorithm 
for images 

(FCC1) 

TU, TV Bacterial 
Foraging 

a*,b* ObjectMembership   
u (CxN) 

FeatureMembershi
p v (CxK) 
Centroid 
p (CxK) 

vcjDcij 

(CxNxK) 
33 (with 8 

bacteria) 
<1 

minute 

Fuzzy C-
means 

algorithm 
(FCM) 

m=2 none a*,b* ObjectMembership 
u (CxN) 
Centroid 
p (CxK) 

Dci 

(CxN) 
27 10-15 

minutes 

Histogram 
weighted 

FCM 
(HWFCM) 

m=2 none L* ObjectMembership 
u (GLxN) 
Centroid 
p (Cx1) 

      Dci 

    (CxN) 
61 10 

seconds 

Spatially 
weighted 

FCM 
(SWFCM) 

m=2 none L* ObjectMembership 
u (CxN) 
Centroid 
p (Cx1) 

      Dci 

    (CxN) 
100 20 

seconds 

Possibilisti
c FCM 

(PFCM) 

m=2,η=1.2,a=b=
1 

none a*,b* ObjectMembership 
u (CxN) 

Typicality 
T (CxN) 
Centroid 
p (Cx1) 

      Dci 

     (CxN) 
33 20 

minutes 

OSFCM m=2 none a*,b* ObjectMembership 
u (CxN) 
Centroid 
p (Cx1) 

      Dci     
    (CxN) 

10 20 
minutes 

 

(*where number of clusters c=1 to C, number of data points i=1:N, number of features j=1:K, number of Gray levels gl=1 to GL 

with GL<<N, and D=||.||, the Euclidean distance norm) 
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Table 3: Clustering comparison of FCCI, FCM, PFCM- response to inliers and normal data points 

 

 
 
 

S.No. 

 
 

 Data 

Fuzzy Co-clustering 
algorithm for images 

(FCC1) 
(Membership values) 

         (TU=0.96, 
TV=9x107)                   

Fuzzy C-means 
algorithm (FCM) 

(Membership values)   
                 (m=2) 

Possibilistic FCM (PFCM) 
 

(Typicality values) 
          (m=2,η=2,a=b=1)          

   x            y   U1,  U2 U1,  U2 T1, T2 

1 -5              0   1,0 0.936, 0.06 0.621,0.113 
2 -3.34      1.67 1,0 0.97 ,0.03 0.801,0.165 
3 -3.34         0 1,0 0.99, 0.01 0.953,0.171 
4 -3.34    -1.67 1,0 0.9 ,0.1 0.642,0.157 
5 -1.67         0 1,0 0.92,0.08 0.840,0.278 
6 1.67          0 0,1 0.08,0.92 0.278,0.840 
7 3.34       1.67 0,1 0.03, 0.97 0.165,0.801 
8 3.34          0 0,1 0.01, 0.99 0.171,0.953 
9 3.34      -1.67 0,1 0.1 ,0.9 0.157,0.642 
10 5               0 0,1 0.06 ,0.94 0.113,0.621 
11 (Inlier) 0               0 0.50031,0.4997 0.5 ,0.5 0.49,0.49 
Cluster 
centers 
(Centroids) 

 -3.03 0 
 3.03 0 

-3.36 0 
 3.36 0 

-2.99 0 
 2.99 0 

 

IV. CONCLUSIONS 

In this paper, the Fuzzy Co-clustering approach based on the simultaneous clustering of both object and feature memberships is 

used for the color segmentation of natural images. A new objective function is formulated and the update rules are derived. The 

new algorithm (FCCI) is tried for color segmentation on 100 test images from the Berkeley segmentation dataset yielding precise 

segmentation. The color vectors {a*,b*} of CIELAB color space are the feature variables for the color segmentation algorithm. 

The performance is evaluated on the basis of Liu’s Function F, and the Normalized Probabilistic RAND (NPR) index. The 

number of clusters is determined from the first local minima of Xie and Beni’s cluster validity curve and is found to produce apt 

results (low F and high NPR). The proposed method produces accurate color differencing and at the same time adheres to the 

human perception in segmenting the natural scenes with non-uniform illumination and shading. It is also compared with some of 

the existing color segmentation techniques and is found to outperform them. The future scope of this work lies in improving the 

image segmentation in the presence of outliers and exploring other evolutionary algorithms for speedy solutions of the two 

parameters involved. 
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APPENDIX І 

The proof of convergence of the FCCI algorithm is shown below: 

Theorem 1: The updated values of uci given by Eq.(9) never increase the objective function in every iteration. . 

Proof: Consider the objective function as a function of uci alone. 

FCCI (U) D + u constant
C N K C N

J = u v T loguci cj cij ci ciUc=1i=1 j=1 c=1i=1
+∑ ∑ ∑ ∑ ∑                                                                                                                              (31) 

where,  
C K

= T v logvcj cjV c=1 j=1
constant ∑ ∑  

Also, the product vcjDcij may be considered as constant. To prove theorem 1 we have to prove that U*, i.e the updated values of uci given by 

Eq.(9) are the local minima of the objective function JFCCI(U*) provided that the constraints in (5) and(6) are satisfied. For this we need to 

prove that the Hessian matrix Δ2JFCCI(U*) is positive definite. 

11 11 11 11

11

2

0

0

FCCI FCCI U

CN

U
FCCI FCCI

CN
CN CN CN

FCCI

2 2J (U) J (U) T
u u u u u

2 2 TJ (U) J (U)
uu u u u

=J (U)

⎡ ⎤ ⎡ ⎤∂ ∂⎢ ⎥ ⎢ ⎥⎢ ⎥∂ ∂ ∂ ∂ ⎢ ⎥⎢ ⎥ ⎢ ⎥=⎢ ⎥ ⎢ ⎥⎢ ⎥ ⎢ ⎥∂ ∂⎢ ⎥ ⎢ ⎥⎣ ⎦⎢ ⎥∂ ∂ ∂ ∂⎣ ⎦

Δ                                                                                                                         (32) 

At U*, uci ≥0 and TU is always assigned a positive value. Therefore the Hessian matrix Δ2JFCCI(U*) is positive definite. We have proved the first 

necessary condition 0FCCI ci

ci

J ( u )
u

∂
=

∂
 and the second sufficient condition: Δ2JFCCI(U*) is positive definite. Therefore uci* updated is indeed a 

local minima of JFCCI(U) and it  never increases the objective function value. 

 

Theorem 2: For every iteration the updated values of vcj given by Eq.(11) never increases the objective function.  

Proof: Proof is similar to proof of Theorem 1. 

 

Theorem 3: The following constraint is satisfied by JFCCI in (4): 

1 1
FCCI N C

C K
J T log T logU V× × + × ×≥  

Proof: Since the minimum value of uci and vcj is 0, and Dcij≥0, the first term of JFCCI  reduces to : 

0u v Dci cj
C N K

cijc=1i=1 j=1
≥∑ ∑ ∑                                                                                                                                                                                  (33) 

The second and third terms denote the entropy values and maximum value of entropy occurs when uci=1/C and vcj=1/K. In view of these  the 

point of minima is:  

1 1
FCCI N C

C K
J T log T logU V× × + × ×≥                                                                                                                                                             (34) 
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Corollary: Theorems 1-2 prove that the updated equations of FCCI point to a local minima of the Objective function and Theorem 3 indicates 

the lower limit of JFCCI. 

APPENDIX ІI 

The CIELAB color space is obtained from the RGB color space by the following transformation: 

0.490 0.310 0.200
0.177 0.813 0.011
0.000 0.010 0.990

X R
Y G
Z B

⎡ ⎤ ⎡ ⎤ ⎡ ⎤
⎢ ⎥ ⎢ ⎥ ⎢ ⎥=⎢ ⎥ ⎢ ⎥ ⎢ ⎥
⎢ ⎥ ⎢ ⎥ ⎢ ⎥⎣ ⎦ ⎣ ⎦ ⎣ ⎦

                                                                                                                                                                  (35) 

The features of CIELAB are derived from : 

1
3 ' 0.008856116( ') 16*

903.3 '

ifYYL
otherwiseY

⎧ >⎪ −= ⎨
⎪⎩

                                                                                                                                                                 (36) 

     
1 1
3 31 2* 500a K K

⎡ ⎤
= −⎢ ⎥

⎣ ⎦
 ,                                                                                                                                                                                 (37) 

     
1 1
3 32 3* 200b K K

⎡ ⎤
= −⎢ ⎥

⎣ ⎦
                                                                                                                                                                                   (38) 

where, 

0.008856
167.787
116

i
i

i
i

if
K

otherwise

φ φ
φ

⎧ >⎪= ⎨
+⎪⎩

             for i=1,2,3                                                                                                                                    (39) 

1
0

' XX
X

φ = = ,  
2

0

' YY
Y

φ = = , 
3

0

' ZZ
Z

φ = =                                                                                                                                                        (40) 

The X0 , Y0 and Z0 are the values of X,Y,Z for the reference white, respectively. The reference white is defined as { R=G=B=255}. 
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Abstract- This paper deals with the condition based maintenance modeling for availability analysis of repairable 

mechanical systems using MARKOV analysis. Maintenance actions are selected out of four actions namely no repair, 

minor maintenance, imperfect maintenance and major maintenance. The various probabilities of selecting the 

maintenance depend upon the level of degradation. Thus system MARKOV model is developed incorporating these 

aspects, i.e. multi-state degradation, periodic inspection, condition based maintenance actions and random failures. 

The solution of the model is obtained analytically by solving system of ordinary differential equations by Ranga-

Kutta method using MATLAB software. The proposed methodology is implemented for centrifugal pump. The 

suggested approach helps in gauging and assessing availability and hence is useful for the engineers in enhancing the 

overall availability of the system. It is also helpful for maintenance engineers in deciding suitable maintenance and 

replacement policies. We are optimizing the condition monitoring interval to maximize the system availability. 

Keywords – Markov, CBM, Ranga-Kutta 

I . INTRODUCTION 

Reliability has always been an important aspect in the assessment of industrial products and/or equipment. Good 

product design is of course essential for products with high reliability. However, no matter how good the 

product design is, products deteriorate over time since they are operating under certain stress or load in the real 

environment, often involving randomness. Maintenance has, thus, been introduced as an efficient way to assure 

a satisfactory level of reliability during the useful life of a physical asset. 

The earliest maintenance technique is basically breakdown maintenance (also called unplanned maintenance, or 

run-to-failure maintenance), which takes place only at breakdowns. A later maintenance technique is time-based 

preventive maintenance (also called planned maintenance), which sets a periodic interval to perform preventive 

maintenance regardless of the health status of a physical asset. With the rapid development of modern 

technology, products have become more and more complex while better quality and higher reliability are 

required. This makes the cost of preventive maintenance higher and higher. Eventually, preventive maintenance 



has become a major expense of many industrial companies. Therefore, more efficient maintenance approaches 

such as condition-based maintenance (CBM) are being implemented to handle the situation.  

CBM is a maintenance program that recommends maintenance actions based on the information collected 

through condition monitoring. CBM attempts to avoid unnecessary maintenance tasks by taking maintenance 

actions only when there is evidence of abnormal behaviours of a physical asset. A CBM program, if properly 

established and effectively implemented, can significantly reduce maintenance cost by reducing the number of 

unnecessary scheduled preventive maintenance operations. 

A CBM program consists of three key steps (see Fig. 1): 

 

 

Fig.1. Three steps in a CBM program. 

 

1. Data acquisition step (information collecting), to obtain data relevant to system health. 

2. Data processing step (information handling), to handle and analyse the data or signals collected in step 

1 for better understanding and interpretation of the data. 

3. Maintenance decision-making step (decision-making), to recommend efficient maintenance policies. 

 

The remaining paper is organised in the following manner: 

Section II deals with system modelling. In section III the solution of the system model is obtained. In section IV 

results are discussed sensitive analysis is carried out to optimise the condition monitoring interval. Finally 

section V concludes the paper.  

 

II. SYSTEM MODELLING  

A. Degradation 

Whenever a system or a model is in working it degrades with time. The degradation is gradual not sudden. We 

are trying to study a mode that follows this kind of failure. 

In degradation modeling we study a system that is prone to degradation and mostly we study the systems where 

reliability is critical. As shown in the figure is such a system. 

There are four stages shown. Fresh component is given the stage D1, then with time it degrades to a stage D2 

and so on and finally it goes to a failure state. We will be studying the degradation rate from one stage to the 

other for all the stages. 

 

Fig.2. Multi State degradation 



B. Inspection 

Inspection is a way to see the health of the system and deciding whether the system requires repair/maintenance 

or not. Now there are two types of inspections: 

 

 

Fig 3. Periodic Inspection at every stage 

Online: In this we need not to stop the system for inspection so the availability of the system is more, and  

Offline: In this we need to stop the system for inspection. 

As described in the above figure we take the system further and do periodic inspections at each state defined. 

These inspections help us in maintain the system by doing timely repairs and maintenance.   

C. Condition Based Maintenance 

Condition based maintenance (CBM), shortly described, is maintenance when need arises. This maintenance is 

performed after one or more indicator shows the equipment is going to fail or that equipment performance is 

deteriorating. 

 

Fig 4.Condition based maintenance 

In our system model, we have described three types of maintenance on the basis of the requirement of the 

system. The three types of maintenance are: Minor maintenance, intermediate maintenance and major 

maintenance. 

In stage D1, our system is new, thus , we need not require much maintenance for it. Therefore we have kept the 

probability for our system to undergo minor maintenance to be 0.1 and the probability that system would go 

back to the stage D1 without any maintenance to be 0.9. 



Similarly in stage D2 as our system is in continuous working state, it deteriorates and thus its efficiency 

decreases and the need to repair it or maintain it increases as compared to the system in stage D1. Due to this 

reason we have decreased the probability that the system would go back to stage D2 without any repair from 0.9 

to 0.7 and the probability that the system would require maintenance has been increased from 0.1 to 0.3. 

Finally, when our system moves from stage D2 to D3, it deteriorates further giving rise to the need to repair it in 

order to increase its availability. Therefore the probability is that he system requires minor repair or intermediate 

repair or major repair or no repair has been altered again the probability that the system would require major 

maintenance has been changed to 0.2.The probability that the system would require intermediate repair has been 

changed to 0.4. The probability that the system would require minor maintenance has been change to 0.2 and 

finally the probability that the system would go back to stage D3 without any repair has been changed to 0.2. 

D. Random Failure 

Random failure is defined as the situation Condition in which the system fails due to some random causes. 

These random causes can be anything from natural calamity to human error. Random failures can also occur due 

to voltage fluctuations, manufacturing defects, problem in system components, etc. 

 

Fig 5. Random failure 

Random failure causes the system to go in offline mode thereby bringing its availability to 0.   

 
III. Solution of System Model 

After developing the model as above, we will now obtain the solution using analytical approach(Markov 

Analysis). The set of ordinary differential equation are provided below: 

 

 



IV. RESULT AND SENSITIVITY ANALYSIS 

In this section results are given in tabular form and sensitivity analysis is carried out. 

Table -1: Distribution parameters for failure/Repair/Inspection Interval Transition 

S.no. Transition PARAMETER VALUE 

1 D1D2 λD1D2 0.00025 

2 D2D3 λD2D3 0.00067 

3 D1I1 λD1I1 0.004 

4 I1M1 ΛI1M1 0.5 

5 D2I2 λD2I2 0.00595 

6 I2M2 λI2M2 0.25 

7 I2MM2 λI2MM2 0.25 

8 D3I3 λD3I3 0.01 

9 I3M3 λI3M3 0.125 

10 I3MM3 λI3MM3 0.125 

11 I3IM3 λI3IM3 0.125 

12 D1Fr λD1Fr 0.00002 

13 D2Fr λD2Fr 0.00002 

14 D3Fr λD3Fr 0.00002 

15 I1D1 µ I1D1 0.005 

16 I2D2 µ I2D2 0.025 

17 I3D3 µ I3D3 0.0125 

18 M1D1 µM1D1 0.05 

19 M3D2 µM2D2 0.025 

20 MM2D1 µMM2D1 0.0125 

21 M3D3 µM3D3 0.016 

22 IM3D2 µ IM3D2 0.01 

23 MM3D1 µMM3D1 0.0625 

24 FrD1 µFrD1 0.02 

*Source of data- www.barringer.com 

 

 
A. Sensitivity Analysis 

 

Sensitivity refers to the change in the result obtained when one or more independent parameters considered in 

the calculations are varied. Sensitivity Analysis is a technique to check the sensitivity of the solution obtained. 

For that, keeping other factors constant, one of the parameters is varied. 

 

B. Varying the Inspection  Interval 

In the beginning we change the periodic inspection time at I1 keeping those at I2 and I3 constant. We observe 

that as we decrease the periodic time, the availability of the component decreases. This is so because in the 

beginning the component is new and the frequent inspection lead to time wastage and increases the possibility of 

minor repair work on the component. Thus decrease its availability. As shown in the table below: 

Table -2 Sensitivity analysis for system availability varying inspection interval for degradation stage 1.  

S.No. I1(hrs) I2(hrs) I3(hrs) Availability 

1. 50 150 100 0.8807 

2. 100 150 100 0.9194 

3. 200 150 100 0.9607 

4. 300 150 100 0.9731 



5. 400 150 100 0.9792 

6. 600 150 100 0.9859 

7. 800 150 100 0.9893 

8. 1000 150 100 0.9991 

9. 1100 150 100 0.9922 

10. 1200 150 100 0.9931 

11. 1300 150 100 0.9934 

12. 1500 150 100 0.9942 

 

 

Fig 6.Inspection Interval for I1 

Next, we change the periodic inspection time at I2 keeping those at I1 and I3 constant. We observe that when 

we increase the periodic inspection time there is very slight increase in availability of the component. This is so , 

because  the system has degraded to an extent that it needs frequent inspection to increase the availability of the 

component. 

Table -3 Sensitivity analysis for system availability varying inspection interval for degradation stage 2. 

S.No. I1(hrs) I2(hrs) I3(hrs) Availability 

1. 250 50 100 0.9667 

2. 250 100 100 0.9695 

3. 250 150 100 0.9677 

4. 250 200 100 0.9682 

5. 250 400 100 0.9689 

6. 250 600 100 0.9692 

7. 250 800 100 0.9694 

8. 250 1000 100 0.9694 

I1 V/S Availability

0.86
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0.94

0.96

0.98

1
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9. 250 1500 100 0.9696 

10. 250 2000 100 0.9697 

11. 250 10000 100 0.9700 

12. 250 20000 100 0.9697 

 

Fig 7. Inspection Interval for I2 

Next, we change the periodic inspection time at I3 keeping those at I1 and I2 constant. We observe that, as we 

increase the periodic inspection time the availability of the component merely increases. This is so, because the 

component has degraded to a higher level and need frequent inspection. 

Table -4 Sensitivity analysis for system availability varying inspection interval for degradation stage 3. 

S.No. I1(hrs) I2(hrs) I3(hrs) Availability 

1. 250 150 25 0.9676 

2. 250 150 50 0.9676 

3. 250 150 100 0.9677 

4. 250 150 150 0.9677 

5. 250 150 200 0.9677 

6. 250 150 300 0.9678 

7. 250 150 400 0.9678 

8. 250 150 500 0.9678 

 

I2 V/S Availability

0.9665
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0.9675
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0.9685
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Fig.8. Inspection Interval for I3 

V. CONCLUSION 

 

In this paper availability model considering multi stage degradation, periodic inspection, and condition based 

maintenance and random failure is developed. The system model is solved analytically using MARKOV 

approach.A sensitivity analysis is conducted to see the effect of variation in probability for various maintenance 

decision, variation of inspection interval and final degraded states with and without failure. As far as frequency 

of inspection is concerned at stage D1, less frequent inspection should be done as the health of the component is 

very good and unnecessary inspection will only lead to time wastage and reducing our component availability.  

At stage D2, the inspection should be done frequently asthe health of the component is fairly good.  

At stage D3, inspection work should be done quite frequently as the health of the component has deteriorated 

and frequent inspection would readily provide us information about its degradation so we can undertake 

necessary repair actions. 

This model can be  used by practicing  maintenance engineers as it takes care of the cost involved.  

This model cannot handle none exponential distribution and only Markov’s Approach is used. 
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a b s t r a c t

We present a novel co-axial dual core large-mode-area (LMA) fiber design for refractive index sensing. In
a dual-core fiber there is resonant coupling between the two cores, which is strongl y affected by the 
refractive index (RI) of the outermost region. The transmittance of the fiber, therefore, varies sharply with 
the refractive index of surrounding medium. This characteristic of the proposed structure has been uti- 
lized to design a RI sensor. We have analyzed the structure by using the transfer matrix method. Our 
numerical results show that the proposed sensor is highly sensitive with the resolution of 2.0 � 10�6

around nex = 1.44376. Effect of design parameters on sensitivity of the proposed sensor has also been 
investigated.

� 2013 Elsevier Inc. All rights reserved.

1. Introductio n

Refractiv e index (RI) sensing is crucial for various industrial 
applications such as food processin g, chemical and medical diag- 
nostics. Over the past decades many fiber optic RI sensors have 
been exploited, aiming to measure the surrounding refractive in- 
dex [1–12]. The sensing mechanism s utilized in these sensors in- 
clude Fabry Perot interferometry [1,2], the index-depen dent 
Bragg waveleng th shift of a fiber Bragg grating (FBG) or long-period 
fiber grating (LPFG) [3–5] and variation of transmittan ce due to
core-diameter mismatch at splices [9]. Interferom eter-based sen- 
sors usually consist of two beams; one which serves as a sensing 
arm and while the other beam used as a reference arm. Sensing 
of the external RI in this type of sensors can be done by combinin g
the two beams to generate an interference pattern. The main prob- 
lem with interfero meter based sensors is the complexi ty as they 
often require a mechanism to split the incoming light into two 
arms. In the case of fiber gratings (both FBG and LPFG), sensitivity 
is measured from the shifts of the transmission/reflectance spectra 
due to the influence of the external RI on the coupling conditions of
the fiber gratings. Since LPFG couples light from the core mode to
the cladding modes, it is highly sensitive when compare with the 
FBG-based RI sensor. Negative aspect of the fiber grating sensors 
is they are expensive because of the stringent grating fabrication 
processes and wavelength interrogation. Most of these sensors 
have showed the maximum performanc e in terms of index varia- 

tion Dn of the order of 10�5. Recently, we have proposed a low-cost 
core diameter mismatch sensor designed in a single single mode fi-
ber [10]. It measures the RI values below that of fused silica with 
the resolution of about 10�4.

Here, as an alternativ e to the previously presented refractome- 
ters, we present a novel fiber optic RI sensor based on a co-axial 
dual-core LMA fiber. To achieve an efficient LMA design we have 
chosen the design paramete rs in such a way that only the LP01

mode of the structure survives and higher order modes are 
stripped off. Variation in leakage loss of LP01 mode of the fiber with 
surroundi ng RI has been utilized in designing the sensor. LMA 
helps in good coupling of light into the fiber and effective single 
mode operation helps in achieving sufficiently high sensitivity.
We have numerically investigated the effect of design parameters 
on the response of the sensor. We show the maximum resolution 
of the sensor to be about 2.0 � 10�6.

2. LMA fiber structure 

The schematic of the proposed refractive index sensor set-up is
shown in Fig. 1a. It uses a dual-core fiber having refractive-ind ex
profile shown in Fig. 1b. The dual core fiber consists of two cores:
the inner core of width ain and the outer core of width aout, two de- 
pressed cladding regions: inner cladding of thickness bin and outer 
cladding of thickness bout. Both the cores have refractive index n1

that correspond s to the RI of pure silica. The inner and outer clad- 
ding regions of the fiber have refractive index n2 and n3 respec-
tively, which can be attained by using fluorine doping into pure 
silica using modified chemical vapor deposition (MCVD) or plasma 
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activated chemical vapor deposition (PCVD) techniques [13]. Here,
we define the relative index difference between the inner core and 
inner cladding as D ¼ n2

1�n2
2

2n2
1

. The outer most high-index region, n1

beyond outer cladding make all the modes leaky. Thus, all the 
modes of the structure suffer from finite leakage loss. Higher order 
modes can be efficiently stripped off by the suitable choice of de- 
sign paramete rs. The sensing region is formed by etching the mid- 
dle portion of the dual-core fiber. The fiber is etched up to outer 
clad and some portion of the outer clad is also etched to expose 
it to the liquid to be sensed. The refractive-index profile of the 
etched region is shown in Fig. 1c. We have analyzed the proposed 
structure using the transfer matrix method (TMM) to calculate the 
leakage loss of the fundamenta l mode [14]. In TMM an arbitrary 
refractive index profile is divided into a large number of homoge- 
neous layers by using the staircase approximat ion. The relation- 
ship between the field coefficients in the layers can be derived 
by applying the boundary condition s at the interface of two con- 
secutive layers, which was given by a 2 � 2 matrix. The field coef- 
ficients of the innermost and the outermost layer of the profile can 
then be connected by simply multiplyi ng the transfer matrices of
all the intermedi ate layers. By applying suitable boundary condi- 

tions in the innermost and outermost layers, a complex eigenvalue 
equation for propagation constant (b) is formed. Then the leakage 
loss of a mode can be calculated from the imaginary part of the 
propagat ion constant (bi) by using the following relation [15]:

Leakage loss ¼ 8:868k0ImðneffÞ ð1Þ

We have then calculated the correspondi ng transmittan ce in
3 cm length of the fiber.

3. Numeric al results and discussion 

The cladded fiber is a five layer structure with the parameters 
D = 0.006, ain = 14 lm, bin = 3 lm, aout = 10 lm, bout = 26 lm, and 
n3 = 1.4435. A fiber with these design parameters introduce s
678 dB/m leakage losses to the LP11 mode and leaks out all the 
higher order modes in 3 cm of propagation length, however, the fi-
ber also introduces a nominal loss of 0.01 dB to LP01 mode during 
this propagation length. Typical length of the cladded fiber before 
the sensing region is few tens of cm, which is sufficient to strip-off 
higher order modes and the fiber in the sensing region works as
single-m ode fiber.

The width of outer cladding in the sensing region has been ta- 
ken bout = 3.5 lm unless stated otherwise. We have carried out 
the numerical simulations on the performance analysis of the pro- 
posed design by calculating the leakage loss of the fundamenta l
mode. Spectral variation of leakage loss of the fundamenta l mode 
for three different values of nex is shown in Fig. 2. The leakage loss 
curves shown in Fig. 2 are in fact the tails of resonance peaks and 
show that the resonance between the two cores is highly sensitive 
to nex. Since the higher value of nex makes the outer core more lea- 
ky, one can see that the resonant waveleng th shifts towards longer 
waveleng th side as the value nex decreases and lower value of nex

shows small spectral variation of leakage loss.
To investigate the RI sensing characteristics of the fiber we have 

studied the variation of leakage loss at k = 1550 nm as a function of
RI of the last layer is shown in Fig. 3. When we increase nex it taps 
more power from the inner core and the leakage loss of LP01 mode
increases. A sharp increase in leakage loss of the mode for 
nex > 1.44378 is due to the resonant leakage of power from inner 

Fig. 1. (a) Schematic diagram of proposed refractive index sensor, (b) refractive index profile of a co-axial dual core LMA fiber, and (c) refractive index profile of an etched co- 
axial dual core LMA fiber.

Fig. 2. Spectral variation of leakage loss of the LP01 mode.
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core to the outer core. This makes the device highly sensitive to the 
surrounding RI. Transmittan ce of proposed RI sensor as a function 
of RI of the last layer for three different lengths is shown in Fig. 4.
The leakage loss of the structure is such that with 3 cm sensing 
length the transmittan ce varies from 100% to 20% in the sensing 
range of RI. A smaller length would reduce this variation to a smal- 
ler span as shown in Fig. 4 and 3 cm is also a practicall y suitable 
length of the sensing region for realization of the sensor. A longer 
length would bring down the transmittance to a much smaller va- 
lue and would require more sensitive detectors while using the 
source of moderate power. It is also clear that the response of
the sensor is nonlinear and it has different sensitivit ies in different 
regions. The resolution of the sensor, which we define as Dn vari-
ation for 1% change in transmittance is 1.01 � 10�5 around the RI
1.44368. The resolution improves to 2.0 � 10�6 around
nex = 1.44376. Such a resolution correspond s to the one obtained 
in surface plasmon based sensor [16].

We have also studied the effect of design parameters on the 
sensitivity of the proposed sensor. Fig. 5 shows the effect of inner 
clad width (bin) on the variation of transmittan ce with nex. From 
the figure it is obvious that the sensitivity changes slightly with 
bin. For example, for 2 lm increment in bin from bin = 3 lm, the 
transmittan ce varies from 90% to 64% in the sensing range 
1.44382–1.44386, while 2 lm decrement in bin gives the transmit- 
tance variation from 90% to 19% in the range 1.4436–1.44375.
However, one can notice the change in high sensitivity RI range.
On increasing bin the coupling between the two cores becomes nar- 
rower. This is because the resonance peak becomes sharper when 
the separation between the two cores increases [17].

We have also studied the impact of outer core width (aout) and 
outer clad width (bout) on the sensitivity of the sensor and the re- 
sults are summarized in Figs. 6 and 7. It is clear from the figures
that the outer cladding thickness and outer core width do not have 
significant effect on the sensitivity of the sensor. The variation of
the transmittance of the fiber changes from 91% to 41% in the range 
1.44380–1.44388 for aout = 12 lm, while aout = 8 lm results in
change of transmittan ce of the fiber from 91% to 19% in the range 
1.44366–1.44374 as shown in Fig. 6. Fig. 7 corresponds to the var- 
iation of the transmittan ce as a function of nex for the changes in
bout. The high sensitivity RI range is 1.44373–1.44380 for 1 lm
incremen t in bout from bout = 3.5 lm and 1.44376–1.44385 for 
1 lm decrement in bout. It can be clearly seen that even if the sen- 
sitivity does not vary significantly, the high sensitivity sensing 
range shifts with bout and aout. This shifting is due to the change 
in resonance wavelength.

We have then worked out the tolerances with respect to n2 and
n3 on the sensitivity of the proposed sensor. Our results show that 
a small change of ±5 � 10�4 in the values of n2 does not cause any 
significant effect on the sensitivit y of the sensor as this change is
quite small as compared to the index difference between n1 and
n2. However, a variation of ±2 � 10�4 in n3 shifts the resonance 
waveleng th significantly and hence the range of highly sensitive 
region shifts as shown in Fig. 8. The RI range of the proposed sensor 
corresponds to the chemical substances like W25240 – Diesel 
Clean-Up (RI = 1.4436 @ 20 �C) which can be exploited as diesel 
fuel additive and sulfuryl chloride which is a source of chlorine.

We have also designed the DCRLF based RI sensor for the range 
1.4439–1.4444 which corresponds to RI of Cassava seed oil (1.444)

Fig. 3. Variation of leakage loss of fundamental mode with nex.

Fig. 4. Sensor response to the RI of external medium for different sensing lengths.

Fig. 5. Transmittance versus the refractive index of the external medium (nex) in
the range nex = 1.4436 to nex = 1.4439 with k = 1550 nm for different values of bin.

Fig. 6. Transmittance versus the refractive index of the external medium (nex) in
the range nex = 1.4436 to nex = 1.4439 with k = 1550 nm for different values of aout.
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[18]. The various design paramete rs are D = 0.006, ain = 14 lm,
bin = 1.5 lm, aout = 6.5 lm, bout = 2.5 lm, n3 = 1.4425 and l = 3 cm.
The transmittan ce of the fiber is plotted in Fig. 9. We can see the 
variation in transmittan ce is from 86% to 36% and the maximum 
resolution of the sensor is 6.93 � 10�6.

In practical implementati on the sensing region is kept straight 
in an enclosure filled with the test liquid but the cladded fiber be- 
fore and after the sensing region may undergo bending. However ,

such bends will have large bending radii. We have analyzed the 
bending performanc e of the proposed fiber using the method de- 
scribed in [19], which is a suitable method for calculating the bend 
loss of the multilayer, fiber such as the one proposed here. Bending 
loss ab (dB/km) of the fiber is given by [19]

ab ¼ 1:09
ffiffiffiffiffiffiffiffiffiffiffiffiffi

p
aRW3

r
SðV ;WÞ exp

�4RW3D

3V2a

" #
ð2Þ

SðV ;WÞ ¼ a2

K2
0ðWÞ

Z 1

0

E2ðqÞ
E2ðaÞ

qdq

" #�1

; W ¼ b1=2V ð3Þ

where E(q) represen ts the radial field distribution in the straight fi-
ber, a denotes the fiber core radius and R is the bending radius.
Other paramete rs have their usual meaning. Eq. (2) represe nts an
approxi mate pure bend loss formula applicabl e to arbitrary refrac- 
tive-in dex profile fibers and neglects small corrections due to field
deformat ion at the curved fiber. Such an approxi mation is justified
in view of high sensitivity of bend loss with radius of curvature [19].
Our results show bending loss less than 0.1 dB/m at bending radii 
larger than 20 cm.

4. Conclusi ons 

We present a novel co-axial dual core LMA fiber based high sen- 
sitivity refractive index sensor. We have investigated the perfor- 
mance of the sensor with respect to the design parameters.
Proposed sensor is highly sensitive in the range 1.44375–1.44382
where the transmittan ce of the fiber varies from 90% to 25%. We
expect that the structure would have ample potential in chemical 
sensor applications .
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Abstract — Due to the massive existing vulnerabilities in 

mobile ad-hoc networks, they may be insecure against 

attacks by the malicious nodes. In this paper we have 
analyzed the effects of Black hole attack on mobile ad 

hoc routing protocols. Mainly two protocols AODV and 

Improved AODV have been considered. Simulation has 

been performed on the basis of performance parameters 

and effect has been analyzed after adding Black-hole 

nodes in the network. Finally the results have been 

computed and compared to stumble on which protocol is 

least affected by these attacks. 
 

Index Terms — MANETs, Routing Protocols, Black 

hole attack, AODV, Improved AODV 
 

I. INTRODUCTION 

A Mobile Ad hoc Network (MANET) is an 

independent system of mobile routers attached by 

wireless links. The routers move freely and organize 

themselves randomly. The network topology may change 

rapidly and spontaneously. Such a network may operate 

in an individual fashion or may be connected to the 

Internet. Multi hop, mobility, large network size 

combined with device heterogeneity, bandwidth and 

battery power constrain make the design of passable 

routing protocols a major challenge.  In recent years, a 

lot of routing protocols have been proposed for 

MANETs, out of whom two major protocols AODV and 

Improved AODV have been discussed in this paper. 

 

II. MANET CHARACTERISTICS 

Autonomous and infrastructure less: MANET is a 

self-organized network, independent of any established 

infrastructure and centralized network administration. 

Each node acts as a router and operates in distributed 

manner. 

Multi-hop routing: Since there exists no dedicated 

router, so every node also acts as a router and aids in 

forwarding packets to the intended destination. Hence, 

information sharing among mobile nodes is made 

available. 

Dynamic network topology: Since MANET nodes 

move randomly in the network, the topology of MANET 

changes frequently, leading to regular route changes, 

network partitions, and possibly packet losses. 

Variation on link and node capabilities: Every 
participating node in an ad hoc network is equipped with 

different type of radio devices having varying 

transmission and receiving capabilities. They all operate 

on multiple frequency bands. Asymmetric links may be 

formed due to this heterogeneity in the radio capabilities.  

Energy-constrained operation: The processing power 

of node is restricted because the batteries carried by 

portable mobile devices have limited power supply.  

k scalability: A wide range of MANET applications 

may involve bulky networks with plenty of nodes 

especially that can be found in strategic networks. 

Scalability is crucial to the flourishing operation of 

MANET. 
 

III. MANET APPLICATIONS 

There are many applications of MANETs. Some of 

them are discussed below. 

Military Networks: The latest digital military fields 

demand strong and consistent communication in 

different forms. Mostly devices are deployed in moving 

military vehicles, tanks, trucks etc which can share 

information randomly among them. 

Sensor Networks: One more application of MANETs 

is the Sensor Networks. It is a network which consists of 

a large number of devices or nodes called sensors, which 

sense a particular incoming signal and transmit it to 

appropriate destination node.  

Automotive Applications: Automotive networks are 

extensively discussed currently. Vehicles should be 

enabled to communicate on the road with each other and 

with traffic lights forming ad-hoc networks of diverse 
sizes. This network will provide drivers with information 

about the road conditions, traffic congestions and 

accident-ahead warnings which help in optimizing the 

traffic flow. 

Emergency services: Ad hoc networks are broadly 

being used in rescue operations for disaster relief efforts 

during floods, earthquakes, etc. 
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IV. ROUTING PROTOCOLS 

MANET routing protocols are categorized into three 
main categories depending upon the criteria when the 

source node possesses a route to the destination, as 

shown in figure 1. 

 Table driven/ Proactive  

 Source initiated (demand driven) / Reactive  

 Hybrid 

 

 
Figure 1 Classification of MANET Routing Protocols 

 

4.1 Table Driven Routing Protocols 

Table driven also known as proactive protocols 
maintain reliable and up to date routing information 

between all the nodes in an ad hoc network. In this each 

node builds its own routing table which can be used to 

find out a path to a destination and routing information is 

stored. Whenever there is any variation in the network 

topology, updation has to be made in the entire network 

[5]. Some of the main table driven protocols are: 

Optimized Link State Routing protocol (OLSR) 

Destination sequenced Distance vector routing (DSDV) 

Wireless routing protocol (WRP) 

Fish eye State Routing protocol (FSR) 

Cluster Gateway switch routing protocol (CGSR) 

4.2 Source Initiated Routing Protocols 

In On-demand or Reactive routing protocols routes 
are formed as and when required. When a node desires to 

send data to any other node, it first initiates route 

discovery process to discover the path to that destination 

node. This path remains applicable till the destination is 
accessible or the route is not required. Different types of 

on demand driven protocols have been developed such as:  

Ad hoc On Demand Distance Vector (AODV) 

Dynamic Source routing protocol (DSR) 

Temporally ordered routing algorithm (TORA) 

Associativity Based routing (ABR) 

4.3 Hybrid Routing Protocols 

This type of routing protocols combines the features of 

both the previous categories. Nodes belonging to a 

particular geographical region are considered to be in 

same zone and are proactive in nature. Whereas the 

communication between nodes located in different zones 

is done reactively. The different types of Hybrid routing 

protocols are: 

Zone routing protocol (ZRP) 

Zone-based hierarchical link state (ZHLS) 

Distributed dynamic routing (DDR) 
 

V. AODV ROUTING PROTOCOL 

Ad hoc on demand distance-vector protocol is a pure 

reactive protocol and it incorporates the features of both 

DSDV and DSR. AODV was proposed by Perkins et al. 

as advancement to the earlier protocol DSDV. DSDV is 

purely proactive protocol based on the traditional 

Bellman – Ford algorithm. In contrast AODV is on – 

demand in which route is established only when it is 
required. The routing in AODV is accomplished in two 

phases: route discovery and route maintenance as 

discussed below. 

Route Discovery: Route discovery process is initiated 

whenever a node needs to send data packet to the 

destination and there is no valid route available in its 

routing table. The source node then broadcasts a route 

request (RREQ) packet to all its neighbor nodes, which 

then forward the request to their neighbor nodes and the 

process repeats as shown in figure 3. Each node is 

assigned a sequence no. and a broadcast ID which is 

incremented each time the node issues a RREQ packet. 

The broadcast ID together with the node‗s IP address, 

exclusively identifies a RREQ [3] which is unique in 

nature. The RREQ packet contains following fields:  

- Sequence number of RREQ 

- Broadcast ID 
- The most recent sequence number of the destination 

Upon receiving RREQ by a node which is either 

destination node or an intermediate node with a fresh 

route to destination, it replies by unicasting a route reply 

(RREP) message to the source node. As the RREP is 

routed back along the reverse path, intermediate nodes 

along this path set up forward path entries to the 

destination in their routing tables. When the RREP 

reaches source node, a route from source to destination 

node is established. Figure 2 indicates the path of the 

RREP from the destination node to the source node [9].  

 

 
Figure 2 Propagation of Route Request packet & Route Reply 

packet 

 

Route Maintenance: Once a route is established 

between source and destination, it needs maintenance 

usually at the source end. When any link break or failure 

is detected, it is declared as invalid and a route error 

(RERR) message is flooded to all the nodes in the 

network. These nodes in turn broadcast the RERR to 

their ancestor nodes and so on till the influenced source 

node. Then it is the source node who may decide 
whether to stop sending data or restart the route 
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discovery process for that particular destination by 

sending out a fresh RREQ message to its neighbor nodes.  

5.1 Limitations of AODV 

AODV besides being an efficient routing algorithm 

possesses some limitations due to which it is easily 

attacked by the external intruders. Following are a few 

limitation of AODV protocol. 

1. If the sequence number of source node is lower than 

that of intermediate nodes, it may lead to 

inconsistent routes. 

2. Multiple route reply packets and periodic beaconing 

may result in heavy routing overhead. 

3. The overall performance starts degrading as network 
grows. 

 

VI. IMPROVED AODV ROUTING PROTOCOL 

It is an enhanced version of AODV and is hybrid in 

nature. IAODV mainly integrates two features: 

Multipath and Path accumulation as explained below 

[20]. 

Multipath: Multipath AODV reduces the route 

discovery frequency as compared to single path AODV. 

It finds multiple paths between a source and a destination 

in a route discovery process. Single path AODV initiates 

a new route discovery when it detects one path failure to 

the destination, whereas in multipath it creates a fresh 

route in case all the existing routes fail or expire. It also 

reduces the number of similar routes between source and 

destination nodes. A path with most similar nodes has a 

higher probability to create common links. 

Path accumulation: Path accumulation feature enables 
us to append all discovered paths between source and 

destination nodes to the control messages as shown in 

figure 3(a). Hence, at any intermediate node the route 

request (RREQ) packet contains a list of all nodes 

traversed. Each node receiving these control messages 

updates its routing table. It adds paths to each node 

contained in these messages. 

 

 
Figure 3(a) Path accumulation 

 

6.1 Types of IAODV operations 

Route discovery: Route discovery as shown in figure 

3(b) includes a route request message (RREQ) and route 

reply message (RREP). Suppose Node 2 wants to 

communicate with Node 9. Each node forwarding the 
RREQ creates a reverse route to 2 used when sending 

back the RREP. When sending back the RREP, nodes on 

the reverse route create routes to node 9. 
 

 
Figure 3(b) Route discovery 

 

Route maintenance: It includes a Route Error message 

(RERR). Route maintenance is a process of responding 
to topology update which can happen after a route has 

been initially created. To maintain these paths, the nodes 

continuously examine the active links and update the 

valid timeout field of entries in its routing table during 

data transfer. If a node receives a data packet for a 

destination it does not have a valid route for, it must 

reply with a RERR message. When creating the RERR 

message, the node makes a list containing the address 

and sequence number of the unapproachable node. Then 

the node updates all the entries in routing table.  The key 

purpose is to notify about all the additional routes being 

created during discovery phase that are no longer 

available. The node then sends a list in the RERR packet 

which is broadcasted in the network. This distribution 

process is illustrated in figure 3(c). The link between 

nodes 6 and 9 breaks, and node 6 generates an RERR. 

Only nodes having a route table entry for node 9 
propagate the RERR message further. 
 

 
Figure 3(c) Route maintenance 

 

6.2 AODV vs Improved AODV 

This section briefly describes the comparison between 

the features possessed each by AODV and its improved 

version. Table 1 shows the comparison between the two 
protocols. 

 

Table 1: Comparison of AODV and IAODV 

 

Parameters AODV IAODV 

Path 

accumulation 

No Yes 

Multipath No Yes 

Routing type Reactive Hybrid 

Security Less More than AODV 
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VII. ROLE OF ATTACKS IN MANETS 

MANETs often experience unusual security attacks 
because of their following features such as dynamically 

changing topology, lack of central monitoring, mutual 

algorithms and absence of a centralized certification 

authority etc. Generally mobile ad hoc networks are 

affected by two kinds of attacks which are classified as 

passive and active. Passive attacks do not affect the 

functionality of network, but may attempt to find out 

vital information by listening to traffic [16]. It is difficult 

to identify such attacks as under these attacks the 

network operates normally. These attacks basically 

obtain critical routing information through sniffing. Such 

attacks are usually complex to identify and protection 

against such attacks is also difficult. Moreover, it is 

sometimes not even possible to trace the exact location 

of the attacker node. Generally, such type of attacks is 

prevented with the help of encryption. On the other hand, 

active attacks aim to modify the transmitted data by 
adding random packets and force to interrupt the 

operation of network. The main purpose is to pull all 

packets towards the attacker for analysis or to obstruct 

the network communication. Such attacks can be 

detected and the nodes can be identified.  

Passive attacks can be debarred using various 

encryption mechanisms. Only active attacks can be 

accepted out at routing level. These can either be inner 

outer. Inner attacks can be passive and active. Passive 

attacks are unauthorized disruption of the routing packets 

and active attack is from outside sources to degrade or 

damage message flow within the network nodes [17]. In 

order to combat these attacks a secure ad hoc 

environment should provide confidentially, integrity, 

authenticity, availability and non-repudiation. The 

following are few attacks based on routing mechanisms 

[19]. 
Black Hole: It is a network layer attack in which all 

the packets are dropped by sending fake packets. The 

attacker node advertises itself and declares having the 

shortest path to the destination. All the nodes start 

forwarding packets to this node and then the malicious 

node just drops all the incoming packets. Black hole 

attack mainly attacks AODV protocol. 

Worm Hole: It is also a network layer attack in which 

two malicious nodes that is part of foreign private 

network record packets at one location in the network, 

rebroadcast them to another location through their 

private network and retransmits them into the network 

[2]. 

Table 2 below shows the defence against various 

attacks on MANETS. Every secure solution aims to 

resolve the network attacks by escalating the secrecy of 

network through encryption techniques. 
 

 

 

 

 

 

 

Table 2: Comparison of routing attacks 

Attack Layer Solution 

Blackhole Network SAODV 

Wormhole Network Packet leashes 

Repudiation Application ARAN 

DoS Multi layer ARIADNE 

Routing Network SEAD 

 
In SAODV and SEAD, hash function is used to 

authenticate the hop count [19]. SEAD is a Distance 

Vector Routing Protocol presented by Hu, Johnson & 
Perrig. It uses efficient one-way Hash functions to 

provide authentication for both the sequence number and 

metric field in each routing entry. It avoids asymmetric 

cryptography to protect against DoS attacks. ARIADNE 

is another On-Demand Routing Protocol presented by 

Hun, Johnson & Perrig based on DSR. It maintains 

authenticity on end-to-end basis, using symmetric key 

cryptography. It can authenticate routing messages using 

either shared secret keys or digital signatures. ARAN 

relies on a trusted certificate server. Every node 

forwarding a Route Request or Reply is required to sign 

the packet. It detects and protects against malicious 

actions carried out by 3rd party and peers. SAODV 

suggests using digital signatures to authenticate non-

mutable data in an end-to-end manner. Hash chains are 

used to secure mutable fields such as hop count. It is an 

extension to AODV Routing Protocol. Packet Leashes 

have been proposed to detect and defend the wormhole 
attacks in ad hoc networks.  

 

VIII. BLACK HOLE ATTACK 

The attacker or malicious node usually exploits some 

routing protocols to distribute itself as having the direct 

and shorter route to source whose packets it wants to 

grab [1]. Once the attacker adds itself between the 

communicating nodes, it can do anything malicious with 

the packets passing between them. It can then choose to 

drop the packets thereby creating Denial of Service 

attacks. Security in mobile ad-hoc network is the most 

vital concern for basic functionality of a network [6]. 

Accessibility of network services, confidentiality and 

integrity of data can be achieved by assuring that 

security issues have been met. MANETs suffer from 

security attacks because they possess open medium, 

rapidly changing topology, lack of central administration 
and non-robust defence mechanism. These factors lead to 

various security threats in mobile ad hoc networks [2]. 

Black hole Attacks are classified into two categories. In 

single blackhole attack there is only one malicious node 

within a zone [22]. Whereas in collaborative blackhole 

attack multiple nodes in a group act as malicious nodes 

[23]. 

The work done in earlier years based on security 

issues i.e. attacks (particularly Black hole) on MANETs 

is mainly based on reactive routing protocols like Ad-

Hoc on Demand Distance Vector (AODV) [11].  Black 

hole attack has been reviewed and its effects have been 
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analyzed by studying how these attacks disturb the 

performance of an ad hoc network. A very little attention 

has been given on the impact of Black hole attack on 

routing protocols and comparison of vulnerability of 

these protocols against the attacks [7]. The goal of this 

work is to study the effects of Black hole attacks on 

reactive routing protocols i.e. Ad-Hoc on Demand 

Distance Vector (AODV) and Improved Ad-Hoc on 

Demand Distance Vector (IAODV). 

Black hole attacks mostly affect proactive protocols 

and with a great effect on AODV protocol [10, 4]. It is a 

type of denial of service attack in which the malicious 

node attracts all the packets by advertising the shortest 
path from it to destination to all the neighbours. Thus 

absorbs all the packets without forwarding them. Any 

node wants to transmit data first sends a Route Request 

message to all its neighbours including the malicious 

node. The malicious node is the first to reply to the 

source and therefore sends Route Reply quickly back to 

the source node. When source node receives RREP it 

immediately forwards packet to that path. On receipt of 

data the blackhole node start dropping all the incoming 

packets. The complete scenario is shown in figure 4.  

 

 
Figure 4: Malicious node in ad hoc network 

 

Node S is supposed to be the source node desiring to 

correspond with destination node, D. Firstly, node S will 

send a RREQ message to all its neighbouring nodes 

which is received by nodes i.e. nodes A, B and C. Let us 

assume that node A has a route to the destination so it 

will be the first to send a RREP message back to source 

node S. Before this process node M being the blackhole 

node, will also send a false RREP message and send it to 

node A with a very high destination sequence number 
than the destination node to the source node. So node S 

will assume A as the shortest path to reach the 

destination and send data. But this is actually malicious 

node and not destination. Hence all the data will be 

trapped. This is the part of route discovery phase. In 

Route Maintenance phase, if any node detects any line 

break or node failure, it sends a Route Error (RERR) 

message to all the nodes that are currently using that 

particular route. Black hole attack in AODV protocol can 

be performed in two ways [21]. Black hole attacks 

caused by RREP and by RREQ as discussed in table 3. 

 
Table3: Two ways of Black hole attack 

Caused by RREQ Caused by RREP 

Set the initial IP address in 

RREQ to the IP address of 

Set the initial IP address in 

RREP to the IP address of 

source node  source node  

Set the destination IP 
address in RREQ to the IP 

address of destination 

node 

Set the destination IP 

address in RREP to the IP 
address of destination 

node 

Set the destination IP 

address of IP header to 

broadcast address  

Set the destination IP 

address of IP header to the 

IP address of node that 
RREQ has received  

Set the source IP address 

of IP header to its own IP 

address and put high 

sequence number and low 
hop count in the RREQ 

field  

Set the source IP address 

of IP header to its own IP 

address 

8.1 Method to add a malicious node 

The main setback of black hole attack is to hinder the 

communication from source to destination. To add 

malicious nodes in AODV the following procedure has 

been implemented [24]. 

First we need to modify aodv.cc and aodv.h files: 

In aodv.h: 

bool     malicious; 

In aodv.cc: 

malicious = false; 

if(strcmp(argv[1], "hacker") == 0) { 

malicious = true; 
 return TCL_OK; } 

Next we need to modify the TCL file to set a 

malicious node: 

$ns at 0.0 "[$mnode_(i) set ragent_] hacker" 

if  (malicious == true ) {  

drop (p,DROP_RTR_ROUTE_LOOP); } 

To protect MANETs from outside attacks, the routing 

protocols must fulfil certain set of requirements to 

guarantee the correct functioning of all the paths from 

source to destination. These are: 

 Only the authorized nodes shall be able to execute 

route discovery processes 

 Negligible exposure of network topology 

 Early detection of distorted routing messages 

 Avoiding formation of loops 

 Avert redirection of data from shortest paths 

8.2 Algorithm 

Step1: Source node broadcasts RREQ to neighbours 

Step2: Source node receives RREP from neighbours 

Step3: Source node selects shortest and next shortest 

path based on the number of hops 

Step4: Source node checks its routing table for single 

hop neighbouring nodes only 

Step5: If the neighbour node is in its routing table then 

route data packet 

             Else 

The node is malicious and sends false packets to 

that node 

Step 6: Invoke the route discovery 

Inform all the neighbouring nodes about the 

stranger   

Step 7: Add the status of stranger to the routing table 

of source node 



 Effect of Black Hole Attack on MANET Routing Protocols 69 

Copyright © 2013 MECS                                                I.J. Computer Network and Information Security, 2013, 5, 64-72 

Step 8: Again send packet to neighbouring node 

Step 9: If step 5 repeats then broadcast the malicious 

node as black hole 

Step 10: Update the routing table of source node after 

every broadcast 

Step 11: Repeat step 4 to 10 until packet reaches the 

destination node correctly 

 

IX. SIMULATION ENVIRONMENT 

We have implemented Black hole attack in an ns2 

simulator [15]. CBR (Constant Bit Rate) application has 

been implemented. The problem is investigated by 

means of collecting data, experiments and simulation 
which gives some results, these results are analyzed and 

decisions are made on their basis. The simulator which is 

used for simulation is ns2. Using ns2, we can implement 

your new protocol and compare its performance to TCP. 

To evaluate the performance of a protocol for an ad hoc 

network, it is necessary to analyze it under practical 

conditions, especially including the movement of mobile 

nodes. Simulation requires setting up traffic and mobility 

model for performance evaluation. Table 4 shows the 

parameters that have been used in performing simulation.  

 

Table 4: Simulation Parameters 

Parameters Value 

Simulator Ns-2.34 

Data packet size 512 byte 

Simulation time 1000 sec 

Environment size 1000 x 1000 

Number of nodes 50 

Transmission range 250m 

Pause time 2 s 

Observation parameters PDF, end-to-end 

delay, overhead 

No. of malicious node 1 

Traffic Type CBR 

Mobility 60 m/s 

Routing Protocols AODV and IAODV 

 

9.1 Mobility Model 

There exists a variety of mobility models proposed by 

Sanchez and Manzoni [25], what we have implemented 

in our simulation is the random waypoint mobility model. 

A mobility model is used to describe the movement of a 

mobile node its location and speed variation over time 

while the simulation of a routing protocol. The random 

waypoint mobility model is the only model that is widely 
implemented & analyzed in simulation of routing 

protocols because of its simplicity and availability. It 

was first proposed by Johnson and Maltz [26]. At the 

start of the simulation each mobile node waits for a 

specified time called pause time, tp and randomly selects 

one location. A MN chooses a new random destination 

after staying at its previous position for a time period of 

tp till its expiry. A node travels across the area at a 

random speed distributed uniformly from v0 to vmax 

where v0 and vmax represent the minimum and maximum 

node velocities. This process of choosing random 

destination at random velocity is repeated again and 

again until the simulation is finished. We can say that a 

node is free to select its destination, speed and direction 

independent of the neighbor nodes. 

9.2 Performance Analysis 

Protocols can be compared by evaluating various 

performance metrics as shown below: 

 Packet Delivery Ratio (Fraction)- It is calculated by 

dividing the number of packet received by 
destination through the number packet originated 

from source. 

PDF = (Pr/Ps) 

where Pr is total Packet received and Ps is the total 

Packet sent. 

 Average end-to end delay- It is defined as the time 

taken for a data packet to be transmitted across an 

MANET from source to destination. 

D = (Tr –Ts) 

where Tr is receive Time and Ts is sent Time. 

 Normalized Routing Overhead- It can also be 

defined as the ratio of routed packets to data 

transmissions in a single simulation. It is the routing 

overload per unit data delivered successfully to the 

destination node. 

9.2 Experimental Setup 

The simulation scenario and parameters used for 
performing the detailed analysis of Black hole attacks on 

MANET routing protocols is mentioned below. This 

section describes the how the performance parameters 

have been evaluated to simulate the routing protocols.  
Following files have been used for simulation. 

 Input to Simulator:- 

o Scenario File – Movement of nodes. 

o Traffic pattern file. 

o Simulation TCL file 

 Output File from Simulator: 

o Trace file 

o Network Animator file 

 Output from Trace Analyzer: 

o xgr file 

Generation of Movement File: 

Traffic Pattern File: 

Ns cbrgen.tcl [-type cbr|tcp] [-nn nodes] [-seed seed] 
[-mc connections] [-rate rate] 

Generation of Scenario File: 

To generate the traffic movement file, following is 

example command. 

./setdest -n <num_of_nodes> -p <pause_time> -s 

<maxspeed> -t <simtime>  -x <maxx> -y <maxy> > < 

scenario file> 

Here n – no. of nodes, p – pause time, s – speed, t - 

simulation time, and x, y – grid size. 
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9.3 NAM 

NAM stands for Network Animator. It contains data 

for network topology. It starts with the command 'nam 

<nam-file>' where '<nam-file>' is the name of a nam 

trace file. At linux terminal command to run NAM 

is  ./nam. 
 

 

Figure 5 Network Scenario in NAM 
 

After performing simulation as per network scenario 

shown in the figure 5, trace files are generated. Trace file 

contains following information: 

o Send/Receive Packet 

o Time 

o Traffic Pattern 

o Size of Packet 

o Source Node 

o Destination Node etc. 

9.4 Analysis using Trace Analyzer 

Awk script trace analyzer is used to analyze trace 
output from simulation. When files are analyzed 
using this trace analyzer an output xgr file is created 
which results in the generation of graphs. 
 

X. RESULTS & DISCUSSIONS 

Using outputs from awk script following graphs and 

results are generated. 

Packet Delivery Ratio 

Simulation results of figure 6(a) show that under 

blackhole attack the packet delivery ratio of IAODV is 

more nearly similar to normal AODV, as compared to 

AODV under black hole attack. 

 

 
Figure 6(a): Impact of Black hole Attack on Packet Delivery 

Ratio. 

End To End Delay 

Simulation results in figure 6(b) show that IAODV has 
less end to end delay than AODV routing protocol under 

black hole attack. 

 

 
Figure 6(b): Impact of Black hole Attack on the Average End-

to-End Delay 

Normalized Routing Overhead  

Simulation results in figure 6(c) show that IAODV has 

a high routing overhead as compared to AODV routing 

protocol under black hole attack. 

 

 
Figure 6(c): Impact of Black hole Attack on the Network 

overhead 

 

Simulation results in figure 6 shows the average 

values for each parameter discussed above. It has been 

observed from the simulation scripts that when the 

protocols are under attack of black hole node, IAODV 

has a more packet delivery ratio, less average end to end 

delay and fewer overhead as compared to AODV routing 

protocol. It seems that IAODV is less effected than 

AODV whenever there is a black hole attack on the 

network. We analyzed that under black hole attack the 
PDF of IAODV is improved by larger amount of value 

than AODV. However, the values for average end-to-end 

delay are nearly similar in all the cases. Whereas there is 

a slight increase in the routing overhead this is quite 

negligible.  

 

CONCLUSION 

In this paper, we have analyzed the Black hole attack 

with respect to different performance parameters such as 

end-to-end delay, overhead and packet delivery ratio. We 

have analyzed the vulnerability of two protocols AODV 

and Improved AODV under varying pause time. This 

study was conducted to evaluate the effect of Black hole 

attacks on the performance of these protocols.  The 

Simulation results show that IAODV performs better 
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than AODV.  The overhead of AODV is effected by 

twice as compare of IAODV. Also the effect on IAODV 

by the malicious node is less as compare to AODV. 

Based on our research and analysis of simulation result 

we draw the conclusion that IAODV is more vulnerable 

to Black hole attack than AODV. But still the detection 

of Black hole attacks in ad hoc networks is considered as 

a challenging task. 

 

FUTURE SCOPE 

Simulation can be performed using other existing 

parameters. This work contains simulation based on 

random mobility model only. Other mobility models can 
also be studied and behaviour of protocols can be 

analyzed. Such networks are open to both the external 

and internal attacks due to lack of any centralized 

security system. Black hole attacks are needed to be 

analyzed on other existing MANET routing protocols 

such as DSDV, ZRP, DSR etc.  Also attacks other than 

Black hole such as Wormhole, passive and active attacks 

shall be considered. They can be classified on the basis 

of how much they affect the performance of an ad hoc 

network.  The early detection of Black hole attacks as 

well as the exclusion policy for such actions shall be 

carried out for advance research. 
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Abstract 

 

In the field of decision-making, the concept of priority is archetypal and how priorities are derived influence the choices 

one makes. Priorities should not only be unique but should also reflect the dominance of the order expressed in the 

judgments of pair wise comparison matrix. In addition, judgments are much more sensitive and responsive to small 

perturbations. They are highly related to the notion of consistency of a pair wise comparison matrix simply because 

when dealing with intangibles, if one is able to improve inconsistency to near consistency then that could improve the 

validity of the priorities of a decision. This paper endeavors to accomplish nearly consistent matrices in pair wise 

comparisons by subsiding the effects of hypothetical decisions made by the decision makers. The proposed methodology 

efficiently improves group decisions by incorporating corrective measures for inconsistent judgments. 

 

Key words: Multi Criteria Decision Making (MCDM), Eigen Value, Eigen Vector, Reciprocal Matrices, Analytical 

Hierarchy Process (AHP), Consistency. 

 

 

1. Introduction 

 
1
Multi Criteria Decision Making (MCDM) is a sub-

discipline of decision sciences that explicitly considers 

multiple criteria in decision-making environments. This 

concept is designed to make better choices when faced 

with complex decisions involving several dimensions. 

MCDM tactics are especially helpful when there is a need 

to combine hard data with subjective preferences, to make 

trade-offs between desired outcomes and to involve 

multiple decision makers. In the decision making process, 

there are typically multiple conflicting criteria that need to 

be assessed simultaneously with about same degree of 

precedence. This craves the search for an approach which 

deals the predicament with necessary sagacity to obtain a 

clear and unambiguous conclusion. It has been established 

in previous researches that the pair wise comparison 

methods can always be used to draw the final conclusions 

in a comparatively accessible and intelligible way.  

     The concept of pair wise comparisons is more than two 

hundred years old. Borda(1781) and Condorcet(1785) 

introduced it for voting problems in eighteenth century by 

using only 0 and 1 in the pair wise comparison matrices. 

The method was efficiently regulated by Thorndike(1920) 

to tackle the classical techniques of experimental 

psychology in early twentieth century. Thurstone(1927) 

also used pair wise comparisons for social values in 

twentieth century. Over the last three decades, a number of 

methods have been developed which use pair wise 
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comparisons of the alternatives and criteria for solving 

MCDM problems. AHP proposed by Saaty(1980) has 

been a very popular approach to MCDM that involves pair 

wise comparisons for an objective inquisition. It has been 

applied during the last thirty years in many decision 

making situations and a wide range of applications in 

various fields. Advances in the decision sciences have led 

to the development of a number of approaches intended to 

minimize inconsistencies in pair wise comparisons to get 

closer to pragmatic scenario. Koczkodaj(1993) proposed a 

new definition of consistency in computational modeling. 

Ishizaka and Lusti(2004) designed a module to improve 

the consistency of AHP matrices. Antonio(2006) and 

Bozoki & Rapcsak(2007) introduced a new approach to 

gauge consistency of pair wise comparisons. Pair wise 

preference information is needed as input in many 

interactive multiple criteria decision making scenarios. 

The decision makers are required to make holistic binary 

comparisons among feasible alternatives. Information 

obtained from these comparisons is used to decrease the 

number of comparisons that have to be made when 

searching for the best (most preferred) alternative. 

Different approaches, with different assumptions for this 

problem have been presented. The simplest case of 

combinatorial consistency was analyzed by Davis(1963), 

other works are by Korhonen et al.(1984), and Koksalan & 

Sagala(1992) and many more, but only widely accepted 

measure of inconsistency is due to Saaty(1980). 

     In AHP, the calculated priorities are presumable only if 

the comparison matrices are consistent or near consistent. 

This condition is reached if (and only if) within the pair 
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wise comparison process the transitivity and reciprocity 

rules are respected. However it is often assumed that the 

decision produced by a group will always be better than 

that supplied by an individual. This seems plausible 

because multiple participants can bring differing expertise 

and perspectives to carry out any complex decision. 

Ideally, we should endeavor to curtail group imperfections 

and yet capitalize on inherent group advantages. In this 

study, it is unveiled that the consistency of a positive 

reciprocal matrix can be considerably improved by 

analyzing the stimulating factors of inconsistencies in 

positive reciprocal matrices. A convenient correction 

method based on the relative error is brought up which not 

only aspires to minimize the inconsistencies of such 

matrices but also to substantially reduce number of pair 

wise comparisons in decision making. This method can 

fully retain the effective information of original positive 

reciprocal matrix. It helps to solve practical problems 

effectively and enriches the theories and methods of 

decision analysis. 

     The paper is organized in six sections, Section 1 is 

introductory. Section 2 gives a brief introduction of 

methodology which laid the foundation of the present 

work. Antecedent of inconsistencies are analyzed and a 

corrective application based approach is introduced in 

section 3 which helps the decision-maker to build a 

consistent matrix with a controlled error by appreciably 

less number of pair wise comparisons. Section 4 illustrates 

the application part using proposed methodology to 

provide near consistent matrices. Section 5 elucidates the 

proposed methodology in group decision making. Finally, 

we present some findings and draw some conclusions, 

followed by giving recommendations for further research 

in section 6. 

 

2. Overview of Pair wise Comparisons Approaches 

 

MCDM is concerned with structuring and solving decision 

making problems involving multiple criteria (Figure1). 

 

 
 

Figure1. MCDM Problem 

 

Typically, there does not exist a unique optimal solution 

for such problems and it is necessary to use decision 

maker's preferences to get prioritized solutions. AHP is 

one of the most widely used methods to handle these types 

of problems.  

 

2.1 Analytical Hierarchy (AHP) 

 

The  analytical  hierarchy process (AHP)  is  a  decision  

making  approach  designed  to  aid  in  the solution of 

complex multiple criteria problems in number of 

application domains.  The outcome of AHP is a prioritized 

weighting of each decision alternative.  The first step in 

the analytical hierarchy process is to model the problem as 

a hierarchy.  The hierarchy is a structured mean of 

describing the problem at hand.  It consists of an overall 

goal at the top level, a group of options or alternatives for 

reaching the goal and a group of factors or criteria that 

relate the alternatives to the goal.  In most cases the 

criteria are further broken down into sub criteria, sub-sub 

criteria and so on in many levels as per the requirement of 

the problem.  Once the hierarchy has been constructed, the 

participants use the AHP to establish priorities for all its 

nodes. In this, the elements of a problem are compared in 

pairs with respect to their relative impact on a property 

they share in common.  The pair wise comparison is 

quantified in a matrix form by using the scale of Relative 

Importance given in Saaty (1980) as shown in Table 1.  

This scale has been validated for effectiveness, not only in 

many applications by a number of people, but also through 

theoretical comparison with a large number of other 

scales. During the elicitation process, a positive reciprocal 

matrix is formed in which (i,j)
th

 element aij is filled by the 

corresponding number from the Table 1.  

 

Table 1. Analytic Hierarchy Measurement Scale 

 

Reciprocal 

Measure of 

Intensity of 

Importance 

Definition Explanation 

1 Equal Importance 

Two activities 

contribute equally to the 

objective 

3 
Weak importance 

of one over another 

Experience and 

judgment slightly favor 

one activity over 

another 

5 
Moderate 

importance 

Experience and 

judgments moderately 

favor one activity over 

another. 

7 Strong Importance 

An activity is strongly 

favored and its 

dominance is 

demonstrated in 

practice. 

9 
Absolute 

Importance 

The evidence favoring 

one activity over 

another is of the highest 

possible order of 

affirmation 

2,4,6,8 

Intermediate values 

between two 

adjacent 

judgments. 

When compromise is 

needed 
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The number is chosen according to the following criterion. 

 

 

    aij  , if xi  dominates xj  

   1/aij  ,  if xj dominates xi 

   1,  if xi and xj do not dominate over one another 

 

The matrix so formed is called the reciprocal matrix. This 

reciprocal matrix is used to calculate the local priority 

weight of each criterion. The local priority weight (w) is 

the normalized eigen vector of the priority matrix 

corresponding to the maximum eigen value of the matrix. 

For detailed reasoning of this account we refer to Forman 

(1990), Lunging (1992), Ball & Srinivasan (1994) and 

Bryson & Mobolurin (1994). An interesting property of 

the priority matrix is that if in addition its elements are 

such that 

 

aij ajk  = aik ,  i ≤ j ≤ k        (1) 

 

then the derived priority vector w satisfies 

 

wi / wj  = aij ,  i < j                     (2) 

 

Any reciprocal matrix satisfying (1) is called consistent.  

However  in practice, the priority matrix seldom satisfies 

(1), thereby making it more important to define some relax 

measuring of consistency check, Saaty [8] introduced the 

concept of consistency index CI of a reciprocal matrix as 

the ratio 1

max





n

n

 where λmax  and  n , respectively stand 

for the maximum eigen value and order of the reciprocal 

matrix. The obtained CI value is compared with the 

random index RI given in Table 2.  

 

Table 2. Random consistency Index (RI) 

 

N 1 2 3 4 5 6 7 8 9 10 

RI 0 0 0.58 0.9 1.12 1.24 1.32 1.41 1.45 1.49 

 

The Table 2 had been calculated as an average of CI’s of 

many thousands matrices of the same order whose entries 

were generated randomly from the scale 1 to 9 with 

reciprocal force. The simulation results of RI for matrices 

of size 1 to 10 had been developed by Saaty (1980) and 

are given in Table 2.  The ratio of CI and RI for the same 

order matrix is called the consistency ratio CR. In general, 

a consistency ratio of 10% or less is considered very good.  

If consistency is poor, inconsistency of judgments within 

the matrix has occurred and the evaluation process should 

therefore be reviewed and improved. 

 

3. Research Methodology 

 

3.1 Inconsistency of reciprocity  

 

Decision Makers are more likely to be cardinally 

inconsistent because they cannot estimate precisely 

measurement values even from a known scale and worse 

when they deal with intangibles (a is preferred to b twice 

and b to c three times, but a is preferred to c only five 

times). Consider the following judgment matrix for three 

alternatives. 

 

















13/1

12/1

321

.

32

23

a

a

 
 

To fulfill the criteria of consistency i.e.  aij ajk  = aik , 

a23 = a21 · a13 = 3/2 and consequently a32 = 2/3. So the 

judgment is consistent if (and only if) a23 = 3/2 and a32 = 

2/3. Here the first reason of inconsistency appears. The 

comparison scale of AHP (Table 1) has no such value. To 

overcome this difficulty, it is more appropriate to use the 

numbers of the form {a/b : a, b ∈{I
+
}}, where I

+ 
represents 

the set of positive integers excluding 0. This modified 

scale allows the decision maker to present a consistent 

judgment. This is perhaps the simplest way for composing 

priorities. 

 

3.2 Inconsistency of Transitivity 

 

Whenever object a is related to b and  object b is related to 

c, then the relation at hand is transitive provided object 

a is also related to c. In mathematical syntax:    

 

(a R b  and   b R c) ⇒a R c , ∀a, b, c ∈ A. 

 

The same property is respected in pair wise comparisons 

i.e. if A > B and B > C then A > C. Judgments are 

ordinally intransitive if A is preferred to B and B to C but 

C is preferred to A. One of the apparent reason is, large 

number of pairwise comparisons (n(n−1)/2) required to 

workout the attribute weights at a given level of hierarchy. 

This results in baffling responses relating to pair wise 

comparisons, as size of comparison matrix goes on 

increasing. Majority of available software entertain not 

more than nine attributes at a time. This is because of the 

fact that handling of a nine attribute matrix would need 36 

pair wise comparisons at a time. It is an established fact 

that inconsistency of transitivity goes on increasing with 

the size of the matrix. 

 

3.3 How to build a consistent matrix 

 

Proposed methodology intends to materialize an 

augmentation to overcome the above mentioned lacuna to 

some extent. Procedure outlined to implement the 

proposed methodology is as follows: 

 

Step 1: A decision-maker should first rank all the n 

attributes to be weighed, according to their importance in 

the preferred domain. Reorder them in an ascending order 

of priorities. 

 

Step 2: Exercise (n−1) comparisons among the 

consecutive criteria using the scale {a/b : a, b ∈{I
+
}}. 
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If any two or more criteria are equally significant, obvious 

priority of one over the other is 1 using the given scale. 

Step 3: Priorities for remaining pairs (non-consecutive) 

can easily be computed logically as follows : 

     If B be prioritized r times to A and C is prioritize s 

times to B, then C is prioritized r×s times to A. Objective 

ratings to all potential pair wise comparisons can be 

provided in this manner and represented in a matrix form 

to provide weights to given set or criteria. It is 

conspicuous to mention here that priorities within a given 

pair of attributes are self-reciprocal, i.e. if B be prioritized 

q times to A then preference of A over B is 1/q times. 

 

Step 4: The procedure results in perfectly consistent 

comparison matrix supported by the fact  λmax =  n and 

hence 

 CI = 0.  Eigenvector corresponding to this maximum 

eigenvalue provides the requisite criteria weights. 

Geometric mean or weighted geometric mean of 

individual judgments may be taken to accomplish 

aggregated matrices for the set of criteria at various levels 

of hierarchy. 

 

Step 5: The nodes at each level are compared pair wise 

with respect to their contribution to the nodes above them 

to find their respective global weights. We rank each of 

the criteria in the final set by evaluating it with respect to 

upper level attributes separately. The evaluation process 

finally generates the global weights for each requisite 

criterion of interest. In a realistic scenario, the technique is 

very adaptable and can handle any number of attributes in 

a system. This simplification can reduce the calculation 

effort for the weights significantly, especially when 

judgment criteria are large in number and pair wise 

comparisons are difficult to be accomplished. 

 

4. Numerical Example 

 

We now illustrate the methodology by an independent 

survey conducted on referees R1, R2 and R3. The three are 

catechized to rank four attributes P, Q, R and S in 

ascending order of priorities. Suppose the ranking awarded 

by R1 to four attributes is (Q, R, S, P) in ascending order 

of priorities where R is prioritized 2 times over Q, S is 

prioritized 4 times over R and P is prioritized 5 times over 

S. Subject to R2’s ranking (S, R, P, Q) where S & R are 

equally ranked, P is prioritized 3 times over R and Q is 

prioritized 7 times over P. Prioritized responses acceded 

by R3 in ascending order is (R, Q, P, S). Here Q is 

prioritized 3 times over R, P is prioritized 2 times over Q 

and S is prioritized 5 times over P. Remaining priorities 

are calculated logically supervened by the methodology 

explained in section 3.3. Table 3 depicts the priorities 

procured by the four attributes accorded by the three 

referees. 

    Table 4 portrays the prioritized weights acquired by the 

four attributes tendered by the referees R1, R2 and R3 

subject to their rankings, guided by the methodology 

explained in section 3.3. 

 

Table 3. Prioritized Weights Accorded by R1, R2 and R3 

 

 
 

                                                   

Table 4. Prioritized Weights Accorded by R1, R2 and R3 

 

  R1 R2 R3 

P 0.784314 0.115385 0.15 

Q 0.0196078 0.807692 0.075 

R 0.0392157 0.0384615 0.025 

S 0.025641 0.0384615 0.75 

 

An aggregated comparison matrix is worked out by taking 

the geometric means of corresponding priorities in various 

components of each cell of Table 3. Table 5 shows the 

final rankings evolved by synthesizing the rankings 

provided by the referees R1, R2 and R3. 

                      

Table 5. Aggregated Matrix Showing Final Weights of the 

Attributes using Proposed Methodology 

 

  P Q R S Weights 

P 1 2.2525 7.1138 1.4422 0.439024 

Q 0.4439 1 3.152 0.6403 0.194812 

R 0.1406 0.3172 1 0.2027 0.0617422 

S 0.6934 1.5618 4.9334 1 0.304421 

       λmax =  4,   C.I. = 1.78862e − 07,     C.R. = 1.99e − 07  

 

Final ranking is R, Q, S, P with CR approximately zero. 

Thus the efficiency of proposed methodology is 

substantially established in decision making scenarios. 

 

5. Group Consistency 

 

Group decision making is becoming increasingly 

important in decision scenarios associated with MCDM 

problems. AHP apparently arms the judgments which are 

consistent or near consistent (having CR < 0.1), whereas it 

discards inconsistent judgments affected by any of the 

above mentioned  speculations. In realistic scenarios, only 

a handful of acceding judgments are taken into account 

defying the very objective of a legitimate conception. The 

proposed methodology provides an insight into the 

impediments to effective group processes and on 

techniques that can improve group decisions. A group 

decision-making methodology is being introduced as an 

effective approach for improving the targeted resolutions. 

It combines the following three components: 

P Q R S

A1, A2, A3 = P 1 40, 1/7, 2 20, 3, 6 5, 3, 1/5

Q 1 1/2, 21, 3 1/8, 21, 1/10

R 1 1/4, 1, 1/30

S 1

λmax =  4,    C.I. = 0,  C.R. = 0,               Ai, i = 1, 2, 3
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(1) The survey analysis 

(2) The Analytic Hierarchy Process to produce judgments 

(3) A logistic numerical assessment of irrational 

judgments. 

We now illustrate the proposed methodology via an 

example in which eight referees say R1, R2, R3, R4, R5, R6, 

R7 and R8 are put to an inquisition to rank four attributes 

P, Q, R and S. To begin with, we first discuss the results 

working with the classical AHP methodology. Tables 6, 7, 

8, 9, 10, 11, 12 and 13 exhibit the prioritized weights 

procured using AHP accorded by referees respectively. 

Note each decision maker Ri, i = 1, 2,…, 8, has to make  

4(4 − 1)/2 = 6 comparisons, viz. P with Q, R, S; then Q 

with R, S; and finally R with S, using scale from Table 1. 

                                                         

Table 6. Response to Inquisition by Referee R1 

 

 P Q R S Weights 

P 1 1/9 1/2 1/6 0489075 

Q 9 1 7 3 0.590915 

R 2 1/7 1 1/5 0.0771508 

S 6 1/3 5 1 0.283027 

 λmax =  4.09571,  C.I. = 0.031905,  C.R. = 0.03545 

 

Table 7. Response to Inquisition by Referee R2 

 

 P Q R S Weights 

P 1 1/5 3 6 0.211829 

Q 5 1 7 9 0.657806 

R 1/3 1/7 1 2 0.0827088 

S 1/6 1/9 1/2 1 0.0476561 

 λmax =  4.14228, C.I. = 0.047426, C.R. = 0.05270 

 

Table 8. Response to Inquisition by Referee R3 

 

 P Q R S Weights 

P 1 1 1/2 1/7 0.0801702 

Q 1 1 1/2 1/7 0.0801702 

R 2 2 1 1/8 0.132531 

S 7 7 8 1 0.707129 

 λmax =  4.08661, C.I. = 0.0288702, C.R. = 0.032078 

 

Table 9. Response to Inquisition by Referee R4 

 

 P Q R S Weights 

P 1 1/2 6 4 0.368319 

Q 2 1 1/2 5 0.327285 

R 1/6 2 1 1/3 0.164289 

S 1/4 1/5 3 1 0.140107    

 λmax =  5.64218, C.I. = 0.547395, C.R. = 0.60822 

 

 

Table 10. Response to Inquisition by Referee R5 

 

 P Q R S Weights 

P 1 1/5 4 6 0.292937 

Q 5 1 1/2 7 0.425984 

R 1/4 2 1 3 0.238303 

S 1/6 1/7 1/3 1 0.0427761 

 λmax =  5.42098, C.I. = 0.473658, C.R. = 0.52629 

 

Table 11. Response to Inquisition by Referee R6 

 

 P Q R S Weights 

P 1 1/2 8 1/4 0.257225 

Q 2 1 5 1/6 0.214766 

R 1/8 1/5 1 7 0.245865 

S   4        6 1/7 1 0.282144 

 λmax =  9.33837, C.I. = 1.77946, C.R. = 1.97718 

 

Table 12. Response to Inquisition by Referee R7 

 

 P Q R S Weights 

P 1 2 3 1/4 0.266575 

Q 1/2 1 1/5 1/6 0.0492226 

R 1/3 5 1 7 0.416396 

S  4         6 1/7 1 0.267806 

 λmax =  6.30652, C.I. = 0.768841, C.R. = 0.85427 

 

Table 13. Response to Inquisition by Referee R8 

 

 P Q R S Weights 

P 1 1/2 1/3 1/4 0.0503552 

Q 2 1 8 1/6 0.341091 

R 3 1/8 1 5  0.272895 

S 4            6 1/5 1  0.335659 

 λmax =  7.85978, C.I. = 1.28659, C.R. = 1.42954 

 

An aggregated reciprocal matrix is developed by taking 

geometric mean of corresponding values of all the eight 

matrices for further calculations. Table 14 depicts the final 

weights of the attributes P, Q, R and S using classical 

AHP, taking into account all consistent and inconsistent 

judgments. 

 

Table 14. Aggregated Matrix Showing Final Weights 

Using AHP 

 

  P Q R S Weights 

P 1 0.42729 1.86121 0.69361 0.212604 

Q 2.34033 1 1.62658 0.67798 0.30739 

R 0.537285 0.614787 1 1.36778 0.205152 

S 1.44173 1.47497 0.731112 1 0.274855 

   λmax =  4.31047, C.I. = 0.103489, C.R. = 0.11499 

 

Clearly resultant matrix shows incommensurate results as 

the attribute Q having awarded highest priority, yet not 

prioritized to S and similar other observations. Now we 

illustrate our proposed scheme on the same problem and 

simultaneously provide a comparison with the 

aforementioned result. We first seek the priorities for the 

four attributes P, Q, R, S, in ascending order from Table 

14. 

     Following information is provided: attribute P is 

prioritized 1.86121 times over R, priority of S over P is 

1.44173 times and that of Q over S is 0.67798 times. 
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Awarding the priorities to the remaining pair wise 

comparisons logically as explained in step 3 of the 

proposed methodology (section 3.3), we construct a pair 

wise a comparison matrix given by Table 15. 

                   

Table 15. Synthesis of Priorities Accorded by Proposed 

Methodology 

 

 P Q R S Weights 

P 1 1.02306 1.86121 0.693611 0.25275 

Q 0.97746 1 1.81927 0.67798 0.247054 

R 0.537285 0.549671 1 0.372667 0.135799 

S 1.44173 1.47497 2.68336 1 0.364397 

 λmax =  4, C.Ic. = 1.43707e − 12, C.R. = 1.59678e − 12 

 

Table 15 provides highly commensurate results with all 

the attributes having provided with prioritized weights. 

 

6. Concluding Remarks 

 

We have described the implementation of a corrective 

model, assisting the decision-maker in the construction of 

a consistent comparison matrix. It is conspicuous to 

mention that not only pair wise comparisons are 

substantially reduced, from n(n − 1)/2 to n − 1, but also 

appreciably legitimate results are shown, as evident by CR 

of Table 15 which is significantly lower than CR of Table 

14. Another momentous advantage is that any number of 

attributes may be entertained in one set without any 

baffling responses. We hope that the proposed 

methodology can refocus the attention of researchers from 

the race of finding better judgments for inconsistent and 

near consistent matrices. Future work will include 

incorporation of the proposed approach into practical 

software applications, i.e. case studies will be processed 

and evaluated. Detailed evaluation of the present approach 

with other similar approaches can be obtained through 

these case studies. 
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Abstract: In this paper, a new low-voltage MOS current 
mode logic (MCML) multiplexer based on the triple-tail cell 
concept is proposed. An analytical model for static 
parameters is formulated and is applied to develop a design 
approach for the proposed low-voltage MCML multiplexer. 
The delay of the proposed low-voltage MCML multiplexer is 
expressed in terms of the bias current and the voltage swing 
so that it can be traded off with the power consumption. The 
proposed low-voltage MCML multiplexer is analyzed for the 
three design cases namely high-speed, power-efficient, and 
low-power. Finally, a comparison in performance of the 
proposed low-voltage MCML multiplexer with the 
traditional MCML multiplexer is carried out for all the 
cases. 

Keywords 
MOS current mode logic, low-voltage, triple-tail cell. 

1. Introduction 
The rapid advances in the VLSI technology have led to 

the development of high-resolution mixed-signal 
applications [1]-[2]. These applications demand high 
performance digital circuits to be integrated with analog 
circuitry on the same chip. The traditional CMOS logic style 
is not suitable as it generates a large amount of switching 
noise [3]-[4]. Many alternative logic styles have been 
suggested in literature [5]-[12]. Among them, MOS current 
mode logic (MCML) style is the most preferred option for 
high-resolution mixed-signal integrated circuits due to the 
reduced switching noise [12]-[13]. Also, MCML style 
exhibits better power-delay than CMOS at high frequencies 
[14]-[15]. Hence, MCML is suitable for designing high-
speed communication systems [15]-[21] wherein a 
multiplexer is a key element for serialization of parallel data 
during transmission.  

The implementation of traditional MCML multiplexer 
is based on the series-gating approach (i.e. stacked source-
coupled transistor pairs) [22]. This approach requires that all 
the stacked transistor pairs should operate in saturation 
region thereby limiting the power supply requirement. The 
power supply may however be lowered by reducing the 
number of stacked transistor pair levels with triple-tail cell 
concept [23]-[27]. In this paper, a new low-voltage MCML 

multiplexer based on the triple-tail cell concept is proposed. 
An analytical model for static parameters is formulated and 
is used to size transistors of the proposed low-voltage 
multiplexer. From the knowledge of the transistor sizes, the 
delay is expressed in terms of the bias current and the 
voltage swing so that it can be traded off with the power 
consumption. Then, the proposed low-voltage multiplexer 
for high-speed, power-efficient and low-power design cases 
is illustrated and finally its performance is compared with 
the traditional MCML multiplexer for each case. 

In this paper, the operation of the traditional MCML 
multiplexer is briefly reviewed in Section 2. Then, the new 
low-voltage MCML multiplexer is proposed and its 
analytical formulations for different static parameters and 
delay are presented in Section 3. The analysis of the 
proposed multiplexer for the three design cases, namely 
high-speed, power-efficient, and low-power, and its 
performance comparison with the traditional MCML 
multiplexer is discussed in Section 4. Finally, the paper is 
concluded in Section 5. 

2. Traditional MCML Multiplexer 

A traditional 2:1 multiplexer with differential inputs, 
namely SEL A and B is shown in Fig. 1 [28]. It consists of 
two levels of source-coupled transistor pairs to implement 
the logic function and a constant current source MTR1 to 
generate bias current ISS. The differential SEL input drives 
the lower level transistor pair MTR2-MTR3 that alternatively 
activates the upper level transistor pairs MTR4-MTR5 and 
MTR6-MTR7. When differential input SEL is high, MTR3 is 
off, the bias current ISS flows through MTR2 and is steered 
either to MTR4 or MTR5 according to the differential input A. 
Conversely, when differential input SEL is low, the bias 
current ISS flows through MTR3 and is steered to one of the 
two transistors, i.e. either MTR6 or MTR7 depending on the 
differential input B. The bias current ISS is converted to the 
differential output voltage ( ) through the transistors 
MTR8 and MTR9 [28]. The load capacitance CL includes the 
effect of fanout, and the interconnect capacitances. 

The minimum supply voltage, VDD_MIN_TR for the 
traditional multiplexer is defined as the lowest voltage at 
which all the transistors in the two levels and the current 
source operate in the saturation region [29] and has been 
computed as 
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Fig. 1. Traditional MCML 2:1 multiplexer. 

 VDD_MIN_TR = 3VBIAS – 3VT_TR1 + VT_TR (1) 

where VT_TR is the threshold voltage of the transistors  
MTR4,5,6,7, VT_TR1 is the threshold voltage of MTR1, VBIAS is 
the biasing voltage of MTR1. 

3. Proposed Low-voltage MCML 
Multiplexer  
The proposed low-voltage 2:1 multiplexer with 

differential inputs, namely SEL A and B, is shown in Fig. 2. 
It consists of two triple-tail cells (MLV3, MLV4, MLV7) and 
(MLV5, MLV6, MLV8) biased by separate current sources of 
ISS/2 value. The transistors MLV7 and MLV8 are driven by the 
differential SEL input and are connected between the supply 
terminal and the common source terminal of transistor pairs 
MLV3-MLV4 and MLV5-MLV6 respectively. A high differential 
SEL voltage turns on the transistor MLV8, and deactivates 
the transistor pair MLV5-MLV6. At the same time, the 
transistor MLV7 turns off so that the transistor pair MLV3-
MLV4 generates the output according to the differential input 
A. Similarly, the transistor pair MLV5-MLV6 gets activated 
for low differential SEL voltage and produces the output 
corresponding to the differential input B.  

The minimum supply voltage, VDD_MIN_LV for the 
proposed multiplexer has been computed by the method 
outlined in [29] as 

 VDD_MIN_LV = 2VBIAS – 2VT_LV1 + VT_LV (2) 

where VT_LV  the threshold voltage of transistor MLV3,4,5,6, 
VT_LV1 is the threshold voltage of MLV1, VBIAS is the biasing 
voltage of MLV1. 

3.1 Static Model 
The static model has been derived by modeling the 

load transistors MLV9, MLV10 by an equivalent linear 
resistance, Rp [30]. Using the standard BSIM3v3 model, the 
linear resistance Rp has been computed as  
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R
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where RDSW is the empirical model parameter, WP is the 
channel width of the load transistor and the parameter Rint is 
 

 
Fig. 2. Proposed low-voltage 2:1 multiplexer. 

the intrinsic resistance of the PMOS transistor in the linear 
region and is given as 
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P
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where Cox is the oxide capacitance per unit area. The 
parameters eff,p, VT,p and LP are the effective hole mobility, 
the threshold voltage and the effective channel length of the 
load transistor, respectively.  

It may be noted that if equal aspect ratio of all 
transistors in the triple tail cells is considered, then the 
transistors MLV7 and MLV8 will not be able to completely 
switch off the transistor pair MLV3-MLV4 and MLV5-MLV6. 
Hence, for proper operation, the aspect ratio of transistors 
MLV7, MLV8 is made greater than other transistors’ aspect 
ratio by a factor N. As an example if the value of differential 
inputs A and B is chosen such that the transistors MLV3, 
MLV5 are on while the transistors MLV4, MLV6 are off. Then, 
a high differential SEL voltage turns on the transistor MLV8 
and deactivates the transistor pair MLV5-MLV6. But since the 
transistors MLV8 and MLV5 have the same gate-source 
voltages, the currents flowing through MLV5 (iD,5) and MLV8 
(iD,8) can be written as  

 ,
1

1
2
SS

D,5 N
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�
�  (5a) 
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The current through MLV5 can be minimized by 
increasing factor N. This input condition produces minimum 
output voltage VOL as  
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       SSp
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where  iD,3, iD,4, iD,5, iD,6 are the currents through transistors 
MLV3, MLV4, MLV5, MLV6 respectively. The differential 
output voltages for various input combinations are enlisted 
in Tab. 1. It can be observed from Tab. 1 that there are two 
values of both maximum output voltage VOH and minimum 
output voltage VOL for different input combinations. 
Consequently, the voltage swing, VSWING1 for the same 
differential inputs (A and B) can be expressed as 



RADIOENGINEERING, VOL. 22, NO. 1, APRIL 2013 261 

Differential inputs Currents through the transistors Differential output � �QQ VV �   

SEL A B MLV3 MLV4 MLV5 MLV6 MLV7 MLV8 Level  � � � �� �D,5D,3D,6D,4P iiiiR ���  

L L L I3 0 I1 0 I2 0 VOL1 
�
�
�

�
�
�

�
��

N
IR

1
11

2
SS

P
 

L H I3 0 0 I1 I2 0 VOH2 
�
�
�

�
�
�
� N
NIR

12
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�

�
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�
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N
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1
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�
�
�

�
�
�
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�
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P
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�
�
�

�
�
�
� N
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P
 

H H 0 I1 0 I3 0 I2 VOH1 
�
�
�

�
�
�

�
�

N
IR

1
11

2
SS

P
 

Tab. 1. Differential output voltages for various input combinations. L/H= low/high differential input voltage. I1 = ISS/2, I2 = ISS/2 (N/(1+N)), 
I3 = ISS/2 (1/(1+N)). 
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where VOH1, VOL1 are maximum output voltage and 
minimum output voltage respectively for the same 
differential inputs. The voltage swing, VSWING2 for the 
different differential inputs (A and B) can be expressed as 
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where VOH2, VOL2 are maximum output voltage and 
minimum output voltage respectively for different 
differential inputs. 

As VSWING2 < VSWING1, VSWING2 has been considered 
as the worst case voltage swing, VSWING and has been 
further approximated as 

 
SSpSWING IRV �  for large values of N. (8) 

The small-signal voltage gain (AV) and noise margin 
(NM) for the proposed multiplexer have been computed by 
the method outlined in [30] as 
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where eff,n, gm,n, WN and LN are the effective electron 
mobility, the transconductance, the effective channel width 
and length of transistors MLV3,4,5,6 respectively. 

3.2 Transistor Sizing  
In this section, an approach to size the transistors of 

the proposed multiplexer based on the static model is 
developed. For a specified value of NM and AV ( > 1.4 for 
MCML [31]), the voltage swing of the proposed multiplexer 
has been calculated using (10) as  
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It may be noted that VSWING should be lower than the 
maximum value of 2 VT so as to ensure that transistors 
MLV3,4,5,6 operates in saturation region. The voltage swing 
obtained from (11) requires sizing of the load transistor with 
equivalent resistance Rp (= VSWING/ISS). To this end, the 
equivalent resistance, RP_MIN, for the minimum sized PMOS 
transistor is first determined and then the bias current IHIGH 
for the required voltage swing is determined as 
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If the bias current is higher than IHIGH, then RP should 
be less than RP_MIN and this is achieved by setting LP to its 
minimum value i.e. LMIN and WP which is calculated by 
solving (3) and (4) as 
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(13) 
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Simulation Condition: AV = 4, VSWING = 0.4 V, CL = 50 fF, ISS = 100 μA 

                                                  NMOS 
                                                  PMOS 

Parameter 

T 
T 
 

F 
F 
 

S 
S 
 

F 
S 
 

S 
F 
 

VSWING (mV) 
Proposed 344 481 260 430 350 

Traditional 366 465 267 378 370 

AV 
Proposed 3.1 2.1 5.2 3.1 3.1 

Traditional 3.2 2.1 4.3 3.1 3.1 

NM (mV) 
Proposed 94.2 78.5 94.6 116.6 95.4 

Traditional 100.6 76.7 90 103.1 101.1 

Simulation Condition: AV = 4, VSWING = 0.4 V, CL = 50 fF, ISS = 10 μA 

VSWING (mV) 
Proposed 410 498 265 420 415 

Traditional 342 519 294 443 407 

AV 
Proposed 3.8 1.9 5.5 2.9 3.7 

Traditional 2.98 1.81 4.39 2.67 2.81 

NM (mV) 
Proposed 130.2 63.6 98.9 110.6 129.4 

Traditional 89.8 56.7 99.6 104.2 101.1 

Tab. 2. Effect of process variation on static parameters. Different design corners are denoted by T = Typical, F= Fast, S= Slow. 
 
Similarly, if the bias current is lower than IHIGH, then 

RP should be greater than RP_MIN which is achieved by 
setting WP to its minimum value i.e. WMIN, and LP which is 
calculated by solving (3) and (4) as 
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The small-signal voltage gain (AV) computed in (9) has 
been used to size transistors MLV3,4,5,6. Assuming minimum 
channel length for the said transistors, the width has been 
computed as 
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 (15) 

Sometimes (15) results in a value of WN smaller than 
the minimum channel width. This happens when the bias 
current is lower than the current of the minimum sized 
NMOS transistor, ILOW given as 
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Therefore, in such cases, WN is also set to WMIN. 

The accuracy of the static model for the proposed 
multiplexer has been validated through SPICE simulations 
by using TSMC 0.18 μm CMOS process parameters. The 
proposed multiplexer is designed for wide range of 
operating conditions: voltage swing of 300 mV and 
400 mV, small-signal voltage gain of 2 and 4, and the bias 
current ranging from 10 μA to 100 μA. 

The designs were simulated and the error in simulated 
and theoretical values for voltage swing, small-signal 
voltage gain and noise margin using equations (8), (9) and 
(10) respectively are calculated and are plotted in Fig. 3. It 
may be noted that maximum error in voltage swing, small-
signal voltage gain and noise margin are 16 %, 15 % and 
19 % respectively. 

The impact of parameter variation on the proposed 
low-voltage and traditional MCML multiplexer perform-
ance is studied at different design corners. The findings for 
various operating conditions are given in Tab. 2. It is found 
that the voltage swing, small-signal voltage gain, and noise 
margin of the proposed low-voltage multiplexer varies by 
a factor of 1.87, 2.94, and 2.28 respectively between the best 
and the worst cases. For the traditional MCML multiplexer, 
the voltage swing, small-signal voltage gain, and noise 
margin varies by a factor of 1.76, 2.42, and 1.8 respectively 
between the best and the worst cases. Thus, the proposed 
low-voltage multiplexer shows slightly higher variations 
than the traditional MCML multiplexer for different design 
corners which can be attributed to the smaller aspect ratio of 
transistors in the proposed low-voltage multiplexer [31].  

The effect of temperature variation on proposed low-
voltage and traditional MCML multiplexers performance is 
studied for a typical process corner. The results are shown in 
Tab. 3. It is found that the voltage swing, small-signal 
voltage gain, and noise margin of the proposed low-voltage 
multiplexer varies by about 0.025 %/oC, 0.17 %/oC and 
0.122 %/oC respectively. For the traditional MCML 
multiplexer, the voltage swing, small-signal voltage gain, 
and noise margin varies by about 0.022 %/oC, 0.11 %/oC 
and 0.098 %/oC respectively. Thus, the proposed low-
voltage multiplexer shows slightly higher variations than the 
traditional MCML multiplexer. 

3.3 Delay Model 
In this section, a delay model of the proposed 

multiplexer is formulated in terms of bias current and 
voltage swing. There are two delay parameters, namely 
select to Q (SEL-Q) and input to Q (A-Q or B-Q), described 
for a multiplexer. The SEL-Q delay is evaluated when SEL 
changes with constant inputs (A and B) whereas A-Q (B-Q) 
delay is evaluated when A (B) switches while SEL remains 
constant. However in practical cases, the SEL-Q delay is 
prominent and is therefore considered for further discussion.  
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Simulation Condition: AV = 4, VSWING = 0.4 V, CL = 50 fF, ISS = 100 μA 

Temp (oC) 

Parameter 

0o 

 

70o 

 

125o 

 

VSWING (mV) 
Proposed 387 394 399 

Traditional 386 392 396 

AV 
Proposed 3.6 4.0 4.3 

Traditional 3.58 3.9 4.1 

NM (mV) 
Proposed 117 127 134.8 

Traditional 116 124 130.21 

Tab. 3. Effect of temperature variations on static parameters. 

Fig. 3. Error in the static parameters versus ISS for different values of VSWING and Av, (a) VSWING, (b) Av, (c) NM. 

 
In case of a low-to-high transition on SEL input that 

causes output to switch by activating (deactivating) the 
transistor pair MLV3-MLV4 (MLV5-MLV6), the circuit reduces 
to a simple MCML inverter. The equivalent linear half 
circuit is shown in Fig. 4 where Cgdi, Cdbi represent the 
gate-drain capacitance and the drain-bulk junction 
capacitance of the ith transistor. For NMOS transistors 
operating in saturation region, Cgd is equal to the overlap 
capacitance CgdoWn between the gate and the drain where 
Cgdo is the drain-gate overlap capacitance per unit transistor 
width [30]. For the PMOS transistor operating in linear 
region, Cgd is evaluated as the sum of the overlap 
capacitance and the intrinsic contribution associated with 
its channel charge [30]. The junction capacitance Cdb for 
the transistors has been computed as explained in [32]. 

The SEL-Q delay (tPD_SEL) of the proposed 
multiplexer can be expressed as 
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Fig. 4. Linear half-circuit (with low differential input A). 

with 
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rewritten as 
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The capacitances may be expressed in terms of bias 
current and voltage swing as  
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where Cxy is the capacitance between the terminals x and y 
and  axy, bxy, cxy are the associated coefficients. Using (14) 
and (15), various capacitances in (18) for ISS ranging from 
ILOW to IHIGH have been expressed as 
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where Cjn, Cjswn are the zero-bias junction capacitance per 
unit area and zero-bias sidewall capacitance per unit 
parameter respectively. The coefficients Kjn, Kjswn are the 
voltage equivalence factor for the junction and the sidewall 
capacitances of the NMOS transistor respectively [32]. 
Parameter Ldn is extrapolated from design rules [22].  
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where Abulk,max is a parameter defined in BSIM3v3 model 
[28]. 

   � � dpjswpjswpjswpjswpdpjpjpMINdb9 22 LCKCKLCKWC ���  (25) 

where Cjp, Cjswp are the zero-bias junction capacitance per 
unit area and zero-bias sidewall capacitance per unit 
parameter respectively. The coefficients Kjp, Kjswp are the 
voltage equivalence factor for the junction and the sidewall 
capacitances of the PMOS transistor respectively [32]. 
Parameter Ldb is extrapolated from design rules [22].  

The coefficients axy, bxy and cxy of all the capacitances 
in (18) are summarized in Tab. 4. Using equations (20) – 
(25), equation (18) can be written as  
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where 

 ,22 3db3 gdaaa ��  (27a) 

 ,gd9bb �  (27b) 

 .22 db99db3 cccc gd ���  (27c) 

The delay model can also be used for ISS value outside 
the range [ILOW, IHIGH]. This is because for ISS > IHIGH , the 
capacitance coefficients of PMOS transistor in (26) differ 
as explained in Section 3.2. But, since for high values of 
ISS, the capacitive contribution of PMOS transistor is 
negligible, therefore (26) can predict the delay. Similarly, 
for ISS < ILOW, the capacitance coefficients of NMOS 
transistor in (26) differs. But, since for low values of ISS, 
the delay majorly depends on the capacitances of PMOS 
transistor. So, the expression in (26) can estimate the delay 
of the proposed multiplexer.  

The accuracy of the delay model for the proposed 
multiplexer has been validated through SPICE simulations 
by using TSMC 0.18 μm CMOS process parameters. The 
proposed multiplexer is designed for wide range of 
operating conditions: voltage swing of 300 mV and 
400 mV, small-signal voltage gain of 2 and 4, bias current 
ranging from 10 μA to 100 μA, and load capacitance of 
0 fF, 10 fF, 100 fF and 1 pF. It is found that there is a close 
agreement between the simulated and the predicted delay 
for all the operating conditions. The simulated and the 
predicted delay in particular for VSWING = 400 mV, AV= 4 
and with different load capacitances are plotted in Fig. 5. 

The impact of parameter variation on proposed low-
voltage and traditional multiplexers delay is studied at 
different design corners. The findings for various operating 
conditions are given in Tab. 5. It is found that the 
propagation delay of the proposed low-voltage multiplexer 
varies by a factor of 1.89 between the best and the worst 
cases. For the traditional MCML multiplexer, the delay 
varies by a factor of 1.85 between the best and the worst 
cases. Thus, the proposed low-voltage multiplexer shows 
slightly higher variation than the traditional MCML 
multiplexer in delay for different design corners. The 
process variations are more prevalent in the designs with 
smaller aspect ratio [31] and the results for proposed low-
voltage multiplexer conform to this fact. 

The effect of temperature variation on proposed low-
voltage and traditional MCML multiplexers delay is 
studied for a typical process corner. The results are shown 
in Tab. 6. It is found that delay of the proposed low-voltage 
multiplexer varies by about 1.2 %/oC. For the traditional 
MCML multiplexer the delay shows a variation of 1 %/oC. 
Thus, the proposed low-voltage multiplexer shows slightly 
higher variations than the traditional MCML multiplexer. 
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Tab. 4. The capacitance coefficients for the proposed multiplexer. The symbols have their usual meanings. 
 
 
 

Simulation Condition: AV = 4, VSWING = 0.4 V, CL = 50 fF, ISS = 100 μA 

NMOS 

PMOS 

Parameter 

T 

T 

 

F 

F 

 

S 

S 

 

F 

S 

 

S 

F 

 

tPD (ps) 

Proposed 265 237 448 255 262 

Traditional 553 515 954 527 550 

Simulation Condition: AV = 4, VSWING = 0.4 V, CL = 50 fF, ISS = 10 μA 

tPD (ns) 

Proposed 2.4 1.7 3.2 2.1 2.3 

Traditional 3.7 3.2 4.6 3.5 3.6 

Tab. 5. Effect of process variation on delay. 

 

 

 
Fig. 5. Simulated and the predicted delay of the proposed low-voltage multiplexer versus ISS with NM =130 mV, AV= 4 for different CL values:  

(a) 0 fF, (b) 10 fF, (c) 100 fF, (d) 1 pF. 
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Simulation Condition:  
AV = 4, VSWING = 0.4 V, CL = 50 fF, ISS = 100 μA 

Temp 

Parameter 

0o 

 

70o 

 

125o 

 

tPD (ps) 
Proposed 151 280 387 

Traditional 339 590 762 

Tab. 6.  Effect of temperature variation on delay. 

4. Design Cases 
In the previous section, the proposed multiplexer has 

been modeled and various parameters are expressed as 
a function of bias current and voltage swing. In practice, 
the voltage swing is set on the basis of the specified noise 
margin while the bias current is chosen according to 
power-delay considerations. Therefore, the proposed low-
voltage multiplexer for high-speed, power-efficient, and 
low-power cases is discussed. 

4.1 High-Speed Design 
A high-speed design requires bias current that results 

in minimum delay. The delay in (26) decreases with the 
increasing ISS and tends to an asymptotic minimum value 
of 0.69∙(a / VSWING) for ISS → ∞. A substantial improve-
ment in delay with increasing bias current may be achieved 
if condition 
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is satisfied. However, high value of bias current results in 
large transistor sizes. Therefore, the bias current should be 
set to such a value after which the improvement in speed is 
not significant. If equality sign in (28) is considered then 
the delay is close to its minimum value and the use of high 
bias current is avoided. Therefore, this assumption leads to 
a bias current (ISS_HS) and delay (tPD_MIN) as  
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The proposed high-speed multiplexer designed with 
a noise margin of 130 mV, small-signal gain of 4, and load 
capacitance of 50 fF, gives ISS_HS as 112 μA. A delay of 
254 ps and 224 ps are obtained from (30) and simulations 
respectively. On the contrary, a traditional high-speed mul-
tiplexer designed using the method outlined in [28] for the 
same specifications results in a delay of 528 ps. This 
indicates that the proposed multiplexer can achieve much 
higher speed than the traditional one.  

4.2 Power Efficient Design 

A power efficient design requires bias current that 
results in minimum power-delay product (PDP). The power 
is calculated as the product of VDD and ISS. So, the PDP of 
the proposed multiplexer may be expressed as: 
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Therefore, the current ISS_PDP for minimum PDP may 
be given as 
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The proposed power-efficient multiplexer designed 
with a noise margin of 130 mV, small signal gain of 4, and 
load capacitance of 50 fF, gives ISS_PSP as 4.5 μA. A PDP 
value of 19 fJ has been obtained for the proposed 
multiplexer. On the other hand, a traditional power-
efficient multiplexer designed using the method outlined in 
[28] for the same specifications results in a PDP value of 
13 fJ. The result signifies that the proposed multiplexer 
results in higher PDP values than the traditional one. 

4.3 Low-Power Design 
In low-power designs, the bias current ISS is set to low 

values so that the term  
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is dominant in (26). Hence, the delay reduces to 
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The proposed low-power multiplexer designed with 
a noise margin of 130 mV, small signal gain of 4, load 
capacitance of 5 fF, and with value of  as 2 μA gives 
a power consumption of 2.2 μW while the traditional low-
power multiplexer designed using the method outlined in 
[28] for the same specifications results in power 
consumption of 2.8 μW. 

5. Conclusions 
A new low-voltage MCML multiplexer based on the 

triple-tail cell concept is proposed. Its static parameters are 
analytically modeled and are used to develop a design 
approach for the proposed low-voltage MCML multi- 
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plexer. The delay is formulated as a function of the bias 
current and the voltage swing and is traded off with power 
consumption for high-speed, power-efficient, and low-
power design cases. An improvement in performance is 
obtained for the proposed low-voltage multiplexer in 
comparison to traditional MCML multiplexer for high-
speed and low-power design cases. 
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Abstract—This paper addresses the problems encountered
during digitization and preservation of inscriptions such as per-
spective distortion and minimal distinction between foreground
and background. In general inscriptions neither possess standard
size and shape nor colour difference between the foreground
and background. Hence the existing methods like variance based
extraction and Fast-ICA based analysis fail to extract text
from these inscription images. Natural gradient Flexible ICA
(NGFICA) is a suitable method for separating signals from
a mixture of highly correlated signals, as it minimizes the
dependency among the signals by considering the slope of the
signal at each point. We propose an NGFICA based enhancement
of inscription images. The proposed method improves word and
character recognition accuracies of the OCR system by 65.3%
(from 10.1% to 75.4%) and 54.3% (from 32.4% to 86.7%)
respectively.

Key Words :NGFICA, Text and non-Text region, Hampi
Images

I. INTRODUCTION

A significant amount of research has been carried out in
the direction of reading inscriptions from monuments around
the world. Several methods have been proposed for detection
of text, localization and extraction of text from images of
inscriptions [1] [2]. But, the problem of text extraction in-
tensifies when the difference in the text (foreground) and the
background is very marginal or the background is textured or
the background and foreground are similar. Such is the case
of camera-held images of inscriptions at the sites of historical
monuments. Figure 1 shows an image of inscription found in
world heritage site ”Hampi”. These inscriptions are generally
found engraved into / projected out from, stone or other
durable materials. However, due to effects of uncontrolled
illuminations, wrapping, multi-lingual text, minimal difference
between foreground and background images, the distortion due
to perspective projection as well as the complexity of image
background, extracting text from these images is a challenging
problem.

The commercially available OCR’s (Optical Character
Recognition) have very poor recognition accuracy of images
of the inscriptions on monuments. The images of English
inscriptions from the monuments were passed through the
commercial OCR for text extraction but the OCR failed to
recognize these images. These images can be recognized
by OCR only after proper enhancement. FastICA [3] based

Fig. 1. Inscription found at Hampi

enhancement method has given good results for inscription
images with a reasonable colour difference between text and
the background. Most of the ancient inscriptions do not have
such reasonable colour distinction between the two regions.
Therefore to digitize such inscriptions we have to enhance
the difference between the two regions. This paper proposes
a method to enhance the minimal difference between text and
non-text regions of such inscription images.

Natural Gradient based Flexible ICA (NGFICA) has been
extensively used in separating highly correlated signals [4] as
it minimizes dependency among the different signals present
in the source signal using gradient descent optimization ap-
proach. For minimizing the dependency among the foreground
and background of historical inscription images, we used
NGFICA for obtaining independent components of the images.
This paper presents a novel enhancement technique to separate
the text part of the inscription image by processing NGFICA
output of inscription image.

II. RELATED WORK

Text Extraction from document images has been of interest
for the research community over a decade, but there has
been very few work done in digitizing inscription images of
historical monuments. High contrast edges between text and
background is obtained using the red color component in the
approach by Agnihotri et al. [5]. In [6], the ”uniform color”
blocks within the high contrast video frames are selected to
correctly extract text regions. Kim et al. [7] used 64 clustered
color channels for text detection where cluster colors are based



on Euclidean distance in the RGB space. The method based
on variance by M. Babu et al [8] makes use of the variance
in the text and non-text regions. The variance is high at the
text edges and vice versa.Variance method to extract the text
as in [8] did not prove successful due to blurred edges of text
and minimum distinction between text and non text region.
The text in inscription images does not consist of a uniform
color and there is low contrast between text and background
thus making the use of [6] unsuitable. Simple edge-based
approaches [9] are also considered useful to identify regions
with high edge density and strength. This method performs
well if there is no complex background but the inscription
images have complex background thus these methods cannot
be used directly.

The authors of [10], estimate the intensity of non-text
region (background) and do binarization in comparison with
a threshold intensity. Laplacian of Gaussian filters in Sobolev
space using different � factor for different images are used
in [11] for enhancement of text images. Curvelet transform
is proposed in [12] for denoising the degraded historical
documents. Adaptive binarization technique for Palm Leaf
Manusripts proposed in [13] , where authors used Wiener
filter for noise removal and contrast adaptive binarization for
segmentation of text from the back ground. [14] Proposes
a wavelet based enhancement / smearing algorithm for the
removal interfering strokes in archiving handwritten document
images. In [15] authors proposed a hybrid approach includes
both local and global thresholding technique for cleaning
background noise from the ancient documents . The results
in [15] shows that enhancement has been achieved but cannot
be read by OCR. The above said methods were based on
binarization, text extraction using variance or edge detection
based methods. These methods depend upon pixel’s threshold
value based on difference between foreground and background
part.

Garain et al [3] describe how to enhance image using Fas-
tICA algorithm which results in three independent components
or layers which correspond to the contribution of text in them.
The method is an enhancement method, which however is
unable to enhance inscription images which are weak or highly
spatially correlated sources. More recently,its convergence has
been shown to slow down or even fail in the presence of saddle
points, particularly for short block sizes [16]. More over it is
proved in [17] that Fast ICA fails in seperating the sources for
a week or closed sources.

In case of unclear and complex archaeological inscription
images, there is no sharp distinction between foreground and
background. Natural gradient based independent component
analysis learning algorithm with flexible nonlinearity as de-
scribed in [18] [19] gives better results than other algorithms
as it is more efficient in minimizing dependence among
correlated signals. In the proposed method we used NGFICA
for minimizing the dependency between foreground, middle
layer and background of such inscription images and further
the characters are retrieved from the foreground.

III. MOTIVATION

Many of the inscriptions are couched in extravagant lan-
guage, but when the information gained from inscriptions can
be corroborated with information from other sources such as
still existing monuments or ruins, inscriptions provide insight
into world’s dynastic history that otherwise lacks contem-
porary historical records. Digital archiving of these images
are necessary for conservation and accessibility. The major
challenges of digitization of such images are blurred edges of
the text and minimum distinction between text and non text
part. NGFICA algorithm deals with Gaussian, sub Gaussian
and super Gaussian source signals as is the case with the said
inscription images[18]. We are proposing a novel method to
enhance degraded inscription images using NGFICA in this
paper.

A. Methodology

We separated the text (foreground), non-text (background)
and noise of an image as three different components using
NGFICA as it minimizes the dependency among the compo-
nents. We further refined all ICA ouputs using morphological
operation. The ICA output image with average threshold
farthest from average threshold of original image gave good
results.

1) Finding the independent components:
The images of inscriptions were complex because of
the high correlation of foreground pixels with the back-
ground pixels. This merging of pixels deteriorates the
clarity of the inscription images. The noise from the
background due to illumination, shadows etc. added to
the problem of clarity of regions(text, non-text). So, we
performed Gaussian smoothing of the colored image
using a 5x5 kernel. This helped to remove small scale
noise and irrelevant image details. Then R, G, B com-
ponents of the smoothed image were extracted. Three
independent components of the colored image were
obtained by performing NGFICA on the extracted R, G,
B components. For reference purpose these independent
components were named as text layer, non-text layer and
mixed layer on the basis of their contribution to the text.
The NGFICA [20] can be explained in the simplest
possible way as follows. An image can be considered
as a mixture of foreground, background and a common
part for both. Let the mixing model be

X = AY (1)

where X[n� T ] be the original image
Y [n�T ] be the unknown mutually independent portion
of the image and A[n� n] be the mixing matrix. For a
3 channel image, Equation.1 can be written as
The de-mixing model is defined as
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Z = WX (3)

where Z[n� T ] is the separated sources
and W [n� n] be the de-mixing matrix

rL(W ) = W�T
� E[g(Y )XT ] (4)

where g(Y)is given by Equation.5

g(Y ) = �
d

dY
(logP (Y )) (5)

The randomized gradient rL(W) of formula given by
Equation.4 expresses the steepest drop direction of the
Euclidean space cost function L(W). The natural gradi-
ent �rL(W ) is the steepest drop direction in Riemann
space of parameters W. The natural gradient �rL(W )
can be calculated by modifying the random gradient,
which is obtained by multiplying WTW in the random
gradient as given by Equation-6.Thus NGFICA algo-
rithm gives faster convergence and better performance.
Faster convergence is due to the fact that decorrelation
is performed together with separation and the better
performance is due to the non linear function g(Y)
controlled by the Gaussian exponent .

�rL(W ) = (I � E[g(Y )Y T ])W (6)

To minimize dependency among output components we
have to minimize cost function L (W)
As explained in [21] gradient adaptation is a useful
technique for adjusting a set of parameters to min-
imize a cost function. The natural gradient is based
on differential geometry and employs knowledge of
the Riemannian structure of the parameter space to
adjust the gradient search direction. Unlike Newton’s
method, natural gradient adaptation does not assume a
locally-quadratic cost function. Moreover, for maximum
likelihood estimation tasks, natural gradient adaptation
is asymptotically Fisher-efficient. The three independent
components of NGFICA are shown in Figure.3

2) Character Extraction from foreground
NGFICA output image can be considered as a fore-
ground, back ground and noise image. We compared the
average threshold of each of these output images with
that of original image. The one which is farthest from
original image is identified as the foreground as it had
only text. The image shown in Figure.3 (b) is identified
as the foreground, and the image is further enhanced
using Sobel edge detection and then dilation using disc
shaped structuring element to retrieve the characters.

IV. RESULTS AND DISCUSSION

The dataset for validating the proposed method was pre-
pared by gathering images of inscriptions belonging to histor-
ical monuments (India Gate, Delhi) , heritage sites (Hampi,
Karnataka), ancient temples (Vishnu temple, Tamil Nadu) etc.
Such inscriptions are common at almost every monument and

Fig. 6. Other language results

(a) (b)
Fig. 7. Other Language 1 (a) Source (b) result

(a) (b)
Fig. 8. Other Language 2 (a) Source (b) result

normally found engraved into / projected out from, stone or
other durable materials. Some images were clicked manually
using a 10 megapixel camera and some others were taken
from Internet. The images demonstrated several processing
difficulties like uneven illumination, wrapping, perspective
distortion, multi-lingual text, text with foreground and back-
ground images, etc. The images of India Gate (English)
without enhancement were tested on web based OCR [22]
and the results are shown in Table.II. The enhanced outputs
of India Gate images using the proposed method is shown in
Figure.9 and 10. We have also compared the proposed method
with Fast ICA based enhancement [3] and results are shown in
Table.I in Figure.4. Other results of Hampi inscription images
are shown in Figures. 5 and 11

The proposed method also worked equally well for other
languages too. The results are shown in Figures.6, 7 and 8.
We have tested the method on 650 images of which 550 were
English word images which were passed through OCR and
word accuracy of 75:4% and character accuracy of 86:7% was
achieved. The remaining 100 images of different languages
gave very good results. Natural gradient algorithm not only
deals with symmetric distribution of the signal but also can



(a) (b)
Fig. 2. (a) Source image (b) Final Enhanced Image

(a) (b) (c)
Fig. 3. (a) (b)and (c) NGFICA output images

(a) (b) (c)
Fig. 4. (a) Original image (b) Output image of proposed method and (c) Output after Fast ICA based enhancement

TABLE I
COMPARISON WITH FASTICA METHOD

Input Image Number Fast ICA Proposed method
Accuracy in % Accuracy in %

Words 550 0. 9 % 75.4 %
Character 2578 1 % 86.7 %

TABLE II
OCR ACCURACY BEFORE AND AFTER ENHANCEMENT

Input Image Number Rec. by OCR Before Accuracy in % Rec. by OCR After Accuracy in %
Enhancement Before Enhancement Enhancement After Enhancement

Words 550 56 10.1 % 415 75.4
Characters 2578 835 32.4 % 2235 86.7 %



(a) (b) (c)
Fig. 5. (a) Original image (b) Output image of proposed method and (c) Output after Fast ICA based enhancement

(a) (b) (c)
Fig. 9. (a)Image of inscriptions (b) Output of proposed method (c) Corresponding OCR output

(a) (b) (c)
Fig. 10. (a)Image of inscriptions (b) Output of proposed method (c) Corresponding OCR output

(a) (b)
Fig. 11. (a) Source (b) result

deal with asymmetrical distribution of the signal.

V. CONCLUSION

A novel method for enhancement of complex and un-
clear archaeological inscription images has been enhanced
and validated using 650 word images. The proposed method
establishes the important role of NGFICA in digitizing inscrip-
tion images which has minimal distinction between text and
non text region and blurred edges for the text. The method
improved the word and character recognition accuracies from
10.1% to 75.4% and from 32.4% to 86.7% respectively.
The method proved successful in efficiently enhancing multi-
lingual inscription images too. This method can be further
extended for digitization of ancient coins, manuscripts and
archaeological sculptures.
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Abstract. In this paper, Operational Trans-Resistance 
Amplifier (OTRA) based wave active filter structures are 
presented. They are flexible and modular, making them 
suitable to implement higher order filters. The passive 
resistors in the proposed circuit can be implemented using 
matched transistors, operating in linear region, making 
them fully integrable. They are insensitive to parasitic 
input capacitances and input resistances due to the 
internally grounded input terminals of OTRA. As an 
application, a doubly terminated third order Butterworth 
low pass filter has been implemented, by substituting OTRA 
based wave equivalents of passive elements. PSPICE 
simulations are given to verify the theoretical analysis. 

Keywords 
Wave active filter, OTRA, scattering parameters, 
ladder, tunable filter. 

1. Introduction 
There are many advantages of higher order filters 

using doubly terminated lossless ladders, like, low 
sensitivity to component tolerances, ample design 
information and design tables that can be readily applied 
[1]. However, inductor realization in an integrated circuit is 
a challenging task.  

There are various techniques that circumvent these 
shortcomings like element replacement and operational 
simulation. If operational simulation is employed, Signal 
Flow Graphs are used to emulate the relationship between 
various passive elements. These are then physically 
realized using lossy and lossless integrators [1]. Realizing 
lossless integrators is difficult because of non-ideal 
characteristics of passive components used. Besides, 
floating capacitors are used in this topology, which are not 
very favorable in IC implementation. In the case of element 
replacement approach, inductors are replaced by gyrators. 
Although this practice leads to good results with low noise 
sensitivity, realizing high quality floating inductors proves 
to be difficult [2]. Another element replacement method 
using Frequency Dependent Negative Resistance (FDNR) 

was proposed by Bruton [1], and works well with low pass 
filters. LC ladder filters can also be emulated using Linear 
Transformation approach wherein every section of the 
original ladder prototype can be realized using active 
elements individually [3]. One drawback of this method is 
that it uses lossless integrators. 

Apart from these approaches, the wave method [2] is 
also used for realizing higher order resistively terminated 
LC ladder filter which gives excellent results. It uses wave 
equivalents for different passive elements which can be 
readily substituted to realize a filter. In this approach, the 
filter realization is based on modeling the forward and 
reflected voltage waves. The available wave active filters 
[2], [4]-[10] use various active blocks such as OTA [4], 
current amplifier [5], CMOS cascode current mirrors [6], 
FPAA [7], OPAMP [2], [8], CFOA [9], and DVCCCTA 
[10] and operate in current [3]-[7] and voltage [2], [8]-[10] 
mode. 

This paper presents design approach for realization of 
OTRA based higher order wave filter. OTRA being 
a current mode building block does not suffer from low 
slew rate and fixed gain bandwidth product [11] unlike 
conventional voltage mode op-amps. Additionally it has 
a unique feature of low impedance voltage output and is 
also free from the effects of parasitic capacitances and 
resistances at the input due to internally grounded input 
terminals [12], [13]. 

OTRA also allows the implementation of linear MOS 
based resistors [13], which is a huge advantage when going 
for IC fabrication. This property is also exploited to make 
the filters tunable. Although a number of tunable ladder 
circuits based on current-mode approach have been 
reported in open literature [14]-[16], they do not provide 
voltage output. Some of the features of the proposed work 
are: 

� Modular structures which can be easily substituted to 
LC-ladder filter circuits. Provides an easy ‘ready to 
use’ method to realize ladders. 

� Only lossy integrators are employed, which are easy 
to realize, and since OTRA inputs are virtually 
grounded, it is free from effect of parasitic elements. 
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� It doesn’t employ passive resistors; instead it uses 
linear MOSFET based resistors which are voltage 
controlled thus making circuits electronically tunable.  

Section 2 elaborates on the concept of wave filter. 
Section 3 elaborates on how OTRA can be employed for 
this application. Simulation results for a third order 
Butterworth filter are shown in Section 4 and Section 5 
concludes the paper. 

2. Wave Filter Approach 
The concept of wave filter is introduced in [2], [8]. 

This approach talks of applying scattering parameters to 
ladder filters. It uses voltage waves instead of power 
waves. Scattering matrix of a two port network is given as: 

 
�
�

�
�
�

�
�
�

�
�
�

�
	�

�

�
�
�

�

2

1

2221

1211

2

1 .
A
A

SS
SS

B
B . (1) 

In a two port network having a series branch 
admittance Y, as shown in Fig. 1, the scattering parameters, 
assuming the normalization resistance as Rn, are obtained 
as: 
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Fig. 1. Series branch admittance Y. 

For a series branch inductance L, using (2), (3), (4) 
and (5), (1) reduces to 
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This can be further simplified to: 

 
� �� �,
1

1
2111 AA

s
AB

L

�



�	
�

 (8) 

 
� �� �.
1

1
2122 AA

s
AB

L

�




	
�

 (9) 

In (9), τL = L/2Rn is the time constant. Fig. 2 shows 
the symbolic representation of the wave equivalent of 
series branch inductor L. 

 
Fig. 2. Wave equivalent of series branch inductance L,  

τL = L/2Rn. 

To calculate the S-matrix for series branch capaci-
tance C, (1) reduces to: 
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(10) and (11) can be further simplified to: 
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In (12) and (13), τC = 2CRn is the time constant. It is 
observed that (8) and (9) are similar to (12) and (13) 
respectively, and can be obtained from each other by 
interchanging the output terminals B1 and B2. 

This result can be generalized to show that for a series 
branch admittance Y, its dual admittance (Y`) can be 
obtained by using the following equation [2]: 
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Accordingly the wave equivalent symbol of series 
branch capacitance C, as shown in Fig. 3, indicates this 
fact. 

 
Fig. 3. Wave equivalent of series branch capacitance C,  

τC = 2CRn. 

For an inductor L connected in series with capacitance 
C in a series arm the wave equivalent can be obtained by 
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cascading the wave equivalents of L and C. If the terminals 
are interchanged, the wave equivalent for a tank circuit 
connected in series branch can be obtained. Tab. 1 [2], [8] 
gives wave equivalents for all the series branch elements. 

Proceeding in a similar manner, wave equivalents for 
shunt branch elements can also be derived. Tab. 2 [2], [8] 
lists the results for shunt branch elements. 
 

Series Branch Elements Wave Equivalents 

  

  

  

  
Tab. 1. Wave equivalents of series branch elements [2], [8]. 

 

Shunt Branch 
Elements Wave Equivalents 

  

  

  

  
Tab. 2. Wave equivalents of shunt branch elements [2], [8]. 

3. OTRA Based Wave Active Filter 
Fig. 4 shows an OTRA circuit symbol. Its transfer 

matrix is given in (15) [12]. It has low impedance input and 
output terminals. Ideally the trans-resistance gain Rm 
approaches infinity and when negative feedback is used 
then I1 = I2 [13].  

 .
0
000
000

2

1

2

1

�
�
�

�

�

�
�
�

�

�

�
�
�

�

�

�
�
�

�

�

�
	

�
�
�

�

�

�
�
�

�

�

OmmO I
I
I

RRV
V
V

 (15) 

   
Fig. 4. OTRA circuit symbol. 

A closer study of (8), (9), Tabs. 1 and 2 would reveal 
that the realization of wave equivalents would require 
a summer, subtractor, a subtracting lossy integrator and an 
inverter. 

An OTRA based summer is shown in Fig. 5. The 
circuit makes use of three resistors and one OTRA. 
Equation (16) can be obtained by equating the current at 
the inverting and the non-inverting terminal, which can be 
further simplified to (17). 
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 .21 ININO VVV 
	 (17) 

Similar analysis of a subtractor, shown in Fig. 6, gives 

 .21 ININO VVV �	 (18) 

 
Fig. 5. Summer. 

Fig. 6. Subtractor. 

 
Fig. 7. Inverter. 

Fig. 7 shows an inverter. In this case, since the non-
inverting terminal has been left open, there would be no 
current flowing into the inverting terminal as well. It can be 
described by the following equation: 

 .INO VV �	  (19) 
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Fig. 8 shows a subtracting lossy integrator. Its output 
can be described by: 

 � �.
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	  (20) 

 
Fig. 8. Lossy integrator. 

The current differencing property of the OTRA makes 
it possible to implement the resistors connected to the input 
terminals of OTRA, using MOS transistors with complete 
non linearity cancellation [13]. Fig. 9 shows the MOS 
based linear resistor using OTRA. Each resistor requires 
two matched n-MOSFETs connected in a manner as shown 
in Fig 9. 

 
Fig. 9. MOS based resistor. 

Symbols ‘+’ and ‘-’ represent the non-inverting and 
the inverting terminals of the OTRA. As shown in the 
figure, the voltages at the drain and the source terminals for 
both MOSFETs are equal. On taking the difference of the 
currents flowing in the two transistors, the non-linearity 
gets cancelled out. The following equation defines the 
resistor that has been realized. 
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KN needs to be determined for the transistors being 
used to implement the resistors. μ, COX and W/L  represent 
standard transistor parameters. The choice of voltages VA 
and VB is important. The circuit shown in Fig. 9 realizes 
a resistor of value expressed in (21) at the inverting 
terminal. If it is desired to realize a resistor of the same 
value at the non-inverting terminal, then VA and VB must be 
interchanged. 

Using the blocks defined by (17), (18), (19) and (20), 
the wave equivalent for a series branch inductor, defined by 
(8) and (9), can be drawn and is shown in Fig. 10. The 
dashed blocks indicate the individual blocks which 

constitute the entire wave equivalent. It represents the 
symbol shown in Fig. 2. This can now be used as the 
elementary block to synthesize the wave equivalents for all 
the elements listed in Tab. 1 and Tab. 2.  

By introducing inverters and interchanging output 
terminals, all other wave equivalents can be obtained. The 
circuit in Fig. 10 can be described by the following 
equations: 
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Fig. 10.  Equivalent circuit for series branch inductance. 

 
Fig. 11. MOS- C equivalent of circuit of Fig. 10. 

Fig. 11 shows the circuit of Fig. 10 with MOS based 
linear resistors. The actual value of inductance LA realized 
by circuit of Fig. 11 would be obtained by comparing (22) 
and (23) with (8) and (9). The realized value is 

 .2 CRRL nA 	  (24) 

Similarly, comparing (22) and (23) with (12) and 
(13), the realized value of C is: 

 .
2 n

A R
CRC 	  (25) 
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Resistor R can be controlled through voltages VA and 
VB. If C is assumed to be of some constant value, then the 
value of LA and CA can be controlled using R. This forms 
the basis of tunability of the circuit. Similarly, the actual 
values of L and C for wave equivalents of shunt branch 
elements, as presented in Tab. 2, are given by: 

 ,
2
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For a filter, if Ln and Cn are the normalized inductor 
and capacitor values respectively, ω0 is the normalizing 
pole frequency and Rn is the normalizing resistance, then to 
de-normalize Ln and Cn we make use of the following 
expressions: 
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Restating (24) and (25), such that different values of 
C are used for LA and CA, i.e. CL and CC respectively, we 
get: 
 ,2 RCRL LnA 	  (30) 
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Equating (28) and (29) with (30) and (31) respec-
tively, we get: 
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The expression, for controlling ω0 using R, needs to 
be worked out for each circuit. A simple algorithm can be 
worked out to achieve the exact expression and range of 
tunability. For the frequency ω0, CL and CC are calculated 
in terms of R, as per the Ln and Cn values. For a suitable R 
value, once CL and CC have been fixed, either (32) or (33) 
can be used to describe the relationship between R and ω0 
as: 

 .0 R
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Using (32) and (33), K can be described as follows: 
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Combining (21) and (34) one may get: 
 � �.0 BAN VVKK �	�  (36) 

Equation (34) describes how ω0 can be controlled 
using R. R in turn is controlled by (21) and the overall 
relationship is described by (36).  

4. Simulation Results 
To demonstrate the wave filter approach using 

OTRA, a doubly terminated third order Butterworth low 
pass filter, as shown in Fig. 12, has been implemented. The 
wave equivalent circuit of the same is shown in Fig. 13 in 
which the reflected waves are available at VOL and VOH. 
These outputs complement each other by virtue of wave 
theory [8].Thus as the VOL represents the low pass filter 
response, its complementary high pass output is available 
at VOH. The normalized values of components are Ln1 = 2, 
Cn1 = 1 and Cn2 = 1. OTRA is realized using the CMOS 
circuit schematic given in Fig. 14 [17]. The filter 
specifications are as follows: fP = 200 kHz and maximum 
attenuation in pass band αMAX is 3 dB. 

 
Fig. 12. 3rd order low pass Butterworth filter. 

The value of normalizing resistance Rn is chosen to be 
2.5 kΩ. De-normalizing the values of Ln1, Cn1 and Cn2 we 
get: 

 ,mH 98.3	AL  (37) 

 pF. 31.31821 		 AA CC  (38) 

Setting the value R initially to 12 kΩ, we can calculate 
the value of CL for LA1 as 66.33 pF and CC for CA1 and CA2 
as 132.66 pF. The value of K, as per (35) is 1.508 × 1010. 
For this simulation exercise, the value of KN was found to 
be 5.25 × 10-4 A/V2. The required VA and VB values for R to 
be 12 kΩ were found to be 0.908 V and 0.75 V as per (21). 
Fig. 15 shows the low pass filter response of the circuit at 
VOL. The complementary high pass output VOH, as 
represented in Fig. 13, has been plotted in Fig.16.  

The performance of the proposed circuit is compared 
with the previous voltage mode structures [2], [8]-[10] in 
terms of power consumption, THD, output noise and 
electronic tunability. It may be noted from Tab. 3 that the 
topology presented in [9] shows best THD result, however 
the structure is not electronically tunable. Although the 
most recently reported literature [10] is having better THD 
performance its simulated power consumption is higher as 
compared to the proposed one. The relevant data for 
structures of [2], [8] which are designed using 
commercially available OPAMPs, is not available in the 
literature. 
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Fig. 13.  Wave equivalent of circuit of Fig.12. 

 
Ref Active block  

and technology used  
Filter structure % THD Power 

consumption 
(mW) 

Output noise 
voltage  

(V/ HZ 1/2) 

Electronic 
tunability 

[9] CFOA 
(Commercially available  

IC AD844 with ± 5 V  
power supply) 

3rd order elliptic Low 
pass 

1 % for 1 Vpp signal N/A N/A No 

[10] DVCCCTA   
(CMOS Technology 

0.25 μm, Power  
supply ± 1.25 V) 

4th order Butterworth 
Low pass 

Less than 5 % up to 
225 mVpp signal 

59.2 8.36 × 10-8 Yes 

proposed OTRA 
CMOS Technology  

(0.5 μm, Power  
supply ±1.5 V) 

3rd order Butterworth 
Low pass 

Less than 5 %  up to  
125 mV pp signal 

10.7 7.26 × 10-8 Yes 

Tab.3. Comparison with the voltage mode filter structures. 

 

 
Fig. 14. CMOS realization of OTRA. 

 

 
Fig. 15. Low pass response VOL. 

 
Fig. 16. Complementary high pass response VOH. 

 
Fig. 17. Comparison curve between theoretical and observed 

frequency. 
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The proposed circuit can be tuned to different cut-off 
frequencies by controlling VA and VB as described by (36). 
Fig. 17 shows the comparison between theoretical and the 
observed frequencies, obtained by variation of control 
voltages VA and VB. All simulations are done using PSPICE 
program using 0.5 μm CMOS technology parameters form 
MOSIS (AGILENT). 

5. Conclusion 
In this paper, the design of tunable wave active filter 

based on OTRA has been presented. It provides an 
alternative form of realizing ladders. Advantages of current 
mode approach have been exploited. The use of OTRA 
allows the simple implementation of linear resistor using 
only two MOSFETs. The controllability of the resistors 
value by a single voltage source allows the parameters of 
the proposed filters to be electronically tunable. On the 
downside, the circuit is slightly cumbersome to realize, 
though it is modular and can easily be implemented using 
the reference design tables. When compared with the 
previous wave active filters reported in [2], [8] and [9], the 
proposed one provides advantages of current mode design 
and is tunable as well. In comparison to the circuit pre-
sented in [10], OTRA as the basic building block is simpler 
to realize and also provides a low impedance voltage out-
put, making it suitable for driving voltage input devices.  
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Abstract 

The proposed paper presents the analysis of electromagnetic waves meeting at a point in terms of their particle 

characteristics. The observation that light beams moves un-deviated when encountered at a point, which is 

commonly justified on the wave characteristics of light, is now presented as momentum and wavelength exchange 

phenomenon of photon collision. Theoretical and mathematical justification of photon’s inter-collision, on the basis 

of their quasi-point particle behavior is offered and the observation of the non-variation of wavelength of light 

beams is explained. Thus, the observation of light’s non-deviation at the crossing point is explained as momentum 

exchange phenomenon on the basis of particle characteristics of light.  

 

Keywords: Basic Quantum Mechanics, Bohr’s Complementary Principle, Collision Mechanics 

 

1. Introduction 

The proposal of light as an electro-magnetic wave (Maxwell, 1865),
 
explained its various wavy phenomena like 

interference and diffraction. However, in the beginning of the 20
th
 century, particle type characteristics of light also 

came into picture, with many experimental supports (Einstein, 1905; Compton, 1923; Raman, 1929). According to 

the existing literature, light can show either wave characteristic or particle characteristic (Ghatak, Quantum 

Mechanics; Beiser, Concepts of Modern Physics; Feynman, The Feynman Lectures of Physics), however, the 

simultaneous observation of both the characteristics of light, in a single particular experiment, is not possible (Beiser, 



Advances in Physics Theories and Applications                                                              www.iiste.org 

ISSN 2224-719X (Paper) ISSN 2225-0638 (Online) 

Vol.16, 2013         
 

39 

Concepts of Modern Physics), i.e. it is impossible to explain the behavior of light in an experiment, on the 

simultaneous basis of both particle and wave characteristics. Only one at a time can account for the situation. This is 

called Bohr’s complementary principle. However, some of the physicists have demonstrated (even experimentally 

also) that it is possible to simultaneously observe both wave and particle properties of light (Afshar, 2007). The 

diffraction pattern of light, passing through a slit, is lost, if, the track of photons is monitored, in accordance with the 

limitations set by Bohr's Principle of Complementarity (Afshar, 2007). However, in Afshar’s experiment, the 

presence of sharp interference was observed, while reliably maintaining the information about the particular pinhole 

through which each individual photon had passed (Afshar, 2007). Thus accounting the situation beyond the limits set 

by Bohr's Principle of Complementarity. 

 

Being motivated by their work, we have presented simultaneous involvement of wave-particle characteristics of light 

in another well-know situation, concerning the meeting of two light beams at a common point. It is shown, 

theoretically, that both particle and wave type characteristics of light can explain the behavior of light in this situation. 

If two light beams are converged at a common point, the wave-fronts of light waves cross each other without 

deviating from their original direction. Moreover, no variation in the wavelength of light beams is observed. Figure 1 

explains the observed situation. The two light beams originating from sources S1 and S2, converge at a point A 

making angle θ1 and θ2, with the vertical, at S1 and S2 respectively. 

After passing un-deviated through A, the angle of light beams becomes 21 φφ and , with the horizontal. Since the light 

beams propagate un-deviated, through each other, relation between θ1, θ2, 21 φφ and  becomes:- 

                                 
0

2121 180=+++ φφθθ  

                                       
0180=+θφ

                                (1)
 

; where, θ=θ1+θ2 and 
21 φφφ += . This un-deviated propagation of light in such a situation is accountable by its 

wavy nature. The wave fronts of light beams passes through each other just like two ripple waves in a still pond. 

Thus, the wavelength of light beams remains unchanged and the waves propagate un-deviated through each other. In 

the present paper, we have accounted this observation on the basis of the particle characteristics of light. This 

approach for explaining the non-variation of wavelength when the two light beams cross each other, on account of 

particle characteristics of light, is not familiar to the scientific community and literature yet, to the best of our 

knowledge. It has been demonstrated that the un-deviated passage of light beams and its unchanged wavelengths are 

the results of light’s particle-type behavior. It is shown that at the point of interaction photon collides and at a specific 

angle (given by equation 1) the photon’s momentum and thus their wavelengths interchanges. 

 

The idea of the simultaneous observation of the wave-particle character of light, in the same experiment, emerged on 

account of the following situations also:- 

 

Polarization of photons: Polarization is generally accounted as a wavy phenomenon (Ghatak, Optics). However, 

photon which exhibits particle type nature undergoes polarization (Ghatak, Optics). 

 

Frequency of light remains unaltered when light moves from one medium to another: - This observation is well 

accountable on the basis of the wave characteristics of light (Beiser, Concepts of Modern Physics), as the frequency 

of the oscillators of the medium remains equal to the frequency of incident radiation. However, we have justified 

the same observation by taking into account the particle characteristics of light. Suppose the energy of a photon 

in a medium is hν1. On entering another medium, its energy remains invariant due to the non-availability of any 

energy dissipative mechanism for photon to loss some amount of its original energy. Therefore, the amount of 

photon’s energy in the latter medium, say hν2, is equal to its energy in the former medium hν1, i.e.:- 

                                       21 νν hh =  

21 νν =⇒  

Therefore, on changing the medium of propagation, frequency of light remains unchanged and can be explained in 
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terms of both wave and particle nature of light. 

 

Convincingly, from these two observations it appears that the simultaneous observation of wave-particle nature of 

light in same experiments is theoretically possible. 

 

In the upcoming sections the observation of non-deviation and non-variation of wavelengths of light beams 

converging at a point, which is justified by light’s wavy behavior, is now being explained on the basis of the particle 

characteristics of light. 

 

2. Photon-Collision in 2-D 

If two light beams meet at a common point, the wave front of the light waves cross each other without being deviated 

from their original directions and thus, the wavelength of the individual light beams remain unaltered. This unaltered 

parametric passage of light beams across each other suggests that the particle characteristic of light is not significant 

in this situation. Therefore, photon does not appear to collide at the point of meeting and no change in momentum 

(and thus wavelength) or deviation in the angle of incoming light is observed. The wave fronts of light simply pass 

through each other, similar to ripple waves in a still pond. In this section, the participation of light’s particle 

characteristic is presented i.e. the theoretical justification of the photon collision at the converging point, satisfying 

the observation of non-variation of wavelengths, is presented. The notion for the occurrence of photon collision in 

this situation emerged on the account of the symmetry in nature i.e., if two electrons can collide mutually and a 

photon can collide with an electron; then a photon should also be able to collide with another photon. Thus, the 

particle type behavior should be visualized when two light beams are encountered at a point. 

 

The fundamental postulation is: inter-collision of photons is possible at the converging point and they are quasi-

point particles, with volume tending to zero. Consequently, the collision has to be elastic, as expected from two point 

particles. This elastic collision, at a specific interchange angle, will be shown to become perfectly elastic, ensuing 

photon’s momentum, and therefore wavelength, interchanges. This wavelength exchange actually gives the 

impression that light beams cross each other un-deviated. Working with the assumption adopted, we have derived the 

wavelength expression for the photon scattered from its original path, due to the collision with other photon. 

 

Figure 2 shows two light beams of wavelengths λ1 and λ2 originating from the sources S1 and S2, respectively. The 

beams are converged at the point A such that the angle made by them is θ1 and θ2, with the vertical, at points, S1 and 

S2 respectively. The circular figure on the path S1A shows the incoming photon from the source S1 and is designated 

as photon-1. Similarly, the photon of the other source is designated as photon-2. Due to the collision of photons at 

point A, the beams get deviated from their original incident directions, such that, the angle of light beams 

becomes
21 φφ and , with the horizontal. The photon-1 now propagates on the path AP and photon-2 on path AQ, with 

some varied wavelengths. 

 

The collision of photons results to variation in their momentum and wavelengths. The wavelength of photons after 

collision are supposed to be λ1’ and λ2’ and the corresponding momentums as P1
’ 
and P2’, respectively. 

 

Since the collision is elastic, the momentum and energy would remain conserved during the process. 

 

2.1. Conservation of Energy 

The postulation of photon’s elastic collision provides implementation of Energy Conservation Principle. The 

photons’ energy (E) sum should be equal, before and after the collision. Mathematically:- 

                                    2121 '' EEEE +=+                               (2) 
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The energy of a photon is related to its momentum as (Beiser, Concepts of Modern Physics)
 

PcE =  

Equation (2) therefore becomes:-  

                                 2121 '' PPPP +=+                                       (3) 

2.2. Conservation of Momentum 

The occurrence of photon’s elastic collision is achievable only when the sum of the linear momentum of photons 

before collision, along each individual axis, should be equal to the sum of the photon’s linear momentum after 

collision. Applying this principle along both axes:- 

Along y-axis:- 

Taking the components of photon’s momentum along x-axis, the conservation of momentum gives: 

                      11221122 sin'sin'coscos φφθθ PPPP −=−                          (4)  

Similarly, along x-axis:- 

                      22112211 cos'cos'sinsin φφθθ PPPP +=+
                                    

(5) 

Squaring and adding equation (4) and (5), gives:- 
2

1212121

2

2

2

1 )'(]coscossin[sin2 PPPPP =−++ θθθθ
 

                                       
]sinsincos[cos''2)'( 212121

2

2 φφφφ −++ PPP
      

(6)  

Using the following trigonometric identity:- 

)cos(coscossinsin BABABA +−=−  

Equation (6) becomes:- 

=+−+ )cos(2 2121

2

2

2

1 θθPPPP )cos(''2)'()'( 2121

2

2

2

1 φφ +++ PPPP                      
(7) 

From equation (3):- 

                                  2211 '' PPPP −+=
                                            

(8)  

Substituting equation (8) in equation (7):- 

               
)]1)(cos)[('(]cos1[)'( 212

2

2 −++− φφ PPPP 0]cos1[21 =++ θPP
          

(9) 

where, 
21 θθθ += and 

21 φφφ += .  

 

Let:     ;)]1)(cos[(;)cos1(;' 212 mPPlPZ =−+=−= φφ nPP =+ )cos1(21 θ  

Therefore, equation (9) becomes quadratic in Z:-  

                                   0)( 2 =++ nmZZl                                    (10) 

The solution of above equations is given by:- 

l

nlm

l

m
Z

2

)(4

2

2 −
±

−
=

 
Substituting the values of Z, l, m and n in above equation:- 

                       2

)cos1(

)cos1(
4)(

2
'

21

2

21

21
2

φ

θ

−

+
−+

±
+

=

PPPP
PP

P                     (11) 

Equation (11) provides the varied momentum expression for photon-2 after collision with photon-1. Substitution of 

equation (11) in equation (8) provides the momentum expression for the photons-1 as:-
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                       2

)cos1(

)cos1(
4)(

2
'

21

2

21

21
1

φ

θ

−

+
−+

+
=

PPPP
PP

P m

                            (12) 

Thus, we obtain the expression for the momentum of photons after collision, in the form of equation (11) and 

equation (12). To determine the varied momentums (P1’ and P2’), information regarding the angles is an essential 

requirement. Since, no equation relates θ and φ in terms of P1 and P2, they are declared as purely variables. The 

substitution of the particular values of θ and φ would provide the corresponding momentum of photons, after 

collision. It is observed that the rays of light, as shown in fig. 1, passes through each other without any deviation 

from the original incident direction and the wavelengths of light beams remains unaltered even after the passage of 

light beams. Therefore, we should verify that whether this observation of non-variation of wavelengths is satisfied by 

the momentum equation (11) and (12) or not. Therefore, substituting equation (1) in equation (11) and (12) gives:- 

    222

4)(

2
' 212121

2

2121
2

PPPPPPPPPP
P

−
±

+
=

−+
±

+
=

  
2212 ',,' PPorPP ==⇒

 

     222

4)(

2
' 212121

2

2121
1

PPPPPPPPPP
P

−+
=

−++
= mm

  
1121 ',,' PPorPP ==⇒

 

The second solutions of P1’ and P2’ are not acceptable, because they dictates non-variation in photon’s momentum, 

which is against the postulation of the occurrence of photons collision. Therefore, only the first solutions of P1’ and 

P2’ are admissible. Thus, the momentum of photons after collision becomes:-   

12' PP = and
21' PP =

 

The above expressions, for the momentum of photons after collision, shows that photons due to collision exchanges 

their momentums, which implies that the nature of collision is perfectly Elastic Collision (Verma, Concepts Of 

Physics).  

 

The angle φ=π-θ (equation 1) is termed as interchange angle, because only at this particular angle, the momentum of 

photons get interchanged and is indeed the observed angle between the light beams (fig. 1). Since, for photons 

(Ghatak, Quantum Mechanics; Beiser, Concepts of Modern Physics; Feynman, The Feynman Lectures of Physics) 

λhP =
 

Thus, the wavelength of light beams after passage from the intersection point ‘A’ becomes:- 

;' 12 λλ = 21' λλ =
 

The above expressions show that the wavelength of light beams after collision gets interchanged. The photon-1, due 

to collision, acquires the wavelength of photon-2, and vice versa. Therefore, the photon collision results in the 

wavelength interchange of the light beams. Figure 3 illustrates how the wavelengths of the light beams get 

interchanged on meeting at point A. The red photon (of wavelength λ1), due to collision with the green photon (of 

wavelength λ2) at point A, becomes a green photon and follows path AP and vice versa for photon-2. Therefore, the 

red photon coming from S1 follows path AP (after becoming a green photon) and gives an impression, as if, it has 

been originated from the source S2 and moved un-deviatedly. Similarly, the photon-2 follows path AQ and appears, as 

if originated from the source S2. The wavelengths of two light beams thus appear unaltered. This is in accordance 

with the observed wavelengths of light (figure 1) beams after crossing point ‘A’. Thus fig. 3 (demonstrating the 

varied wavelengths) turns out to be exactly like fig. 1. The observed (fig.1) unchanged wavelength is thus shown to 

be a result of photon’s collision with each other. 
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Consequently, the observation of non-variation of light beam’s wavelengths after passing from the converging point 

is explained on the basis of particle characteristics of light; by the photon collision. Moreover, it has been observed, 

that although the photons after collision could have passed through any arbitrary angle φ between them, they have 

chosen only a specific angle termed interchange angle for which their collision is perfectly elastic; which is indeed 

the observed angle (equation 1).  

 

3. Conclusion 

The observation of light beam’s unaltered wavelengths after passage from the crossing point is explained on the 

account of its particle characteristics. When two photons collide at the intersection point of two light beams, their 

momentum gets exchanged. Thus, the observation of non-variation of wavelengths and un-deviated passage of light 

beams meeting at a point is explained by taking into account the particle characteristics of light. Thus, the behavior 

of light, in this situation is explainable on the basis of both the particle and wave aspects of light. Conclusively, the 

explanation of behavior of light on account of its both wave and particle characteristics suggests that the behavior of 

light in other known situations may also be explainable on the basis of both wave type and particle type personality 

of light. 
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Figures 

 
Figure 1 The observed non-deviation of light beams from their incident directions converging at a point. 

 
Figure 2 Assuming the occurrence of photon collision at the converging point of two light beams, resulting in 

their deviation and wavelength variation. 

 

 

Figure 3 Photon collision at point A, resulting in the wavelength interchange of the two light beams 
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Abstract 

Software architecture plays a significant role in development of a dependable system. The purpose of regression 
testing is to make the system fault tolerant. The amalgamation of these two, results in the development of a 
robust system. The earlier works uses the conformance technique to instill confidence on implemented system 
with code, architecture and behavior but has not considered many parameters. The present work includes the 
concept of software architecture, system behavior and regression testing to propose a new framework which is 
sure to reduce gaps in the present frameworks and thus improve the system reliability. 
Keywords: Software Architecture; Dependable Systems; Regression Testing; Architecture-Based Analysis and 
Testing. 

1. Introduction 

The advent of object oriented languages and newer design methodology brought concepts like data abstraction 
to the fore-front of software development. The concepts initially labeled as obscure, later went on to become the 
crux of the development process. They also helped in clearly defining the components and depicting the 
interaction between them. This was important as many studies blamed these interactions as the major cause of 
failures [1]. To understand the system, we need to understand the parts of system as well; though abstraction 
hides the inner details, the communication between units remains essential to bring out the errors. 

 As many studies suggested, testing the system on the basis of test cases generated by unit testing, does not 
always reliably test the overall system. To install the confidence in the robustness of the system, it is essential to 
have test cases which are better than the test cases of unit testing. Betterment is defined in terms of testing the 
flow of data from one unit to another. As per the literature review, the type of tests used to test the system before 
2000 were majorly based on the behavior of units rather than the system. Therefore, such methodologies were 
inapt to handle interaction problem. In such situations software architecture comes to our rescue. Software 
architecture helps us to detect problems which cannot be detected via conventional tests. As discussed earlier the 
designing of software plays a pivotal role in helping achieve the above. The system level and these segment 
level abstraction helps to untangle the knots created due to faults in communication. 

As per the review carried out, software architecture helps in creating early test and hence reduces the cost of 
testing. The work presented intends to amalgamate the virtues of software architecture along with the concept of 
regression testing to propose a technique which is robust and better then the techniques proposed till now. 

The paper is organized as follows. The second section of the paper presented the concepts of the literature 
review, the third section presents the premises of the paper and its goals, the fourth section proposes the 
technique. The last section presents the conclusions.  

2. Related work 

An extensive review was carried out in order to understand the intricacies of the techniques which we wish to 
use. The following section gives a brief overview of the techniques studied.   

According to Muccini [1], testing is needed to increase the dependability of the system. The previous techniques 
have shown the application of conformance testing to achieve the confidence on the implemented system in 
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their expected behavior and architecture level. The work by H.Muccini [1] applied regression testing at software 
architecture level to reduce the cost of retesting the modified system. It may also be noted that, SA based 
analysis methods can be used in various scenarios like deadlock detection, performance analysis, component 
validation. SA based testing method check conformance of the implementation behavior and compare it with SA 
level specifications of expected behavior. Muccini [1] provides a technique to reuse previous information to get 
conformance of modified implementation with respect to the modified or initial architecture.  
According to work by  D.S. Rosenblum [11], The regression testing for analyzing the system during its life time 
is very expensive. The interaction between the components, however, can help us to reduce this cost. For a 
software system, the aim of Selective regression testing strategies to choose subset of test cases from previously 
run test cases, based on information about the changes made to the system to create new versions. In the paper 
some computationally efficient predictors of the cost-effectiveness of the two main classes of selective 
regression testing approaches are presented. In the work proposed by Mary Jean Harrold [2], which is based on 
the specification of software architecture, it was observed that the amalgamation of SA proves very effective in 
terms of cost and time. The software architecture testing focuses on the cost of the software while other 
techniques focus only on development.   

Another work by M. J.Harrol [2], provides an approach that uses the integration of code level regression testing 
with architecture based regression testing. It uses the selective testing for the architecture based regression 
testing and code level regression testing. It is based on comparing nodes of the two graphs, where the first graph 
represents the program and the second one represents the modified version of original program. The work 
provides a novel approach for regression testing at architecture level by comparing both graphs. 
The work by A. Bertolino [14] also affirms the use of Software Architecture in testing. The work also confirms 
the effect of SA on implementation. The paper proposes the extended approaches to SA bases testing. It shows 
how a architectural style conform the mapping among SA based and code based test cases. According to the 
work, Software Architecture can be used for code conformance testing and to check if implementation fulfills to 
its specification at the SA level. This paper extends the previous approaches to software architecture based 
testing and how a specific architectural style which supports implementation and facilitates the mapping among 
SA-based and code-based test cases can be used to deliver a completely systematic SA-based testing approach. 

3.  Background 

3.1.   Premises of the paper 

The proposed technique is based on the concept of Muccini [1]. In the work, Software Architecture 
Specification (SAP) has been taken as base and the behavioral model of the software serves as a test oracle. As 
per the above work, topology is described in terms of components, connectors, and configurations. This is 
followed by the application of SA behavioral.  

The above is followed by seeing SA in a way so that non relevant actions are hidden. This helps in the 
abstraction of state machine based model. This generates what is referred to as, Architecture Level Test Cases 
(ALTC), which is based on the audit sequence of events. So as to accomplish the above task the mapping 
function is used which maps SA level function tests to code level tests. 

3.2.   Goals 

The goals that are to be accomplished by the proposed technique are as follows:  

The first goal is to use the existing implementation-level test cases test the conformance between modified code 
and the architectural specifications. It is to test the conformance of a program with respect to the system, while 
reusing previous test information for selective regression testing, thereby reducing the test cases. 

The second goal is to reuse architecture-level test cases to test the conformance of the source code with respect 
to the evolved software architecture. 

The first goal is accomplished by generating a control graph and comparing the previous graph with the new 
graph. So as to facilitate the task, the information so as to how a graph is traversed is stored. Test cases selection 
for the new program P’ with the help of test history and graph comparison, is then carried out. The concept 
relies on integrating code-level regression testing with architecture-based regression testing. Selective testing 
technique is used for code-level regression testing and for architecture-based regression testing also. The test 
cases are generated on the basis of software architecture. The expected behavior and the history is then mapped 
with the output. In the conformance testing we generate graphs for both the program and the changes in the 
programs. On the basis of comparisons between the old graphs and new graphs, the changes are recorded. The 
techniques developed earlier are not suitable because it is possible that changing the program might not result in 
the change in the graph. There can be many more such scenarios. If there is a change then that change may 
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affect the software architecture but not the behavior. Moreover, it is also possible that change in one part of the 
program may effect on other part of program due to coupling [15]. Previous technique has neglected the above 
issues. 

The work intends to, merge software architecture concepts with a concept of regression testing to propose a 
novel technique. The technique is being tested by a set of programs. In the proposed technique, the software 
architecture of the program will be studied and the purposed technique will be used to find errors. The concept 
will be compared with a technique purposed in the work by Muccini [1]. A set of 20 programs is selected, 
divided into three categories small, medium and large programs.   

4.  Purposed Technique 

The section proposes a new framework which clubs together the best of worlds, regression testing and software 
architecture. The proposed work is different from the base work since it also takes into account the behavior and 
not just the abstract model.  

4.1.   Software architecture based regression testing with behavioral blent 

Step1: SA specification. SA based conformance testing start from behavioral specification of SA and topology         
of SA. In the SA structure topology describes the components, connectors and configurations. For describing the 
topology we use ADL (Architecture description languages) and TS (transition system) is used for describing the 
SA behavior. 

Step2: Testing Criterion. There are many events in model and sequence of these events is defined as ATC 
(architecture-level test cases). Designing architecture level test cases calls for checking the specifications and 
also checking the behavior of the model. In this step the portions, which are to be tested, are identified. The 
interactions between the levels is also seen.   

Step 3:  Test Cases. Changing or adding an extra component can change the behavior. So, a mapping function is 
to be used for mapping the SA-level test case to code level test cases. This also checks the behavior of the 
model. 

Step 4:  Test Execution. Since many test case have been generated, now the next step is to check the result of 
each test case and map the corresponding results.  

The model is depicted in the following figure. 
                                                                                                                
Step a                                                                       Step a                                                 
 
 
 
 
Step b                                                                     Step b                                             
 
 
 
Step c                                                                     Step c 
 
 
                                                                                                                                                     
 
                                                                                                                                                   
Step d 
 
 
                                                                                                                                                             
 
 

Fig. 1 Diagram of SA based regression testing 
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5.  Conclusions 

The work presented above adds a sprinkle of behavioral model to the Software Architecture based Regression 
Testing. The technique is being applied on selected set of programs. The programs have been selected in such a 
way that the technique can be verified by all the categories. The programs selected therefore are professional 
applications and some algorithm implementation. The application of the above technique to these programmers 
will instill the confidence on the technique.  

It may be noted that the above work re-affirms the fact that the exclusion of behavior from the model, is not 
justified. The complete verification and validation will instill the confidence in the technique.     
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Spectrum Management Models for Cognitive Radios
Prabhjot Kaur, Arun Khosla, and Moin Uddin

Abstract: This paper presents an analytical framework for dy-
namic spectrum allocation in cognitive radio networks. We propose
a distributed queuing based Markovian model each for single chan-
nel and multiple channels access for a contending user. Knowledge
about spectrum mobility is one of the most challenging problems in
both these setups. To solve this, we consider probabilistic channel
availability in case of licensed channel detection for single channel
allocation, while variable data rates are considered using channel
aggregation technique in the multiple channel access model. These
models are designed for a centralized architecture to enable dy-
namic spectrum allocation and are compared on the basis of access
latency and service duration.

Index Terms: Cognitive radio (CR), dynamic spectrum allocation
(DSA), Markov models, spectrum management, queuing models.

I. INTRODUCTION

In an effort to increase spectrum utilization, cognitive radios
(CR) came out as one of the promising approaches which also
helped in mitigating spectrum scarcity problem. Development
of air interface has been the biggest challenge for the success of
a CR relying on dynamic spectrum allocation (DSA) technique
as the key enabler [1], [2]. A medium access control (MAC)
protocol enables efficient sharing of common communication
channel among a group of users. In wireless communication
systems, multiple users transmit different types of traffic over
a shared medium. In CR networks, MAC becomes more cru-
cial due to the coexistence of two different sets of users. The
licensed set of users of a particular band is called the primary
users (PU) and the unlicensed set of users who operate on the
unused or underutilized frequency bands are called secondary
users (SU). These unlicensed users must obey a set of rules to
manage the medium access in order to obtain the maximized
channel throughput while minimizing the presence of collisions
and interference with PU. In past one decade, many MAC pro-
tocols have been proposed e.g., in CR networks [3]–[8]. A par-
tially observable Markov decision process (POMDP) [3] was
modeled for spectrum sensing and access in a spectrum over-
lay system. The authors focused to maximize the total number
of transmitted bits while maintaining the collision probability
below a threshold level. POMDP model was then extended to
decentralised cognitive MAC protocol. This protocol has been
shown to perform better sensing and access as compared to
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the random access techniques. However, this protocol requires
global synchronization which gives a very low throughput when
collision probability is high and the number of channels to be
sensed per time slot is not optimized. An opportunistic cog-
nitive MAC protocol is proposed in [4] which works for TV
bands as per IEEE802.22. However, it requires a regular ra-
dio receiver in addition to a CR transreceiver. A multi channel
MAC is proposed in [5] which is focused on global system for
mobile communication (GSM) only. Statistical channel alloca-
tion MAC (SCA MAC) [6] is a multichannel carrier sense multi-
ple access with collision avoidance (CSMA/CA) based protocol.
SCA MAC consists of three phases: (a) Environment sensing
and learning phase where the SU sense the spectrum continu-
ously and periodically, (b) CRTS/CCTS exchange phase to de-
termine the best channel available for communication in the con-
trol channel. Here, CRTS denotes control channel-request-to-
send and CCTS denotes control-channel-clear-to-send, (c) data
transmission phase. Based on channel statistics, SU select the
channel with highest successful transmission probability. How-
ever, this protocol adds computational complexity. Additionally,
these protocols [3]–[6] developed for CR spectrum management
do not address the delay analysis, which is one of the crucial
quality of service (QoS) parameters for next generation net-
works. There are some models and protocols [7]–[11] proposals
that have been evaluated on the basis of access delay and service
times. Dynamic open spectrum sharing [7] is proposed for ad-
hoc cognitive radio environment which allows SU to adaptively
select an arbitrary frequency band. An analytical model was
developed to study this proposed protocol which was used to
obtain the capacity of unlicensed user working on PU band. Ac-
cess delay was also calculated. However, it uses three frequency
bands: A busy tone band, a control channel, and a data band and
thus requires three sets of transreceivers which proves to be quite
costly. Also, this protocol was designed with local sensing. The
performance can be improved by using distributed/collaborated
sensing. Some of other works evaluating access delay [8]–[11]
do not generalize the DSA model, rather are based on specifi-
cations of the developed protocol under special circumstances.
Through this work, we tried to develop more generalized an-
alytical mathematical models to closely match the DSA based
spectrum management for CR network.

We designed separate models both for single channel and
multiple channel access schemes where access latency and ser-
vice delay are considered as evaluation parameters of these mod-
els. Spectrum mobility is also considered to incorporate the de-
tection of PU on the allocated spectrum channel to SU. We dif-
ferentiate our work from the previous state of art by modeling
the spectrum management for the purpose of comparing both
types of channel allocation schemes i.e., single channel versus
multi channel. Thus the uniqueness of our work can be high-
lighted as below
• Modeling the spectrum management for a centralized CR ar-

1229-2370/13/$10.00 c© 2013 KICS
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chitecture to compare both the channel allocation schemes:
Single channel allocation and multiple channel allocation.

• Consideration of spectrum mobility for single channel allo-
cation

• Channel aggregation technique for multi channel allocation
These proposals have been designed and analyzed using dis-

tributed queuing based Markovian models.

II. MEDIUM ACCESS CONTROL MODELS

We assume that for each licensed channel, primary users (PU)
follow an independent and identically distributed ON/OFF re-
newal process as shown in Fig. 1(a). If the channel is occupied
by PU, it is in ON state and if it is not occupied by PU, it is in
OFF state. Thus, any channel can be occupied by SU in OFF
state. Utilization for a licensed channel can be represented as an
ON/OFF transition state model as shown in Fig. 1(b). Hence, the
utilization of a licensed channel can be defined as the probability
that the channel is in ON state as follows

pi =
TON

TON + TOFF
(1)

where TON and TOFF are the mean times of ON and OFF states,
respectively. We consider a centralized architecture for CR net-
work in line with the IEEE 802.22 standard proposal [12] with a
base station (BS) of this network as the central controller of PU
network. To overcome the hidden terminal problem, we consider
distributed spectrum sensing with SU broadcasting this chan-
nel status information (CSI) among all SU and BS in the net-
work. We propose to use common control channel as unaided
rendezvous where the radios are left to their own to find a com-
mon spectrum for multiple channel access [13]. In this paper,
we assume the control channel to be always available and do not
include the process of finding the control channel as part of our
spectrum management models. BS receives the CSI from all sur-
rounding CR and prepares a database of all unused frequencies
and refers it when it has to allocate channels to the contending
SU.

We model the functionalities of media access at BS using dis-
tributed queuing where the first queue is equivalent of sorting
overlapped detections received from all SU in the network, up-
dating its database, contention and conflict management. We call
this queue as spectrum analysis queue (SAQ). This queue re-
ceives the channel requests from SU at an arrival rate of λ1. The
requests once sorted will be considered for channel allocation
which is modeled as channel allocation queue (CAQ).

A. Single Channel MAC Model

For the single channel allocation scheme, the following algo-
rithm is proposed.
1. Every SU senses channels in its vicinity
2. SU Controller collects the sensing results and updates its log

of spectrum holes
3. Channel requests reach BS and Channels allocated to SU
4. Check if PU activity is detected on the allocated channels;

continue transmission if no activity
5. If activity is detected; check spectrum log and allocate new

channel if spectrum holes are available

(a)

T

T

(b)

Fig. 1. Licensed channel representation: (a) Channel utilization of a li-
censed channel and (b) ON/OFF channel model for a licensed chan-
nel.

6. Else, terminate connection; request treated as new channel
request

Due to the consideration of allocating only one channel to
SU at any given time, it is referred to as single channel dis-
tributed queuing based medium access control (SCDQMAC)
model. This model is shown in Fig. 2(a). Whenever PU activ-
ity is detected on the channel being used for SU transmission,
two different cases are considered with their probability that (a)
SU waits for the channel to be freed by PU and then resumes
transmission and (b) coordinator allocates another channel to
SU (handover).

Assuming that an unoccupied channel is allotted to SU and in
the ongoing conversation of SU, BS detects PU activity on the
same channel. PU may be detected from the results of detected
spectrum holes from surrounding SU in subsequent clock cy-
cles. This will act as new request for CAQ, arriving at a rate of
λ2. Both input traffic flows at the different queues from outside
are considered Poisson distributed.

A.1 Latency Evaluation

As we know PU must have prioritized access for its licensed
channel, we consider two cases:

Case a: BS has an extra channel to be allocated to SU. In this
case, SU will be allocated another channel, and we consider the
requests go back to CAQ. Thus, the call will be on hold during
spectrum handover.

Case b: BS has no spectrum holes stored in its database. In
this case, the ongoing call will be terminated and the request is
again stacked as the new request in SAQ.

Thus, at the output of CAQ there is a random splitting with
probability p if the serving request is a feed back to SAQ and
with probability q if it is the feed back to CAQ, where, for both
p and q, 0 < p, q < 1. Lastly we assume the message service
times are independent for the two queues and exponentially dis-
tributed with the same mean rate as µ.

As per the assumptions for this network, conditions of the
Jackson theorem [14], [15] are fulfilled so that SAQ can be stud-
ied by means of the M /M /1 model with the arrival rate Λ1 and
CAQ can be characterized by M /M /1 model with mean arrival
rate Λ2. Thus, using Jackson theorem, we can write mean rate
equation for each sum point in the network as

Λ1 =
λ2p+ (1− p)λ1

1− p− q
, Λ2 =

λ1 + λ2

1− p− q
. (2)
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q

p

1 p – q

SAQ CAQ

+ +

(a)

SAQ CAQ

(b)

Fig. 2. Queuing models for: (a) Single channel MAC, SCDQMAC and
(b) multi channel MAC, MCDQMAC.

Using classical theory for M /M /1 queuing, (2) and Little’s
theorem, the total access latency of this system, Tsingle is calcu-
lated as below

1

λ1 + λ2

(

λ2 + p+ (1− p)λ1

(1− p− q)µ
(

1− λ2p+(1−p)λ1

(1−p−q)µ

)

)

. (3)

A.2 Service Delay Evaluation

Service delay, T S
single for SCDQMAC may be given as sum of

access delay, transmission time allowed to SU Ttrans, and total
handover time spent during the transmission.

T S
single = Tsingle + Ttrans +H · THO (4)

where H̄ is the average number of handovers and THO is aver-
age handover duration for assigning a new channel on detection
of PU activity on the channel. Considering H̄ as average num-
ber of PU arriving during SU transmission (λ2 Ttrans), THO as
the time during which channel is occupied by PU and using (1)
for pi, (4) is obtained as

T S
single = Tsingle + Ttrans +

pi
1− pi

Ttrans. (5)

B. Multi Channel MAC Model

Considering that L channels can be sensed simultaneously by
each SU and using channel aggregation technique, this model
allows the BS to allocate multiple channels to contending SU
for their packet transmission. Channel aggregation tends to fa-
cilitate higher transmission rates due to wider available band-
width for transmission. If PU activity is observed on any of the
channels allocated to SU, the number of channels are contin-
uously adjusted which implies that the transmission rate cannot
remain fixed and hence will vary with varying number of granted
channels. Due to this feature of the model to allocate multiple
channels to SU and the use of distributed queuing, we call it as
multi channel distributed queuing based multiple access control
(MCDQMAC) model.

B.1 Latency Evaluation

The queuing model for MCDQMAC is shown in Fig. 2(b).
Due to the varying number of available spectrum holes with

time, we consider the random channel utilization (pi) of the li-
censed channels. As the data transmission rate for SUs will keep
varying as per the available number of spectrum holes,the ser-
vice capacity of CAQ will vary. Thus, CAQ in this case is mod-
eled as M /GY /1 with utilization, ρCAQ. Due to ability of an
SU to occupy multiple unused channels, the number of chan-
nels or in turn the data rate will be varied in case of PU activity
detection on operating channel, rather than waiting for another
channel here in this model in contrast to SCDQMAC. Support
for spectrum mobility will be provided by the central allocator
and waiting time for channels will not impact the performance
of SU or in turn will not affect the calculations of access latency
of an SU. Thus, the reason for not considering the feedbacks and
arrival of PU at sum point for CAQ is obvious. For the analysis
of MCDQMAC model, SAQ is analyzed using classical M /M /1
theory. Analysis of CAQ is based on M /GY /1 model following
the works in [10]. We assume L as the number of contending
SU for channel allocation, (ȳ) as average number of packets that
an SU can send during a service, ϕ as the SU’s random number
of arrived packets during an ongoing service. Let yi be the pmf
that an SU sends i packets during a service at the equilibrium
state which is given as

yi = lim
t→∞

P (yt = i) (6)

where yt is the service capacity at any given time t.
The total access delay for MCDQMAC, Tmulti is given as

Tmulti =
1

λ1

[

λ1

µ− λ1
+

λ2
1T

2
transϕ

2(1) + φ2
0(1)

2y(1− ρCAQ)

+
1− L+ ρCAQ(L− ρCAQy)

1− ρCAQ

+

L−1
∑

i=1

(1− zi)
1 − yρCAQ

+
λ2
1T

2
transϕ

2(1)

2y(ρCAQ)

]

.

(7)

The functions ϕ2(·) and φ2
0(·) are second derivatives of proba-

bility generating function (PGF) ϕ (z) of probability P (ϕ = j
arrived packets) and PGF φ0(z) for yi, respectively. Please see
Appendix for proof of (7).

B.2 Service Delay Evaluation

Service delay for MCDQMAC, T S
multi can be given as

T S
multi = Tmulti + STtrans (8)

where S̄ is average number of successful transmissions, calcu-
lated using [10]. Thus, T S

multi can be written as

T S
multi = Tmulti + (ρCAQ(N1 + 1)− 1)Ttrans (9)

where N1 is the number of contending SU for spectrum access.

III. NUMERICAL ANALYSIS

The design considerations of our proposed models are given
in Table 1. For analyzing these models, we consider the number
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Table 1. Considerations for design parameters of proposed models.

Parameters considered SCDQMAC MCDQMAC
Architecture Centralized Centralized

OSA equivalence Yes Yes
Limited spectrum holes Yes Yes

PU prioritization Yes Yes
SU blocking if no spectrum available Probabilistic NA

SU treated as new user in case of spectrum mobility/no spectrum hole Probabilistic NA
Channel aggregation No Yes

Transmission rate Fixed (Single channel) Variable

Fig. 3. Comparison of access latency for SCDQMAC and MCDQMAC
for varying contending SU in the system.

of licensed channels, L as 10, transmission time, Ttrans of SU
per frame as 1 ms, and PU arrival rate as 0.5. The comparison
of SCDQMAC and MCDQMAC models has been done on the
basis of access delay and service duration.

A. Access Delay Comparison of the Models

To compare single channel and multi channel MAC schemes,
the access delay is analyzed for both the schemes using (3) and
(7). For (3), the values of λ1, λ2 are taken as 0.3 and 0.5, respec-
tively while the number of SU contending for spectrum access
in the system, N1 =NSAQ is 5. For analyzing (7), the average
number of packets that SU can send is given as, ȳ = L(1 −

pi). Also, from (13), we can write ρCAQ = λ1/(1 − pi). Thus,
all the terms in (7) can be represented in terms of λ1, pi, L,
Ttrans and a value of zi for a stable system. The given distribu-
tion of this term suggests that the system is stable for all values
of z except at zero. Considering, L as 10, z = 0.1, varying the
PU channel utilization from 0.1 to 0.95, λ1 = 0.5 and putting
these values for a number of contending SU in the system as 5,
we obtain the plots for Tsingle and Tmulti as shown in Fig. 3.

It is clear that delay for a given SU in getting an access to
spectrum is less for multi channel than for single channel al-
location scheme. As the load on channel allocation process in-
creases, i.e., beyond the CAQ utilization of 0.7, this difference
becomes even more significant. Thus we can say that irrespec-

Fig. 4. Comparison of service delay for SCDQMAC and MCDQMAC for
varying licensed PU channel utilization while contending SU in the
system is 10 and 15.

tive of the amount of spectrum availability with the central chan-
nel allocator (represented by CAQ here) or say utilization by PU,
MCDQMAC outperforms SCDQMAC in regards to the access
latency.

B. Service Duration Comparison of the Proposed Models

Next, we obtain a comparison of service delay between
SCDQMAC and MCDQMAC with respect to variation in uti-
lization of PU licensed channels using (5) and (9). For analyzing
the service delays encountered by these models, we consider the
respective values of Tsingle and Tmulti corresponding to differ-
ent values of pi that varies from 0.1 to 0.95 with Ttrans. These
results are obtained for two different values of contending SU
in the system as 10 and 15 users and are given in Fig. 4. As
shown, the total end to end delay or service delay for SCDQ-
MAC is more than MCDQMAC. Irrespective of the model, this
delay does not increase sharply with increase in PU channel uti-
lization. However, beyond the value of pi as 0.8, service de-
lay for MCDQMAC increases rapidly. This may be because of
lesser opportunities available with SU for its own packet trans-
mission at higher licensed channel utilization. Thus, we can say
that higher the number of spectrum holes with the controller,
better performance will be driven for CR devices because of
the controller’s ability to select multiple channels (which will
lead to follow MCDQMAC). However at high PU channel oc-
cupancy, single channel allocation technique proves to be more
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efficient. Further, the abilities of orthogonal frequency division
multiple access (OFDMA) enabling every single unused carrier
frequency to be used as multiple channel allocation can be ex-
ploited to favor MCDQMAC.

IV. CONCLUSION

We developed the analytical models for single channel and
multi channel spectrum allocation schemes. The analysis shows
that multichannel MAC is better than single channel spectrum
allocation scheme both in regards to access delay and service
delay. However, this trend deviates for higher values of sys-
tem utilization or higher channel utilization of PU. MCDQMAC
model considers channel aggregation technique. However the
spectrum holes available with the controller may not be con-
tinuous. Thus, the use of OFDM technique is suggested. This
work is further extendable to explore end-to-end delay perfor-
mance of packets for two communicating nodes and validate
the utilization of these models in practical systems. These mod-
els may be enhanced to study the behavior of a comprehensive
MAC protocol after incorporating a back off algorithm and con-
flict management. A channel selector/allocator can be designed
for optimized resource allocation considering different traffic
types, range of spectrum holes available and interference avoid-
ing techniques among SU and PU.

As some of the licensed channels can be used by PU more
frequently than others, the work presented in MCDQMAC can
further be extended to model the selection of licensed channels.
SU can be made to select those channels which are less occu-
pied. This may reduce the sensing load on SU and will also re-
duce the number of handovers. Thus modeling the prioritized
channel usage depending on its occupancy can be included.

APPENDIX

Considering a p-persistent CSMA scheme, the probability
that a contending SU can be allocated the unused channels suc-
cessfully ps is inversely proportional to the number of SU,

ps = 1/L (10)

CAQ utilization ρCAQ is given as

ρCAQ =
λ1

y
E[V ] (11)

where E[V] is average service time for an SU while V follows a
geometric distribution with the pmf as follows

P [v = u] = ρs(1− ρs)
(u−1) =

(L− 1)(u−1)

Lu
(12)

where u = 1, 2, 3, · · ·. Therefore, (11) can be written as

ρCAQ =
λ1

y

1

ρs
=

λ1

y
L. (13)

Probability that the number of arrived packets is j is given as

P [∅ = j] =
∞
∑

u=1

e−λ1u(λ1u)
j

j!
[ρs(1− ρs)

u−1] (14)

where ρs is defined in (10).

∅(z) =

∞
∑

j=0

P (∅ = j)zj =
eλ1(z−1)

L− (L− 1)eλ1(z−1)
. (15)

Let Pj be the probability that CAQ has j packets of an SU in
equilibrium state i.e., Pj = P (Nq = j) with Nq is the number
of packets in CAQ in equilibrium state. The PGF for Pj , Pq(z)
is given as

Pq(z) =

∞
∑

j=0

Pjz
j. (16)

Now, the average number of SU packets in CAQ, NCAQ, is
the first moment of Nq.

NCAQ =
d

dz
Pq(z) = N − yρCAQ +

λ2
1T

2
transΦ

2(1)

2yρCAQ

(17)

whereN is the average number of packets buffered in the system
in equilibrium state which is given in [16] as

N =
λ2
1T

2
transϕ

2(1) + φ2
0(1)

2y(1− ρCAQ)
+

1− L+ ρCAQ(L− ρCAQy)

1− ρCAQ

+

L−1
∑

i=1

(1− zi)
−1

. (18)

Access latency for MCDQMAC can be calculated using Lit-
tle’s theorem as follows

Tmulti =
(NSAQ +NCAQ)

λ1
(19)

where NSAQ is average number of SU packets in SAQ which is
calculated using the classical theory of M/M/1 as follows

NSAQ =
ρSAQ

(1 − ρSAQ)
. (20)

Using (17), (18) and (20), the access latency for MCDQMAC,
Tmulti of (19) can be written as follows

Tmulti =
1

λ1

[

λ1

µ− λ1
+

λ2
1T

2
transϕ

2(1) + φ2
0(1)

2y(1 − ρCAQ)

+
1− L+ ρCAQ(L− ρCAQy)

1− ρCAQ

+
L−1
∑

i=1

(1 − zi)
−1 − yρCAQ

+
λ2
1T

2
transϕ

2(1)

2y(ρCAQ)

]

(21)

which is access latency for SU as per MCDQMAC model and is
same as that of (7). Hence, completes the proof.
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Abstract

Purpose – The purpose of this paper is to analyze different challenges for small and medium
enterprises (SMEs) in India and China following globalization. It aims to describe the status of these
enterprises and examine the roles of government policies and strategy development for
competitiveness.
Design/methodology/approach – A questionnaire-based survey was conducted, which produced
241 valid responses. Of these, 80 percent were from SMEs. Statistical analysis of the data acquired
from survey used a reliability test, t-test and correlation analysis. A relevant literature review
pinpoints salient issues in the environment of the SMEs.
Findings – The governments of China and India have launched various promotional schemes for
SMEs. Various challenges for SMEs in these countries are similar; however, the rate of growth is
different. Indian SMEs give more attention to supplier development, total productive maintenance
and the organization’s culture. Chinese SMEs pay more attention to relationship management and
cost reduction. Human resource development and quality improvement are also highly correlated
with competitiveness.
Research limitations/implications – SMEs should focus on developing their human resources
and improving product quality. This effort will help SMEs retain human capital as well as increase
the demand for their products. Similar studies could explore Chinese SMEs in-depth for additional
comparisons.
Originality/value – This paper will help SMEs in shaping their competitive strategies and policy
formulation by respective governments.

Keywords Competitive strategy, Globalization, Government policy, Small to medium-sized
enterprises, China, India

Paper type Research paper

Introduction
Small and medium enterprises (SMEs) are considered as the backbone of economic
growth in all countries because they account for 80 percent of global economic growth
(Jutla et al., 2002). SMEs also contribute a substantial share of the manufactured exports
of East Asia (56 percent in Taiwan, over 40 percent in China and the Republic of Korea). In
India, the figure is 31 percent. In the newly developing or newly industrialized countries
(NICs), SMEs generally employ the largest percentage of the workforce and are
responsible for income generation opportunities. These enterprises can also be described
as one of the main drivers for poverty alleviation. In manufacturing sector, SMEs act as
specialist suppliers of components, parts and sub-assemblies to larger companies because
these items can be produced at a cheaper price compared to the price large companies
must pay for in-house production of the same components. However, the input of poor
quality products can adversely affect the competitiveness of these larger organizations.

The current issue and full text archive of this journal is available at
www.emeraldinsight.com/2040-8269.htm
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Upper estimates suggest that SMEs account for 98.9 percent of the total number of
businesses in China and comprise 65.6, 63.3, 54 and 77.3 percent of gross industrial
output value, sales revenues, total profits and employed people, respectively. Therefore,
as Li (2004) suggests, Chinese SMEs emerge as one of the principal industrial forces for
economic and social development. Liu (2004) also contends that economic development
and SME development are completely interrelated. However, skills in entrepreneurship
and small business development in China vary between regions and considerable gaps
exist in developments across the country.

The initiation of economic reforms through industrial and trade liberalization in
1991-1992 marked the beginning of a new era for industry in India. The measures
included industrial de-licensing, the removal of threshold limits on the assets of large
enterprises, the implementation of a liberal policy to facilitate foreign direct investment
(FDI), the expansion of the open general license (OGL) list, reductions in customs duties
and similar actions. These measures made market entry easier and provided more
operational freedom for enterprises. In addition, industry now had cheaper and easier
access to imported inputs and capital goods (Bala Subrahmanya, 1999). Developments
such as these cancel out the protection enjoyed previously by small-scale Indian
industries. Because of the measures, SMEs are now exposed to the pressures from the
competitive international business environment.

Because of the globalization of markets, technological advances and the changing
needs and demands of consumers forced the nature of competitive paradigms to change
continuously. These changes drive firms to compete along different dimensions such as
designing and developing new products, adopting smart approaches to manufacturing,
implementing quick-to-market distribution, purchasing cutting-edge communication and
developing appropriate marketing strategies. Superior manufacturing performance leads
to competitiveness with most studies reporting that an organization’s competitiveness
can be measured within particular financial parameters.

Vargas and Rangel (2007) observed that business performance is positively related
with the development of internal capabilities such as ‘‘soft technology’’ (methods
and processes that support the firm) and ‘‘hard technology’’ (externally acquired
equipment, in-house development of machinery and innovation in raw materials).
A strategy of continuous improvement, innovation and change is also part of the
process. Singh et al. (2006) developed a Competitiveness Index Framework for
quantifying the level of competitiveness. In this context, the present study analyzes
different challenges for SMEs, pinpoints their status, describes the promotional policies
related to SMEs and reviews strategy development in both India and China.

Challenges ahead for SMEs
Global competition confronts the majority of purely domestic SMEs, whose products
and sales are extremely localized and/or segmented. Trade liberalization increases the
capacity of well-established foreign manufacturers and retailers to penetrate both
remote and underdeveloped markets. Against this development, local SMEs find it
increasingly difficult to survive or even maintain their current business position in
their respective markets.

In such a demanding environment, the capacity of a firm to maintain reliable and
continually improving business and manufacturing processes is critical to ensure long-
term sustainability, according to Denis and Bourgault (2003). In a similar vein, Vos
(2005) observed the management skills of SME managers and suggested that these
managers were weak in their ability to reflect strategically on their current business
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position. Moreover, SMEs are frequently oriented towards serving local niches or
developing relatively narrow specializations. These enterprises often operate under the
constraints of scarce resources, a flat organizational structure, a lack of technical
expertise, a paucity of innovation, reduced intellectual capital and the like. The flat
structure of SMEs leaves employees frustrated because they are often unable to realize
either their short- or mid-term career goals. In this setting, SMEs find it difficult to
employ and retain high-caliber staff.

Major constraints in the competitiveness of SMEs are access to adequate
technologies (Gunasekaran et al., 2001), excessive costs of product development
projects (Chorda et al., 2002), a lack of effective selling techniques and limited market
research (Hashim and Wafa, 2002). In addition, other constraints include an inability to
meet the demand for multiple technological competencies (Narula, 2004), information
gaps between marketing and production functions, and lack of funds for implementing
software such as ERP systems (Xiong et al., 2006).

Hussain et al. (2006) observed that with the exception of a few top-performing
businesses, the majority of SMEs in China do not possess sufficient self-accumulated
capital to meet their capital requirements. As such, it appears that a finance gap exists
for Chinese SMEs, which limits or constrains their potential for growth. Ernst and
Young (2006) identified additional challenges that include weak intellectual property
protection, which makes capitalizing on innovation difficult (Berrell and Wrathall,
2007). A shortage of management talent, underdeveloped technology transfer systems
and lack of stability in the regulatory environment are also hurdles for SMEs.

Constraints on Chinese SMEs like the low level of technology, a lack of skilled
workers, the low level of management expertise, the lack of access to international
markets, unsupportive legislations, ineffective incentive policies and lack of financing
are constant headaches for SME managers. In India, managers of SMEs face major
pressures to reduce costs, improve product quality, deliver goods and services on
time. Moreover, Indian SMEs operate generally in an unsupportive environment
(Singh et al., 2005).

The status of SMEs in India and China
In India, 95 percent of industrial units (3.4 million) are in small-scale sector with a 40
percent value addition in the manufacturing sector. Enterprises of this type provide the
second highest employment level after agriculture and account for the 40 percent of
industrial production. These units contribute 35 percent to India’s exports. In this
setting, Indian SMEs are fundamentally important to the Indian economic system.
Their potential to generate employment, bolster exports and bring flexibility into
India’s business environment deserves close attention and support form India’s policy
makers.

In 2003-2004 alone, overall production in the SME sector increased by 8.6 percent.
Exports also received a boost from the growing and vibrant SMEs sector. In the 2002-
2003, SMEs exports grew by 20.73 percent. However, some concerns emerged with a
number of SMEs being reported as ‘‘sick units.’’ According to the RBI criteria, perhaps
17.8 percent of the overall SMEs have problems. Deficiencies and problems such as
those cited above all contribute to the labeling of these enterprises as ‘‘sick.’’

Although official figures are sketchy, in the early 2000s, China’s 2.4 million SMEs
accounted for 99 percent of all registered corporations. Certainly, since the mid-1990s,
SMEs accounted for about three-quarters of the incremental industrial output value of
China’s economy. Today, SMEs continue to dominate most industrial sectors with over
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70 percent of the gross output value of the food, papermaking and printing industries;
over 80 percent of value in the garment tannery, recreation, sports outfit, plastic and
metalwork industries; and over 90 percent in the wood and furniture industries. In
terms of employment expansion, SMEs currently account for about three in four of all
new jobs created nationwide.

Employees in SMEs account for a large proportion of the total employees
nationwide – above 85 percent in the industrial sectors, 90 percent in the retailing
industry and over 65 percent in the construction industry. In foreign trade and exports,
the total export value of China in 2003 amounted to over USD $430 billion and China
was ranked fourth in the world in the total import and export values in 2003. In science
and technological innovation, SMEs in China have achieved great progress in
technological innovation to become the driving force behind the spread and application
of new technology and innovation.

By the end of 2003, China established over 100 high-tech enterprise incubators, over
30 university science parks, over 20 enterprise parks for returned overseas students,
over 40 service centers for SMEs’ technology innovation and more than 500
productivity promotion centers. All these institutions provide strong support for
technological innovation within China’s SMEs (Chen, 2006). A remarkable feature of
these SMEs is that their founders did not possess much personal management or
financial expertise and they operated with a dearth of talent within the ranks of senior
management. The management systems of SMEs also face excessive government
interference related to choice of markets. SMEs are often limited to a small region and
tend to produce final products.

Promotional policies for SMEs by Indian Government
India has evolved as an extensive institutional network over time for the promotion of
small scale industries (SSI). This network extends from the national to state and
district levels. Different institutions are Small Industries Development Organization,
Small Industries Service Institutes (SISIs), National Small Industries Corporation,
National Institute of Small Industries Extension Training, Small Industries
Development Corporation and State Financial Corporation and District Industries
Centers. These institutions assist small firms across several functions including
marketing, exporting, importing, adopting technology and the like.

To meet the challenges of international competition and to promote exports of SSI
products, the following promotional schemes are being implemented:

. Small Industries Development Bank of India implements schemes for technology
development and modernization of SSI units.

. SISIs organize workshops on ISO-9000 certification and awareness about quality.

. Establishment of tool rooms helps in providing tooling, dies, moulds and fixtures
to small-scale units at a very low price to enable SMEs to produce quality goods
to meet the requirements of the markets.

. Process-cum-Product Development Centers take up jobs from SSIs for specific
product development as well process development to improve the quality of
products, reduce cost of product and enhance marketability of goods.

. The government helps SMEs in marketing their products by organizing
international exhibitions, sponsoring delegation from different SSI sectors to
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various countries and providing pertinent information related to sales
opportunities available in international markets.

. Export promotion from small-scale sector has received utmost priority of the
government – every policy formulated for achieving growth in exports have a
number of incentives available to small-scale exporters.

. With a view to encouraging the small-scale units to produce ‘‘quality goods’’,
National Awards for Quality Products are given to outstanding small-scale units.

. A new scheme for technology upgrading for industrial clusters has recently
commenced. The scheme includes a diagnostic study of the clusters, the
identification of technological needs, types of technological interventions and
the wider dissemination of information and technology within the clusters.
Recently, the Indian Government raises the capital subsidy given to SMEs by 15
percent for technological upgrades.

Promotional policies for SMEs by the Chinese Government
In China, the focus of policies in the mid-2000s was to improve the operating
environment of SMEs. The Chinese SMEs Promotion Law, which came into effect in
2003, was a milestone in policies and laws specific to SMEs. It clarified the status
of SMEs in the national economy and the responsibility of the corresponding government
departments. According to this law, the government would support SMEs actively,
improve the quality of service for SMEs, create an environment where enterprises could
compete fairly and promise to encourage the development of SMEs with more effective
policies, especially in the fields of finance and taxation (Shi and Li, 2006).

Throughout this latest in the string of reforms, by 2006, China placed an emphasis
on proactively supporting the development of SMEs (Hussain et al., 2006). The main
mission for the government in this period was to implement the SMEs Promotion Law
(Chen, 2006), which seeks to improve policies and measures for development, remove
institutional barriers, create a level playing field, promote scientific and technological
innovations, and upgrade and optimize the industrial structure to enhance the overall
quality and competitiveness of SMEs. Due to these reforms and policies, Chinese SMEs
have grown quickly in size, number, financial status and profitability.

During this Promotion Law period, two factors played decisive roles. The first factor
was the speedy development of the township enterprises. Most of township enterprises
were small to medium in size and therefore, became a key force in driving the
development of Chinese SMEs. The second factor was the rapid growth of non-public
sector of the economy, notably the swift emergence of privately owned SMEs.

Some of the recent initiatives taken by the Chinese government to promote SMEs
include:

. Income tax policies for small enterprises – the government lowered the tax rate
from 33 percent to 18 percent for those enterprises with an annual profit of less
than RMB 30,000 (approximately USD 3,600), and to 27 percent for those with an
annual profit of between RMB 30,000 and RMB 100,000 (approximately USD
12,000).

. Taxation policies to promote employment – if a new urban job agency in its first
year of operation find jobs for urban residents, of which more than 60 percent are
unemployed workers, the agency is eligible for an exemption from business
income tax for three years.
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. Taxation policies for high-tech enterprises – high-tech enterprises are exempted
from enterprise income tax for two years, counting from the year they begin
operations.

. Taxation policies for service industries – for new enterprises engaged in
transportation, post and telecommunications, consultation, information and
technological services are all exempted from income tax for one year from the
date of establishment.

. Fiscal policies – since 1999, the Ministry of Finance’s innovation fund for
technology-based SMEs supports and encourages technological innovations. As
well, financial and credit policies proactively support the business initiatives of
SMEs.

Strategy development for competitiveness
Strategy development plays a significant role in improving the competitiveness of
enterprises. In sections below, some of the strategies adopted by Indian and Chinese
SMEs are described and discussed.

Strategy development for competitiveness by Indian SMEs
Background to the Indian study
Strategy development by Indian SMEs is based on the authors’ questionnaire-based
survey. Around 1,200 organizations from different sectors, categories and regions were
contacted and asked to participate in the survey. These organizations were selected
from various directories available at Confederation of Indian Industries, Auto
Component Manufacturers Association of India, Federation of Indian Chambers of
Commerce and Industry, and Department of Industries, Government of India. A
covering letter, which described the objectives of the research and the guidelines for
completing the questionnaire, was enclosed.

A total of 241 responses received. Of these respondents, 80 percent were SMEs and
remaining 20 percent were from large-scale enterprises. The majority of respondents
were from the auto component, plastic and electronics sectors. In the study reported
here, organizations with investments in plant and machinery of less than 1,000 million
Rs are categorized as SMEs. Reliability analysis, t-test and correlation analyses were
used to analyze data.

The major attributes of different areas of strategy development, such as cost reduction,
quality improvement, competencies development, organization culture, information
technology (IT) applications, supplier development, customer satisfaction, total productive
maintenance (TPM) and the development of human resources (HR) were identified. In
addition, the relationship of these attributes with competitiveness is discussed. The mean
scores of different strategies are graphically presented in Figure 1. Cronbach’s alpha for all
the issues was found more than 0.5. This demonstrates the consistency of the data.

It was observed that the major areas of strategy development for SMEs are supplier
development (mean ¼ 3.84), TPM (mean ¼ 3.77) and organization culture (3.70).
Reasons for giving maximum focus on supplier development are that most SMEs
operate as vendors to original equipment manufacturer (OEM) or large organizations.
Therefore, to ensure the quality of the final product, quality at all steps and levels must
be monitored.

To improve productivity at all levels, SMEs focus on TPM and organization culture.
The results suggest that Indian SMEs give the lowest attention to IT applications.
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Lal (2004) found that users of advanced e-business technology perform better than
non-users in the export market. Therefore, to improve competitiveness, Indian SMEs
should give serious attention to the effectiveness of IT applications at the different
operational levels. The amount of money invested internally and through FDI changes
depending on the operational area within a firm as well as across and within industrial
sectors. Singh et al. (2007), for example, observed that the automation of processes,
market research and welfare of employees are top ranking priorities for investments by
organizations in the Indian auto components sector.

The relationship of these strategies to competitiveness is established via correlation
analysis set out in Table I. All strategies are significantly correlated with
competitiveness. Strategies for HR development, quality improvement and IT
applications have the highest correlation with performance. This implies that Indian
SMEs should continuously focus on developing their HR assets, improving product
quality and effective applications of IT tools in different operational areas.

Table I.
Overall mean of
strategies and their
correlation with
competitiveness

SN Strategies Mean Rank SD Correlation with competitiveness

1. Cost reduction 3.40 7 0.69 0.179*
2. Quality improvement 3.52 5 0.67 0.345**
3. Competencies development 3.34 8 0.72 0.161*
4. Organisation culture 3.70 3 0.60 0.280**
5. IT applications 3.24 9 0.87 0.339**
6. Supplier development 3.81 1 0.53 0.301**
7. Customer satisfaction 3.68 4 0.45 0.194*
8. Total productive maintenance 3.77 2 0.54 0.210**
9. Development of human resources 3.47 6 0.62 0.481**

Notes: *Correlation is significant at the 0.05 level (two-tailed), **correlation is significant at the
0.01 level (two-tailed), SD – standard deviation

Figure 1.
Overall mean score of
strategies of SMEs
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Strategy development for competitiveness by Chinese SMEs
The rapidly developing Chinese SMEs, especially the privately owned enterprises, are
currently the dynamic facet of the Chinese economy. By the mid-2000s, private SMEs
had become the backbone of the local economy in some areas and/or regions. This
development parallels the new and more relaxed approach exhibited by the
government toward SMEs in the process of reforming the Chinese-style market
economy. Since 1992, the Chinese government focused mainly on enhancing the overall
quality and competitiveness of the domestic SME sector (Chen, 2006). Ongoing reforms
and opening-up policies have created and maintained a fertile environment for the
development and growth of SMEs, especially in the private sector (Li, 2004). Today’s
SMEs are benefactors of these developments.

One of the important reasons for the growth of Chinese SMEs is the
implementation of a strategy, which encouraged SMEs to develop according to their
unique nature and circumstances. Previously, SMEs adhered to outdated practices.
They were also subjected to external coercion by government to concentrate their
efforts on heavy industries. SMEs, however, are blessed with unique attributes like
relatively little start-up capital, a fast yield on investments, flexible operating
structures and systems, and the capacity to adapt and respond quickly to market
changes. For Chen (2006), SMEs quickly judged the market and adjusted their
development strategies and industrial structures accordingly – SMEs have an
effective mechanism for self-governance.

Guanxi is the essence of the Chinese approach to business. One definition of guanxi
is the ‘‘existence of direct particularistic ties between one or more individuals’’ (Tsui
and Farh, 1997). It is evident that guanxi relationships play major roles in the success
of the development of local SMEs in China (Clegg et al., 2007). Chinese dependency on
this particular form of social capital means that internal management processes tend to
be more flexible and dynamic compared to similar processes in the West, where the
emphasis is on formal, explicit and information-loaded procedures (Gibb, 2006).

The minimization of transaction costs via informal relationship development is
characteristic of the Chinese system. Connections between firms are highly
personalized and fluid (Castells, 2000). In the start-up period, most of the town and
village enterprises (TVEs) under observation aimed to create capabilities to minimize
costs (Li et al., 2006). Their strategic intent was to develop cost minimization
capabilities rather than make short-term profits. Such capabilities to minimize costs
help enterprises of this type survive the competition from well-established
international joint ventures and the Chinese state-owned enterprises (SOEs). In
addition to the inherent low-cost advantages of SMEs generally, TVEs endeavored to
reduce further their operation costs by sourcing cheap materials, simplifying
production processes and duplicating Western product designs. Most TVEs under
observation produced no-brand products with cheap materials and competed on price
rather than quality.

Discussion and concluding remarks
This paper reinforces the fact that SMEs are significant contributor to economic
growth in both China and India. There are many similarities in the approaches adopted
by the governments of both India and China to promote SMEs. So too, the major
challenges of building product quality, reducing costs and upgrading technology
generally are common to SMEs in both countries. Chinese and Indian SMEs also
lack capacity in product design and development capabilities. For this reason, these



MRR
33,1

62

enterprises are highly dependent on collaborators or foreign technology. In India, major
strategies for SMEs are supplier development, TPM and building an appropriate
organizational culture.

Human resource development and quality improvement are highly correlated with
competitiveness. Chinese SMEs give more focus to cost reduction and relationship
management. Relationship management is the emerging management concept for
effective resource utilization by Chinese SMEs. However, despite the promotional
policies in place in China and India, the rates of economic growth differ significantly. In
the late 1970s to mid-1980s, both countries had similar levels of per capita income at
roughly USD 200. Following the decades of economic liberalization in China, per capita
income grew to USD 8,859. India’s grew to USD 3,300.

China accelerated its GDP growth rate to over 8 percent while India could
manage only 5.5 percent percent since the early 1980s (Business Economics, 2007).
This result might be due to Indian factors like the ease in starting a business,
receiving credit, the lack of infrastructural growth, law and order issues and
restrictive labor laws. Less focus by Indian enterprises on innovation and research
and development (R&D) may explain the comparatively low growth in GDP. India
spends 0.85 percent of GDP on R&D while China spends 1.5 percent of GDP on
R&D. A World Bank report ranks India at 134 out of 175 on the ease of doing
business in that country. The report ranks China at 93, Brazil as 121 and Russia at
96. Singapore, New Zealand and the USA are at the top of the list. However, in spite
of these obstacles, India has emerged as one of the most attractive destinations
worldwide for FDI. India has delivered the second highest annual rate-of-return of
38.36 percent among the BRIC (Brazil, Russia, India and China). The best rate-of-
return was delivered by Brazil at 46.19 percent. The Chinese market offered up an
annual rate-of-return of 31.36 percent.

Major problem with Indian SMEs is that they operate at very low scale of
production and this hinders their capacity to reduce the costs of products and engage
in technological upgrades. Capturing a certain scale of operations is very critical in a
SMEs growth path. China, for example, produces on a mass scale while Indian SSIs do
not expand because they want to retain the facilities and incentives for a longer period
even if this retention inhibits growth. Until quite recently, FDI in the Indian SSIs
sectors was permissible only if the company in question agreed to export 50 percent of
its production. This also affected the upgrade plans of Indian SSIs. However, the Indian
government recently removed this restriction to help improve the competitiveness of
SMEs in the global market.

Morrison (2006) notes that abundant cheap labor provides China with a comparative
advantage concentrated in low-cost, labor-intensive industries that manufacture
products. According to Morrison (2006), major problems in China include the inefficient
SOEs, corruption in the banking system, growing public unrest over pollution, the
levels of government corruption, increasing income inequality between urban and
rural areas, and an ill-defined legal system. Due to resource restrictions, China’s
resource processing industries that include wood pulp and wood product industries
will face significant challenges from countries with abundant resources. Chinese SMEs
will also face fierce competition from other NICs with low labor costs. For example,
even in the late 1990s, the average hourly wage of a textile worker in China was USD
0.58, which was higher than the India rate of USD 0.56, the Indonesia rate of USD 0.43
and the rate of USD 0.44 in Pakistan.
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SMEs in both the countries today face tough and challenging times in improving
performance. Factors of cost, quality, product range and delivery of services are
important areas for development and improvement. To sustain a fair level of
competitiveness in both the domestic and global markets, SMEs must strive to utilize
information and communication technologies to reach the right markets in cost-
effective ways. SMEs of both countries should concentrate on developing HR initiatives
and implementing quality improvement techniques.

Part of this process involves improving management talent and techniques as well
as improving the level of equipment, technology and innovation capabilities within
Chinese and Indian SMEs. In addition, cultivating existing relationships and building
new ones with other SMEs as well as stakeholders up and down the supply chain will
help improve the competitiveness of SMEs and enhance their sustainability (Gloet,
2006). Improving upon management styles, developing new sales strategies and using
cutting-edge marketing methods will also improve the competitiveness of SMEs in
both countries. However, the governments of India and China should continue to
provide and develop further efficient administrative and legal institutions, quality
infrastructure and reduce bureaucratic hurdles at every opportunity.
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