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ABSTRACT
Power quality issues have become important to electricity consumers at all levels of usage. Sensitive equipment and 
non-linear loads are now more commonplace in both the industrial commercial sectors and the domestic environment. 
The dominant application of electronics today is to process information. The computer industry is the biggest user of 
semiconductor devices, and consumer electronics. Due to the successful development of semiconductors, electronic system 
and controls have gained wide acceptance in power, information and computing technology and due to the continuous 
use of drive systems (rotating machines, controlling thyristor and associated electronic components) in industry and in 
power stations, and the need to keep such systems running reliably, electronic equipment are becoming an integral part 
of today’s industrial, institutional, and commercial facilities. Unfortunately, the same type of equipment often generates 
power supply disturbances, which in turns affect other items of equipment, and are more likely to generate the distorting 
harmonics. These harmonics can cause power to be used inefficiently and can be a source of premature equipment failure 
that will halt production in industrial processing, will result in loss of life in hospitals, data processing activities in real 
time such as banking transaction processing may be lost, etc. The principal aim of this paper is to investigate the most 
common power quality problems, the effect of the harmonics on the power quality, the ways of evaluating the amount of 
harmonic distortion present in a power system which lead to isolate the cause of the problem and finally device a solution 
for a good power quality.
Keywords: Power quality, monitoring equipments, mitigation techniques.

I. INTRODUCTION
Power quality problem in the power system has gained 
importance since the late 1980s. The interest in Power Quality 
(PQ) is related to all three parties concerned with the power 
i.e. utility companies, equipment manufacturers and electric 
power consumers. Problems affecting the electricity supply 
that were once considered tolerable by the electric utilities 
and users are now often taken as a problem to the users of 
everyday equipment. Understanding power quality can be 
confusing at best. There have been numerous articles and 
books concerning power quality[10]. There are two terms 
known in power systems about the quality of power: Good 
power quality and poor power quality. Good power quality can 
be used to describe a power supply that is always available, 
always within the voltage and frequency tolerances and has 
a pure noise-free sinusoidal wave shape to all equipment, 
because most equipment was designed on that basis[13]. 
Unfortunately, most of the equipment that is manufactured also 
distorts the voltage[12] on the distribution system, leading to 
what is known as poor power quality. And thus affecting other 

equipment that was designed with the expectation of consistent 
undistorted voltage, and are thus sensitive[11] to power 
disturbances resulting in reduced performance and will cause 
equipment miss operation or premature failure. The cost of 
power quality problems can be very high and include the cost 
of downtimes, loss of customer confidence and, in some cases, 
equipment damage. Indeed, power quality is an important 
point in the relationship between suppliers and consumers[12] 
but might become a contractual obligation that stress on 
improving voltage quality, availability, performance[8] and 
efficiency and these improvements will have: Benefits for 
industrial customers (customized and flexible availability) 
and for suppliers utilities.

II. CLASSIFICATION AND IMPACT OF 
PQ PROBLEMS

To make the study of Power Quality problems useful, 
the various types of disturbances need to be classified by 
magnitude and duration. 
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2.1 Undervoltages
Short duration under-voltages are called “Voltage Sags” or 
“Voltage Dips [IEC]”. Voltage sag[17, 18] is a reduction in 
the supply voltage magnitude followed by a voltage recovery 
after a short period of time. Excessive network loading, loss 
of generation, incorrectly set transformer taps and voltage 
regulator malfunctions, causes under voltage. Loads with a 
poor power factor or a general lack of reactive power support 
on a network also contribute. Under voltage can also indirectly 
lead to overloading problems as equipment takes an increased 
current to maintain power output (e.g. motor loads).

2.2 Voltage Dips
The major cause of voltage dips on a supply system is a fault 
on the system, i.e. sufficiently remote electrically that a voltage 
interruption does not occur. Other sources are the starting of 
large loads and, occasionally, the supply of large inductive 
loads [18]. The impact on consumers may range from the 
annoying (non-periodic light flicker) to the serious (tripping 
of sensitive loads and stalling of motors).

2.3 Voltage Surges/Spikes
Voltage surges/spikes are the opposite of dips – a rise that 
may be nearly instantaneous (spike) or takes place over a 
longer duration (surge). These are most often caused by 
lightning strikes and arcing during switching operations on 
circuit breakers/contactors (fault clearance, circuit switching, 
especially switch off of inductive loads).

III. FREQUENCY VARIATIONS
Frequency variations that are large enough to cause problems 
are most often encountered in small isolated networks, due 
to faulty or maladjusted governors. Other causes are serious 
overloads on a network, or governor failures, though on an 
interconnected network, a single governor failure will not 
cause widespread disturbances of this nature.

Figure 1: Different Problems encountered with PQ

3.1 Causes of Power Quality Problems
In today’s fast-paced environments, a huge amount of money 
is spent on sate of the art computer controlled equipment and 
systems. These systems are often installed in “unfriendly” 

electrical environments, which cause owners, industrial 
companies and investors a great deal of frustration and 
disappointment and in many cases, result in a great loss of time 
and money, and that lead us to ask a valuable question “What 
is the problem?” The answer to this question could have one 
or more of the following points:

– Computer malfunctions
– Interrupted manufacturing sequences
– Catastrophic failures
– Erratic equipment behaviour
– High electrical maintenance cost.
But whatever the answer is, Chapman [7] has classified 

them as a power quality problems and the latter is subdivided 
into two categories:
• Supply system quality problems.
• Installation and load related problems.

3.2 Supply System Quality Problems
• Supply interruption
• Transient interruption
• Transients
• Undervoltage/over voltage
• Voltage dip/voltage surge
• Voltage imbalance
• Flicker
• Harmonic distortion

According to Douglas et al. [6] the above problems can 
be classified into one of three disturbance categories based 
upon duration: Transient disturbances include unipolar 
Transients, oscillatory transients (such as Capacitor switching), 
localized milliseconds. Transients can originate internally 
within the building or externally on utility power lines. They 
represent about 12 to 15% of all power line problems. These 
Disturbances can cause:
• Damage to electronic lighting systems
• Shutdown to sensitive equipment
• Immediate or latent damage to digital
• Microprocessor controlled equipment.

Monetary disturbances are voltages increases or decreases 
(sags, swells, and interruptions) lasting more than 10 
milliseconds but less than three seconds. The majority 
of voltage sags result on utility lines from faults on the 
Distribution or transmission lines and they represent about 60% 
of all power problems. Voltage swells are the least frequent 
of the Power line problems representing about 2 to 3% of all 
power problems occurring to industry studies [10].

These momentary disturbances can cause:
• Sudden decrease in line loads
• loosing wiring
• Re-energizing of power after a utility power
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Interruption, when power comes back in. Steady-state 
disturbances are voltage increases or decreases (under voltages, 
over voltages, and interruptions). Interruptions and power 
outages can originate from electrical short circuits in Building 
wiring or on utility power lines. These interruptions will cause 
electrical, computer and electronic equipments shut down and 
losses in operations and revenues.

3.3 Installation and Load Related Problems
The major problems in this category can be classified [5] in 
one of the three following groups:
• Harmonic currents
• Earth (Ground) leakage currents
• Voltage dips and transients

3.3.1 Harmonic Currents
These currents will cause wiring, motors and transformers 
to overheat. The result may be a breakdown of insulation 
and a significant reduction of equipment lifespan. Some of 
the adverse effects of concentrated nonlinear loads upon a 
facility are:
- Nuisance tripping of circuit breakers
- Overvoltage problems
- Metering problems
- Overheating of transformers and induction motors’
- Computer malfunctions
- Metering problems
- High levels of neutral-to-ground voltage
- Power factor rate penalties

All non-linear loads generate harmonics. This includes all 
loads, which use switching to control or convert power, for 
example:
- Switched mode power supplies— computers, office 

equipment, domestic equipment:
- Variable speed motor drives
- Thyristor controlled heating elements
- Dimmer switches
- Solid state fluorescent la mp ballasts
- Over loading magnetic devices such as motors, lamp ballast 

and transformers as a result of saturation of the magnetic 
core material.

3.3.2 Earth Leakage Currents
The principal design consideration for an earthling system 
is that it must protect people and animals from receiving 
potentially fatal electric shocks in the event of a fault condition. 
Now, earth conductors are carrying large leakage current 
permanently as well as serving as a sink for high frequency 
noise currents. If for any reason the connection to earth is poor, 
then the impedance of the primary earth route will be high and 

earth Leakage currents will seek alternative routes to earth. 
This may result in current flowing in unexpected places with 
consequent risk should the system be disconnected.

3.3.3 Voltage Dips, Flat Topping and Transients
Heavy loads such as air conditioning systems, large motors 
during the starting process, principally cause Dips. However, 
flat topping is caused by electronic equipment such as the 
start -up of printers. The combination of surges and dips in 
the voltage lead to what is known as voltage Flicker and this 
latter is caused by the operation of large cyclic loads and can 
reduce the life of motors drives and electrical contacts.

IV. OBJECTIVE OF A POWER QUALITY 
SURVEY

The power quality survey is the first, and perhaps most 
important, step in identifying and solving power problems 
cited previously. In other words it is thus designed to locate, 
identify and eliminate the electrical disturbances which 
disrupt data collection networks, PLCs, variable speed 
motor drives thyristor controlled heating elements and other 
sensitive electronic equipment that contain some 162 form of 
microchip or “logic circuits”. There are two types of power 
quality surveys: The first type is a preventative survey, uses a 
Number of tests and inspections to locate potential Problems 
before they cause a production outage. The second type is, 
a troubleshooting survey, it is used to locate and eliminate 
problems as quickly as possible after a production outage. 
Whether the investigation involves a simple piece of equipment 
or the facility’s entire electrical system, the survey process 
typically requires the following steps [6].
• Planning and preparing the survey
• Inspecting the site
• Monitoring the power
• Analysing the monitoring and inspection data
• Applying corrective solutions.

From the above steps, the survey should provide the 
background information and basic methodology and tools 
required to benchmark the power quality performance and 
improve the reliability with respect to interruptions. Thus, 
the process basically involves finding out the What, Where, 
When, How and Why of the power related Problems at hand. 
Monitor requirements[3,4]: what are the requirements or 
what are the specific equipment resources needed, to get the 
job done. Where to monitor: depends on where the Problems 
are observed or suspected. When to monitor: The time when 
the problem occurs can also provide important clues about 
the nature of the power problem. If the problem occurs at a 
certain time of day, the equipment switched on at that time 
should be suspect. The monitoring period should last at least 
as long as one “business Cycle,” which is how long it takes 
for the process in the facility to repeat itself.
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– How long to monitor.
– Data collection and analysis systems.
– Indices for describing performance.
– Results of other benchmarking efforts from around the world. 
– Other benefits of the bench marking effort. As part of the 

planning and preparation process it is necessary to obtain a 
site history for the facility of equipment being investigated. 
Asking questions of equipment operators or others familiar 
with operations is an important part of a site history.

4.1 Inspecting the Site
The site examination begins by visually inspecting outside the 
facility and around the immediate vicinity in order to gains 
a better perspective of the utility service area. Inspecting 
the facility helps to identify equipment that might cause 
interference. It will also surface electrical distribution system 
problems such as broken or corroded conduits, hot or noisy 
transformers, poorly fitted electrical panel covers and more. 
Any inspection should include a physical review of the wiring 
from the critical load to the electrical service entrance and any 
loads, which might cause power problems, will be identified.

4.2 Monitoring the Power
To solve a power problem for a single unit of equipment, the 
monitor should be placed as close to the load as possible. 
Looking for a power quality problem, need that voltage 
signal is monitored and finally to find the cause, accurate 
measurement of power quality issues requires that the monitor 
accurately [4] measure the voltage and current waveforms.

4.3 Analyzing the Monitoring and Inspection  
 Data
To identify equipment problems, it is key to analyse data 
in a systematic manner. First, look for power events that 
occurred during intervals of equipment malfunction. Second, 
identify power events that exceed performance parameters 
for the affected equipment. Third, review power monitor 
data to identify unusual or severe events. Finally, correlate 
problems found during the Physical inspection with equipment 
symptoms.

V. SOLUTIONS

5.1 Solutions to Supply System Quality  
 Problems
The potential solutions for such problems are dependent on 
the type of disturbance. However, for the voltage disturbances, 
such as momentary outage, sags and swells and transient 
voltages, the most convenient solutions to improve the 
performance of a sensitive equipment is to install a protective 
device between the power source and sensitive equipment. 
There is a wide variety of protective devices [1,2], each device 

has a different problem solving function and can be used 
in a variety of applications. Voltage regulators are installed 
between the power source and sensitive equipment to control 
the incoming voltage in order to sustain a constant output 
voltage, it protects the equipment against overvoltage’s and 
under voltages. However, Transient Voltage Surge Suppressors 
(TVSS) cuts noise and voltage transients only, and it does not 
regulate voltage to limit surges and sags.

5.2 Solution of Harmonic Problems
With current technology, virtually all of today’s high 
performance electronic equipment uses static power rectifiers, 
which convert alternating current to direct current, and the 
reverse. It pulls a non-linear current and the latter induces 
voltage distortion and when 163 distorted voltage is delivered 
to equipment designed to expect a sinusoidal voltage, the 
result is overheating or malfunctions. Harmonic currents are 
a fact of life and cannot be eliminated unless nonlinear loads 
are avoided, all industry is increasingly exposed. Although 
future developments may provide improved electronic systems 
producing lower levels of harmonics, the problem must be 
addressed in current and future installations. Since harmonic 
currents cannot be prevented, installations must be designed 
to cope with them. Utility companies impose limits on the 
Harmonic voltage distortion, which a customer’s site can 
impose on the system. Where the utility limits are exceeded, 
special additional steps must be taken to filter the harmonic 
content. Active harmonic filters] are now becoming available 
which inject an exactly complimentary harmonic current 
into the supply to cancel that produced by the non-linear 
loads. Harmonic filters will provide a solution, although all 
ramifications of their use may not be anticipated in advance. 
Filters types include line-reactors, passive harmonic filters, 
active harmonic filters, electronic feedback filters and special 
transformers that use out of phase windings to accomplish 
harmonic reduction] While these units are effective at reducing 
the harmonic current as seen by the utility, they do not reduce 
the harmonic current flowing in the cables of the installation. 
According to Martin[5] practicing the following measures 
minimizes the effect of harmonics: Take account of harmonic 
generating loads when planning the installation.
• Reduce the number of socket outlets on each circuit and 

increase the number of circuits.
• Carefully distribute these circuits among the phases to reduce 

out of balance currents.
• Increase the cross sectional area (CSA) of feeders.
• Two sizes up is a good rule of thumb with a sound technical 

justification— and it saves energy too!
• Increase the CSA of neutral feeders and distribution panels 

- twice the phase CSA is recommended. The old practice of 
using half sized neutrals is definitely no longer satisfactory!

• Uses 5 core copper cable—one core for each phase and 
two for the neutral. Keep circuits, which supply harmonic 
generators- such as office equipment and variable speed 
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drives separate from those supplying harmonic hating Loads 
such as induction motors:

• Maintain records of cable layout and usage.
• Maintain and upgrade the system carefully.
• Consult the relevant records before making changes.
• Routinely monitor neutral and phase currents.
• Check for excessive heating in transformers, motors and 

distribution boards.

5.3 Solution of Earth Leakage Problems
The primary purpose of grounding electrical systems is to 
protect personnel and property if a fault (short circuit) were to 
occur. The second purpose of a grounding system is to provide 
a controlled, low impedance path for lightning induced currents 
to flow to the earth harmlessly. Problems can be avoided if it is 
recognized that the grounding system in electrical installations 
is no longer designed solely for fault conditions. Wherever 
modern electronic equipment is used, the earth acts as a key 
working component of the electrical installation. As such, it 
must be given equal consideration in terms of:
– Impedances
– Connections
– Documentation
– Working practices

VI. MITIGATION EQUIPMENTS
Mitigation equipment exists for each of the above  
power-quality problems. Some of this equipment are listed 
below:

6.1 Thyristor-Based Static Switch
The static switch is a versatile device for switching a new 
element into the circuit when voltage support is needed. To 
correct quickly for voltage spikes, sags, or interruptions, the 
static switch can be used to switch in one of the following:
– Capacitor
– Filter
– Alternate power line
– Energy storage system.

The static switch can be used in the alternate power line 
application. This scheme requires two independent power lines 
from the utility. It protects against 85% of the interruptions 
and voltage sags.

6.2 Energy Storage Systems
Storage systems can be used to protect sensitive production 
equipment from shutdowns caused by voltage sags or 
momentary interruptions. These are usually dc storage systems, 
such as UPS, batteries, superconducting magnet energy 
storage (SMES) [23], storage capacitors etc. The output of 

these devices is supplied to the system through an inverter on 
a momentary basis by a fast acting electronic switch. Enough 
energy is fed to the system to replace the energy that would 
be lost by the voltage sag or interruption.

6.3 Filters
Initially, lossless passive filters (LC) have been used to reduce 
harmonics, and capacitors have been chosen for power-factor 
correction of nonlinear loads. Active filters (AFs) [24, 25] 
have been explored in shunt and series configurations to 
compensate for different types of non-linear loads. These are 
shunt-connected devices used to eliminate harmonics. Either 
passive (LC or RLC) networks or active (voltage source 
converter) technologies are possible.

6.4 Static Var Compensators (SVCS)
This is a shunt-connected assembly of capacitors, and possibly 
reactors, which provides reactive power to a network during 
disturbances to minimize them. It is normally applied to 
transmission networks to counter voltage dips/surges during 
faults and enhance power transmission capacity on long 
transmission circuits.

VII. CONCLUSIONS
The present paper gives an assessment of power quality. Various 
issues concerning PQ have been highlighted and discussed. The 
paper also discusses about various issues related to power 
quality classification and characterization of disturbances, 
propagation of disturbances, and measurement strategies 
being used to monitor the power quality.Semiconductors 
are the heart of computer industry; unfortunately these 
electronic components are non-linear and thus may affect the 
safe or reliable operation of computers and computer-based 
equipment. Often more important than the physical effect 
on the equipment is the loss of productivity resulting from 
computer equipment failure, miscalculations and downtime. 
And thus changes in the equipment on site will change the 
harmonic Profile, so rendering the filters ineffective. Thus 
due to the technology and software now available, monitoring 
is highly-effective means to detect, solve, and even prevent 
problems on both utility and customer, it can detect problem 
conditions throughout the system before they cause equipment 
malfunctions, and even equipment damage or failure. However, 
before monitoring a design step is needed and should take into 
account the electrical environment and define how the electrical 
installation must meet the needs of the business.
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This paper proposes current controlled differential difference current conveyor transconductance amplifier (CCDDCCTA), a new
active building block for analog signal processing. The functionality of the proposed block is verified via SPICE simulations using
0.25 𝜇m TSMC CMOS technology parameters. The usefulness of the proposed element is demonstrated through an application,
namely, wave filter. The CCDDCCTA-based wave equivalents are developed which use grounded capacitors and do not employ
any resistors.The flexibility of terminal characteristics is utilized to suggest an alternate wave equivalents realization scheme which
results in compact realization of wave filter.The feasibility of CCDDCCTA-based wave active filter is confirmed through simulation
of a third-order Butterworth filter. The filter cutoff frequency can be tuned electronically via bias current.

1. Introduction

The current mode approach for analog signal processing
circuits and systems has received considerable attention
and emerged as an alternate method besides the traditional
voltage mode circuits [1] due to its potential performance
features like wide bandwidth, less circuit complexity, wide
dynamic range, low power consumption, and high operating
speed. The current mode active elements are appropriate to
operate with signals in current, voltage, or mixed mode and
are gaining acceptance as building blocks in high perfor-
mance circuit designs which is clear from the availability
of wide variety of current mode active elements [2–10].
Recently some analog building blocks [11–16] based on
current conveyor variants and transconductance amplifier
(TA) cascades in monolithic chip are proposed in open
literature which gives compact implementation of signal
processing circuits and systems. The examples of such blocks
are current conveyor transconductance amplifier (CCTA)
[11, 12], current controlled current conveyor transconduc-
tance amplifier (CCCCTA) [13], differential voltage current

conveyor transconductance amplifier (DVCCTA) [14], dif-
ferential voltage current controlled conveyor transconduc-
tance amplifier DVCCCTA [15], and differential difference
current conveyor transconductance amplifier (DDCCTA)
[16].

A new active building block, namely, current controlled
differential difference current conveyor transconductance
amplifier (CCDDCCTA) which has current controlled differ-
ential difference current conveyor (CCDDCC) [10] as input
block followed by a TA. The CCDDCCTA possesses all
the good properties of CCCCTA and DVCCCTA including
the possibility of inbuilt tuning of the parameters of the
signal processing circuits to be implemented and also all
the versatile and special properties of DDCC such as easy
implementation of differential and floating input circuits
[9, 17, 18]. The CCDDCCTA can be implemented using
separate CCDDCC and OTA analog building blocks, but
it will be more convenient and useful if CCDDCCTA is
implemented inmonolithic chip which will result in compact
implementation of signal processing circuits and systems.The
analytical formulations for port relationship of the proposed
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Figure 1: Schematic symbol of CCDDCCTA.

CCDDCCTA circuit are presented in Section 2. Section 3
elaborates the concept of wave filter followed by derivation
of CCDDCCTA-based wave equivalent of series inductor.
The methodology for obtaining wave equivalent of other
passive elements is outlined. An alternate scheme for wave
equivalents of shunt capacitor and inductor is also presented.
A third order Butterworth filter has been designed using
the outlined approach and is presented in Section 4 followed
by conclusion. The functionality has been verified through
SPICE simulation using 0.25𝜇m TSMC CMOS technology
parameters.

2. Proposed CCDDCCTA

The CCDDCCCTA is an extension of CCDDCC [10]
and consists of differential amplifier, translinear loop, and
transconductance amplifier. The port relationships of the
CCDDCCTA as shown in Figure 1 can be characterized by
the following matrix:

[
[
[
[
[
[
[

[

𝐼
𝑌1

𝐼
𝑌2

𝐼
𝑌3

𝑉
𝑋

𝐼
𝑍

𝐼
𝑂

]
]
]
]
]
]
]

]

=

[
[
[
[
[
[
[

[

0 0 0 0 0 0

0 0 0 0 0 0

0 0 0 0 0 0

1 −1 1 𝑅
𝑥

0 0

0 0 0 1 0 0

0 0 0 0 − 𝑔
𝑚

0

]
]
]
]
]
]
]

]

[
[
[
[
[
[
[

[

𝑉
𝑌1

𝑉
𝑌2

𝑉
𝑌3

𝐼
𝑋

𝑉
𝑍

𝑉
𝑂

]
]
]
]
]
]
]

]

, (1)

where 𝑅
𝑥
is the intrinsic resistance at 𝑋 terminal, and 𝑔

𝑚
is

the transconductance from 𝑍 terminal to 𝑂 terminal of the
CCDDCCTA.

The CMOS-based internal circuit of CCDDCCTA in
CMOS is depicted in Figure 2. The transistors M

1
to M
10

present differential difference voltage (𝑉
𝑌1

− 𝑉
𝑌2

+ 𝑉
𝑌3
)

at gate terminal of M
6
, and transistors M

11
to M
23

form
translinear loop and transistors M

24
to M

31
are con-

nected as transconductance amplifier. The analytical expres-
sions for port relationships are obtained in the following
sub sections.

2.1. Relationship between Voltages of X Port and Y1, Y2, and
Y3 Ports. The analysis of the differential difference part and

translinear loop (comprising of transistors from M
1
to M
21
)

of the circuit of Figure 2 gives the voltage at𝑋 port as

𝑉
𝑋
= 𝛽
1
𝑉
𝑌1
− 𝛽
2
𝑉
𝑌2
+ 𝛽
3
𝑉
𝑌3
+ 𝜀
𝑉
+ 𝐼
𝑋
𝑅
𝑋
, (2)

where 𝑅
𝑋
= 1/(𝑔

𝑚16
+ 𝑔
𝑚18

)

𝛽
1
=

1

𝑃
1

(𝑔
𝑚5
𝑔
𝑚8

+
𝑔
𝑚5

(𝑔
𝑚6
𝑔
𝑚7

− 𝑔
𝑚5
𝑔
𝑚8
)

𝑔
𝑚5

+ 𝑔
𝑚6

) ,

𝛽
2
=

1

𝑃
1

(𝑔
𝑚2
𝑔
𝑚7

+
𝑔
𝑚2

(𝑔
𝑚2
𝑔
𝑚7

− 𝑔
𝑚3
𝑔
𝑚8
)

𝑔
𝑚2

+ 𝑔
𝑚3

) ,

𝛽
3
=

1

𝑃
1

(𝑔
𝑚3
𝑔
𝑚8

+
𝑔
𝑚3

(𝑔
𝑚2
𝑔
𝑚7

− 𝑔
𝑚3
𝑔
𝑚8
)

𝑔
𝑚2

+ 𝑔
𝑚3

) ,

𝜀
𝑉
=
𝐼
𝐵

𝑃
1

(
𝑔
𝑚2
𝑔
𝑚7

− 𝑔
𝑚3
𝑔
𝑚8

𝑔
𝑚2

+ 𝑔
𝑚3

+
𝑔
𝑚6
𝑔
𝑚7

− 𝑔
𝑚5
𝑔
𝑚8

𝑔
𝑚5

+ 𝑔
𝑚6

)

+
𝐼
𝐵1

𝑔
𝑚16

+ 𝑔
𝑚18

(
𝑔
𝑚20

𝑔
𝑚12

𝑔
𝑚18

𝑔
𝑚11

𝑔
𝑚17

𝑔
𝑚19

−
𝑔
𝑚13

𝑔
𝑚16

𝑔
𝑚11

𝑔
𝑚15

) ,

𝑃
1
= 𝑔
𝑚6
𝑔
𝑚7

−
𝑔
𝑚6

(𝑔
𝑚6
𝑔
𝑚7

− 𝑔
𝑚5
𝑔
𝑚8
)

𝑔
𝑚5

+ 𝑔
𝑚6

,

(3)

where 𝐼
𝐵
represents the current flowing through transistor

M
1
, M
4
, and M

9
. With matched transconductances 𝑔

𝑚2
=

𝑔
𝑚3

= 𝑔
𝑚5

= 𝑔
𝑚6

and 𝑔
𝑚7

= 𝑔
𝑚8
, 𝑉
𝑋
is obtained as

𝑉
𝑋
= 𝑉
𝑌1
− 𝑉
𝑌2
+ 𝑉
𝑌3
+ 𝐼
𝑋
𝑅
𝑋
. (4)

2.2. Relationship between Currents at 𝑍 and 𝑋 Ports. The
analysis of the portion of the circuit comprising of transistors
fromM

11
to M
23
of the circuit of Figure 2 gives

𝐼
𝑍
= 𝛼𝐼
𝑋
+ 𝜀
1
, (5)

where

𝛼 =
1

𝑔
𝑚16

+ 𝑔
𝑚18

(
𝑔
𝑚18

𝑔
𝑚22

𝑔
𝑚21

+
𝑔
𝑚23

𝑔
𝑚16

𝑔
𝑚14

) ,

𝜀
1
= (

𝑔
𝑚12

𝑔
𝑚20

𝑔
𝑚18

𝑔
𝑚22

𝑔
𝑚11

𝑔
𝑚17

𝑔
𝑚19

𝑔
𝑚21

−
𝑔
𝑚13

𝑔
𝑚16

𝑔
𝑚23

𝑔
𝑚11

𝑔
𝑚14

𝑔
𝑚15

)

+
1

𝑔
𝑚16

+ 𝑔
𝑚18

(
𝑔
𝑚18

𝑔
𝑚22

𝑔
𝑚21

+
𝑔
𝑚23

𝑔
𝑚16

𝑔
𝑚14

)

× (
−𝑔
𝑚12

𝑔
𝑚18

𝑔
𝑚20

𝑔
𝑚11

𝑔
𝑚17

𝑔
𝑚19

+
𝑔
𝑚13

𝑔
𝑚16

𝑔
𝑚11

𝑔
𝑚15

) 𝐼
𝐵1
.

(6)

For matched transistors, (6) reduced to

𝐼
𝑍
= 𝐼
𝑋
. (7)

2.3. Relation forCurrents atOPort. Thetransistor comprising
from M

24
to M
31

forms transconductance amplifier (TA).
Assuming gate voltages of transistorsM

24
andM

25
as𝑉
𝑇1

and
𝑉
𝑇2
, respectively, the output currents 𝐼

𝑂
may be found as

𝐼
𝑂
= 𝛾
1
𝑉
𝑇1
− 𝛾
2
𝑉
𝑇2
+ 𝜀
2
, (8)
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Figure 2: CMOS implementation of CCDDCCTA.

where

𝛾
1
=

−1

𝑔
𝑚24

+ 𝑔
𝑚25

(
𝑔
𝑚24

𝑔
𝑚25

𝑔
𝑚29

𝑔
𝑚28

+
𝑔
𝑚24

𝑔
𝑚25

𝑔
𝑚27

𝑔
𝑚31

𝑔
𝑚26

𝑔
𝑚30

) ,

𝛾
2
=

− 1

𝑔
𝑚24

+ 𝑔
𝑚25

(
𝑔
𝑚24

𝑔
𝑚25

𝑔
𝑚29

𝑔
𝑚28

+
𝑔
𝑚24

𝑔
𝑚25

𝑔
𝑚27

𝑔
𝑚31

𝑔
𝑚26

𝑔
𝑚30

) ,

𝜀
2
=

𝐼
𝐵2

𝑔
𝑚24

+ 𝑔
𝑚25

(
−𝑔
𝑚24

𝑔
𝑚29

𝑔
𝑚28

+
𝑔
𝑚25

𝑔
𝑚27

𝑔
𝑚31

𝑔
𝑚26

𝑔
𝑚30

) .

(9)

With 𝑔
𝑚24

= 𝑔
𝑚25

= 𝑔
𝑚
, 𝑔
𝑚26

= 𝑔
𝑚27

, 𝑔
𝑚28

= 𝑔
𝑚29

, and
𝑔
𝑚30

= 𝑔
𝑚31

, (8) reduced to

𝐼
𝑂
= 𝑔
𝑚
𝑉
𝑇1
− 𝑔
𝑚
𝑉
𝑇2
, (10)

as 𝑉
𝑇1

= 0 and 𝑉
𝑇2

= 𝑉
𝑍

𝐼
𝑂
= −𝑔
𝑚
𝑉
𝑍
, (11)

where

𝑔
𝑚
= √2𝜇𝐶

𝑂𝑋
(
𝑊

𝐿
)
24,25

𝐼
𝐵2
. (12)

2.4. Simulation. To verify the port relationship of proposed
CCDDCCTA, PSPICE simulations have been carried out
using TSMC 0.25𝜇m CMOS process model parameters. The
aspect ratio of various transistors for CCDDCCTA is given
in Table 1. The supply voltages of VDD = −VSS = 1.25V and
VBB = −0.8V are used. The DC transfer characteristics of
the proposed CCDDCCTA from 𝑌1, 𝑌2, and 𝑌3 terminals
to𝑋 terminal are shown in Figure 3. The variation of current
at 𝑍 terminal with 𝑋 terminal current is shown in Figure 4.
Figures 3 and 4 verify the port relationships. The variation
of resistance, 𝑅

𝑋
with respect to bias current 𝐼

𝐵1
, is shown

in Figure 5. The transconductance of CCDDCCTA is bias
current controllable which is depicted in Figure 6 by varying
𝐼
𝐵2

from 0 to 800𝜇A. There is decrease in transconductance
for bias currents larger than 400 𝜇A.This is due to transistors
M
24
, M
25
entering in linear region of operation from satura-

tion region.

Table 1: Aspect ratio of various transistors.

Transistors 𝑊 (𝜇m)/𝐿 (𝜇m) ratio
M1, M4, M9, M11–M14, M23, and M30-M31 3.0/0.25
M2-M3, M5-M6 1.0/0.25
M7-M8 5.0/0.25
M10 12.5/0.25
M15 8.0/0.25
M16 9.0/0.25
M18 4.5/0.25
M27 4.35/0.25
M17, M19–M22, M24-M25, M26, and M28-M29 5.0/0.25

3. CCDDCCTA’s Application as
Wave Active Filter

In this section the proposed CCDDCCTA has been used
to develop higher-order filter. There are many schemes
for simulating higher order filters using doubly terminated
lossless ladders available in the literature. The element
replacement, operational simulation, and impedance scaling
schemes employ mostly lossless integrator which is not easy
to implement in integrated circuits due to active and pas-
sive element imperfections. Recently, wave approach based
ladder filter realization has received attention which relies
on modelling incident and reflected voltage waves. It utilizes
only lossy integrators for passive component representation
and results in a very modular structure. Considering this,
some wave active filters have been reported in the literature
[19–22]. The wave active filter realization using proposed
CCDDCCTA is presented in this section which has the
following advantageous features.

(i) It does not use any resistor in contrast to those
proposed in [19–21].

(ii) It uses only active elements and capacitors similar to
[22].
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Figure 3: DC transfer characteristic for voltage transfer from (a) 𝑌1 port to𝑋 port, (b) 𝑌2 port to𝑋 port, and (c) 𝑌3 port to𝑋 port.

(iii) It possesses an attractive feature of electronic tunabil-
ity via bias currents of CCDDCCTA similar to the
reported in [22].

(iv) The availability of an additional voltage input termi-
nal in CCDDCCTA as compared to DVCCCTA, the
active elements required for wave equivalent can be
reduced.Thus, the proposed element gives a compact
resistorless realization of wave filter than the one
reported in [22].

3.1. Derived Basic Wave Equivalent. According to wave
method, the corresponding LC ladder filter is split into
two-port subnetworks which are fully described using the

wave variables, defined as incident and reflected waves. By
choosing an inductor in a series branch as the elementary
building block, its wave equivalent includes an appropriately
configured lossy integrator.The wave equivalents of the other
passive elements are derived by interchanging the terminals
of the appropriate wave signals and signal inversion. Then
each element of the passive prototype filter is substituted by
its wave equivalent.

The development of the filter using wave method is based
on modeling incident and reflected voltage waves. For a two-
port network of Figure 7, the voltage wave is defined as

A
𝑗
= 𝑉
𝑗
+ 𝐼
𝑗
𝑅
𝑗
, 𝐵

𝑗
= 𝑉
𝑗
− 𝐼
𝑗
𝑅
𝑗
, (13)
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where 𝐴
𝑗
, 𝐵
𝑗
, and 𝑅

𝑗
(𝑗 = 1, 2) represent incident and

reflected voltage waves and port normalization resistance of
port 𝑗, respectively.

Equation (13) can be expressed in terms of scattering
matrix 𝑆 as

[
𝐵
1

𝐵
2

] = 𝑆 [
𝐴
1

𝐴
2

] . (14)

The ladder network may be viewed in terms of its
constituent series-arm impedance elements and shunt-arm
admittance elements [19, 20], and the scattering matrices
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Figure 7: Two-port network with wave variables.

(𝑆
𝑍
and 𝑆

𝑌
) [20] for series-arm impedance (𝑍) and shunt-

arm admittance (𝑌) are represented as

𝑆
𝑍
=
[
[
[

[

𝑍

2𝑅 + 𝑍

2𝑅

2𝑅 + 𝑍

2𝑅

2𝑅 + 𝑍

𝑍

2𝑅 + 𝑍

]
]
]

]

, (15)

𝑆
𝑌
=
[
[
[

[

−𝑌

2𝐺 + 𝑌

2𝐺

2𝐺 + 𝑌

2𝐺

2𝐺 + 𝑍

−𝑌

2𝐺 + 𝑌

]
]
]

]

, (16)

where 𝑅 is port normalization resistance, and 𝐺 is its
reciprocal.

The series inductor 𝐿 is considered as a basic element for
the wave active filter realization. Its scattering matrix (𝑆

𝑍 𝐿
)

may be obtained from

𝑆
𝑍 𝐿

=
1

1 + 𝑠𝜏
[
𝑠𝜏 1

1 𝑠𝜏
] , (17)

where 𝜏 = 𝐿/2𝑅 represents time constant.
Using (14) and (17), the reflected wave (𝐵

𝑗
, 𝑗 = 1, 2) for a

series inductor can be expressed in terms of its incident wave
(𝐴
𝑗
, 𝑗 = 1, 2) as

𝐵
1
= 𝐴
1
−

1

1 + 𝑠𝜏
(𝐴
1
− 𝐴
2
) , (18)

𝐵
2
= 𝐴
2
+

1

1 + 𝑠𝜏
(𝐴
1
− 𝐴
2
) . (19)
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Figure 8: (a) Complete schematic of CCDDCCTA-based wave equivalent of series inductor and (b) its symbolic representation.
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Figure 9: (a) Complete schematic of CCDDCCTA-based wave equivalent of shunt capacitor and (b) its symbolic representation.

The circuit implementation of (18) is derived by cascading
lossy integration subtraction with subtraction, whereas (19)
requires a lossy integration subtraction followed by an adder.
The complete realization is depicted in Figure 8. The CCDD-
CCTAmarked as “1” in Figure 8(a) performs lossy integration
subtraction and provides output voltages 𝑉

1
as

𝑉
1
= (𝐴
1
− 𝐴
2
)

1

1 + 𝑠𝜏
, (20)

where 𝜏 = 𝑅
𝑋
𝐶
𝑑
is time constant and 𝑔

𝑚
𝑅
𝑋
= 1. Using (18),

(19), and (20), the value of 𝐶
𝑑
may be computed as

𝑅
𝑋
𝐶
𝑑
=

𝐿

2𝑅
. (21)

With 𝑅 = 𝑅
𝑋
, the value of capacitor 𝐶

𝑑
may be expressed as

𝐶
𝑑
=

𝐿

2𝑅2
. (22)

The CCDDCCTAs marked as “2” and “3” in Figure 8(a)
perform subtraction and addition operations and provide the
output voltages as

𝐵
1
= 𝐴
1
− 𝑉
1
= 𝐴
1
−

1

1 + 𝑠𝜏
(𝐴
1
− 𝐴
2
) with 𝑔

𝑚
𝑅
𝑋
= 1,

𝐵
2
= 𝐴
2
+ 𝑉
1
= 𝐴
2
+

1

1 + 𝑠𝜏
(𝐴
1
− 𝐴
2
) with 𝑔

𝑚
𝑅
𝑋
= 1.

(23)

The symbolic representation of the wave element is shown in
Figure 8(b) [19–22].

The wave equivalent of other reactive elements can be
obtained using the basic wave equivalent of Figure 8. The
wave equivalent for inductor and capacitor in series and
shunt branches is given in Table 2 which can be obtained by
swapping outputs and signal inversion.

3.2. Alternate Scheme for Shunt Impedance Realization. An
alternate scheme for wave equivalent realization of shunt
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Table 2: Wave equivalent of elementary two-port network consisting of single element in series and shunt branch.

Elementary two-port
network Port connection Realized time constant; capacitor value

for CCDDCCTA-based wave equivalent

RR

L A1

B1

A2

B2

𝜏

𝜏 = 𝐿/2𝑅

𝐶
𝑑
= 𝐿/2𝑅

2

C

RR

A1

B

𝜏

1

A2

B2

𝜏 = 2𝑅𝐶

𝐶
𝑑
= 2𝐶

RR

L

A1

B1

A2

B2

𝜏
−1

−1

𝜏 = 2𝐿/𝑅

𝐶
𝑑
= 2𝐿/𝑅

2

C

RR

A1

B1

A2

B2

𝜏
− 1

− 1

𝜏 = 𝑅𝐶/2

𝐶
𝑑
= 𝐶/2

impedances is suggested in this section.This scheme is based
on direct realization of port relation of shunt capacitor wave
equivalent. It may be noted from Table 2 that shunt capacitor
requires two inverterswith a basicwave equivalent of Figure 8
amounting to a total of five CCDDCCTAs. Using (16), the
incident (𝐴

𝑗
, 𝑗 = 1, 2) and the reflected wave (𝐵

𝑗
, 𝑗 = 1, 2) for

a shunt capacitor are related through the following scattering
matrix:

𝑆
𝑌 𝐶

=
1

1 + 𝑠𝜏
𝐶

[
−𝑠𝜏
𝐶

1

1 −𝑠𝜏
𝐶

] , (24)

where 𝜏
𝐶

= 𝑅𝐶/2 is time constant. The expressions for
reflected waves 𝐵

1
and 𝐵

2
become

𝐵
1
= −𝐴
1
+

1

1 + 𝑠𝜏
𝐶

(𝐴
1
+ 𝐴
2
) ,

𝐵
2
= −𝐴
2
+

1

1 + 𝑠𝜏
𝐶

(𝐴
1
+ 𝐴
2
) .

(25)

The implementation of (25) and (33) requires two
operations-lossy integration addition and subtraction. The
high impedance input terminal 𝑌3 of CCDDCCTA can be
used for lossy integration addition, and proper outputs are

obtained by feeding𝐴
1
and𝐴

2
to𝑌2 terminals of second and

third CCDDCCTAs as shown in Figure 9(a). This realization
may be represented by a symbol of Figure 9(b) for clarity.
This slight modification in implementation method results
in the saving of two CCDDCCTAs. Similar reduction of
active element may be achieved for a shunt inductor as
shown in Figure 10. The complete set of wave equivalents is
summarized in Table 3. It may be noted that all the wave
equivalents in Table 3 use only three active blocks. Thus, this
method leads to a compact realization of wave active filter as
compared to the one proposed in [22].

The design of wave active filter [19–22] starts with the
selection of prototype filter based on specifications. The
individual inductors or capacitors are replaced by their wave
equivalents resulting in a modular realization. The complete
filter schematic is then implemented by cascading the wave
equivalents of the passive elements of prototype ladder.

3.3. Simulation of Third-Order Butterworth Filter. The theo-
retical proposition is verified using SPICE simulations using
0.25 𝜇m TSMC CMOS technology parameters and power
supply of ±1.25V. The usefulness of the proposed CCDDC-
CTA is shown by implementing wave active filter based on
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Table 3: Elementary two-port network consisting of single element in series and shunt branch using alternate scheme.

Elementary two-port
network Port connection Realized time constant; capacitor value

for CCDDCCTA-based wave equivalent

RR

L A1

B

𝜏

1

A2

B2

𝜏 = 𝐿/2𝑅

𝐶
𝑑
= 𝐿/2𝑅

2

C

RR

A1

B

τ

1

A2

B2

𝜏 = 2𝑅𝐶

𝐶
𝑑
= 2𝐶

RR

L

A1

B1

A2

B2

𝜏L

𝜏 = 2𝐿/𝑅

𝐶
𝑑
= 2𝐿/𝑅

2

C

RR

A1

B1

A2

B2

𝜏C

𝜏 = 𝑅𝐶/2

𝐶
𝑑
= 𝐶/2

the method outlined in Sections 3.1 and 3.2. A third-order
low-pass filter of Figure 11 has been taken as prototype. The
normalized component values are 𝑅

𝑆
= 1, 𝐿

1
= 1, 𝐿

2
= 1,

𝐶
1
= 2, and 𝑅

𝐿
= 1 for maximally flat response.

The wave equivalent topology of Figure 11 may be con-
structed by replacing series inductor and shunt capacitor by
wave equivalent of Table 3 and is shown in Figure 12. For
cutoff frequency 𝑓

𝑜
= 10MHz, the bias currents 𝐼

𝐵1
and 𝐼
𝐵2

are taken as 25 𝜇A and 200𝜇A, respectively. The capacitor
values for wave equivalent of series inductors (𝐿

1
, 𝐿
2
) and

shunt capacitors (𝐶
1
) are 5.4 pF, 5.4 pF, and 10.8 pF, respec-

tively. The topology of Figure 12 has been simulated using
CCDDCCTA-based wave equivalent discussed in Section 3.
Figures 13 and 14 show the simulated low pass responses
(𝑉out) and its complementary high-pass response (𝑉out,𝑐),
respectively. The tunability of the filter response by varying
bias current 𝐼

𝐵1
from 10 𝜇A to 50 𝜇A and 𝐼

𝐵2
from 50𝜇A to

400𝜇A (𝐼
𝐵2

= 8𝐼
𝐵1

for 𝑔
𝑚
𝑅
𝑥
= 1) is also studied through

simulations, and the results are shown in Figure 15.Thepower
dissipation of the CCDDCCTA-based filter is simulated to be
13.7mW, whereas TA-based wave filter power dissipation is
found to be 25.6mW.

To study the time domain behavior, input signal com-
prised of two frequencies of 5MHz and 20MHz is applied.
Signal amplitude was 50mV each. The transient response
with its spectrum for input and output is shown in Figure 16,
which clearly shows that the 20MHz signal is significantly
attenuated. The proposed circuit is also tested to judge the
level of harmonic distortion at the output of the signal. The
%THD result is shown in Figure 17 which shows that the
output distortion is low and within acceptable limit of 6% up
to about 300mV.

4. Conclusion

In this paper current controlled differential difference cur-
rent conveyor transconductance amplifier (CCDDCCTA),
a new active building block for analog signal processing,
is presented. The expressions for port characteristics are
derived and verified through SPICE. The wave filter based
on CCDDCCTA is included to show the usefulness of the
element. The CCDDCCTA-based wave equivalent of series
inductor is introduced which is applied for other passive
element realization by making suitable connections. The
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Figure 10: (a) Complete schematic of CCDDCCTA-based wave equivalent of shunt inductor and (b) its symbolic representation.
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Figure 16: Transient response with (a) input and output signals and (b) spectrum of input and output signals.
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availability of additional input terminals in CCDDCCTA is
gainfully used for obtaining a compact realization of shunt
impedance wave equivalents. The structure is resistorless,
employs grounded capacitors, possesses electronic tunability
of cutoff frequency, and is modular.
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A laboratory setup of distributed drives system comprising a three-phase induction motor (IM) drive and a permanent magnet
synchronousmotor (PMSM) drive ismodeled, designed, and developed for themonitoring and control of the individual drives.The
integrated operation of IM and PMSMdrives systemhas been analyzed under different operating conditions, and their performance
has been monitored through supervisory control and data acquisition (SCADA) system. The necessary SCADA graphical user
interface (GUI) has also been created for the display of drive parameters. The performances of IM and PMSM under parametric
variations are predicted through sensitivity analysis. An integrated operation of the drives is demonstrated through experimental
and simulation results.

1. Introduction

Monitoring and control of drives is a necessary prerequisite
for quality control of a product as well as for energy con-
servation in automated process plants. Electrical energy is
supplied to the motors through power electronic converter
to get the desired torque/speed characteristics of the motors
for motion control in industrial processes. This is achieved
through modern motor drives, advance control algorithms,
and intelligent devices such as programmable logic controller
(PLC), digital signal processor (DSP), and microcontroller.
This makes the operation of drives complex, sophisticated,
and expensive [1]. Further, in production plant, the process
is distributed at shop level based on functional require-
ments, which results in distribution of the various drives
for different process operations. In distributed drives system,
the processing tasks are physically distributed among the
various drives, which requires placement of the necessary
computing, with optimal volume of data, close to the process.
Such system also provides fault tolerant and self-diagnostic
capability and enhances the reliability of overall system.Thus,
a distributed drives system has partially autonomous local
computing devices with input, output, and storage capabil-
ity, interconnected through a digital communication link
coordinated by a supervisory control and data acquisition
system. The distributed system has the advantages of local

as well as centralized control. In such cases, the SCADA
and programmable logic controller coordinate the local
controllers through a communication link [2].

In the past few decades, limited literatures are available on
distributed drives control using PLC. Applications of PLC
have been reported for monitoring control system of an
induction motor [3, 4]. PLC has been also used as a power
factor controller for power factor improvement and to keep
the voltage to frequency ratio of a three-phase IM, constant
under all control conditions [5]. Also, a vector-oriented con-
trol scheme, for the regulation of voltage and current of three-
phase pulse widthmodulation inverter, which uses a complex
programmable logic device (CPLD) [6], has been reported.
Remote control and operation of electric drive need a large
amount of data to be acquired, processed, and presented by
the SCADA system [7, 8]. In this paper, distributed control
for a three-phase IM drive and a three-phase PMSM drive is
configured, designed, and developed for experimental work,
and integrated control operation is demonstrated through
experimental and simulation results. The application of
adjustable speed drives (ASDs) for fans, pumps, blowers, and
compressors do not require very precise speed control. Speed
sensor in a drive adds cost and reduces the reliability of the
drive. Therefore, for applications requiring moderate per-
formance, sensorless drive is a better option, and, hence,
sensorless vector control is used for IM control [9–14]. On the



2 Journal of Engineering

other hand, PMSMs are generally used for low-power servo
applications where very precise position control is required.
A PID controller is applied [15] to the position control, and a
model reference adaptive control has been implemented for
the PMSM [16]. As speed estimators and observers rely on
the knowledge of motor parameters, they are inadequate for
accurate position estimation. In the present work, a position
feedback encoder is used for PMSM, and an indirect field-
oriented control is employed for its control [17–19].

A detailed study on distributed drives including design,
development, and testing of prototype distributed drives is
demonstrated. The monitoring and supervisory control of
IM and PMSM drives, thereby validating the concept of
distributed drives, is also described. Further, the developed
experimental setup enables and facilitates imparting training
and providing the facilities with hands of experimentation,
research, and practical training. The necessary SCADA GUI
has also been created for the display of drive parameters such
as speed. The performances of IM and PMSM are predicted
by sensitivity analysis.

2. Control Algorithm

Sensorless control for IM and indirect field-oriented control
for the PMSM have been used in distributed control of the
drives.

2.1. Sensorless Control of Three-Phase IM Drive

2.1.1. Flux Estimator. The direct and quadrature rotor flux
components (𝜓𝑠

𝑑𝑟
and 𝜓

𝑠

𝑞𝑟
) are estimated from the IM ter-

minal voltages (𝑣
𝑎
, 𝑣
𝑏
, and 𝑣

𝑐
), currents (𝑖

𝑎
, 𝑖
𝑏
, and 𝑖

𝑐
),

stator resistance of the motor, 𝑅
𝑠
, the stator and rotor self-

inductances 𝐿
𝑠
and 𝐿

𝑟
, respectively, and their mutual induc-

tance 𝐿
𝑚
, which are described in (1) to (3); [20], consider
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Figure 1: Phasors showing rotor flux orientation.

where

𝜎 = 1 −
𝐿
2

𝑚

𝐿
𝑟
𝐿
𝑠

(3)

and 𝑖𝑠
𝑑𝑠
, 𝑖𝑠
𝑞𝑠
, 𝜓𝑠
𝑑𝑠
, and 𝜓𝑠

𝑞𝑠
are stator direct and quadrature axis

currents and fluxes, respectively.
Also,

𝜓
𝑟
= √(𝜓𝑠

𝑞𝑟
)
2

+ (𝜓𝑠
𝑑𝑟
)
2

. (4)

The correct alignment of current, 𝑖
𝑑𝑠
, in the direction of

flux, 𝜓
𝑟
, and the current, 𝑖

𝑞𝑠
, perpendicular to it are needful

requirements in vector control. This alignment is depicted
in Figure 1 using rotor flux vectors 𝜓𝑠

𝑑𝑟
and 𝜓

𝑠

𝑞𝑟
, where 𝑑𝑒-

𝑞
𝑒 frame is rotating at synchronous speed with respect to
stationary frame 𝑑

𝑠-𝑞𝑠, and at any instance, the angular
position of 𝑑𝑒 axis with respect to the 𝑑𝑠 axis is 𝜃

𝑒
, where

𝜃
𝑒
= 𝜔
𝑒
𝑡, cos 𝜃
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𝜓
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𝜓
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𝜓
𝑟

.

(5)

2.1.2. Speed Estimator. The speed is estimated by using the
data of the rotor flux vector (𝜓

𝑟
), obtained in a flux estimator

as follows.
The rotor circuit equations [20] of 𝑑𝑠-𝑞𝑠 frame are writ-

ten as

𝑑𝜓
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𝑑𝑡
+ 𝑅
𝑟
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(6)
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Adding terms (𝐿
𝑚
𝑅
𝑟
/𝐿
𝑟
)𝑖
𝑠

𝑑𝑠
and (𝐿

𝑚
𝑅
𝑟
/𝐿
𝑟
)𝑖
𝑠

𝑞𝑠
, respec-

tively, on both sides of the previous equation, we get

𝑑𝜓
𝑠

𝑑𝑟

𝑑𝑡
+
𝑅
𝑟

𝐿
𝑟

(𝐿
𝑚
𝑖
𝑠

𝑑𝑠
+ 𝐿
𝑟
𝑖
𝑠

𝑑𝑟
) + 𝜔
𝑟
𝜓
𝑠

𝑞𝑟
= (

𝐿
𝑚
𝑅
𝑟

𝐿
𝑟

) 𝑖
𝑠

𝑑𝑠
, (7)

𝑑𝜓
𝑠

𝑞𝑟

𝑑𝑡
+
𝑅
𝑟

𝐿
𝑟

(𝐿
𝑚
𝑖
𝑠

𝑞𝑠
+ 𝐿
𝑟
𝑖
𝑠

𝑞𝑟

) − 𝜔
𝑟
𝜓
𝑠

𝑑𝑟
= (

𝐿
𝑚
𝑅
𝑟

𝐿
𝑟

) 𝑖
𝑠

𝑞𝑠
, (8)

𝑑𝜓
𝑠

𝑑𝑟

𝑑𝑡
=
𝐿
𝑚

𝜏
𝑟

𝑖
𝑠

𝑑𝑠
− 𝜔
𝑟
𝜓
𝑠

𝑞𝑟
−
1

𝜏
𝑟

𝜓
𝑠

𝑑𝑟
, (9)

𝑑𝜓
𝑠

𝑞𝑟

𝑑𝑡
=
𝐿
𝑚

𝜏
𝑟

𝑖
𝑠

𝑞𝑠
+ 𝜔
𝑟
𝜓
𝑠

𝑑𝑟
−
1

𝜏
𝑟

𝜓
𝑠

𝑞𝑟
, (10)

where

𝐿
𝑚
𝑖
𝑠

𝑑𝑠
+ 𝐿
𝑟
𝑖
𝑠

𝑑𝑟
= 𝜓
𝑠

𝑑𝑟
,

𝐿
𝑚
𝑖
𝑠

𝑞𝑠
+ 𝐿
𝑟
𝑖
𝑠

𝑞𝑟

= 𝜓
𝑠

𝑞𝑟
,

(11)

and 𝜏
𝑟
(i.e., 𝐿

𝑟
/𝑅
𝑟
) is the rotor time response. Also, from (5),

𝜃
𝑒
= tan−1

𝜓
𝑠

𝑞𝑟

𝜓𝑠
𝑑𝑟

. (12)

Differentiating the aforementioned, we get

𝑑𝜃
𝑒

𝑑𝑡
=
𝜓
𝑠

𝑑𝑟
𝜓
󸀠
𝑠

𝑞𝑟
− 𝜓
𝑠

𝑞𝑟
𝜓
󸀠
𝑠

𝑑𝑟

𝜓2
𝑟

. (13)

Combining (7), (8), and (13) and simplifying, one yields

𝜔
𝑟
=
𝑑𝜃
𝑒

𝑑𝑡
−
𝐿
𝑚

𝜏
𝑟

[
𝜓
𝑠

𝑑𝑟
𝑖
𝑠

𝑞𝑠
− 𝜓
𝑠

𝑞𝑟
𝑖
𝑠

𝑑𝑠

𝜓2
𝑟

] ,

𝜔
𝑟
=

1

𝜓2
𝑟

([𝜓
𝑠

𝑑𝑟
𝜓
󸀠
𝑠

𝑞𝑟
− 𝜓
𝑠

𝑞𝑟
𝜓
󸀠
𝑠

𝑑𝑟
] −

𝐿
𝑚

𝜏
𝑟

[𝜓
𝑠

𝑑𝑟
𝑖
𝑠

𝑞𝑠
− 𝜓
𝑠

𝑞𝑟
𝑖
𝑠

𝑑𝑠
]) ,

(14)

where𝜓󸀠
𝑠

𝑞𝑟
and𝜓󸀠

𝑠

𝑑𝑟
are first derivatives of𝜓s

𝑞𝑟
and𝜓𝑠

𝑑𝑟
, respec-

tively.
The torque component of current 𝑖∗

𝑞𝑠
and the flux compo-

nent of current 𝑖∗
𝑑𝑠
are evaluated from the speed control loop

and the flux control loop, respectively, as follows:

𝑖
∗

𝑞𝑠
= (𝜔
𝑟
− 𝜔
∗

𝑟
) 𝐺
1
,

𝑖
∗

𝑑𝑠
= (Ψ
𝑟
− Ψ
∗

𝑟
) 𝐺
2
,

(15)

where 𝜔∗
𝑟
and 𝜓

∗

𝑟
are the reference speed and flux; 𝐺

1
and

𝐺
2
are the gain of speed loop and flux loop; 𝜓

𝑟
and 𝜔

𝑟
are

computed using the flux and speed estimators, respectively,
as explained earlier.

The principal vector control parameters, 𝑖∗
𝑑𝑠
and 𝑖∗
𝑞𝑠
, which

are DC values in synchronously rotating frame, are converted
to stationary frame with the help of unit vectors (sin 𝜃 and
cos 𝜃) generated from flux vectors𝜓𝑠

𝑑𝑟
and𝜓𝑠

𝑞𝑟
as given by (5).

The resulting stationary frame signals are then converted to
phase current commands for the inverter [20]. The torque is
estimated using (16) as

𝑇
𝑒
=
3

2
(
𝑃

2
)
𝐿
𝑚

𝐿
𝑟

(𝜓
𝑠

𝑑𝑟
𝑖
𝑠

𝑞𝑠
− 𝜓
𝑠

𝑞𝑟
𝑖
𝑠

𝑑𝑠
) . (16)

The block diagram of the sensorless vector control for the
IM drive is shown in Figure 2.

2.2. Control Scheme for Three-Phase PMSM Drive. The rotor
of PMSM is made up of permanent magnet of Neodymium-
iron-boron, which offers high energy density. Based on the
assumptions that (i) the rotor copper losses are negligible, (ii)
there is no saturation, (iii) there are no field current dynamics,
and (iv) no cage windings are on the rotor, the stator 𝑑-𝑞
equations of the PMSM in the rotor reference frame are as
follows [17, 21]:

𝑣
𝑞𝑠
= 𝑅
𝑠
𝑖
𝑞𝑠
+
𝑑

𝑑𝑡
𝜆
𝑞𝑠
+ 𝜔
𝑠
𝜆
𝑑𝑠
,

𝑣
𝑑𝑠
= 𝑅
𝑠
𝑖
𝑑𝑠
+
𝑑

𝑑𝑡
𝜆
𝑑𝑠
− 𝜔
𝑠
𝜆
𝑞𝑠
,

(17)

where

𝜆
𝑞𝑠
= 𝐿
𝑞𝑠
𝑖
𝑞𝑠
,

𝜆
𝑑𝑠
= 𝐿
𝑑𝑠
𝑖
𝑑𝑠
+ 𝜆
𝑓
.

(18)

𝑣
𝑑𝑠

and 𝑣
𝑞𝑠
are the 𝑑, 𝑞 axis voltages, 𝑖

𝑑𝑠
and 𝑖
𝑞𝑠
are the 𝑑, 𝑞

axis stator currents, 𝐿
𝑑𝑠
and 𝐿

𝑞𝑠
are the 𝑑, 𝑞 axis inductance,

𝜆
𝑑𝑠

and 𝜆
𝑞𝑠

are the 𝑑, 𝑞 axis stator flux linkages, 𝜆
𝑓
is the

flux linkage due to the rotor magnets linking the stator, while
𝑅
𝑠
and 𝜔

𝑠
are the stator resistance and inverter frequency,

respectively. The inverter frequency 𝜔
𝑠
is related to the rotor

speed 𝜔
𝑟
as follows:

𝜔
𝑠
=
𝑃

2
𝜔
𝑟
, (19)

where 𝑃 is the number of poles, and the electromagnetic
torque 𝑇

𝑒
is

𝑇
𝑒
=
3

2
(
𝑃

2
) [𝜆
𝑓
𝑖
𝑞𝑠
+ (𝐿
𝑑𝑠
− 𝐿
𝑞𝑠
) 𝑖
𝑑𝑠
𝑖
𝑞𝑠
] . (20)

This torque, 𝑇
𝑒
, encounters load torque, moment of

inertia of drive, and its damping constant.Thus, the equation
for the motion is given by

𝑇
𝑒
= 𝑇
𝐿
+ 𝐵𝜔
𝑟
+ 𝐽

𝑑

𝑑𝑡
𝜔
𝑟
, (21)

where 𝑇
𝐿
is the load torque, 𝐽 moment of inertia, and 𝐵

damping coefficient.
Figure 3 shows the typical block diagram of a PMSM

drive. The system consists of a PMSM, speed/position feed-
back, an inverter, and a controller (constant torque and flux
weakening operation, generation of reference currents, and
PI controller). The error between the commanded and actual
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Figure 3: Block diagram of three-phase PMSM drive.

speed is operated upon by the PI controller to generate the
reference torque.

The ratio of torque reference and motor torque constant
is used during constant torque operation to compute the
reference quadrature axis current, 𝑖

𝑞𝑠
. For operation up to

rated speed, the direct axis current is made equal to zero.
From these 𝑑–𝑞 axes currents and the rotor position/speed
feedback, the reference stator phase currents are obtained
using Park’s inverse transformation as given in (22)

[

[

𝑖
𝑎

𝑖
𝑏

𝑖
𝑐

]

]

=

[
[
[
[
[

[

cos 𝜃
𝑟

sin 𝜃
𝑟

1

cos(𝜃
𝑟
−
2𝜋

3
) sin(𝜃

𝑟
−
2𝜋

3
) 1

cos(𝜃
𝑟
+
2𝜋

3
) sin(𝜃

𝑟
+
2𝜋

3
) 1

]
]
]
]
]

]

[

[

𝑖
𝑞𝑠

𝑖
𝑑𝑠

𝑖
0𝑠

]

]

, (22)

where 𝑖
0𝑠

is the zero sequence current, which is zero for a
balanced system.

The hysteresis PWM current controller attempts to force
the actual motor currents to reference current values using
stator current feedback. The error between these currents is
used to switch the PWM inverter. The output of the PWM
is supplied to the stator of the PMSM, which yields the
commanded speed. The position feedback is obtained by an
optical encoder mounted on the machine shaft.

In order to operate the drive in the flux weakening mode,
it is essential to find the maximum speed. The maximum
operating speed with zero torque can be obtained from the
steady state stator voltage equations. The flux weakening
controller computes the demagnetizing component of stator
current, 𝑖

𝑑𝑠
, satisfying the maximum current and voltage

limits. For this direct axis current and the rated stator current,
the quadrature axis current can be obtained from (23)

𝐼
𝑠
= √𝑖2
𝑑𝑠
+ 𝑖2
𝑞𝑠
. (23)
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Figure 4: Schematic layout of distributed drives laboratory setup.

These 𝑑–𝑞 axes currents and the rotor position/speed can be
utilized to obtain the commanded speed.

3. Sensitivity Analysis of IM and PMSM

Sensitivity analysis is used by designers of machines for
the prediction of the effect of parameter of interest on the
performance variables of themotor. In the present study, sen-
sitivity values of the performance variables like power input,
power output, efficiency, power factor, stator current, starting
current, magnetizing current, developed torque, and starting
torque, with respect to the equivalent circuit parameters, are
obtained for the IM. The sensitivity is computed by (24), as
sensitivity of a variable 𝑁 with respect to a parameter 𝛼 can
be represented as

𝑆
𝑁

𝛼
= 100 ⋅

(𝑁
𝑐
− 𝑁
𝑛
)

𝑁
𝑛

, (24)

where 𝑁
𝑛
is the performance variable with nominal param-

eters, and 𝑁
𝑐
is the value of the performance variable when

the value of the parameter 𝛼 is increased by defined deviation
value. A similar analysis is also carried out for PMSM.

4. Laboratory Setup of the
Distributed Drives System

To analyse the utility of distributed drive system, a labo-
ratory setup has been designed and developed for research
and development activities. Figure 4 shows laboratory setup
which incorporates industry standard networking. It has an
IEEE 802.3 complaint Ethernet data highway and is currently

supporting a network of two-operator consoles, a PLC, and
two drives (IM drive and PMSM drive) all connected in
star topology. The PLC (GE Fanuc 90-30) coordinates the
operation of these drives. The PLC passes real-time data to
the operator console via Ethernet interface using customized
software, namely, VersaMotion, for PMSM drive and DCT
software for the IM drive. The input/output (I/O) units of
PLC and drives communicate using Profibus-DP [22, 23].The
communication between individual drives and PCs, SCADA,
is through Modbus protocol.

4.1. PLC in Distributed Drive System. The PLC used in the
laboratory setup consists of several modules, namely, Power
Supply, CPU, Digital Input, Digital Output, and Network
Modules. The digital input module is a 0–30V DC, 7mA
with positive/negative logic and 16 input points. This module
is used to read ON/OFF position of different contacts used
to control the drives. There are two output modules with
32 points operating at 24V DC, which are used to output
the status of the individual drive, alarm signal, and so forth
based on the decision made by the control strategy that
is written as ladder logic program in the PLC. The power
supply of PLC is capable of supporting 100–240VACor 125V
DC. The CPU has a user logic memory of 240 Kbytes. The
communication module includes Profibus module operating
at baud rate of 1.5Mbps with a power requirement of 5V
DC. Proficy Machine Edition 5.9 provides software utilities
for PLC programming. The PLC is programmed in ladder
diagrams, and program is downloaded in the PLC from a
personal computer throughRS 232C serial interface. A ladder
diagram consists of graphic symbols like contacts, coils,
timers, counters, and so forth which are laid out in networks
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Figure 5: (a) Ladder logic for integrated operation of IMandPMSMdrives. (b) SCADAGUI developed for the speed control of the distributed
drives.

similar to a rung of a relay logic diagram. The PLC stores the
inputs (ON/OFF status of coils), execute, the user program
cyclically, and finally writes the outputs (energizing a coil
for actual opening/closing of contacts) to the output status
table. This read-execute-write cycle is called a scan cycle. The
ladder logic diagram for the integrated operation of the IM
and PMSM drives is shown in Figure 5(a).

4.2. SCADA. For the remote monitoring and control of the
drives, GE Fanuc SCADA Cimplicity 7.5 software is used.
The SCADA software is loaded on the server PC which
provides supervision in the form of graphical animation and
data trends of the processes on the window of PC or screen
of HMI. The Cimplicity project wizard window is used to
configure various communication ports and the controller
type and also to create new points corresponding to addresses
used in the controller. This graphical interactive window is
used to animate the drive system. At present, controls like
start, stop, speed control, and so forth are developed on the
software window to control the drives remotely. Each drive
can be controlled locally at the field level, through the PLC,
or through the SCADA interface.TheSCADAGUIdeveloped
for the speed control of the distributed drives is shown in
Figure 5(b). The control algorithm has been implemented
and tested for a three-phase squirrel cage induction motor
and three-phase PMSMdrive.The technical specifications for
these drives are presented in Tables 1 and 2.

5. Results and Discussions

A three-phase sensorless induction drive and a three-phase
PMSM drive are configured in the SCADA system. The

0
50

100
150
200
250
300
350
400
450

0 2 4 6 8 10 12 14 16 18 20

V
o

lt
ag

e 
(V

)

Time (s)

Motor voltage at no load

Motor voltage at 25% load

Figure 6: Voltage variation of IM drive during starting at different
loads and 1440 rpm speed.

operation and performance characteristics of the drives are
monitored and studied under varying torque and speed
conditions. Simulation results are also described. In order to
study the effect of parametric variation on the motor per-
formance variable, sensitivity analysis is carried out for both
IM and PMSM with respect to their respective equivalent
circuits.

5.1. Performance of Three-Phase IM Drive under Different
Load Conditions. Figure 6 to Figure 11 show the variation
of various parameters of sensorless control induction motor
drive during starting at no load and 25% load conditions.
Figures 6 and 7 show the variation of voltage and frequency.
Both the voltage and frequency increase linearly till they
attain a value of 385V and 48Hz, respectively, at rated speed
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Table 1: Technical specifications of three-phase induction motor.

Connection type Δ

Input voltage 415V ± 10%
Input current 7A
Rated power 3.7 kW
Input frequency 50Hz
Pole number 4
Rated speed 1440 rpm

Table 2: Technical specifications of three-phase PMSM.

Parameter Value
Rated output 1.0 kW
Rated torque 3.18Nm
Motor voltage 110V
Rated current 7.3 A
Maximum current 21.9 A
Encoder position feedback 2500 ppr
Peak torque 9.54Nm
Rated speed 3000 rpm
Moment of inertia 0.000265 kg⋅m2

Armature resistance 0.2Ω
Armature inductance 2mH

under no load starting condition. While the machine is
started with a load of 25%, the variations in voltage and
frequency are almost similar to that of the previous case.

Figure 8 shows the variation of current during starting
under no load and 25% load conditions. The starting current
was 4.38A during starting which is settled down to a steady
state value of 3.1 A in 2 s under no load case. While with 25%
load, the starting current was 5.7 A which is settled down to
steady state value of 3.25 A in about 10 s.

Figure 9 shows the variation of torque during starting
with no load and 25% load. At no load starting, it is observed
that the negative peak torque value is 5.9Nm at the first
instance, and then it reaches a positive peak value of 10.3Nm
and finally settles down to a steady state value of 0.7Nm in
about 10 s. While with 25% load starting, the negative peak
torque value at the first instance is 6Nm, and the positive peak
value is 20.1 Nmwhich finally settles down to a steady value of
4.5Nm in 12 s. Figure 10 shows the power variation at starting
with no load and 25% load.Thepower drawnduring transient
period is 0.18 kW, which decreases to a value of 0.1 kW, then it
increases linearly to a value of 0.3 kW and finally settles down
to a value of 0.14 kW in 11 s. When the machine is started
with 25% load, the initial power drawn is 0.42 kW,which then
increases to a value of 1.3 kW and finally settles down to a
value of 0.8 kW in 13 s.

Figure 11 shows the speed response of IM during starting
at no load and 25% load. It is observed that the motor reaches
its rated speed that is, 1440 rpm in about 9 s under no load
starting and in about 10 s under 25% load at starting. Figure 12
shows simulated dynamic performance of IM drive under no
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load and at rated speed of 1440 rpm. The motor attains the
desired speed of 1440 rpm in about 5.5 s.

5.2. Starting Performance of Three-Phase PMSM Drive under
No Load Condition. Figure 13 shows the dynamic perfor-
mance of PMSM under no load with a reference speed of
3000 rpm. The motor attains the set synchronous speed of
3000 rpm in about 300ms. Figure 14 shows simulated dy-
namic performance of PMSM at no load with a reference
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speed of 3000 rpm. The motor attains the set synchronous
speed of 3000 rpm in about 280ms.

5.3. Sensitivity Analysis for Performance Variables of PMSM.
Motor parameters like stator resistance and inductance vary
depending on operating conditions, mainlymotor duty cycle,
effect of magnetic saturation, and so forth. The effect of
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Figure 14: Simulated starting response of three-phase PMSM at no
load and rated speed.

parametric variations on the efficiency of PMSM has been
analyzed and is shown in Figure 15 for rated speed and rated
torque conditions,where𝛿 represents the parameter variation
coefficient and is defined as the ratio of new parameter value
to the actual parameter value. That is,

𝛿 =
𝑅
󸀠

𝑠

𝑅
𝑠

=
𝐿
󸀠

𝑠

𝐿
𝑠

, (25)

where 𝑅
󸀠

𝑠
and 𝐿

󸀠

𝑠
are the new stator resistance and stator

inductance, respectively. In the present analysis, 𝛿 is deter-
mined for 1% deviation in motor parameters.

It is observed from Figure 15 that the variation in the
efficiency is negligibly small with variation in 𝑅

𝑠
and 𝐿

𝑠
, and

it follows a Gaussian distribution. The variation in efficiency
due to change in 𝑅

𝑠
and 𝐿

𝑠
is expressed as a fourth order

polynomial using best fit curve in Figure 15, where

Δ𝜂 |
𝑅
𝑠

= 0.38𝛿
4

− 1.58𝛿
3

+ 2.07𝛿
2

− 0.91𝛿 + 0.04,

Δ𝜂 |
𝐿
𝑠

= 0.16 𝛿
4

− 0.59𝛿
3

+ 0.55𝛿
2

+ 0.01𝛿 − 0.13.

(26)

5.4. Sensitivity Analysis for Performance Variables of IM.
Table 3 shows the sensitivity of different performance vari-
ables of three-phase IM with respect to its equivalent circuit
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Table 3: Sensitivity of performance variables of three-phase IM.

(Output power = full load = 3.7 kW. 𝑠 = 0.043)
Parameters 𝑅

𝑠
𝑅
𝑟

𝑋
𝑠

𝑋
𝑟

𝑋
𝑚

𝑉 𝑓

Power input −0.022 −0.891 −0.099 −0.014 0.035 2.010 −0.078
Power output −0.107 −0.888 −0.103 −0.021 0.085 2.090 −0.037
Efficiency −0.085 0.003 −0.004 −0.006 0.051 0.078 0.041
Power factor 0.029 −0.235 −0.050 −0.038 0.289 0.000 0.202
Stator current −0.052 −0.658 −0.050 0.023 −0.254 1.000 −0.280
Starting current −0.184 −0.131 −0.352 −0.309 −0.022 1.000 −0.681
Magnetizing current −0.052 0.063 −0.050 −0.004 −0.950 1.000 −1.003
Torque −0.103 −0.854 −0.099 −0.020 0.082 2.010 −0.036
Starting torque −0.367 0.734 −0.702 −0.707 0.047 2.010 −1.357
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Figure 15: Effect of parametric variations on the efficiency of PMSM
for rated speed and rated torque.

parameters. The sensitivity of the power input and power
output with respect to 𝑅

𝑟
is the highest and is the lowest

with respect to 𝑋
𝑟
. Motor efficiency is less sensitive to all

the equivalent circuit parameters, with variation in 𝑅
𝑠
and

𝑋
𝑚

affecting it more compared to other parameters. The
power factor is more affected by variation in 𝑋

𝑚
and 𝑅

𝑟
,

while variations in other parameters have less effect on it.The
stator current is more affected by variation in 𝑅

𝑟
and least by

variation in𝑋
𝑟
.The sensitivity of starting currentwith respect

to 𝑋
𝑠
and 𝑋

𝑟
is the highest while with respect to 𝑋

𝑚
is the

lowest. Magnetizing current is more sensitive to changes in
𝑋
𝑚
and less sensitive to changes in𝑋

𝑟
. The developed torque

and starting torque are mainly affected by variations in 𝑅
𝑟
.

The sensitivity of developed torque is the least with respect to
𝑋
𝑟
and𝑋

𝑚
, respectively.

The sensitivity of the performance variables with respect
to frequency and supply voltage is also obtained. It is observed

that the frequency variation has maximum effect on starting
torque and magnetizing current followed by starting current.
The sensitivity of developed torque with respect to frequency
is the least. The sensitivity of power input, power output,
developed torque, and starting torque with respect to supply
voltage is 2% each. Similarly, the stator current, starting
current, magnetizing current, and so forth change by 1% with
respect to variation in supply voltage. The supply voltage
variation has negligible effect on efficiency, while power
factor is not affected by supply voltage variation.

6. Conclusion

A prototype of distributed drives system, consisting of a
three-phase IM drive and a PMSM drive, is designed, devel-
oped, and implemented as a laboratory setup. This prototype
system demonstrates the operation and control of distributed
drives through PLC and SCADA.The operation, control, and
monitoring of various performance parameters of PMSMand
IM under different operating conditions are carried out in
detail. A detailed sensitivity analysis is also carried out to
observe the effect of parametric variations on performance
of the motors.
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A gain assisted Double Negative-Metallo-Semiconductor Photonic Crystal (DN-MSPC) for blue light

with effect of different plasmonic (Al, Ag, Au, Cu) nanorod inclusions is presented. Effect of different

metal nanocomposites and inverted host matrix, on dispersion and transmission properties of the

designed DN-MSPC is demonstrated. Negative real values of both permeability (m) and permittivity (e)
with extremely low imaginary values in the visible region are obtained by applying coupled dipole

approximation for different nanocomposites. It is shown that index matching to the incident medium

and compensated losses due to the gain assistance lead to the light amplification in the designed

structure. A comparison of dispersion properties and left-handed resonance for different plasmonic

nanocomposites of a similar shape and geometry shows permittivity-dependent dispersion and

resonant properties. Fabrication tolerance with effect of change in plasmonic nanorod radius by

710% is also analyzed. Furthermore, the sensitivity of the left-handed transmission to index changes of

the host material (i.e., refractive index sensitivity) and highest left-handed transmission efficiency

(499%) is also investigated for biosensing application.

& 2012 Elsevier Ltd. All rights reserved.

1. Introduction

In 1968, Veselago predicted negative index materials (NIMs)
with simultaneously negative permittivity e and permeability m
forming a left-handed triplet of wave vector k, the electric field
vector E and the magnetic field vector H for an isotropic medium,
called left-handed materials (LHMs) or ‘‘double-negative material
(DNM)’’ [1]. According to his analysis, in such a DNM, the poynting
vector of a plane wave is anti-parallel to its phase velocity. In LHMs
light is allowed to bend in a direction opposite to that of ordinary
material. This phenomenon is called negative refraction (NR)
(Fig. 1). It is noticed that in such a material the wave vector k is
anti-parallel to the poynting vector. Hence, energy propagates
against the wave vector and phase lies in the propagation direction.

After more than 30 years, in 1999 Pendry demonstrated a
design of NIM with composite structure consisting of rows of split
ring resonators and wire strips [2,3]. Negative refraction in
microwave region is also observed in the NIMs, where both

electric permittivity and magnetic permeability are negative
[4–6]. In 2000, Notomi proposed a pioneering theory of electro-
magnetic propagation in strongly modulated photonic crystal and
the refraction in the vicinity of photonic band gap [7]. However,
the remarkable phenomenon of all angle negative refraction
(AANR) in infrared region from 2-D and 3-D photonic crystals
was well explained by Luo et al. in 2002 [8]. In the same year Baba
and Mastumoto analyzed the photonic crystal superprism wave-
lengths around 1.5 mm [9]. Researchers have also explored similar
light behavior i.e. phenomenon of NR, by engineering the disper-
sion properties of dielectric and metallic Photonic crystals (PhC)
in IR and microwave region [7–16] with and without negative
refractive index. However, in recent past, there has been explosive
interest in negative refraction and NIM in visible region with a
view of their application in the design and development of
photonic devices at nanoscale. Split ring resonator (SRR) struc-
tures at nanoscale have been designed to achieve NIM in the
infrared region and suffer with saturation limit of resonant
magnetic response with a negative effective permeability at optical
frequencies [17,18]. Following these issues, alternative approaches
to design and develop new materials exhibiting negative refraction
have attracted attention of researchers [19–26,28].

In our previous paper, we have achieved AANR in visible
region with only aluminum nanorod inclusion in lossless semi-
conductor host material [26]. There was no amplification in
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output signal because host material used for the designing LHM
was considered to be lossless.

In present paper, we present the study and effect of different
metal nanocomposites on dispersion and transmission properties
of the designed left-handed photonic crystal structure with an
inverted or host material in gain state. Aluminum (Al), Silver (Ag),
Gold (Au) and Copper (Cu) are used in order to study the effect
of different metal nanocomposites. Dispersion properties of
designed DN-MSPC with different metallic nanorod inclusion
are presented. All angle negative refraction for transverse mag-
netic

TM

polarization of blue light with different metallic nanoin-
clusion is observed, however, dispersion properties of the
designed DN-MSPC changed dramatically for different metallic
nanorod inclusion. The e and m values of the medium also define
the state of any material i.e. gain state or loss state, which can be
can be determined by the sign of ½ ej jImmþ m

�� ��Ime�. The expression
with positive sign i.e., ½ ej jImmþ m

�� ��Ime� 4 0, represents the loss state
of a medium and with the negative sign i.e., ½ ej jImmþ m

�� ��Ime� o 0,
represents the gain state of a medium. The gain state in the designed
DN-MSPC is achieved for the blue light; however, wavelength
bandwidth region for gain assistance varies with different plasmonic
nanocomposites. Coupling and resonant excitation between plane
and polariton wave also contribute in the light amplification. There-
fore, the blue light grows exponentially inside the structure due to
gain state of the medium and amplification of the light is achieved.
Gain assisted isotropic MSPC yielding real part of electric permittivity
and magnetic permeability negative (eo0 and mo0) with
low values of their imaginary parts forming DNM. Hence, a NIM
having negative values of e and m is obtained, which yields a
shrinking dispersion relation with increasing frequency in an
isotropic medium.

In order to confirm the validity of the proposed structure as an
efficient LHM, a high (99%) left-handed transmission efficiency
(LHTE) of the designed DN-MSPC is also achieved. This value of
LHTE is highest to the best our knowledge. The calculated LHTE
has different value with different plasmonic nanoinclusions and
decreases from Al to Cu as; Al (99%)4Ag (89%)4Au (78%)4Cu
(71%). Fabrication tolerance analysis was further performed by
varying the plasmonic nanorod radius for 710% and its effect on
the left-handed and right-handed transmission characteristics is
studied. Refractive index sensitivity of the proposed DN-MSPC for
various dielectric environments (corresponding refractive index
of host matrix) is determined. Demonstration of resonance
spectrum of DN-MSPC shows the potential of the proposed
structure in the design and development of highly directional
optical nano-antenna, miniature polarizer and filter devices.

In order to study the design and implement optical LHM, it is
essential to study the basic constitute material including host
semiconductor matrix and included metal behavior. In the ana-
lysis of designed structure: (i) we discuss the optical properties of
used inverted semiconductor material and considered metals,

(ii) comparison of the dispersion properties of designed MSPC
with different metallic nano-inclusion is presented with the
conclusion that Ag and Al are the best suitable metals to form a
isotropic LHM in blue region of visible light, (iii) the study of the
proposed MSPC as a left-handed effective medium, where we
calculate and compare the value of permittivity (e) and perme-
ability (m) of the designed medium using coupled dipole approx-
imation (CDA) [27] for both Al and Ag nano-inclusions, (iv)
transmission spectrum is also demonstrated of the designed
MSPC with different metallic nano-inclusion (Ag, Al, Ag and Cu),
which shows a good agreement with numerical analysis. In this
section effect of metal on transmission properties and left-handed
transmission efficiency is also demonstrated, (v) nanophotonic
device application potential of the designed MSPC is also dis-
cussed. Hence, designed structure is used to demonstrate AANR
and its applications as a polarizer, wavelength filter and optical
nano-antenna at nanoscale are also investigated, and (vi) fabrica-
tion tolerance analysis and refractive index sensitivity (RIS) of the
proposed DN-MSPC are determined.

2. Design and analysis

2.1. Optical properties of the host semiconductor and included metal

We consider a hexagonal lattice of metallic nano-rods immersed
in an inverted host semiconductor matrix GaAs [29–32]. Study and
comparison of the effect of different plasmonic nanorod inclusions
(Ag, Al, Au, Cu) on transmission and dispersion characteristics of
designed structure is presented. The dielectric response of the host
matrix (GaAs) is calculated by the Lorentz model,

eh ¼ e1þ
Ao2

o

o2
o�o2�iog

where, eN, oo, g and A is the permittivity at higher frequencies, the
resonant frequency, the damping coefficient and macroscopic analog
of Lorentz oscillator strength, respectively, that describe the con-
centration of quantum dots and the fraction of quantum dots in the
excited state and ground state. Therefore, the parameter A resembles
the gain and loss in the medium. Here medium can be classified into
three categories based on A value: (i) A40 corresponds to lossy
medium, (ii) A¼0 corresponds to number of quantum dots in
excited state which are equal to the number of the quantum dots
in ground state and (iii) Ao0 corresponds to gain or inverted
medium. Inverted medium can be achieved by external optical
pumping or changing quantum dot doping and sample temperature
[32–37]. For the proposed structure we have considered, Ao0
(A¼�0.03), which gives inverse behavior for the host matrix. The
permittivity behavior of the host matrix is shown in Fig. 2(b) and (c).
Radius of nano-rods is r¼0.35a, (where, a¼125 nm is the lattice
constant), corresponds to filling fraction p and equals to 0.44.

The dielectric spectral response of four selected metals (Al, Ag,
Au, and Cu) is observed using the Drude model [16] and is shown
in Fig. 2(c) and (d). The Drude model of dielectric function is,

e¼ e1�
o2

p

o2þ ioot
,

where, real part represents, er ¼ e1�
o2

p

o2þo2
t
, and imaginary

part is, eIm ¼
o2

pot

o3þoo2
t
.

Here plasma frequency is expressed as, op ¼
1

2pc
4pNe2

me1

h i
and ot

is the damping frequency. The values of (op, ot) for Al, Ag, Au and
Cu are (3570, 19.4) THz, (2175, 4.35) THz, (2179, 6.5) THz
and (2610, 8.34) THz respectively. Negative response of real e
increases with increasing wavelength for various plasmonic

Fig. 1. Schematic exhibiting negative and positive refraction.
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metals. It is observed that Al shows plasmon excitation activity
for the wavelength region from 200 to 750 nm with largest
plasmonic behavior (i.e. largest negative real e values) for entire
visible range than any other metal. From Fig. 2(d), the response of
Im e with wavelength shows that absorption losses in ultraviolet
and blue region of visible light are minimal for Al and Ag.
However, Au and Cu are more suitable for infrared region and
red region of visible light. The condition for surface plasmon
polariton excitation (SPPE) is satisfied for different metals i.e., any
interface between two media having electric permittivity (e) with
opposite signs of their real parts can support excitation of surface
plasmon polariton. However, the condition for nano-particle

polariton (NPP) (emE2eh) is satisfied at l¼446 nm for the Al
metal [39].

2.2. AANR and effect of different plasmonic nanocomposites

To study the refraction properties of light, band diagram and
equi-frequency surface (EFS) curves for the proposed structure
are obtained by employing plane wave expansion (PWE) method
as shown in Fig. 3. The red curve in the band diagram corresponds
to TE mode whereas blue curve stands for TM mode. It is observed
that negative refraction can be achieved in the proposed structure
with different metallic nano-inclusion but exhibiting different
dispersion properties.

The salient features of dispersion diagrams of designed struc-
ture are: (i) band gap exist for TE polarization for the designed
DN-MSPC, where the frequency bandwidth varies with different
plasmonic nanorod inclusions. Normalized frequency (e) band
gap region for TE mode with different plasmonic nanocomposites
decreases as: Ag (e¼0.215 to 0.41)4Al (e¼0.22 to 0.33)4Au
(e¼0.215 to 0.26)4Cu (e¼0.2 to 0.22), (ii) in the second band
of TM polarization for designed structure downward band folding
(frequency decreases as magnitude of the wave vector increases)
is shown. It indicates backward phase propagation and therefore
wave vector k, the electric field component E and magnetic field
component H form a left-handed triplet, (iii) band diagram shows
the interaction of light-line with downward moving band for
designed DN-MSPC with all plasmonic nanocomposites (At
e¼0.28 with Al). This shows phase index (np) is equal to 1.0 for
designed structure and gives the ideal frequency range for
negative refraction with index matching to the incident medium
[16]. The light-line is represented by the gray line in band
diagrams, (iv) light-line intersection with the corresponding eigen
value curve indicates the maximum frequency for which free
space EFS is included in EFS of designed crystal, which AANR.
Here, EFS are circular for the top values of second band and the
light shows isotropic behavior in this frequency range. Hence k is
anti-parallel to the poynting vector S at all angles that shows
negative effective index for all incident angles. It is observed that
designed DN-MSPC shows more isotropic behavior with Ag and Al
nanocomposites in comparison to Cu and Au nanocomposites,

Fig. 2. Variation in (a) real and (b) imaginary parts of the dielectric permittivity with wavelength for inverted GaAs. Spectral response of (c) real e and (d) Im e for

Al, Ag, Cu, Au.
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Fig. 3. Band structure and EFS of the designed DN-MSPC with (a) Ag, (b) Al, (c) Au, (d) Cu plasmonic metal inclusions, where 2nd band (shaded) and EFS for TM polarization

shows negative refraction. Gray line represents light-line in the left-hand side part (band-diagram) of each figure. (For interpretation of the references to color in this

figure, the reader is referred to the web version of this article.)
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and (v) the EFS that move outwards from the center with
increasing frequency corresponds to right-handed material
(RHM) with vg�kf40 and inwards moving EFS corresponds to
LHM with vg �kfo0. Unusual behavior (vg �kfo0) of EFS for
second band of designed structure with all four plasmonic metals
confirmed the negative refractive index (Fig. 3(b)) [14,15].

Above comparison of dispersion properties for Al, Ag, Cu, and
Au nanocomposites of a similar shape and geometry shows
permittivity-dependent behavior. Hence, a left-handed isotropic
structure exhibiting AANR with SPP wave excitation is proposed
in this paper. From Fig. 3, it is observed that the isotropic behavior
of EFS for TM mode and band-gap region for TE mode is varied for
different plasmonic nanorod inclusions in the same host matrix.
The curvature of the EFS is showing increasing convex behavior
towards the center as we shift toward to Cu from Ag nanoinclu-
sion. It is concluded that Al and Ag nanocomposites are more
suitable to form isotropic left-handed structure in shorter wave-
length region. The bang-gap for TE polarization is the maximum
for designed DN-MSPC with Ag nanocomposite and it is gradually
decreasing with changing the metallic nanoinclusion from Ag
to Cu.

2.3. Gain state in the DN-MSPC and negative parameters (e and m)

The state (either gain or loss) of any material depends upon
the e and m values of the medium and can be determined by the

sign of ½ ej jImmþ m
�� ��Ime�as explained before. This given expression

with positive sign represents loss state of the medium whereas
with negative sign corresponds to the gain state of the medium
[29]. Hence, variation of effective parameters (e and m) with
wavelength of the designed structure to explain its state, are also
studied. As shown in Section 2, the condition for surface plasmon
polariton wave excitation is already achieved around l¼446 nm,
for designed structure (Fig. 2(d)) for different plasmonic metals.
Excited SPP wave conserves its surface nature for a finite length
nano-rod system and an efficient coupling with the plane wave
occurs that is absent in infinite system. Therefore, coupling and
resonant excitation between plane and Polariton wave is also
responsible for the light amplification in the proposed DN-MSPC.
The efficiency of SPP coupling is based upon the distance between
two nano-rods, where the symmetric and anti-symmetric combi-
nation of two SPP waves correspond to electric and magnetic
dipole moment in the system, respectively. To calculate electric
and magnetic dipole moment, we consider a material, composed
of pairs of nanorods parallel to each other. To evaluate the
magnetic permeability and electric permittivity the composite
medium is deduced by coupled dipole approximation, as men-
tioned in Reference [27]. Hence, variation of effective parameters
(e and m) of the paired plasmonic nano-rod composite is shown in
Fig. 4, where the condition for LHMs or NIMs (eo0 and mo0) is
satisfied. For the proposed structure, negative real parts of e and m
with low values of their imaginary parts are achieved. Hence, NR

Fig. 4. Spectral variation of permittivity (a and c) and permeability (b and d) for paired nanorod designed structure having l¼445 nm, r¼43.75 nm and a¼125 nm, for Al

and Ag respectively. This confirms the negative refractive index in visible region with gain assistance for blue light.
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having high transmission with minimum losses can be observed
from the designed. Further, the vacuum wavelength of resonance

can be determine as, lo ¼ nh

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ð10kð2d2

þr2lnk
q

here, nh is the

refractive index of the host matrix, k¼ l=r is the aspect ratio and

d¼c/op is the skin depth of the metal. As explained earlier, the
state (either gain or loss) of any material depends upon the sign of

½ ej jImmþ m
�� ��Ime� i.e. positive sign represents loss state of the

medium whereas negative sign corresponds to the gain state of
the medium [29]. From Fig. 4(a) and (c), it is observed that
imaginary part of the permittivity corresponding to Al and Ag

nanocomposites, has negative values from l¼400 to 520 nm and

from l¼400 to 460 nm, respectively. This behavior fulfills the
condition for the gain state of a medium [38] and provides the
amplification of the blue light in the designed left-handed DN-
MSPC over a broad wavelength range. Therefore, the proposed
structure undergoes a transition from low-gain state to low-loss
state due to variation of permittivity as shown in Fig. 4(a) and (c).

From Fig. 4, it is observed that the real values of both electric
and magnetic dipole moments are comparable. Note that higher
moments are vanished and highly directional emission with NR is
achieved for the proposed DN-MSPC and shows potential to be
used as a highly directional optical nano-antenna.

3. Optical and spectral analysis

3.1. Transmission characteristics of the designed DN-MSPC with

effect of different metallic inclusion on resonance properties

To get more insight about electromagnetic response of the
designed DN-MSPC, the field map is shown in Fig. 5. The FDTD
results show the NR for TM polarization (Fig. 5(a)) and complete
reflection for TE polarization (Fig. 5(b)), demonstrating the polar-
ization functionality of the proposed structure. Fig. 5(c) shows an
amplified left-handed transmission spectrum for Ag, Al, Cu and Au
nanorod arrays in inverse GaAs host environment with a similar
shape and geometry. The resonance maxima for Ag, Al, Cu and Au
nanocomposites are in decreasing order. The left-handed transmis-
sion wavelength maxima of Ag, Al, Cu and Au are 4455 nm,
446 nm, 447 nm, and 4475 nm, respectively. The approximate
value of the full width at half maximum (FWHM) is maximum
for Al and minimum for Ag. Comparison of the left-handed
resonance for Cu, Ag, Au, and Al nanocomposites with similar
shape and geometry shows that resonance maximum follows the
order Ag4Al4Cu4Au, while the FWHM varies as Al4Au4-

Cu4Ag. Study of resonance behavior for Al, Cu, Ag, and Au
concludes that the Ag nanocomposites display a most intense
and sharper left-handed transmission compared to the other
metals in the visible region.

3.2. Left-handed transmission efficiency (LHTE)

In order to confirm the validity of the proposed structure as a
LHM, its left-handed transmission efficiency (LHTE) is calculated,
which is defined as,

here, LHTE is calculated to be more than 99% with Al nanocompo-
sites for designed DN-MSPC. Hence the proposed structure is highly
efficient as a LHM and exhibits the property of directional optical
nano-antenna. However, LHTE of designed DN-MSPC with different
plasmonic nanocomposites has the order shown in Table 1.

4. Tolerance analysis

We have carried out the tolerance analysis of the proposed
DN-MSPC by considering: (i) a710% variation in plasmonic (with
Al and Ag) nanorod radius, and (ii) varying the refractive index of
the host material.

4.1. Effect of change in plasmonic nanorod radius

Change in transmission for 710% variation in plasmonic (with
Al and Ag) nanorod radius is shown in Fig. 6.

The variation of left-handed and right-handed transmission is
plotted on the both left and right hand y-axes, respectively and
tolerance is shown on x-axis. The solid and dashed blue curves

represent the tolerance of left-handed transmission, while green
solid and dotted curves correspond to the tolerance of right-
handed transmission for Ag and Al nanocomposites, respectively.
Tolerance analysis for Al and Ag nanocomposites is tabulated in
Tables 1 and 2, respectively.

Fig. 5. Field map of (a) TM polarization exhibiting NR, (b) TE polarization

exhibiting no propagation, from proposed design of DNM at l¼446 nm for

incident angle of 251 and (c) comparison of the left-handed transmission of Ag,

Al, Cu, and Au for a similar size and shape nanorod inclusions in proposed

DN-MSPC.

Table 1
Variation of LHTE with different plasmonic nano-inclusion in designed LHM.

Plasmonic nanocomposites Al (%) Ag (%) Au (%) Cu (%)

LHTE 99 89 78 71

LHTE¼
Transmission in negative direction ðTNRÞ
� �

� Transmission in positive direction ðTPRÞ
� �

Transmission in negative direction ðTNRÞ

� �
� 100%
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4.2. Refractive index sensitivity (RIS)

Study of variation in refractive index of the host matrix
(different dielectric environments) and its impact on transmission
and reflection characteristics of the designed DN-MSPC is demon-
strated in Fig. 7.

Fig. 7(a) shows the transmission spectra for plasmonic Al
nanocomposite in different refractive index environments. Effect
of host dielectric environment on left-handed transmission, right-
handed transmission and reflection is evaluated and is shown in
Fig. 7. The variation in refractive index is chosen from n¼3.5 to
3.7. As shown in Fig. 7(a), the left-handed transmission increases,

when the RI of the medium increases and the slope of this plot
yield a RI sensitivity of 1.2/Refractive index unit (RIU). The
computed right-handed transmission and reflection values are
minimum at n¼3.6. The RIS for right-handed transmission and
reflection are calculated as 0.2/RIU and 0.3/RIU, respectively.
Fig. 7(b) represents the RIS of Ag nanocomposite. It is observed
that RIS of Ag nanocomposite is much higher than the RIS of Al
nanocomposite for the same dielectric environments. Left-handed
transmission slope for Ag nanocomposite in Fig. 7(b) yields a RIS
of E5/RIU, which is much higher than that observed RIS for Al
nanocomposites. Hence, designed DN-MSPC is more sensitive to
the index change of the environment with Ag nanocomposites in
comparison to Al nano-composites and shows bio-sensing appli-
cation potential (Table 3).

5. Conclusion

We have studied and demonstrated the effect of different
metallic (Al, Ag, Au and Cu) nanorod inclusion on the dispersion
and transmission properties of the designed isotropic DN-MSPC.
The AANR and index matching with incident medium for blue
light region is also demonstrated by exploring their dispersion
properties. It is also concluded that Al and Ag nanocomposites are
more suitable to form isotropic left-handed structure in shorter
wavelength region. The bang-gap for TE polarization is the
maximum for designed DN-MSPC with Ag nanocomposite and it
is gradually decreasing with changing metallic nanoinclusion
from Al to Cu. Implementation of coupled dipole approximation
provides negative real values for both permeability m and per-
mittivity e with extremely low imaginary values in the visible
region. The designed DN-MSPC exhibits gain assistance for blue
light and therefore amplification of blue light is achieved in the
structure. Comparison and calculation of their real and imaginary

Fig. 7. Transmission (left-handed and right-handed) and reflection vs. variation in refractive index of the host matrix in proposed DN-MSPC for (a) Al and (b) Ag

nanocomposites.

Table 3
Tolerance analysis of DN-MSPC for Ag nanocomposites.

Variation in nanorod

radius

Variation in intensity

(a.u.) of left-handed

transmission

Variation in intensity

(a.u.) of right-handed

transmission

0% to 10% (increase) 2.31 to 1.55 (decreases) 0.012 to 0.091 (increases)

0% to �10% (decrease) 2.31 to 1.55 (decreases) 0.012 to 0.081 (increases)

Fig. 6. Effect of tolerance in plasmonic (Al and Ag) nanorod radius on the left-

handed and right-handed transmission of proposed DN-MSPC. (For interpretation

of the references to color in this figure, the reader is referred to the web version of

this article.)

Table 2
Tolerance analysis of DN-MSPC for Al nanocomposites.

Variation in nanorod

radius

Variation in intensity

(a.u.) of left-handed

transmission

Variation in intensity (a.u.) of

right-handed transmission

0% to 10% (increase) 1.87 to 1.3 (decreases) 0.0004 to 0.00121 (increases)

0% to �10% (decrease) 1.87 to 1.3 (decreases) 0.0004 to 0.001 (increases)
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permeability and permittivity exhibit that the structure with Al
nanocomposites has larger bandwidth for gain state for visible
light in compare to Ag nanocomposites. A comparison of left-
handed resonance for Al, Ag, Cu, and Au nanocomposites of a
similar shape and geometry shows permittivity-dependent reso-
nant behavior, where left-handed intensity maximum has the
order Ag4Al4Cu4Au, while the FWHM satisfies the order
Al4Au4Cu4Ag for blue light. Extremely high left-handed
transmission efficiency is also calculated for the proposed DN-
MSPC that is found to be in the order Al nanocomposites (99%)4Ag
nanocomposites (89%)4Au nanocomposites (78%)4Cu nanocom-
posites (71%). Further, tolerance analysis was performed to check
the effect on left-handed resonance characteristics for 710% varia-
tion in plasmonic nanorod radius of the proposed DN-MSPC that
shows good fabrication skills. The refractive index sensitivity of
plasmonic nanocomposites (for Al and Ag) for various dielectric
environments is also determined that can be utilized for biosensing
applications. It is observed that Al nanocomposites (1.2/RIU) have
less refractive index sensitivity in comparison of Ag nanocomposites
(5/RIU) with same structural parameters. Study of resonance spectra
of proposed DN-MSPC display various functions e.g. polarization
sensitivity, filtering over broad range of visible light, light ruling, and
highly directional optical nano-antenna application.
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The potential of genetically modified plants to meet the requirements of growing population is not being recognized at present.
This is a consequence of concerns raised by the public and the critics about their applications and release into the environment.
These include effect on human health and environment, biosafety, world trade monopolies, trustworthiness of public institutions,
integrity of regulatory agencies, loss of individual choice, and ethics as well as skepticism about the real potential of the genetically
modified plants, and so on. Such concerns are enormous and prevalent even today. However, it should be acknowledged thatmost of
them are not specific for genetically modified plants, and the public should not forget that the conventionally bred plants consumed
by them are also associated with similar risks where no information about the gene(s) transfer is available. Moreover, most of the
concerns are hypothetical and lack scientific background. Though a few concerns are still to be disproved, it is viewed that, with
propermanagement, these genetically modified plants have immense potential for the betterment ofmankind. In the present paper,
an overview of the raised concerns and wherever possible reasons assigned to explain their intensity or unsuitability are reviewed.

1. Introduction

Genetically modified (GM) plants, also called transgenic
plants, are designed to acquire useful quality attributes such
as insect resistance, herbicide tolerance, abiotic stress toler-
ance, disease resistance, high nutritional quality, high yield
potential, delayed ripening, enhanced ornamental value,
male sterility, and production of edible vaccines. Another
major goal for raising the GM plants is their application as
bioreactors for the production of nutraceuticals, therapeutic
agents, antigens, monoclonal antibody fragments biopoly-
mers, and so forth [1]. Thus, GM plants can potentially
affect many aspects of modern society, including agricultural
production and medical treatment. Despite these potential
applications, the use of GM plants for human welfare has
been restricted owing to various concerns raised by the public
and the critics. These concerns are divided into different
categories, namely, health, nutritional, environmental, eco-
logical, socioeconomic, and ethical concerns [2–25]. These
concerns include those arising due to properties of GMplants
themselves, those resulting from the spread of the transgenes
to other organisms, and also those resulting from their

release into the environment. Such concerns have led to the
withdrawal of commercialization of Bt cotton and Bt brinjal
in India. The campaign against GM plants was fueled by the
instances of transgenic potatoes reported to be deleterious
to rats, contamination of commercial corn products with
unapproved StarLink and killing of monarch butterfly by
Bt corn pollen [26–28]. Furthermore, the nongovernmental
organizations (NGOs) such as Gene Campaign, Center for
Sustainable Agriculture, Research Foundation for Science,
Technology and Ecology, Greenpeace, and Friends of the
Earth have also raised concerns related to genetic manip-
ulation of plants [28, 29]. The regulators, activists, media
personnel and scientific journals have been undiscriminating
and overly tolerant of the misrepresentations and distortions
of anti-GM activists [30, 31]. There are not even scientific
explanations for some of the concerns, but today the amount
of misinformation is such that it has become difficult to
separate truth from public perception about the GM plants.
The biotechnology scientists, however, believe that GMplants
should be given public acceptance because most of the
concerns are not specific for GMplants and can exist for non-
GM plants as well. In the present paper, a review of public
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perspectives regarding GM plants and their disapproval on
the basis of scientific background is presented.

2. Concerns Related to Health and
Nutritional Status

In case the products of GM plants are to be consumed
by humans and animals, there is always a fear and risk in
the society that these plants may create health problems or
may lead to the development of newer microbial strains that
may be pathogenic. Further, the plants themselves may be
susceptible to such risks. Public and critics are also skeptical
about the nutritional content and quality of the GM plants.
Such health and nutrition related concerns and their negation
by scientists are described in this section.

2.1. Susceptibility to Allergens. One of the major distressing
problems with nontraditional proteins in GM foods is the
risk of introducing allergens (usually glycoproteins) into the
food supply of humans and animals. The public is concerned
about the nature of these new food proteins as their allergenic
or nonallergenic qualities are unknown [32]. Allergenicity
has been demonstrated in transgenic soybeans due to the
transfer of a major food allergen from Brazil nuts [33]. On
the other hand, the scientists believe that the food allergens
are found only in a few defined sources (peanut and other
grain legumes, shellfish, tree nuts, etc.), and hence, only
a dozen foods may produce allergic reactions. Moreover,
allergenicity occurs when these food allergens are present
in large proportions in the food and the individuals are
sensitized to them over time to cause any adverse effects.
Thus, it is highly unlikely for new allergens to be introduced
into the food supply from GM plants.

2.2. Transfer of Antibiotic Resistance Gene to Microbes and
Reduced Efficacy of Antibiotic Therapy. Public is also con-
cerned about the potential risks associated with gene transfer
fromplants tomicrobes. It is speculated that the consumption
of GM foods containing antibiotic resistance marker gene
(e.g., Npt II gene encoding neomycin phosphotransferase
for resistance to kanamycin and neomycin or 𝐴𝑚𝑝r gene
encoding𝛽-lactamase for resistance to ampicillin) by humans
and animals may lead to transfer of these genes from GM
food tomicroflora in the gut of humans and animals or to the
pathogens in the environment transforming them into strains
that are resistant to antibiotic therapy [32]. The transfer
of antibiotic resistance gene to unrelated microorganisms
such as Aspergillus niger has also been demonstrated [34].
Biotechnology scientists, however, are of the opinion that the
Npt II gene used to developGMplants currently in themarket
is safe for use because there is no evidence of allergenicity or
toxicity related to it. Moreover, humans are also susceptible
to consuming several kanamycin resistant bacteria that occur
naturally in the environment. Human gut is reported to
contain 1012 kanamycin-resistant bacteria and by consuming
a tomato harboring Npt II gene, the increase in frequency
of kanamycin-resistant bacteria in the gut amounts only to
10−6%. Furthermore, acid conditions prevalent in stomach or

rumen inactivate or degrade the encoded enzyme, neomycin
phosphotransferase II. Also neomycin phosphotransferase II
requires ATP for its activity, which is present in extremely low
concentrations in the gut. Regarding the use of 𝐴𝑚𝑝r gene
for selection of bacterial recombinants, it is not transferred to
plants. Moreover, the𝐴𝑚𝑝r gene is considered safe because it
does not encode for any product in plants. The Npt II and
𝐴𝑚𝑝

r genes have been declared safe to use in GM plants
[35–37]. The public is, however, reluctant to accept this fact.
Looking to the views of public, scientists have also developed
nonresistance based selectable marker genes such as green
fluorescent protein encoding gene (Gfp) and𝛽-glucuronidase
gene (Uid A) [38–40]. Besides, intron-containingNpt II gene
has also been assessed as an efficient selectable marker in
plant transformation [41]. Due to insertion of intron in the
Npt II gene, the theoretical risk of gene flow from GM plants
to enteric bacteria is eliminated. Strategies for the removal
of antibiotic resistance genes have also been devised [42].
One such strategy is the cloning of selectable marker gene
and the transgene on two separate transfer DNA (T-DNA)
molecules in a single plasmid or on two separate plasmids
that are contained in one or moreAgrobacterium tumefaciens
strains used for plant transformation. The transgene and
selectable marker gene are, thus, inserted at the loci, which
should recombine at reasonably high frequencies so that the
transgene can be segregated from the selectable marker gene
in the next generation [43, 44]. Second strategy to eliminate
the selectable marker gene is to flank it with direct repeats
of recognition sites for a site-specific recombinase so that the
marker gene can be easily excised from the plant genome by
recombinase-mediated site-specific recombination. Exam-
ples included in this category are the Cre/lox recombination
system of bacteriophage P1, Flp/frt recombination system of
yeast 2 𝜇m plasmid and R/Rs system of Zygosaccharomyces
rouxii. A common feature of these systems is that the first
round of transformation produces transgenic plants with the
selection marker between two directly oriented recognition
sites for the respective recombinase. After expression of
recombinase, either by crossing in plants expressing the
enzyme, by transient expression via second transformation,
or by the use of an inducible promoter, the recombinase
reaction is initiated resulting inmarker-free transgenic plants
[45–50]. Marker gene may also be eliminated by placing it on
a transposable element resulting in its loss after transposition
[39, 51]. The transgene by itself may be mobile and the
activation of transposase allows the relocation of the desired
transgene to a new chromosomal position. Genetic crosses
and/or segregation may dissociate the two transgenes [52].
Another novel strategy for the production of marker-free
GM plants involves DNA deletion based on intrachromo-
somal homologous recombination between two homologous
sequences, for example, by incorporating att sequence of 𝜆
bacteriophage [53].

2.3. Development of New-Line Microbial Strains. The third
health risk is related to the ability of GM plants to create new
toxic organisms. It is speculated that some nonpest microbial
strains may acquire pathogenic trait by gene flow from GM
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plants [32]. The risk can also be a new host being infected
by a virus or recombining to form a more deadly virulent
virus [54, 55]. Some plant pathologists also hypothesize that
development of virus-resistant plants may allow viruses to
infect new hosts through transencapsidation. Virus-resistant
plants may also lead to the creation of new viruses through
an exchange of genetic material or recombination between
RNA virus genomes. Another matter of concern is that a
small fraction of the DNA released from GM plants into
soil may bind to the clay particles and hence protected
from degradation. It is speculated that the soil bacteria may
undergo transformation with the exogenous DNA of GM
plant [56]. This is, however, a rare possibility as the amount
of DNA derived from GM plants as a proportion of the
total DNA in the soil is likely to be very small, even if
such plants are grown on a commercial scale [57]. Moreover,
the longevity of DNA in soil depends on various factors,
including soil type and the presence of deoxyribonucleases
in soil [11, 58–60]. Laboratory microcosm experiments have
shown all but 0.1% of the target DNA from transgenic tobacco
plants gets degraded within 40 days [56, 57].

2.4. Skepticism about Nutritional Status. Critics of GM crops
have raised various concerns about the potential of golden
rice to combat vitamin A deficiency (VAD). The primary
concern amongst these is the presence of insufficient vitamin
A in golden rice. There are still doubts about the speed of
degradation of vitamin A after harvesting the plant and the
amount of vitamin A left after cooking [61]. Vandana Shiva,
an Indian anti-GMO activist, has criticized golden rice by
saying “the golden rice is a hoax,” “golden rice is a blind
approach for blindness control,” and “golden rice is just a
recipe for creating hunger and malnutrition” [62–64]. She
argues that the golden rice fails to pass the vitamin A need
test and is incapable of removing VAD. It is calculated that
one serving contains 30 g of rice on dry weight basis and
golden rice can provide only 9.9 𝜇g of vitamin A, that is,
only 1.32% of the required daily allowance (RDA) of 750 𝜇g.
Even with the daily consumption of 100 g golden rice, only
4.4% of the required daily allowance will be met. Thus, an
adult has to consume 2 kg 272 g of golden rice per day to
complete his daily requirements of vitamin A. She is also
of the view that, besides creating VAD, golden rice will
also create deficiency in other micronutrients and nutrients.
This is because the raw milled rice has a low content of
fat (0.5 g/100 g), which is necessary for vitamin A uptake,
low content of protein (6.8 g/100 g), which is required as a
carrier molecule, and low content of iron (0.7 g/100 g), which
is required for the conversion of 𝛽-carotene to vitamin A.
Friends of the Earth, Greenpeace, and Vandana Shiva further
emphasize that there is no need of golden rice to combat
VAD as superior alternatives such as sweet potato, green leafy
vegetables, coriander, amaranth, carrot, pumpkin, mango,
jackfruit exist in nature [62–65]. It is reported that certain
underutilized plants also exhibit far more nutritional value
(vitaminA andother nutrients) than golden rice, for example,
a combination of rice and leaves of Moringa (drumstick)
tree, a native to India [62–64]. Similarly, in contrast to rice,

amaranth grain contains forty timesmore calcium, four times
iron, and twice as much protein. The ragi millet, grown in
India, has thirty five times more calcium than rice, twice as
much iron, and five times more minerals [66]. It is opined
that golden rice is not capable of increasing the production
of 𝛽-carotene. Even if the target of 33.3 𝜇g of vitamin A in
100 g of rice is achieved, it will be only 2.8% of 𝛽-carotene that
can be obtained from amaranth leaves, 2.4% as that obtained
from coriander leaves, curry leaves, and drumstick leaves
[62–64]. Thus, a far more efficient route to removing VAD
is biodiversity conservation and propagation of naturally
occurring vitamin A rich plants (wild-type or underutilized)
in agriculture and diets. Even the World Bank has admitted
that rediscovering and use of local plants and conservation
of vitamin A rich green leafy vegetables and fruits have
dramatically reduced VAD threatened children over the past
20 years in very cheap and efficient ways. It is also speculated
that the cultivation of golden rice will lead to major water
scarcity since it is a water intensive crop and displaces water
prudent sources of vitamin A. The scientists, on the other
hand, believe that the traditional breedingmethods have been
unsuccessful in producing crops containing a high vitamin A
concentration and most national authorities rely on expen-
sive and complicated supplementation programs to address
the problem. They also believe that a varied diet is beyond
the means of many of the poor and they have to rely on
one or few foods to provide complete nutrition, for example,
rice. Thus, golden rice may be a useful tool to help treat
the problem of VAD in young children living in the tropics.
They also emphasize that the critics are ignoring the fact that
VAD disorders result from a deficiency of vitamin A and not
its complete absence in the diet and the VAD individuals
lack only 10%–50% of their daily requirements. Hence, any
additional contribution toward daily requirements would
be useful. In 2005, a team of researchers at Syngenta have
produced a variety of golden rice, called “Golden rice 2,”
which produces twenty-three times more carotenoids than
golden rice (up to 37 𝜇g/g) and preferentially accumulates
𝛽-carotene (up to 31 𝜇g/g of the 37 𝜇g/g of carotenoids)
[67]. The Rockefeller Foundation emphasized that the new
strains of golden rice contain substantially higher levels of
𝛽-carotene than the early versions on which the opponents
based their calculations. In order to meet the RDA, 144 g of
the most high-yielding golden rice strains would have to be
eaten.

3. Environmental and Ecological Concerns

Large-scale cultivation of GM plants expressing viral and
bacterial genes and their release into the environment is
considered to be a threat and called as “genetic pollution”
by the critics [68–76]. The risk of a transgene spreading in
the environment is related to the likelihood for out-crossing,
horizontal gene transfer, and the phenotype imparted by the
gene [72]. Debates about the commercial introduction of GM
plants in some parts of the world have led to questions about
their potential impact on the environment unless necessary
safeguards are taken into account [77]. Various concerns that
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have arisen due to the application and release of GM plants
into the environment are given in this section. It should,
however, be acknowledged that agriculture inevitably has
an impact on the environment and these concerns are not
specific for GM plants.

3.1. Transgene Escape toWild-Type Plants. There is a potential
risk that the GM plants may hybridize (or cross-breed)
with sexually compatible wild-type species [71, 78–82]. This
genetic exchange is possible due to wind pollination, biotic
pollination or seed dispersal. This may have an impact on
the environment through the production of hybrids and their
progeny. In an example, virus-resistant squash commercial-
ized in 1994 was demonstrated to transfer its virus resistance
gene to wild squash (Cucurbita pepo), an agricultural weed
native to the southern United States, thereby decreasing its
value to squash breeders [83, 84]. On the other hand, it is
significant to note that for an effective pollen transfer to
occur, the GM plants must be close enough to the wild
species, should flower at same time, and must be genetically
compatible [78–81, 85]. Further, the risk of any gene transfer
to related weedy species through pollen has been eliminated
by devising chloroplast transformation procedures [86, 87].
This is because, in many crop species, chloroplasts display
only maternal inheritance.

3.2. Selective Advantage toGMPlants inNatural Environments
and Generation of Superweeds. The concern of gene flow
from GM plants to weedy relatives via pollination is quite
intense [72, 88–91]. It is considered that the transfer of
encoded characteristics to weed species could potentially
give them a selective advantage, consequently leading to the
generation of “superweeds.” Moreover, the newly introduced
traits may make a plant, especially herbicide tolerant plant,
more persistent or invasive (weedy) in agricultural habitats
[92–101]. It is, however, pertinent to note that the risk of gene
transfer to weeds is similar with both conventional and GM
plants and is not contingent on how these genes have been
introduced into plants. Such a risk of gene flow has always
existed since the advent ofmodern plant breeding, evenwhen
there were no GM plants, and this can occur where possible.
Several studies have demonstrated that tolerance to particular
herbicide is often more likely to develop by evolution from
within the weed gene pool rather than by gene flow from
herbicide-tolerant plants [102, 103]. Nevertheless, the current
scientific evidence indicates that the weediness arises from
many different characters and that the addition of one gene
is unlikely to cause a crop to become a weed. The transfer of
novel genes from transgenics (or even conventionally bred
plants) to weeds depends on the nature of the novel gene
and the biology and ecology of the recipient weed species.
The probability of successful out-crossing thus depends on
sexual compatibility, physical proximity, distance of pollen
movement both out of and into the GM plants, and ecology
of recipient species [78–81]. Thus, only a few plants such
as oilseed rape, barley, wheat, beans, and sugar beet can
hybridize with weeds. For example, oilseed rape has been
reported to hybridize with hoary mustard, wild radish, and

other wild Brassica species [80, 104–106]. Furthermore, the
transfer of herbicide tolerance gene is unlikely to confer any
competitive advantage to hybrids outside agricultural areas.
It is also comforting to recognize that there is no proven
evidence of enhanced persistence or invasiveness of GM
plants and no major superweeds have developed so far.

3.3. Effect on Nutritional Composition of Plants. It is also
speculated that the nutritional composition of GM prod-
ucts may be affected in GM plants. Another concern is
that the transgenes from animals (obtained from fishes,
mouse, human, and microbes) introduced into GM plant
for molecular farming may pose a risk of changing the
fundamental nature of vegetables. In a study, it was reported
that as compared to non-GM soybean, GM plants exhibited
lower levels of isoflavones [107]. This finding also raised a
doubt on the regulatory system for the release of the GM
plants. However, later it was found that the concentration of
isoflavone in GM soybean was within the normal range [108].

3.4. Mixing Genes fromUnrelated Species (Interbreeding). The
public is worried about the risk that the GMplants can spread
through nature and interbreed with natural organisms,
thereby contaminating “non-GM” environments.This would
in turn affect the future generations in an unforeseeable and
uncontrollable way [72]. Such worries, however, ignore the
history of plant breeding and the existing overwhelming
sequence similarity of genes across kingdoms.

3.5. Development of Tolerance to Target Herbicide. It is viewed
that the repeated use of the same herbicide in the same area
to remove weeds amongst genetically modified herbicide-
resistant crops (HRCs) (tolerant to single herbicide)will exac-
erbate the problem of herbicide-tolerant weeds [72]. Another
matter of concern relates to the plants carrying different
herbicide tolerance genes to become multiply tolerant to
several herbicides by pollination between adjacent plants
[109]. In several closely studied examples in Canada, farmers
have detected oilseed rape plants tolerant to three different
herbicides (note that two were acquired from GM plants
and the third possibly from conventional breeding) [110].
The development of multiple tolerances in “volunteer” crop
plants (from seeds remaining viable in agricultural soil) may
also exert an impact on the environment by necessitating
the use of less environment-friendly and possibly outdated
herbicides by the farmers. On the other hand, the proponents
believe that herbicide resistance develops due to excessive
application of herbicide and is not exclusively associated
with gene transfer from genetically modified HRCs. Thus,
the pressure on weeds to evolve resistant biotypes has been
reported to be pronounced with the excessive application of
herbicides such as glyphosate, sulphonylureas, and imidazoli-
nones.

3.6. Sustainable Resistance in Insect Pests. It is possible that
the widespread use of disease-resistant GM plants may lead
to the evolution of several insect pests that are resistant to
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pesticides [111–115]. For example, Bt crops may develop resis-
tance to Bt biopesticide, a permitted biopesticide successfully
used by organic farmers in the integrated pest management
(IPM) programs. There is to date no reported evidence of
insect resistance to Bt crops under field conditions although
Bt resistant insects (e.g., cotton budworm and bollworm)
have been observed in areas where Bt biopesticides are
sprayed on crops [116]. It has been a matter of concern
that the development of such resistance may lead to the
loss of the potential of the Bt biopesticide, which may in
turn make it necessary for organic farmers to resort to less
environmentally acceptable chemical pesticides. Therefore,
proper resistance management strategies along with this
comparatively newer technology are imperative. The most
widely used is the ‘high-dose refuge’ strategy designed to
prevent or delay the emergence of Bt toxin-resistant insects.
Scientists are of the opinion that this strategy should be
followed without fail, as the rate of noncompliance can
increase the risk of plant resistance breakdown.

3.7. Harm to Nontarget Organisms. Nontarget effect, that
is, undesirable effect of a novel gene (usually conferring
pest or disease resistance) on “friendly” organisms in the
environment, is another concern related to GM plants [117].
As many nontarget microbes harbor on plant surfaces or
some insects harbor on flowers, it becomes quite challenging
to target the insect resistance gene product to appropriate
plant tissues and hence kill pests without exerting any adverse
effect on friendly organisms such as pollinators and biological
control agents. This is particularly difficult where the benign
or beneficial organism is related and physiologically similar
to the pest to be targeted. One of the most significant studies
of nontarget impacts of GM plants has been the killing of
monarch butterfly in the United States by Bt insecticidal
proteins [9, 17, 27, 118–122]. It should, however, be noted that
the pesticidal sprays used on Bt or non-Bt corn may be more
harmful to the monarch butterfly as compared to Bt corn
pollen [117]. Thus, in evaluating the use of Bt crops and the
possible environmental damage caused, it is important to take
into account the environmental damage caused by the use of
pesticides in agriculture generally. It is argued that millions
of birds and billions of insects, both harmful and beneficial,
are killed each year due to excessive use of pesticides. It is,
however, suggested that the scale and pattern of use may
mitigate the effects of Bt on nontarget populations [123].
Furthermore, when toxins are produced within plant tissues,
nontarget organisms are exposed to amuch lesser extent than
with spray applications because only those organisms which
feed on the plant tissues come into contact with the toxin.

Harmful effect of Bt toxin residues in the soil after
harvest of the GM crop on soil invertebrates has been another
matter of concern. An investigation of the effect of Cry1Ab
released from the roots and crop residues on soil organisms
revealed the presence of toxin in the guts and casts of tested
earthworms. There was, however, no significant difference
in their mortality or weight. Moreover, no difference in the
total number of other soil organisms (including nematodes,
protozoa, bacteria, and fungi) between the soil rhizosphere of
Bt and non-Bt crops was detected [124].

3.8. Increased Use of Chemicals in Agriculture. On one hand,
the transgenes conferring herbicide resistance have been
criticized because these would maintain, if not promote, the
use of herbicides and their attendant problems [125, 126].
Similarly, there is a concern that the insect-resistant and
disease-resistant GM plants will increase the application of
insecticides and pesticides, respectively. On the contrary,
reports demonstrate that there is no significant change in the
overall amount of herbicide use in the United States since the
introduction of GM soybeans [127]. An analysis by soybean
growers at the United States has shown that $7.2 millions of
other herbicides were replaced by $5.4 millions of glyphosate
[19]. This substitution, thus, resulted in the replacement of
highly toxic and more persistent herbicides with that of
glyphosate. Furthermore, it has been reported that herbicide-
tolerant oilseed rape eliminates the use of >6,000 tons of
herbicide in the growing season [128].

3.9. Loss of Biodiversity. The public has long been worried
about the loss of plant biodiversity due to global industrializa-
tion, urbanization, and the popularity of conventionally-bred
high-yielding varieties. It is speculated that the biodiversity
will be further threatened due to the encouraging use of GM
plants. This is because development of GM plants may favor
monocultures, that is, plants of a single kind, which are best
suitable for one or other conditions or produce one product
[72, 98, 129]. Further, the transformation of more natural
ecosystems into agricultural lands for planting GM plants is
adding to this ecological instability.

Another point of concern is the loss of weed diversity that
may occur due to gene flow from HRCs to weeds [126]. It is
argued that because the currently available HRCs confer tol-
erance to broad-spectrum herbicides such as glufosinate and
glyphosate, their extensive usemay shift the diversity ofweeds
in agricultural habitats. However, weeds exhibit considerable
plasticity and adapt to a wide range of cultivation practices.
Experience with conventional agriculture has shown that
weed species composition varies within the same crop among
different fields and at different times of year. Thus, weed
population shifts are natural ecological phenomena in crop
management and should not be viewed as exclusive to GM
plants.

3.10. Unpredictable Gene Expression. It is speculated that the
random gene insertion, transgene instability, and genomic
disruption due to gene transfer may result in unpredictable
gene expression. Such a risk is, however, unlikely to be unique
to GM plants or of any significance considering our current
knowledge of genomic flux in plants.

3.11. Alteration in Evolutionary Pattern. Plants adapt to the
fluctuations in the environment through changing their genes
and developing better races called “evolved races.” These
mutations, however, occur at a very low frequency (i.e., one
in about 109/gene/generation). It is hypothesized that the
cultivation of GM plants by the farmers at an increasing rate
throughout the world may change the evolutionary pattern
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drastically [72]. Another concern is the evolution of non-GM
plants through hybridization with GM plants.

3.12. Loss of Ecosystem in Marginal Lands. As new plants
are introduced mainly to marginal lands, loss of natural
ecosystems in these areas has also been a matter of concern.

3.13. Contamination of Soil and Water. It is also some-
times argued that the widespread introduction of HRCs will
increase the use of herbicides, whichwill in turn contribute to
the contamination of soil and ground water. However, this is
not the case.The cultivation of HRCs in the United States has
been reported to facilitate zero-till agronomic system, which
contributes to a reduction in soil erosion. The release of Bt
toxin into the soil after harvest of Bt crops is also viewed
as a risk factor associated with the cultivation of Bt crops
[123, 124, 130]. It has been found that Bt toxins remain active
in soil; however, it is not necessarily an environmental hazard
because Bt toxins must be ingested and affect only selected
groups of insects. Moreover, the potential leaching rate of Bt
toxin is reduced due to its binding and adsorption on clay
particles [131].

4. Socioeconomic and Ethical Concerns

As the GM plants are likely to affect the society, their appli-
cation is also related to certain social and ethical concerns.
Besides, evaluation of their cost effectiveness (production
cost versus potential benefits) is also a matter of concern. It is
pertinent to note here that most of these concerns pertain to
developing countries. A list of various socioeconomical and
ethical concerns is presented below.

4.1. Slow Progress Rate. Critics are skeptical about the ability
of genetic manipulation to increase food production and
project that there will only be about slight increase in
crop yield during the next decades [132]. Some persons
further question why after so many years of research genetic
engineers have not produced any high-yielding crop vari-
ety. The answer, according to plant scientists, is that plant
breeders using traditional breeding techniques may have
largely exploited the genetic potential for increasing the
share of photosynthate that goes into the seed. Others feel
lack of funds for pursuing research in the area of genetic
manipulation of plants. Furthermore, the public ignorance
about the GM technology is the prime factor for its slow
progress rate.

4.2. Prevalence of the Western Agriculture, Monopoly of
Transnational Companies, and Exploitation of the Poor. The
public in developing countries were of the opinion that there
is domination of majority of the biotechnology industry
by transnational companies (TNCs) in the developed world
the business of which is to generate profits [132]. One such
example is that many HRCs raised by genetic manipulation
belong to the group of key crops in Western agriculture. The
“terminator gene technology” developed by TNCs was also
criticized as the technology was considered as a step to build

monopoly over transgenic seed production [133, 134]. An
apprehension related to the application of this technologywas
its accidental transfer to other varieties and related species of
a specific crop through cross-pollination resulting in large-
scale sterility. It has also been argued that pollen from crops
carrying terminator trait would infect the fields of farmers
who either rejected or could not afford this technology.
Further, the imposition of heavy fees for use of seeds will lead
to loss of control of cooperatives by local farmers. It is further
argued that greater privatization will increase both legal and
financial barriers to use of varieties. Activist groups view
golden rice not as a boon for the world’s hungry population
but as a public relations campaign for the biotech industry.
Charles Margulis of the Greenpeace Genetic Engineering
Campaign viewed that the industry has shamelessly used
golden rice in an attempt of the developed nations to
quell growing distrust of its experimental foods. One social
concern about the development of GM plants raised by
the Third World countries is that TNCs may disadvantage
poor farmers in developing countries, for example, for the
packaging ofGMseeds [132].The situation ismade evenmore
complex because the majority of the genetic resources and
thus biodiversity on which genetic manipulation depends are
found in developing countries. Thus, in order to sustain the
ThirdWorld, the targets should also include other plants, and
these countries should be helped in bypassing expensive and
high input crop production and in moving their traditional
agriculture toward low input sustainable practices.

4.3. Loss of Foreign Income and Employment. Another appre-
hension regarding the application of GM plants is the
loss of export market as their products get substituted by
production of alternatives generated by genetic engineering
in industrialized countries [132]. It is viewed that this will
result in unemployment and loss of foreign income in the
developing countries. Further, the large agricultural estates
will be strengthened leading to dislocation of small-scale
landholders and farmers. The requirement of labour for
cultivation is also speculated to reduce. It is expected that the
generation of genetically modified HRCs may reduce labour
market in weeding and may also increase dependence on
foreign imports of chemicals.

4.4. Unaffordability by Poor. Vandana Shiva also argued
about the problems with poverty and loss of biodiversity in
food crops, which are aggravated by the corporate control
of agriculture based on GM foods [64]. She also argued that
food security and nutritional security should be secured by
some lower-cost, accessible, and safer alternative to GM rice,
for example, amaranth, Moringa, sweet potato, green leafy
vegetables, and so forth.

4.5. Intellectual Property Rights and Patents Issue. As genes
extracted from ecosystems in developing nations are exploit-
ed for raising GM plants in the developed nations, it is quite
possible for them to get the patents [132]. It has become a
matter of concern because it will result in developing world
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farmers paying for the products that originated from their
nation’s own resources.

4.6. Ethical Issues. Certain groups of public, including reli-
gious bodies, find it very unethical or inhumane to introduce
human or animal genes into plants [135]. For example, the
transfer of animal genes such as 𝛼-interferon gene into plants
is objectionable to the vegetarians. Such concern was one of
the reasons due to which the concept of “edible vaccines” did
not gain much impetus.

4.7. Labeling and Segregation of GM Foods. The public has
always lived with food risks, but in the last few decades,
they have become concerned about the contents in GM foods
[135, 136]. Such concern was never there with the foods
derived from classically bred plants. The proponents say that
such a question is ridiculous because like GM plants the
information regarding the contents has never been there with
classically bred plants. Moreover, with GM plants, at least the
source of new genetic material being introduced is known,
and hence there is possibility of testing predictable and even
many unpredictable effects. It is suggested that for GM foods
to come in the market, a compromise among government,
seed producers, farmers, and consumers may be practical.
This involves the labeling of GM ingredients and segregation
of GM plants and seeds from conventional ones.

5. Conclusion

Genetic Engineering Approval Committee (GEAC) granted
permission toMaharashtra Hybrid Seed Company (Mahyco)
in 2002 for commercial cultivation of three cotton hybrids,
namely, MECH-12 Bt, MECH-162 Bt, and MECH-184 Bt
after several years of field trials [1, 137, 138]. These were
developed by introgression of insect resistance from Bt-
containing Cocker-312 (Event MON 531) developed by Mon-
santo Corporation, USA, into parental lines of Mahyco
propriety hybrids. These transgenic cotton plants (Bt cotton)
harbored crystal protein gene (Cry1Ac) from the soil bac-
terium Bacillus thuringiensis and were resistant to infestation
by Lepidopteran insects. Similarly, Bt brinjal (Event EE
1), harboring Cry1Ac gene obtained from Monsanto, was
developed by Mahyco by introgression into various local
varieties byUniversity of Agricultural Sciences, Dharwad and
Tamil Nadu Agricultural University, Coimbatore, through
plant breeding [139, 140]. In 2006, an expert committee
examined the biosafety data presented by Mahyco and con-
cluded that Bt brinjal was safe and equivalent to its non-Bt
counterpart according to the provided data; however, these
findings should be reconfirmed by further field trials and the
benefits of Bt brinjal with respect to existingmethods for pest
management and pesticide reduction should be ascertained.
A second expert committee examined the data from these
trials and approved its commercialization in India in 2009.
However, for both Bt cotton and Bt brinjal, the government
of India applied a moratorium on their release upon outcry
by some scientists, farmers, and anti-GM activists due to
biosafety reasons [1, 137–140].

Thus, public opinion regarding the application and devel-
opment of genetic engineering is likely to be an important
factor influencing the future development of the technology
and its subsequent application within the commercial sector.
It is, therefore, recommended that scientific research aimed
at risk analysis, prediction, and prevention, combined with
adequate monitoring and stewardship, must be done so that
negative impact from GM products, if any, may be kept to a
minimum. In this direction, a combination of demographic
data from existing non-GM populations, simulation mod-
eling of transgene dispersal, and monitoring field releases
may guide in the assessment of risks related to the release of
GM plants into the environment. Further, it is viewed that
case-by-case studies can help in solving the raised concerns.
Besides, public should be well informed that most of their
concerns are skeptical and GM plants have tremendous
potential in solving the present problems.
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      Abstract 
 

Good optical quality Dy3+ doped  Zinc Alumino Bismuth Borate (ZnAlBiB) glasses were 

prepared by the conventional melt quenching technique and characterized by optical absorption 

and luminescence studies. The glassy nature of these materials has been confirmed through XRD 

measurements. From the absorption spectra, the three phenomenological JO parameters            

Ωλ (λ=2,4 and 6) have been determined from the absorption spectral intensities by using the JO 

theory.  Luminescence spectra  measured for different concentrations of Dy3+ ions doped glasses 

by exciting the glasses at 387 nm. The intensity of Dy3+ emission spectra increases from          

0.5 mol% to 1 mol % and beyond 1 mol % the concentration quenching is observed. The suitable 

concentration of Dy3+ ions for ZnAlBiB glassy material to act as good lasing material has been 

discussed by measuring the branching ratios and emission cross-sections for two strong emission 

transitions  such as 4F9/2→6H15/2 and 4F9/2→6H13/2 observed in visible region. By exciting these 

glassy materials at various excitation wavelengths in n-UV region, the CIE Chromaticity 

coordinates were evaluated for the two sharp emissions observed in blue (4F9/2→6H15/2) and 

yellow (4F9/2→6H13/2) regions to understand suitability of these materials for White Light 

Generation. 
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1. Introduction 

   Recently, research on rare earth doped materials is of significant importance due to their 

potential applications in the fields of optoelectronic devices, laser technology, fiber optic 

amplifiers, infra-red to visible up converters and phosphors [1-3]. The design and development 

of optical devices suitable for the above applications requires in detailed characterization  of 

optical absorption and luminescent properties. These properties mostly depend on the nature and 

type of local environment around the rare earth ion and on the phonon energies of the host glass. 

Therefore luminescent properties of RE doped different glass hosts are being prepared and 

investigated with an aim to know their utility for the above mentioned luminescent applications. 

Several glassy materials such as fluorides, phosphates, fluorophosphates, borates, fluroborates 

and tellurites have been widely investigated to understand the effect of host glass on the lasing 

properties of rare earth ions [4-8]. In general a host glass with low phonon energies decreases 

non- radiative relaxation rates and gives high quantum efficiencies, which are useful to design 

lasers and optical fiber amplifiers [9].   Boric acid (B2O3) is one of the best glass formers known 

and can form glass alone at lower melting point with good transparency, high chemical 

durability, thermal stability and good rare earth ion solubility [10] . Normally, glass with B2O3 

alone possesses high phonon energies (~1300 cm-1) and cannot suppress non radiative decay 

process and hence rare earth ion emissions are strongly reduced. Hence, heavy metal oxide 

(Bi2O3) has been added  to B2O3 to supress the phonon energies.   Moreover, Bismuth containing 

glasses become the subject of extensive research nowadays as they can exhibit broad band 

luminescence in the near-infrared (NIR) region, which receives considerable attention for 

potential applications in the fields of telecommunications, tunable fiber lasers and spectral 

converters [11,12]. 



 On the other hand, solid state lighting (SSL) technology is emerging as a highly 

competent and viable alternative to the existing technology in the back drop of the growing 

importance for energy saving and environmental friendliness. SSL is becoming an interesting 

field for researchers especially to produce white light sources having wide applications in the 

fields of LCD displays, colored displays, traffic signals, automotive displays and cellular phone 

illumination and so on. White light emitting diodes are having certain advantages such has high 

brightness, low power consumption, longevity, reliability and excellent low temperature 

performance. Dy3+ is capable of emitting several interesting wavelengths between its f-f 

transitions, which are having potential applications in diversified fields. Among the rare earth 

ions, Dy3+ is one of the important rare-earth ions for the preparation of phosphor materials which 

is playing a major role in the preparation of white light emitting phosphors . The Dy3+ ions has 

two characteristic intense emission bands in the visible region corresponding to the transitions 

4F9/2→6H13/2 (Yellow) and 4F9/2→6H15/2 (Blue) [13]. The optimization of local environment is an 

important task to obtain white light from Dy3+ doped glasses at suitable yellow to blue(Y/B) 

intensity ratio [14, 15]. The modulation of Y/B intensity ratio of Dy3+ ions to emit white light in 

a glassy material can be achieved by varying the composition of the glass and excitation 

wavelengths [16,17]. 

   In the present work, Zinc Alumino Bismuth Borate glasses were prepared by varying Dy3+ 

concentration  to study and enhance the optical and luminescent properties with the aim to 

ascertain their utility for solid state laser devices and also for n-UV based white light emitting 

sources.   

 

 

 



2. Experimental 

    Dy3+ doped Zinc Alumino Bismuth Borate (ZnAlBiB) glasses were prepared using melt 

quenching technique with the following chemical compositions: 20 ZnO + 8 Al2O3 + (12-x) 

Bi2O3 + 60 B2O3 + x Dy2O3 (x=0.5, 1, 1.5, 2 and 2.5 mol %). For convenience, the samples were 

designated as glass A to E in accordance with the ‘x’ value. The raw materials were thoroughly 

mixed in an agate mortar and melted in an electric furnace at the temperature 1200 oC for 1h. 

The melt was then poured on to a preheated brass plate and pressed by an identical brass plate to 

obtain transparent glasses. The synthesized glass samples were subsequently annealed at 400 oC 

to remove thermal strains and then polished to do spectral measurements. The densities were 

measured by using Archimedes method using water as an immersion liquid. The refractive 

indices of these glasses are measured by the Brewster angle method using He-Ne laser (650 nm 

line) as the source. The optical absorption spectra of the samples were recorded at room 

temperature in the spectral wavelength range covering 300-1800 nm with a spectral resolution of 

0.1nm using JASCO model V-670 UV-VIS-NIR spectrophotometer. The luminescence spectra 

for all these glasses were recorded at room temperature using JOBIN YVON Fluorolog-3 

spectrofluorimeter with Xenon arc lamp as radiation source and photomultiplier tube (R928 P 

PMT) is used as a detector. 

 

3. Result and Discussions 

3.1 XRD Spectral Measurements 

      In order to check the non-crystallinity nature of the ZnAlBiB glass, XRD measurements were 

taken for an undoped ZnAlBiB glass and is shown in figure 1. The XRD spectrum exhibits broad 



hump, which is the characteristic feature of the amorphous material. Hence, the prepared 

ZnAlBiB glass confirms the amorphous nature.  

3.2 Physical properties 

      From the estimated values of both density (d) and refractive index(nd), other related physical 

parameters, such as average molecular weight(M), molar volume(V), molar refractivity(RM), 

molecular electronic polarizability (αe),rare-earth ion concentration(N), interionic distance(ri), 

polaran radius(rp) and field strength (F) of the glasses have been computed by using the relevant 

expressions available in the literature [18] and are given Table 1. From Table 1 it can be 

observed that  the mol % of Dy3+ is proportional to the Dy3+ ion concentration. The molar 

refractivity (RM), molecular electronic polarizability (αe), interionic distance (ri), and polaran 

radius (rp), were found to be decreasing with the increasing the Dy3+ ion concentration.  

3.3 Absorption Spectral measurements 

       Fig. 2 shows the absorption spectrum of 1 mol% Dy3+  doped ZnAlBiB glass, which has 

been recorded at room temperature in the wavelength range 300-1800 nm. The absorption 

spectra for the remaining glasses are also quite similar with slight variation in intensities. Each 

spectrum consist of ten absorption bands corresponding to the transitions 6H15/2→ 4F7/2,         

4I15/2, 4F9/2, 6F1/2, 6F3/2, 6F5/2, 6F7/2, 6F9/2, 6F11/2, 6H11/2 and the identification of  bands has been 

shown in Fig. 2.  The bands identified at 387nm (6H15/2→ 
4F7/2) and 447nm (6H15/2→4I15/2) are 

very weak due to strong absorption of the host glass in UV region. The intensities of absorption 

bands are expresses by measuring oscillator strengths experimentally (fexp) using the expression 

given in reference [19] and such oscillator strengths for all the glasses are given in Table 2. 

Among the all the absorption transitions, the transition 4I9/2→6F11/2 centered at 1267nm 

approximately, shows high intensity when compared with other transitions in all the glasses. For 



this transition the observed oscillator strengths (fexp) are very large when compared with other 

transitions as shown in Table 2. Such transitions are called as hypersensitive transitions which 

obeys the selection rule ߂J=±2 and ߂L=±2 and are very sensitive to the host environment [20].     

     The Judd Ofelt theory has been applied to the experimentally evaluated oscillator strengths to 
find the JO intensity parameters (Ω2, Ω4 and Ω6,) by least square fit analysis. The utilization of 
JO theory to evaluate the JO intensity parameters was discussed in detailed in our previous paper 
[19]. The JO parameters thus evaluated are used to calculate oscillator strengths (fcal) and such 
calculated oscillator strengths are  also given in Table 2 along with fexp. The small rms deviation 
value obtained between the experimental and calculated oscillator strengths indicate good fit 
between the two values and also the validity of JO theory. The JO intensity parameters obtained 
for the present glasses are also given in Table 2 along with the spectroscopic quality factor (χ). 
The Ωλ follows the trend Ω2 > Ω6 > Ω4 in all the glasses. The JO parameters are important to 
investigate the local structure and bonding vicinity of RE ions. According to Jorgensen and 
Reisfield [21], the magnitude of Ω2 parameter depends on the covalencey of metal ligand bond 
and also on the asymmetry of ion sites in the neighborhood of RE ion. The magnitudes of Ω4 and 
Ω6 parameters are related to the bulk properties such as viscosity and rigidity of the medium in 
which the ions are situated. The Ω2 parameter is also most sensitive to the local structure and 
composition of glass.  The largest magnitude of Ω2 observed for all ZnAlBiB glasses suggests 
that, the bonding of Dy3+ ions with the ligands is of covalent nature and the rare earth ion sites 
are having lower asymmetry in these host glasses. The value of spectroscopic quality factor (

4 6 /Ω Ω ) which allows to predict the channels by which the rare-earth ions from the meta stable 
state 4F9/2 can relax through luminescence [22]. Reasonably high value of spectroscopic quality 
factor ( 4 6 /Ω Ω ) observed for the present glasses predicts efficient stimulated emission from 
these glasses. 

 3.4 Visible luminescence analysis 

     To analyze the luminescence spectra for the prepared glasses, it is necessary to know the 

excitation wavelengths of  Dy3+ ions. For this purpose, we have recorded an excitation spectra of  

1 mol % of Dy3+ ions in ZnAlBiB glasses by fixing the emission at 484 nm as shown in Fig. 3. 

The excitation spectra recorded from 340 - 440 nm gives four excitation bands at wavelengths 

approximately 351, 357, 387 and 426  nm corresponding to the transitions 4H15/2→ 6P7/2, 4P3/2, 

4I13/2 and 4G11/2, respectively. It is well known that the wavelength corresponding to the intense 

excitation band can give intense emissions. Among all excitation bands, a band corresponding to 



the transition 6H15/2→4I13/2 (387 nm) is more intense and is used as an excitation wavelength to 

record the emission spectra for all the glasses under investigation. Fig. 4 shows the emission 

spectra of ZnAlBiB glasses doped with different concentrations of Dy3+ at room temperature. 

The emission spectra consisting of three peaks centered at around 484, 577 and 665 nm, which 

are assigned to the transitions 4F9/2→ 6H15/2, 6H 13/2 and 6H11/2, respectively. Among the three 

transitions, two transitions such as   4F9/2→ 6H15/2 and 4F9/2→ 6H13/2 are intense than the third 

transition 4F9/2→ 6H11/2. Among the two intense transitions, a transition corresponding 

4F9/2→6H13/2 is in yellow region and hypersensitive obeying the selection rules ߂J= ±2 and     

 L= ±2 [23]. From Figure 4, it can be seen that the fluorescence intensity of 4F9/2→6H15/2߂

transition is slightly higher than 4F9/2→6H13/2 transition and this may be due to the addition of 

Al2O3 , that improves the optical quantity and decreases the phonon energy of the host [24,25] . 

When the Dy3+ ions are excited with 387 nm to the 4I13/2, due to small energy gap between all 

energy states lying above 21000 cm-1, the 4F9/2 state is rapidly populated by non-radiative 

relaxation and  as a result blue and yellow luminescence originating from the 4F9/2 state is 

observed. The 4F9/2 level possesses purely radiative relaxation rates since this level has sufficient 

energy gap ~ 8000 cm-1 with respect to the next lower level of 6F5/2. The variation of intensity of 

4F9/2→ 6H13/2 and 6H15/2 transitions with Dy3+ ion concentrations in ZnAlBiB glass  is shown in 

the inset of Fig. 4. It is found that the intensity of emission bands increases with increase in 

concentration of Dy3+ ion from 0.5 to 1 mol % and beyond 1 mol % the concentration quenching 

is observed. 

     To understand the Dy3+ luminescence in the glasses under study, the JO theory [26,27] has 

been applied to determine radiative properties such as transition probability (A), total transition 

probability (AT), luminescence branching ratio (βcal), radiative lifetime (τR) and stimulated 



emission cross-section(σe) for the intense emission transitions 4F9/2→6H15/2 and 6H13/2 using the 

relevant expressions given our previous paper [19] and are presented in Table 3. The 

luminescence branching ratio which characterizes and makes the transition as potential for laser 

emission, if its value βcal ≥ 0.5. In the present work, the emission transition 4F9/2→6H13/2 has 

higher βcal than the other transition 4F9/2→6H15/2 and are comparable to the values reported in 

literature [28,29]. The experimental branching ratios (βexp) are obtained by using the relative 

intensities of individual peaks to that of the total intensity of emission peaks and are given in 

Table 3. The variation in calculated and experimental branching ratios may be attributed to the 

non radiative contributions from the 4F9/2 level of Dy 3+ ions in these ZnAlBiB glasses. 

    The value of stimulated emission cross-section has been used to identify the potential laser 

transition of rare earth ions in glasses. A good laser transition can have a large stimulated 

emission cross-section. The stimulated emission cross-sections obtained for 4F9/2→6H13/2 

transition in ZnAlBiB glasses are in good agreement with the values reported for the other glass 

hosts [28,29]. The relatively larger βcal values and stimulated emission cross-sections observed 

for ZnAlBiB glasses makes them as promising materials for lasing action through the emission 

channel 4F9/2→6H13/2   with its wavelength around 578 nm. From Table 3, it is clear that among 

all the ZnAlBiB glasses, for 4F9/2→6H13/2 transition the glass A possesses more βcal  and σse values 

when compared with other glasses. Hence glass A can be recommended as a good host for lasing 

emission at 578 nm.  A glassy material doped with rare earth can act as a good optical fiber if the 

gain band width (σe x ߂λP) and optical gain (σe x 1/AT) parameters are having higher values. The 

relatively higher values of (σe x ߂λP) and (σe x 1/AT) obtained for ZnAlBiB glasses suggests that 

they are the suitable candidates for optical amplification.  

 3.5 CIE chromaticity Coordinates 



      As we have discussed in the previous sections, Dy3+ ion is well known for light emission in 

visible range and offers an excellent possibility for the development of white light emitting 

devices, because it has many excitation bands falling in n-UV region. The excitation spectrum 

recorded for 1 mol % Dy3+ doped ZnAlBiB glass gives four excitation bands as shown in Fig. 3. 

So it is possible to use the present glasses as white light emitting devices excited by n-UV to blue 

light as per the optical requirements. We have recorded the emission spectra for all the glasses by 

exciting them with wavelength values 357, 365, 387, 397, 405 nm and the CIE color coordinates 

are evaluated for ZnAlBiB glasses doped with Dy3+ ions and are given in Table 4 along with Y/B 

ratio for glass A. From Table 4, it can be observed that among different excited wavelengths, 

ZnAlBiB glasses are giving average color coordinates (x= 0.309, y = 0.312) under 357 nm 

excitation as shown in Fig. 5, which are very close to the perfect white light CIE coordinates   

(x= 0.33, y= 0.33). Hence it is concluded that the ZnAlBiB glasses could act as white light 

emitters effectively, when excited at 357 nm. Also among all ZnAlBiB glasses, the glass C with 

1.5 mol % of Dy3+ concentration can act as good white light emitter at 357 nm.  

 

4. Conclusions 

     Zinc Alumino Bismuth Borate (ZnAlBiB) Glasses were prepared with good optical quality by 

doping them with different concentrations of Dy3+ ions. The room temperature absorption and 

luminescence spectra of Dy3+ ions doped ZnAlBiB glasses were recorded and analyzed using JO 

theory. The reasonably small r.m.s deviations observed between the measured and calculated 

oscillator strengths indicates the accuracy of JO parameters. The room temperature luminescence 

spectra recorded at different concentrations of Dy3+ ions show two strong emissions one at blue 

region (4F9/2→6H15/2) and other one is at yellow region (4F9/2→6H13/2). It is well known that a 



good material for laser emission must have large stimulated emission cross-section and high 

branching ratio. Based on the visible emission spectra, the  large stimulated emission cross- 

section and high branching ratios (βcal) observed for 4F9/2→6H13/2 transition for all these glasses 

suggest the utility of these materials as lasing material. Among all the ZnAlBiB glasses studied, 

the glass-A   may be used as a luminescence material for the development of laser and photonic 

devices operating in visible region. The CIE chromaticity coordinates also evaluated from the 

emission spectra under the excitation of different n-UV wavelengths confirmed the possibility of 

generating white light emission in principle from these ZnAlBiB glasses. Among all the 

excitation wavelengths, ZnAlBiB glasses are quite useful under 357 nm excitation for n-UV 

based white light emitting diodes.   
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                     Table 1:  Various physical properties of Dy3+ - doped Zinc Alumino Bismuth 
Borate (ZnAlBiB) glasses 

S.No Physical Property Glass A Glass B Glass C Glass D Glass E 

1. Refractive index (nd) 1.80 1.80 1.80 1.80 1.80 

2. Density, d (gm/cm3) 4.03 4.02 4.02 4.01 4.01 

3. 
Average molecular weight, M

G
(g) 

121.6 121.1 120.7 119.7 120.2 

4. Dy3+ ion concentration N(x1022 ions/cm3) 0.997 1.999 3.007 4.029 5.025 

5. Mean atomic volume (g/cm3/atom) 6.86 6.84 6.83 6.79 6.81 

6. Optical dielectric constant ( /p t p∂ ∂ ) 2.24 2.23 2.23 2.23 2.23 

7. Dielectric constant (ε ) 3.24 3.23 3.23 3.23 3.23 

8. Reflection losses (R %) 8.163 8.148 8.148 8.148 8.148 

9. Molar refraction (Rm)(cm-3) 12.90 12.86 12.82 12.76 12.79 

10. Polaron radius (rp) (A) 1.904 1.51 1.32 1.2 1.11 

11. Interatomic distance (ri) (⁰A) 4.725 3.75 3.27 2.97 2.76 

12. Molecular electronic polarizability,α (x10-23cm3) 1.024 0.51 0.3390 0.253 0.203 

13. Field strength ,F (x 1016cm-2) 0.827 1.31 1.731 2.17 2.43 

14. Optical basicity ,(�Th)  0.437 0.438 0.441 0.443 0.445 

 

 

  



Table 2: Experimental (fexp x 10-6) and calculated (fcal x 10-6) oscillator strengths, rms 

deviation (δrms), J-O parameters (Ω2, Ω4 and Ω6) and spectroscopic quality factor (Ω4/ Ω6) 

for Dy3+  ions doped ZnAlBiB glasses  
 

 

Transitions 
from 4I9/2 

Glass A Glass B Glass C Glass D Glass E 

 fexp  fcal fexp fcal fexp fcal fexp fcal    fexp   fcal 

6H11/2 1.51 1.75 1.18 1.51 1.35 1.58 0.97 0.70 1.6 1.58

6F11/2 8.72 8.68 5.74 5.69 6.09 6.05 2.63 2.66 5.2 5.2

6F9/2 3.59 3.66 2.88 3.03 2.78 2.82 1.61 1.49 2.5 5.00

6F7/2 3.38 2.99 3.43 2.74 2.93 2.73 0.97 1.30 2.69 2.71

6F5/2 1.74 1.39 1.55 1.34 2.09 1.39 1.04 6.22 1.49 1.42

6F3/2 0.00 0.26 0.00 0.25 0.00 0.25 0.00 0.11 0.00 0.26

6F1/2 0.0 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00

4F9/2 0.82 0.22 0.59 0.21 0.38 0.21 0.14 0.09 0.27 0.2

4I15/2 0.00 0.61 0.00 0.53 0.00 0.55 0.00 0.24 0.00 0.56

4F7/2 0.00 0.80 0.00 0.57 0.00 0.49 0.00 0.30 0.00 0.34

δrms (x10-6) 0.421 0.385 0.352 1.652 0.229 

Ω2  7.321 4.659 5.491 2.064 5.017 

Ω4 2.567 1.614 1.118 0.898 0.515 

Ω6 2.807 2.710 2.776 1.261 2.865 

χ = 4 6/Ω Ω  0.915 0.596 0.403 0.712 0.180 

Trend Ω2 > Ω6 > Ω4 Ω2 > Ω6 > Ω4 Ω2 > Ω6 > Ω4 Ω2 > Ω6 > Ω4 Ω2 > Ω6 > Ω4 



Table-3: Emission peak wavelength (λP)(nm), effective band widths(ΔλP)(nm), radiative properties such as 
Transition probability (A)(S-1),    

                total radiative transition probabilities(AT ) (S-1), radiative life time (τR) (μs), branching ratio (βcal 

and βmea) and stimulated emission cross-sections (σe)(cm2) for sharp emission transitions of Dy3+
 

ions  doped ZnAlBiB glasses. 
 

 

 
 
  

Transition 4F9/2 
→ 

Parameters Glass A Glass B Glass C Glass D Glass E 

6H15/2 λP  483 485 485 485 485 

 ΔλP  17.39 17.39 18.18 17.39 17.39 

 A 359.9 327.1 326.7 328.6 155.8 

 AT 1957 1490 1580 1515 757.9 

 βmea 0.527 0.532 0.444 0.59 0.59 

 βcal 0.183 0.219 0.206 0.216 0.205 

 τR 510 670 632 659 1319 

 σe (x 10-22) 4.61 4.27 4.08 4.29 2.03 

4H13/2 λP 577 577 577 577 577 

 ΔλP 15.21 15.21 15.90 17.39 17.39 

 A 1225 875 956.6 906.5 404.7 

 AT 1957 1490 1580 1515 757.9 

 βmea 0.473 0.468 0.556 0.41 0.41 

 βcal 0.625 0.586 0.605 0.120 0.534 

 τR 510 670 632 659 1319 

 σe(x 10-22) 36.5 26.2 27.3 23.7 10.6 



Table 4: Chromaticity color co-ordinates and yellow (4F9/2→6H13/2) to blue (4F9/2→6H15/2) intensity 
ratios (Y/B) for the visible  
 
                    emission spectra of Dy3+ions doped ZnAlBiB glasses. 
 

 
 

Excitation 

wavelength(n

m) 

Chromaticity Coordinates 

Glass A Glass B Glass C Glass D Glass E Average Y/B 

ratio 

(glas

s A) 

357 (0.312,0.27

6) 

(0.373,0.39

4) 

(0.302,0.30

4) 

(0.283,0.29

9) 

(0.278,0.29

1 ) 

(0.309,0.31

2) 

1.18 

365 (0.308,0.33

2) 

(0.309,0.33

1) 

(0.292,0.32

0) 

(0.275,0.31

9) 

(0.283,0.30

0) 

(0.293,0.32

0) 

1.18 

387 (0.330,0.30

0) 

(0.300,0.28

0) 

(0.300,0.28

0) 

(0.280,0.30

0) 

(0.320,0.32

0) 

(0.306,0.29

6) 

1.19 

397 (0.314,0.36

2) 

(0.300,0.37

0) 

(0.300,0.30

7) 

(0.279,0.35

9) 

(0.285,0.35

5) 

(0.295,0.35

0) 

1.18 

405 (0.290,0.33

4) 

(0.318,0.35

1) 

(0.452,0.50

7) 

(0.257,0.35

2) 

(0.641,0.35

9) 

(0.391,0.38

0) 

1.19 



 
 

 

 

 

 

Fig.1. XRD spectrum for undoped ZnAlBiB glass 
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Fig. 2. Absorption spectrum of 1 mol% Dy3+ ions doped ZnAlBiB glass 

 

 

 

 



 

 

 

                          Fig. 3. Excitation spectrum of 1.0 mol % Dy3+ ions doped ZnAlBiB glass. 
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                       Fig. 4. Fluorescence spectra of Dy3+ ions doped in ZnAlBiB glasses. 
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Fig. 5. CIE chromaticity coordinates of Dy3+ ions in ZnAlBiB glasses under 357 nm 

excitation. 

  



Highlights: 

• Successfully synthesized the  transparent Zinc Alumino Bismuth Borate Glasses  
• Measured the Absorption and Luminescence properties 
• Discussed the spectroscopic properties by using  Judd- Ofelt analysis for ZnAlBiB Glasses. 
• Finally, suitability of these glasses for Lasers and white LEDs has been discussed 
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ABSTRACT 
In this paper, a two-step communication protocol combined with MIMO (Multiple Input Multiple Output) and network coding 
is proposed. A three nodes network with two transceiver antennas on relay node is taken. In transmitting phase ZF (Zero-
forcing) and MMSE (Minimum Mean Square) detecting techniques are used. In relay node forwarding network coding and 
Alamouti scheme are exploited together. Theoretical and simulative analyses prove that BER (Bit Error Rate) MMSE in 
transmitting phase is better than ZF and in relay forwarding MIMO alamouti outperforms the PNC (Physical-layer-network 
coding). 
Keywords: MIMO (Multiple Input Multiple Output), ZF (Zero Forcing), MMSE (Minimum Mean Square) BER (Bit 
Error Rate) PNC (Physical-layer-network coding), SISO (Single Input Single Output).  

1. INTRODUCTION 
Network coding helps conveying more information by broadcasting mixed information from an intermediate network 
node to the receiver nodes, where interference can be canceled by appropriately altering the transmit information as in 
[1]. In MIMO transmission, multiple antennas are put at both the transmitter and the receiver to improve 
communication performance. MIMO technology has attracted attention in wireless communication, because it offer 
significant increase in data throughput and link range without additional bandwidth or transmit power. It achieves this 
by higher spectral efficiency (more bits per second per hertz of bandwidth) and link reliability or diversity (reduced 
fading). Because of these properties, MIMO is an important part of modern wireless communication standards. A 
technique known as Altamonte STC (Space Time Coding) is employed at the transmitter with two antennas. STC 
allows the transmitter to transmit signals (information) both in time and space, meaning the information is transmitted 
by two antennas at two different times consecutively. By combining network coding and MIMO technology into relay 
network, system can benefit throughput improvement from network doing as well as spatial multiplexing, and more 
reliable transmission from spatial diversity [2-5]. In this paper, a two-way relay network with combined MIMO and 
network coding is presented. The paper is organized as follows: Section II describes the system model of a three nodes 
relay network with two transceiver antenna at the relay. Section III is devoted to source node transmission. Section IV 
presented relay node forwarding. Finally, in sections V and VI simulation results and conclusion are presented. 

2. SYSTEM MODEL 
Our system model is based on the canonical two-way network shown in Fig.1. Source nodes, N1 and N2, out of 
eachother’s communication range, have messages to exchange. They communicate through a relay node R that is 
within the range of both N1 and N2. We assume that the transmission is organized in consecutive time slots enumerated 
by i. The source nodes use a single transceiver antenna each. The difference of our system compared to the classical 
model is that relay node R has two transceiver antennas instead of one. Since the signals originating at N1 and N2 are 
mutually independent from each other and are locally displaced, and since R has two transceiver antennas, the system 
can be seen as a 22 virtual MIMO system with spatial diversity scheme.  

3. SOURCE NODE TRANSMISSION 
Let us denote the signal transmitted by the source node N1in the ith time slot by si

(1)(t) and the signal transmitted by the 
source node  N1in the (i+1)th time slot by s(i+1)

(1)(t). Similarly, the signals transmitted by the source node N2 in the ith 

and the (i +1)th time slots shall be denoted b si
 (2)(t) and s(i + 1)

(2)(t), respectively. Let us assume that the transmit signals  
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si
(1)(t), s(i + 1)

(1)(t), si
(2)(t) and s(i + 1)

(2)(t) are Binary phase shift keying (BPSK) modulated signals, each comprising single 
bit. Let Eb denote the bit energy and Tb shall be the bit duration. Now, let bi

(1) be the data vector, representing the data, 
transmitted by the source node N1 in the time slot i using bi

(1) 
 Є {-1,+1} and  correspondingly, let bi

(2) denote the data 
vector at source node  N2  in the same time.[7-10] 

 
Figure 1: Three Nodes Relay Network with Two-Step transmission 

Slot i.  The transmit signals hence given by  
Si

(1)(t) = bi
(1)p(t)                                     (1) 

and  
Si

(2)(t) = bi
(2)p(t)                                    (2) 

in the time slot i when using he BPSK impulse  








 


else
Ttfor

T
E

tp
b

b

0
,012

)(               (3) 

The relay node R receives these signals via its two transceiver antennas. Let hi(1,1)(t)denote the channel impulse 
response between the first source node N1   and the first antenna of the relay node R in the time slot i . Furthermore, let 
hi

(1,2)(t) denote the channel impulse response between the first source node and the second antenna of the relay node R 
in the time slot i . Similarly,   hi

(2,1)(t) and hi
(2,2)(t) represent the channel impulse responses between the second source 

node  N2 and the first as well as the second antenna of the relay node R. In this case, the channel impulse responses 
approximately represent single path channels with negligible time variance; rather, inter-time slot time variations can 
occur. Hence, the general complex-valued numbers hi

(1,1)(t), hi
(1,2)(t), hi

(2,1)(t) and hi
(2,2)(t) can be used to represent the 

channel impulse responses. We will take into account that hi
(1,1)(t), hi

(1,2)(t), hi
(2,1)(t) and hi

(2,2)(t) represent Rayleigh-flat-
fading channels with variance σ2 equal to 1 with the additive white Gaussian noise signals ni

(1)(t)  and  ni
(2)(t) at the 

first and the second antenna of R in the time slot i and each having double-sided spectral noise power density  N0/2.  
 
3.1 Numerical Analysis  
Let us assume that  e(1)

R,i(t)  and    e(2)
R,i(t)  being the received signals at the first and the second antenna of R in the 

time slot i, the communication system is given by 
eR,i

(1)(t) = hi
(1,1) Si

(1)(t) + hi
(2,1) Si

(2)(t) + ni
(1)(t)                                               (4) 

 
eR,i

(2)(t) = hi
(1,2) Si

(1)(t) + hi
(2,2) Si

(2)(t) + ni
(2)(t)                                               (5) 

Equations (4) and (5) can be represented in matrix form as  






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

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
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
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
















(t)n

(t)n

(t)s

(t)s

(t)e

(t)e
(2)

i

(1)
i

(2)
i

(1)
i

)2,2()2,1(

)1,2()1,1(

(2)
iR,

(1)
iR,

ii

ii

hh

hh
                                               (6) 

Similarly,e(1)
R,(i+1)(t)ande(2)

R,(i+1)(t) being the received signals at the first and the second antenna of R in the time slot 
i+1.The relay node R determines the information contained in the received signals, yielding the detected versions bi

(1) 
and bi

(2) of bi
(1) and bi

(2). Different detection techniques, for example Zero-forcing (ZF) based V-BLAST as in [4] or its 
Minimum mean square error (MMSE) as explained in [5] could be used.  
 
3.2 MIMO ZF receiver 
In this section, we will try to improve the bit error rate performance by trying out Successive Interference Cancellation 
(SIC). We will assume that channel is a flat fading Rayleigh multipath channel and the modulation is BPSK. Equations 
(4) and (5) can be represented in matrix form as shown in equation (6).  
Equivalently, 
e= hs + n                                               (7)                                                                                                      
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where  
s = bp in this   b Є {1,+1}and p = 1 = BPSK impulse power. Now, equation (7) can also be written as  
e = hb + n                                              (8)                                                                                                                                    
To solve for b, the Zero-Forcing (ZF) in [4] linear detector for meeting the constraint is given by 
W = (hHh)-1hH                                       (9) 
Where H = Hermitian Transpose. To do the Successive Interference Cancellation (SIC), the receiver needs to perform 
the following: 
Using the ZF equalization approach described above, the receiver can obtain an estimate of the two transmitted symbols 
b(1)  and  b(2)         













2)(

(1)

b~
b~

(hHh)-1hH  












(2)

(1)

e
e

           (10) 

 
3.3 BER for ZF receiver 
Till now we have seen that h is used to represent the channel impulse response and is called Rayleigh Random 
Variable. It is a identical distributed Gaussian random variable with mean 0 and variance σ2. The magnitude ׀h׀ has a 
probability density function  

22
2

2
)( 



h

ehhp


                                     (11) 

e = hb + n                                              (12)                                                                                                       
where e is the received symbol, h is complex scaling factor corresponding to Rayleigh multipath channel b is the 
transmitted symbol (taking values +1’s and -1’s) and n is the Additive White Gaussian Noise (AWGN) 
 
Assumptions: 
1. The channel is flat fading; In simple terms, it means that the multipath channel has only one tap. So, the 

convolution operation reduces to a simple multiplication.  
2. The channel is randomly varying in time; meaning each transmitted symbol gets multiplied by a randomly 

varying complex number. Since modeling is a Rayleigh channel, the real and imaginary parts are Gaussian 
distributed having mean 0 and variance 1/2. 

3. The noise has the Gaussian probability density function with  

        22
2)(

22
)( 











n

ehnp                            (13)                                                                                    

       with    µ=0    and   σ2 =N0/2   . 
4. The channel h is known at the receiver. Equalization is performed at the receiver by dividing the received symbol 

e by the apriori known as h i.e. 

nb
h

nhb
h
ee ~~ 


                                   (14)                                                                                             

Where, n~ =n/h 
In the BER computation in AWGN, the probability of error for transmission of either +1 or -1 is computed by 
integrating the tail of the Gaussian probability density function for a given value of bit energy to noise ratio   Eb/No The 
bit error rate is,  

)(
2
1

0N
E

erfcp b
b                                         (15)                                                                                                   

However, in the presence of channel h, the effective bit energy to noise ratio is ׀h2׀Eb/No. So, the bit error probability for 
a given value of h is,  

)(
2
1)(

2
1

2

erfc
N

Eh
erfcp

o

b
b           (16)                                              

Where,  γ = ׀h2׀Eb/No . To find the error probability over all random values of ׀h2׀, one must evaluate the conditional 
probability density function P (b׀h) over the probability density function of γ. 
Probability density functions of   γ : 
From chi-square random variable, we know that if ׀h׀ is a Rayleigh distributed random variable, then ׀h2׀ is chi-square 
distributed with two degrees of freedom. Since ׀h2׀is chi square distributed, γ is also chi square distributed. The 
probability density function of is,  
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                             (17)                                                                                          

Error probability:  the error probability is,  

 dperfcPb )()(
2
1

0

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                       (18) 

This equation reduces to  
4/1
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or 
4/1
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
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b

b
bP
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3.4 MIMO MMSE receiver 
In this section, we extend the concept of successive interference cancellation to the MMSE equalization in [5] and 
simulate the performance. We will assume that the channel is a flat fading Rayleigh multipath channel and the 
modulation is BPSK. In the first time slot i.e. i, the received signal on the first receive antenna is shown in equation (4) 
and the received signal on the second receive antenna is given in equation (5). For convenience, the equations (4) and 
(5) can be represented in matrix notation as given by equation (6).  
Equivalently, 
e = hs + n                                                (21)                                                                                                                       
where,  
s = bp in this b Є {-1, +1} and p=1=BPSK impulse power. Now, equation (21) can also be written as  
e = hb + n                                               (22)                                                                                                                         
The Minimum Mean Square Error (MMSE) approach tries to find a coefficient which minimizes the criterion,  
E = {[We –b][We-b]H}                          (23) 
Solving,  
W =[hHh + NoI]-1                                                   (24) 

Using the Minimum Mean Square Error (MMSE) equalization, the receiver can obtain an estimate of the two 
transmitted symbols    b(1) and b(2) i.e.  


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2)(
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


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(2)

(1)

e
e

           (25) 

 
3.5 RELAY NODE FORWARDING  
The decode-and-forward (DF) forwarding scheme is deployed in the second step i.e in relay node forwarding. The relay 
node R re-encodes and re-modulates the received signals (1)

ib~ and (2)
ib~ , the detected version of  bi

(1) and bi
(2) forwards 

them to source nodes. In this section, network coding and space-time block coding (STBC), like e.g. the Alamouti 
scheme [3] and [6] are exploited together to get coding multiplexing and spatial diversity gain. Network coding will 
improve network throughput, and STBC will help overcome channel fading [11-15]. In order to validate this paradigm, 
a simple network coding scheme will be applied, first. Let ri+2

(1)(t) and ri+2
(2)(t) represent the signals transmitted over 

the first and the second antenna of the relay node R, respectively, in the time slot (i+2) to both the source nodes N1 and 
N2. The network coding scheme is given by the bit-wise multiplication of the signals received in the ith and the (i+1)th 
time slots according to the following rule: 
ri+2

(1)(t)= )1(b~i
(2)

ib~ .P(t)                             (26) 
 

ri+2
(2)(t)= )1(

1)(ib~ 
(2)

1)(ib~  .P(t)                       (27) 

Similarly, Let ri+3
(1) (t) and   ri+3

(2) (t) represent the signals transmitted over the first and the second antenna of the relay 
node R, respectively, in the time slot (i + 3) to both the source nodes   N1 and N2 and are given by 
ri+3

(1)(t)= b
~

(i+1)
(1) b

~
i+1

(2).P(t)                     (28) 
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ri+3
(2)(t)= b

~
i
(1) b

~
i
(2).P(t)                             (29) 

After network coding, the Alamouti scheme is applied with the formats 
ri+2

(2)(t)= -( ri+3
(1)(t))*                                 (30) 

ri+2
(2)(t)= ( ri+2

(1)(t))*                                                                                                                          (31) 

The signal received at the source node N1 in the time slot (i+2) and (i+3) is given by 
(t)e 2)(iN,

(1)
  = h(i+2)

(1,1) r(i+2)
(1)(t) + h(i+2)

(1,2) r(i+2)
(2)(t)+ n(i+2)

(1)(t)                                                         (32) 

 (t)e 3)(iN,
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 = h(i+3)
(1,1) r(i+3)

(1)(t) + h(i+3)
(1,2) r(i+3)

(2)(t)+ n(i+3)
(1)(t)                                                         (33) 

On applying Alamouti scheme in equation (33) from equations (30) and (31) we get 
(t)e 3)(iN,

(1)
 = -h(i+3)

(1,1) (r(i+2)
(1)(t))* + h(i+3)

(1,2) (r(i+3)
(2)(t))*+ n(i+3)

(1)(t)                                                (34) 
On rearranging the terms we get 

(t)e 3)(iN,
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(1,2) (r(i+3)

(2)(t))* - h(i+3)
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(1)(t)                                                  (35) 

Now, equations (32) and (35) can be represented in matrix form as  
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Similarly, the signals received at the source node N2 in the time slots (i+2) and (i+3) can be represented in matrix form 
as 
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Now the source nodes N1 and N2 detect (1)
2)(ib~   and (1)

3)(ib~  , then estimate the combined signal using Maximum 

likelihood (ML) decision rule. The corresponding bit error probability of this 21 MISO system [7], is given by 
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Figure 2:  Overall BER Comparison of ZF and MMSE in transmitting phase. 
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5. SIMULATION RESULTS  
In this paper, we compare the performance of the physical layer network coding (PNC) with the newly proposed 
Multiple Input Multiple Output Network Coding Scheme. Both schemes use BPSK, Rayleigh-flat-fading channel model 
is assumed between each antenna pair in the system. Fig.2 and Fig.3 provides a comparison of the overall bit error 
performance obtained in the three nodes relay network. In the source node transmission of the MIMO network coding 
scheme, two different spatial multiplexing receivers, ZF and MMSE are deployed at the relay node R. The BER 
comparison of both is shown in Fig.2. In the relay node forwarding of MIMO network coding scheme (BER 
comparison with PNC shown in Fig.3), the source node   N1 or N2 applies Maximum Likelihood (ML) symbol detector 
followed by a binary exclusive or (XOR) operation to extract BPSK signals from the other. At last we found that MIMO 
network coding outperforms the PNC. 

 
 

Figure 3: BER for BPSK modulation with 21 MISO Alamouti and PNC (Reyleigh Channel) 
 

6. CONCLUSION 
In this paper, a new two-way protocol with combination of MIMO and network coding has been proposed. The benefits 
of MIMO network coding come from two transreceiver antennas at the relay node R, where both code multiplexing and 
spatial diversity gains can be jointly exploited. Theoretical and simulative performance analyses show that MIMO 
network coding protocol with MMSE detection at the transmitting phase outperforms PNC schemes and provides more 
robust and efficient transmission. 
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SYNOPSIS 
 
Flood embankments are constructed to train a river and protect the flood prone areas due to spill of the 
river. Embankments are to be protected in all such reaches vulnerable to river attack by providing 
revetments/pitching/stone crates/gabions. Spurs are usually provided to deflect the river away from the 
bank when the river flows hugging the embankment. Long impermeable spurs cause flow restriction, afflux 
and deep scour near the spur heads. Permeable spurs are cheaper and flexible since they cause partial 
obstruction to flow. In spite of providing 378 impermeable spurs on left and right flood embankments in Kosi 
river, the embankments breached on several occasions due to failure of the spurs. The breach that 
occurred at Kusaha in the left flood embankment of Kosi in 2008 was triggered by the failure of two long 
spurs upstream of the breach site. It caused avulsion of Kosi river flow bringing devastation of five 
districts in north Bihar. An effort has been made to analyse the cause of the 2008 breach which is 
likely due to choking of flow and flow instability resulting in wash out of the spurs and 
subsequent breaching of the flood embankment. 
 
INTRODUCTION 
Flood embankments are constructed along river banks to protect the countryside from flood 
damages due to spilling of river banks. In India, we have constructed about 34,000 km of flood 
embankments (at central and state level) - a large percentage of which are in  north  and north 
east India where the rivers are shallow and wide due to meandering/braiding of river course. 
Flood embankments are constructed with earth made of clay, silt and sand locally available from 
river bed and banks. Guidelines for planning and design of flood embankments are available in 
IS (12094:2000, 11532:1995) and IRC (89: 1997) codes. 
Flood embankments often breach (Mazumder, 2011 ) due to a number of reasons, resulting in 
damage to standing crops, loss of human and animal life, destruction of properties, dislocation of 
communication and unimaginable sufferings of people which can not be measured in terms of 
money. Spurs are often constructed along the river banks for protection of embankments against 
direct attack by the river. 378 numbers of spurs of different lengths were constructed on  the 
eastern and western marginal flood embankments on either side of river Kosi to save the 
embankments from the fury of the river. Yet, the embankments breached on several occasions. About 
2.2 km long breach of the left flood embankment occurred in 2008 due to failure of spurs near Kusaha 
about 12 km upstream of Kosi barrage. It caused flow avulsion of the river Kosi resulting in devastation 
in the five districts of north Bihar (Pun-2009, Mishra-2008,Sinha-2009a &b).  
One of the primary objectives of writing this paper is to critically examine the effectiveness of impervious 
spurs-especially long ones- provided in the left flood embankment near Kusaha used for the protection of 
Kosi flood embankments (Mazumder,1985). 
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PURPOSE AND CLASSIFICATION OF SPURS 
Spurs (earthen spurs are also called groins) are constructed transverse to the river flow and 
extend from the bank into the river.Impervious earthen spurs/groins are made of locally available 
materials like clay, silt, sand and gravels etc. Rocks, rock filled crates or gabions, sand filled 
geo-bags and geo-tubes are also used to construct spurs where the river is steep with high flow 
velocity. Nose and adjacent shank portion of spurs are protected by heavy materials like stones 
or stone filled  crates or cement concrete blocks. Main objectives of constructing spurs are  

• Training of a river along a desired course  

• Reduction of  flow concentration at the point of attack by altering flow direction 

• Protection of the bank by keeping the flow away from it 

• Creation of slack flow with the object of silting up the area in the vicinity of river bank 

• Dampening the flow and reduce the velocity due to energy dissipation in the eddies 

• Increasing  the depth of flow for navigation purpose by reducing width and aligning a wide 
and poorly defined channel into well defined channel  

• Controlling wild meandering and migration of a stream to a defined course. 

Fig.1 illustrates a typical spur field used to train a river along a desired course 
  

 
 

         Fig. 1 Typical Spur field for training  a river along a desired course 
 
Different types of spurs used for protection of embankments may be classified according to: 

a) Methods and materials of construction: namely, permeable, impermeable, slotted etc. 

b) Height of spurs with respect to HFL: namely, submerged, unsubmerged, sloping etc.  

c) Mode of action: namely, deflecting, attracting, repelling etc. 

d) Special shapes: namely, T-headed, hockey type, kinked type, dagger type etc.  
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In case of deep and narrow rivers or rivers carrying considerable suspended sediments, 
permeable spurs are preferred. These spurs are comparatively cheaper and offer flexibility in 
construction, maintenance and any alteration required at a later stage. Unlike impermeable 
earthen spurs, they cause partial obstruction to flow by allowing water to flow though their 
bodies and promote deposition of sediments due to flow dampening through production of micro 
-turbulence. In long impermeable spurs, there is high afflux and flow concentration near the head 
resulting in deep scour and failure of spur heads. Common types of permeable spurs generally in 
use are pile spurs, tree spurs, porcupines, cribs etc.  Plan and elevation of a typical pile spur are 
shown in fig.2. 
 

 
 
Fig.2 Plan and Elevation of a Typical Pile Spurs 

 
PLANNING AND DESIGN OF SPURS 
Spurs can be used singly or in groups (Spur Field) in case the reach to be protected is long as 
shown in Fig 1. They can be used in combination with other training measures also. Length, 
spacing and orientation of spurs in a group are usually decided by the desired river course and 
determined by physical model tests. Spurs are designed for a flood discharge of 50 year return 
period. As per IS : 8408 (1994),  length of spur measured from top of bank should not be less 
than 2.5 (ds+yo),where ds is the scour depth below river bed and yo is the mean depth of flow. 
This provision is made to ensure  that the scour hole formed at the nose of spur is kept away 
from the toe of scoured bank. Restriction of normal waterway by long spurs cause sharp rise in 
Froude’s number of flow at the head resulting in deep scour in the vicinity of head. Hydraulic 
model study was conducted at CWPRS, Pune (CW & PRS, 1991-92) to find maximum scour 
depth at nose of solid spurs of length (L) in a channel of width (B) as illustrated in fig.3. 
As per IS code (IS:8408,1994), the effective length of spurs should not exceed 1/5th of width of 
the flow in the case of a single channel. In case of wide, shallow and braided channels, the 
protrusion of the spurs in the channel adjacent to bank should not usually exceed 1/5th of the 
width of that channel on which the spur is proposed. The spacing of spurs is normally 2 to 3 
times its effective length. Lagasse (1995) made exhaustive study of spurs and his 
recommendations for planning and design of spur field are summarized in table-1 
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Fig.3 Determination of Depth of Scour( ds) and Length of spur(L) 
 

Table-1 PRINCIPLES GOVERNING DESIGN OF SPUR FIELD 
                                                            ( AFTER LAGASSE 1995) 

Factor Design criteria 

Longitudinal 
extent of spur 
field. 

Field and aerial surveys of the extent of scour are a good basis for 
determination of the necessary extent of the spur field. 
Protection downstream of a bend is especially important because meander 
bends propogate downstream. 

Spur length 

Where the bank is irregular,spur length should b adjusted to provide even 
curvature of the thawleg. 
Generally Lg<0.15 W (W=channel width ) for impermeablespurs. 
Lg<0.25W for permeable spurs. 

Spur orientation 

Orientation effects spurs spacing,scour depth at the tip of the spur and the 
degree of flow control achieved. 
spurs oriented normal to the flow are most economic because they provide 
maximum protrusion for a given spur length.The first (upstream) should 
be angled downstream. 

Spur spacing,Sg 

Sg=Lge cotθ, where Lge is effective length = distance between arcs 
describing the toe of the spur field and the desired bank line; 
θ is flow expansion angle downstream of the spur tips =170 for 
impermeable spurs  

Spur height 

Impermeable spurs generally do not exceed bank height. 
Permeable spurs should allow floating debris to pass over, unless the 
design requires trapping of light debris. 

Spur plan shape 
Straight spurs are preferred.Top width of the impermeable spurs should be 
atleast 1m. 

Spur side slopes Side slopes should be 2:1 (H:V) or flatter. 
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Permeability of 
spur 

Permeability upto 35% does not effect the length of the channel bank 
protected. 
Impermeable Spurs give better flow control, but induce greater end scour, 
and if submerged, can cause bank erosion. 
High permeability spurs are preferred for mild bends and small flow 
velocity reduction applications. 

Bed and Bank 
contact 

Adequate bed contact is necessary to avoid undermining of the spur, 
especially at the toe, where a launching apron is advantageous. Adequate 
bank contact is necessary to avoid outflanking of the spur. 

Erosion protection 
Riprap protection to the upstream and downstream faces and at the end of 
the spur is recommended. 

 
BRIEF HISTORY OF BREACHES IN KOSI MARGINAL FLOOD EMBANKMENTS  
River Kosi originating from the Himalayas travels a distance of 468 km through Tibet, Nepal and 
India before joining river Ganga at a place called Kursela in Bihar. Before the construction of 
marginal flood embankments, river Kosi used to devastate both Nepal and north Bihar due to 
periodic change in its course. With its apex at Chatra in Nepal where Kosi comes out of the 
mountains in Nepal, it has shifted its course - sometimes in the east and sometimes in the west - by a 
distance of about 150 km over a period of 202 years from1731 to 1933. A barrage of 1150m length 
and 1.53 m crest height was built at a place called Hanuman Nagar (near Indo-Nepal border) with 
marginal flood embankments on either side of the river (144 km in the east and 125 km on the west) 
in the year 1961 with a view to confine its course within the embankments with spacing of 
embankment varying from 4 km to 6 km.  
Kosi flood embankments breached on several occasions resulting in devastating floods, loss of life 
and properties and unimaginable sufferings of the people in north Bihar. Details of spurs and the 
history of the breaches that occurred after the construction of flood embankments are given in tables-
2(a) and 2(b) respectively. Most of these breaches were triggered due to failure of spurs. A total of 
378 numbers of impermeable spurs of different lengths were constructed on either side of Kosi river 
over the years to save the flood embankments from the fury of the River. The latest breach of 2.2 km 
length at Kushaha occurred in left marginal embankment about 12 km upstream of the barrage as 
illustrated the Google Picture-1. Fig.4 shows river section near the breach site. 
Unlike earlier breaches which had occurred during high floods, 2008 breach occurred at a discharge 
of only about 4081 cumec (1.44 lakh cusec) which is even less than one sixth  of the design flood 
discharge of  26,922 cumec (9.5 lakh cusec).  At this low flow, river Kosi is reported to flow in two 
different channels near the breach site of left embankment due to bifurcation of the river 
(anabranching) at about ch.14 km upstream of the barrage. Two spurs of 200 m and 269 m length at 
km.12.1 and 12.9 respectively caused obstruction to the flow, flow choking and consequent 
instability of flow resulting in wash out of the spurs and subsequent breach of flood embankment at 
such a low flow. 
 
EFFECTIVENESS OF LONG SPURS IN PROTECTING FLOOD EMBANKMENT 
While designing a spur or spur field, the maximum length of spurs are usually fixed by an amount of 
1/5 Lacey’s regime waterway In other words, the length of spurs should not cause restriction (or 
fluming) more than 4/5th of Lacey’s waterway. Spurs are usually spaced at an interval of 2 to 3 
times their lengths. With a design flood of 26,922 cumec , Lacey’s regime waterway is 788 m and 
the maximum permissible length of spurs at design flood is 158m as per IS:8408. 
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       Picture-1 Spurs Prior to Breach  at Kusaha  Fig.4 Cross Section of Kosi  at Kusaha  
                       

Table-2 (a): Detail of Spurs 
      
Embankment  Location                           NumberofSpurs   
 
Eastern afflux bund   Nepal (Upstream of Barrage)    60 nos.        
Western afflux bund  Nepal (upstream of  barrage)  21 nos. 
 
Eastern Embankment  India  (Downstream of Barrage)  204nos.  
 
Western  embankment  Nepal (downstream of barrage)   29 nos.  
 
Western embankment  India  (Downstream of Barrage)   64 nos.  

 
        Table- 2(b)Summary of Past Breaches in Kosi Flood Embankments 

 
Year  Location of Breach  Embankment Breached 

 
1963  Dalwa, Nepal   West Embankment 
1968  Jamalpur, Bihar  West Embankment 
1971  Matniyabandha, Bihar  East Embankment 
1980  Barharawa, Bihar  East Embankment 
1984  Hempur, Bihar   East Embankment 
1987     Gandaul and Samani             West Embankment 
                                 In Bihar 
1991  Joginiyan, Nepal  West Embankment 
2008  Kusaha, Nepal  East Embankment 
 

Length of the spur at km12.9 (upstream of the barrage) near Kusaha is 269 m.  It is too long - 
more than 1.7 times the permissible length as per IS: 8408.The wash out of two spurs at ch.12.1 
and 12.9 (measured u/s of barrage axis) took place at a low flood of 4081 cumec only. At this 
flow, Lacey’s waterway is 306 m and 1/5 of waterway is 54m as against 269 m length of the spur 
near the left channel of about 800m width (See Fig.4) adjacent to the left embankment. Thus the 
spurs are too long - far exceeding a maximum permissible restriction of one fifth of Lacey’s 
waterway- resulting in flow choking and flow instability as explained in the following paragraph.  
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One of the important factors responsible for wash out of the spurs and subsequent breaching of 
left flood embankment is formation of multiple channels upstream of barrage due to sediment 
deposition in the submerged area of the barrage deigned with a high afflux of 3.21m. It is 
reported that nearly 85% incoming flow (4081 cumec) was flowing through the left channel 
hugging the left embankment just before the breach. As seen in Fig.4, the difference in bed levels 
between left and right bank channels is nearly 4m. Such a situation which occurred due to silt 
deposition upstream of the barrage was, perhaps, never envisaged by the designer of spurs at the 
planning stage. With high flow concentration near left embankment, the spurs failed due to flow 
choking and consequent wash out of the spurs and subsequent breaching of the left embankment. 
 
HYDRAULIC ANALYSIS OF BREACH 
   Assuming the left channel adjacent to the left embankment to be rectangular having 
apperoximate bed width (B1) of 800m and a depth (y1) equal to 2.3 m (Fig.4), its sectional area 
(A1) of the channel is 
  
 A1 = B1*yi =1840 m2 and the mean velocity of approach flow (V1) in the channel is 
 V1 = 0.85*4081/1840 = 1.895 m/s. Hence the Froude’s number of incoming Flow (F1)  
 F1 = V1/√(gy1) = 0.4 
Using principles of continuity of flow and assuming no loss in energy in the transition in a 
rectangular channel, Mazumder (1978) proved that the fluming ratio, r = B0/B1 can be expressed 
as 
 
 r = B0/B1 = (F1/F0)[(2+F0

2)/(2+F1
2)] 3/2       

 
Where F1=V1/√(gy1) is the Froude’s number of incoming flow in the normal channel section and 
F0 is the Froude’s number at throat (or flumed) section. For Choked flow, F0 =1 and hence the 
critical fluming ratio rcr = (Bo/B1)cr in this case is given by 
 rcr = (0.4/1) [(2+1)/(2+0.16)] 3/2 =0.66 
Since the length of spur in the Left Channel is 269 m, therefore, width of flow at the flumed 
section is 
 B0 = 800-269 = 531 m and the actual fluming ratio  
 B0/B1=531/ 800 = 0.66= rcr 
Thus the flow in the left channel was just choked. In fact, due to non-uniform distribution of 
velocity, the flow at throat gets choked even at a value of F0 = 0.7. Corresponding value of 
rcr=0.71and hence the flow at a fluming ratio of 0.66 is definitely choked. Less the fluming 
ratio(i.e. more is the restriction), higher is the flow choking. 
In a choked flow, there is high afflux associated with hydraulic jump formation downstream. Flow 
becomes supercritical downstream of the throat section. Since the flow is highly asymmetric after 
the flumed throat (downstream of the spur head), the jump is skewed type and the flow downstream 
is highly asymmetric and unstable (Mazumder,2000) in the expanding zone downstream of the spur. 
This may have resulted in direct attack on the spurs resulting in their washout.  
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We report the design of an AND optical logic gate based on two dimensional triangular lattice of air

holes in Si. The proposed structure consists of Y-branch waveguide without nonlinear materials and

optical amplifiers. The simulation results show that the proposed all optical structure could really

function as an AND logic gate. This structure is favorable for large scale optical integration and can

potentially be used in on-chip photonic logic integrated circuits.

& 2013 Elsevier B.V. All rights reserved.

1. Introduction

Photonic crystal (PhC) is a versatile platform to construct
devices with dimensions of a few wavelengths of light being
confined and have emerged as one of the most significant topic in
the field of optical communication. They have some unique
properties such as compactness, high speed, low power consump-
tion and better confinement.

Recently all optical logic gates have received much attention
for their applications in real time optical processing and informa-
tion communications [1–12], because all optical signal processing
can handle large bandwidth signals, large information flows and
have no need of electrical to optical conversion. In recent years
different schemes have been demonstrated for the designing of all
optical logic gates using nonlinear effects in optical fibers [13–15]
and in waveguides [16–18], but most of these works suffer from
certain limitations such as big size, low speed and difficult to
perform chip-scale integration. As logic gates are capable of
performing many logic functions and have many applications in
optical communication, photonic microprocessors, optical signal
processors and optical instrumentation. Thus photonic crystal
based all optical logic gates are considered as key elements in
future photonic integrated circuits and such optical devices have
attracted significant research in recent years. Most of the recent
research work is based on material rods assembled in air with air
cladding on both sides [19–22] i.e. the PhC structures are freely

suspended in air. These air-bridge structures having air cladding
on both sides are mechanically unstable from practical perspec-
tive as well as not suitable for future integrated circuits [23–24]
and large scale integration. Structures with solid support are
more realistic and suitable. To the best of our knowledge, no
optical logic gates have been proposed in two dimensional
photonic crystal structures (2D PhC) composed of air holes in
silicon (Si). In this paper, we have proposed the design of AND
logic gate based on two dimensional triangular lattice photonic
crystals composed of air holes in Si with Y-shaped PhC wave-
guide. Optical AND gate has many applications, such as, AND logic
gate is used to perform address recognition, packet-header
modification, and data-integrity verification. AND gate also serves
as a sampling gate in optical sampling oscilloscopes owing to
their ultrafast operation compared to the traditional electrical
methods. The structure proposed for the realization of AND logic
gate is a line defect induced symmetric Y-branch waveguide.
Earlier many applications have been realized on Y-shaped wave-
guide, such as, demultiplexer [25–26] and XOR logic gate [27].
The simulation results show that all the proposed Q3optical photo-
nic crystal waveguide structure could really function as AND logic
gate. By appropriately choosing the size of the holes at the center
of the Y shaped waveguide the optimal performance for the
proposed AND logic gate has been achieved.

2. Model and operating principle of AND logic gate

Fig. 1 shows the design of an all optical AND logic gate on the
platform of 2D PhC. In the schematic indicated in Fig. 1 symmetric
Y-shaped waveguide is formed and a hole is introduced at the
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center of the three waveguides. The proposed two dimensional
photonic crystal structures consist of 15a�15a two dimensional
triangular lattices. The refractive index of silicon (Si) is equal to
n¼3.5. The radius of air holes is (r¼ 0:4a), where ‘‘a’’ is the lattice
constant. According to the band diagram (shown in Fig. 2) of our
proposed structure as calculated by the plane wave expansion
(PWE) method, light with wavelengths between 1.166 mm and
1.926 mm for TE modes cannot pass through the uniform PhC
structure and thus is completely reflected. In Fig. 1 the input
signals are coming from the left lower and upper waveguides
indicated as input port A and input port B. Output signals are
obtained from the right port of the horizontal waveguide. AND
gate encompasses of two input signals and an output signal. The
output is logically ‘‘1’’ if and only if both of the input values are 1.
For AND gate the radius of the central hole is optimized in such a
way that for a single input as well as for both the inputs
maximum power is obtained at the output port. Optimization of
the structure is also carried out for increasing transmittance from
output waveguide with wavelength. Transmittance (T) is defined
as the ratio of output intensity obtained from the output wave-
guide to the incident intensity at the input waveguides, i.e.
T ¼ Iout=Iin. Fig. 3 shows the spectral response of proposed AND
gate for TE like polarization of incident light from single input
port and Fig. 4 for both the input ports. In Fig. 3, transmittance

has been shown with respect to the wavelength when incident
light is launched at one of the two input ports. Similarly Fig. 4
represents transmittance with respect to the wavelength of
incident light launched at both the input ports. The contrast ratio
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Fig. 1. Schematic of all-optical ‘‘AND’’ logic gate.

Fig. 2. Band gap structure of the photonic crystal layout.
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Fig. 3. Variation of transmittance with wavelength from the output waveguide for

the single input signal for TE like polarization of incident light.
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Fig. 4. Variation of transmittance with wavelength from the output waveguide for

both the input signals for TE like polarization of incident light.
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has also been calculated, i.e. Contrast ratio¼ 10 logðP1=P0Þ dB,
where P1 represents power for logic-1 and P0 represents power
for logic-0. Fig. 5 shows the variation of contrast ratio with
respect to the wavelength. Figs. 3–5 clearly show that the
optimized structure can be best worked out at the normalized
operating wavelength 1.55 mm which lies in optical communica-
tion range. The response time [28,29] for the proposed logic gate
structure has also been calculated.

3. Optimization of the radius of the hole at the center
of the three waveguides

To obtain the reasonable initial value of the radius of the hole
at the center of waveguides, the radius of all the other holes

except for the central hole has been taken as r¼ 0:4a. The radius
of central hole has been scanned when one of the input signals as
well as both the input signals are 1. Fig. 6 indicates that, as radius
of central hole increases, the output power increases to a max-
imum value for both the input signals as well as for the single
input signal. From Fig. 6 it is evident that as the value of radius is
increased beyond 0.25a power at the output port goes on
decreasing. Hence the radius of hole at the center is to be taken
as rc ¼ 0:25a.

4. Results and discussion for AND gate

The proposed optimized structure (rc ¼ 0:25a and r¼ 0:4a) has
been simulated using the finite difference time domain (FDTD)
method and the input ports have been excited by continuous
wave sources with power Pa. For simulation and optimization of
the structure shown in Fig. 1, the finite difference time domain
method with perfectly matched boundary conditions has been
employed to absorb waves and avoid reflections at the bound-
aries. The magnetic field polarization of the wave has been chosen
to be parallel to the y-axis, which is the axis of air holes in Si and
the wave propagates in the (x, z) plane. Convergence of the
simulations has been done according to the given rule, i.e.
Dxol=10 and Dzol=10 where x and z axes are the horizontal
and vertical direction coordinates and the axis of holes is along y

direction. The space grid and the time grid has been chosen such
that the structure meets the requirement of courant condition
which is given by the equation cDto1=

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

Dx�2þDz�2
p

, where c is
the speed of light in medium. We first apply continuous wave
signal at ports A and B separately and then simultaneously at both
the input ports A and B with power Pa. It has been found out that
output power is 0:395Pa for separate excitation with power Pa at
input port A as well as for separate excitation at input port B. For
simultaneous excitation with power Pa at both input ports A and
B the output power obtained is 1:580Pa.Thus the system performs
as an AND gate as summarized in Table 1. Table 1 shows the truth
table for the proposed optical AND logic gate.

From Fig. 5 it has been found out that the contrast ratio
between logic-1 output power and that for logic-0 is 60.17 dB at
the normalized operating wavelength ðl¼ 1:55 mmÞ which lies in
the optical communication range. The field distribution at steady
state for all combinations has been shown in Fig. 7 which exhibits
the operation of the proposed structure of an AND gate.

The response time of the proposed optimized optical AND logic
gate has been determined using the time evolving curve of the
output power similar to [29] and shown in Fig. 8.

From Fig. 8, it has been concluded that the time for the output
power to reach from 0% to 90% of the average output power Pav in
the final steady state is ct¼54.1 mm or t¼0.63 ps. The time ‘‘t’’
consists of two parts one of which is time due to transmission
delay i.e. t1¼0.330 ps and another is the time for the output
power to climb from 0.1% Pav to 90% Pav is found to be
t2¼0.301 ps. As the system operates on linear material, hence it
is expected that the falling time from average output power Pav to
10% Pav is approximately equal to t2.Thus a narrow pulse with a
width of 2t2¼0.602 ps can be produced. Hence, the response
period of the signal is obtained to be 1.204 ps, i.e. the proposed
AND logic gate can operate at a bit rate of 0.830 Tbits/s.

5. Conclusion

In this paper we have proposed the design for all optical AND
logic gate based on Y-shaped photonic crystal architecture. The
device performance has been analyzed by PWE method and
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Fig. 5. Contrast ratio versus the normalized operating wavelength.
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Table 1
Truth table for AND logic gates where output Y is in terms of input power Pa

Input A Input B Logic output Output Y

AND gate

0 0 0 0

0 1 0 0.395 Pa

1 0 0 0.395 Pa

1 1 1 1.580 Pa
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simulated using the FDTD method. The method of determining
the operating parameters has been explained and the optimized
parameters are obtained for achieving high contrast ratio. In this
paper, the design of the AND logic gate is based on linear

characteristics of the material and hence it can operate at very
low powers. It is expected that such a design will help in realizing
devices and components for broadband optical communication
systems and networks. The proposed structure could be the
strong candidate for future photonic crystal based all optical
logic gates.
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ABSTRACT 

An efficient green emitting Tb3+ doped NaCaPO4 (NCP) phosphor was synthesized by 

using conventional solid-state reaction for solid-state lighting applications.  X-ray diffraction 

(XRD), field emission scanning electron microscope (FE-SEM), FT-IR, emission and 

excitation properties were extensively investigated for NCP phosphors.  X-ray diffraction 

analysis confirmed the formation of NaCaPO4 with orthorhombic structure.  The excitation 

spectrum consists of strong 4f-4f transition at around 370 nm, which has higher intensity than 

the f-d transition.  Emission spectra indicated that this phosphor can be efficiently excited by 

UV light in the range from 250 to 400 nm, and shows strong emission band centered at 547 

nm.  Analysis of the emission spectra with different Tb3+ concentrations revealed that the 

optimum dopant concentration for these NCP phosphors is about 5 mol% of Tb3+.   

Diminishing of 5D3 level and increasing of 5D4 level emission intensity with the Tb3+ 

concentration explained successfully.  The emission color was analyzed and confirmed with 

the help of chromaticity coordinates and color temperature. The excellent luminescent 

properties of NaCaPO4: Tb3+ phosphor makes it as a potential green phosphor upon near-UV 

LED excitation. 

Keywords: Luminescence, Green emitting phosphor, phosphor converted White LEDs 
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1. Introduction  

With rapid progress in material design and device fabrication, light-emitting diode 

(LED) is one of the most efficient potential light sources for applications in solid-state 

lighting [1-3].  White light-emitting diode (W-LED) is an emerging solid-state light source 

that stands a real chance of replacing the traditional light sources such as tungsten light bulbs 

and fluorescent lamps [4-6].  W-LEDs are widely used due to their many advantages, such as 

power efficiency, energy saving, long lifetime and safety [7, 8].  Nowadays, the combination 

of yellow phosphors (YAG: Ce3+) and a blue LED is the most popular and conventional 

method to generate white light due to simple fabrication and mature processing.  However, 

this type of white LED has at least two draw backs.  Firstly, the overall efficiency decreases 

rapidly when the correlated color temperature of the device is decreasing.  Secondly, low 

colour rendering index, which is not very suitable for solid-state lighting. This problem could 

be solved by mixing green and red phosphors instead of YAG:Ce3+ phosphor.  This type of 

white light is generated by mixing green and red phosphors with blue light emitted from a 

blue LED.  However the green emission is one of the important components of the tricolor 

luminescence.  So far, green phosphors reported in the patents and the research literature have 

some disadvantages, including low stability for sulfide phosphors and low temperature 

quenching for silicate phosphors [9].  In recent years, the studies on red/green/blue tricolor 

phosphors excited by near UV InGAN-based LED chips ( em= 350-410) for solid state 

lighting applications have attracted more attentions [10-12].  Therefore, it is necessary to 

explore novel green phosphors, which exhibit intense green emission upon strong near- UV 

excitation.  Considering the rare earth ions, trivalent terbium is an important activator ion for 

luminescent materials due to its intense 5D4→
7F5 emission in the green region. Terbium 

activated green phosphors (Ce,Gd)MgB5O10: Tb3+ have been used in three band fluorescent 

lamps and Gd2O2S: Tb3+ for X-ray intensifying screens [13].   
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In the tricolor white LEDs, inorganic phosphors would be the best candidates for 

RGB phosphors in terms of both chemical stability and luminescence efficiency.  Among 

them, phosphate is one of the best promising phosphor materials for lamps, CRT and plasma 

display panels (PDPs) due to its excellent thermal and hydrolytic stability, high index of 

refraction and inexpensive cost [14, 15].  Recently, Chuanxiang Qin et al. [16] reported that 

NaCaPO4 host consists of higher thermal luminescence stability and it is well known that 

NaCaPO4 has a wide range of technological applications.  There were few reports recently on 

rare earth activated phosphate based phosphors for white light emitting diodes [15,17-19]. 

But there was no detailed report on the structural and luminescent properties of Tb3+ doped 

NaCaPO4 phosphor. 

Present work is essentially motivated by the quest to acquire a deeper insight into the 

optimization of doping concentration and energy transfer process based on the emission and 

excitation for NaCaPO4:Tb3+ phosphors. For this purpose, orthorhombic NaCaPO4: Tb3+ 

phosphors were synthesized by a solid state reaction method. The luminescent properties 

were investigated by varying the doping concentration of Tb3+

 ions in the host and determined 

the optimum doping concentration with the highest emission intensity.     

 

2. Experimental details 

Green emitting phosphors with general composition NaCa(1-x)PO4: x Tb3+ (x = 1, 2, 3, 

5 and 7 mol %) were prepared by solid state reaction using Na2CO3, CaCO3, NH4H2PO4 and 

TbCl3.6H2O as starting materials.  The stoichiometric amounts of these materials were 

weighed and then thoroughly wet mixed in an agate mortar with methyl alcohol as the 

wetting medium.  The mixture was calcined by three step heating process (i.e Firstly at 185 

oC for 2 h, then 714 oC for 1 h and finally at 950 oC for 3 h). 

The crystal structure and the phase purity of the calcined samples were identified by 

recording the powder X-ray diffraction (XRD) using a Cu K  radiation (X  pert MPD, Philips).  
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The data were recorded over the 2θ range of 20o-80o.  The morphology analysis of the 

samples was performed by a JEOL-5600 field emission scanning electron microscope (FE-

SEM). The structural properties were measured by using JASCO, FT/IR-6300 spectrometer. 

The emission and excitation spectra were measured with a Shimadzu, RF-5301PC 

spectrofluorophotometer.  The lifetime measurement was also carried out by exciting the 

sample with Nd-YAG laser upon 355 nm excitation.   

 

3. Results and Discussion 

3.1. Crystalline structure and morphology 

 The X-ray diffraction patterns of the 1 mol % Tb3+ doped NaCaPO4 phosphor is 

shown in Fig. 1 and has a good match with the standard patterns reported by the Joint 

Committee on Powder Diffraction Standards (JCPDS) number: 76-1456.  A pure 

orthorhombic phase of NaCaPO4 synthesized belongs to the Pn21a space group with lattice 

parameters a = 20.39 Å, b = 5.412 Å, c = 9.161 Å (JCPDS No: 76-1456).  It is found that 

there is no change in the position of the peaks with different concentration.  The ionic radius 

of the Tb3+ ion (92 pm) is smaller than that of Ca2+ ion (99 pm). Hence, it is expected that 

Tb3+ ions may substitute in the Ca2+ site. 

Fig. 2 shows the FE-SEM image for the 5 mol% Tb3+ doped NaCaPO4 phosphor. The 

powder particles appear to be highly crystalline with slight agglomeration. The particles are 

in the  m range with an inhomogeneous nature. The microstructure of the phosphor consists 

of irregular fine grains with an average size of about 4–8  m.  

 Fig. 3 presents FT-IR spectra of the 5 mol% Tb3+ doped NaCaPO4 phosphor.  The 

intense absorption bands at around 570 and 1051 cm-1 are due to stretching vibrations of 

phosphate groups [20].  The band around 2374 cm-1 originates from asymmetrical stretching 

of CO2. The peak at 3465 cm-1 is ascribed to the OH- stretching vibration mode and 1983 cm-
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1 is assigned to the H-O-H bending vibration mode of the H2O molecule, respectively. The 

characteristic vibrations of water molecule may arise from absorbed moisture at sample 

surface during the measurement.   

3.2. Luminescent properties 

The excitation spectrum of 5 mol % Tb3+ doped NaCaPO4 phosphor by monitoring 

the green emission (5D4→7F5) at around 547 nm is shown in Fig. 4.  For comparison, the 

overall excitation spectrum can be divided into two parts: one broader excitation band at the 

shorter wavelength in the range from 250 to 290 nm represents the transition 4f 8→ 4f 75d1 

and the other at the longer wavelength region in the range from 290 to 400 nm represents the 

4f-4f transitions of Tb3+.  This is important to note that the transition 7F6→ 5G6 at 370 nm has 

the highest intensity than 4f-5d/4f-4f transitions of Tb3+, which was not observed in many 

hosts and indicating that this NaCaPO4: Tb3+ phosphor can be much suitable to excite well 

with the UV based LED chips.   

Luminescent properties of Tb3+ doped NaCaPO4 phosphors exhibit characteristic 

emission bands of Tb3+ due to 5D3→7FJ and 5D4→7FJ transitions upon near UV light 

excitation at 370 nm as illustrated in Fig. 5.  The blue emission lines centered at 416 and 438 

nm are corresponding to 5D3→7FJ (J = 5 and 4) transitions and the emission lines 493, 547, 

586 and 624 nm are from 5D4→7FJ ((J=6, 5, 4 and 3) transitions, respectively.   Among these 

peaks, the green emission at 547 nm corresponding to the 5D4→7F5 transition has the 

strongest intensity and this transition has the largest probability for electric-dipole transition 

as this transition is most intensive.  The 5D4→7F6 ( J=2) transition is a forced electric dipole 

allowed transition.  The intensities of blue emission peaks (5D3→7FJ) were much weaker than 

those of the green emission peaks (5D4→7FJ).  In order to verify the optimum Tb3+ doping 

concentration, the emission spectra measured with increasing the Tb3+ concentration (1 -7 

mol%) by exciting the samples at 370 nm excitation (Fig. 5).  The observed emission 
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intensities corresponding to the 5D3→7FJ and 5D4→7FJ bands have been considerably varying 

with the Tb3+ concentration.  The decrease in emission intensity with increasing activator 

concentration may be due to the well established concept of concentration quenching.  In the 

present work, the emission intensities from 5D4 excited states increased with increasing 

terbium concentration, they reach maximum at 5 mol% of Tb3+ and then decreasing due to 

the concentration quenching process.  On the other hand, emission peaks from 5D3 level 

decrease with increasing of terbium concentration. The inset of Fig. 5 shows the relative 

intensity of 5D4→7F5 transition of Tb3+: NaCaPO4 as a function of Tb3+ concentration.  This 

graph clearly shows that the optimum doping concentration for Tb3+ is about 5 mol% in the 

NaCaPO4:Tb3+ phosphors, which exhibits maximum emission intensity. Fig. 6 shows the 

emission spectra of NaCaPO4: Tb3+ with different Tb3+ concentrations, where the intensities 

are normalized to the green emission (5D4→7F5).  When the concentration of Tb3+ was 

increased from 1 to 7 mol % the emission intensities from 5D3 level decreased and almost 

vanished at 7 mol% Tb3+ concentration.  From Figs. 5 and 6, the decrement in emission 

intensities for 5D3 excited level transitions and the enhancement in emission intensities for 

5D4 excited level transitions are due to cross relaxation effect of Tb3+ ions.  This non-radiative 

cross relaxation is induced by the resonance between the excited and the ground states of two 

Tb3+ ions, which can be described as (5D3 + 7F6) → (5D4 + 7F0) [21].  High Tb3+ 

concentrations make the distance of Tb3+-Tb3+ shorten and thus a fast cross relaxation from 

5D3 to 5D4 energy level.  As a result, the emission peaks originating from 5D3 level were 

almost vanished and the green emission becomes increased up to a critical concentration has 

reached. 

In addition, critical distance corresponding to the critical quenching concentration is 

defined as the average shortest distance between the nearest Tb3+ ions between which energy 
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transfer occurs.  Blasse [22] has suggested that the critical distance of energy transfer can be 

estimated by the equation:   

Rc = 2 
3
1

4
3

⎥
⎦

⎤
⎢
⎣

⎡
Nx

V

cπ
   (1) 

where cx  is the critical concentration, N is the number of cations in the unit cell, and V is the 

volume of the unit cell.  By taking the experimental and analytical values of V, N and cx  

(1010.9 Å3, 4 and 0.05, respectively).  The critical transfer distance in NaCaPO4:Tb3+ is 

calculated to be about 2.1 nm, which is in accordance with other reported values for different 

hosts [23, 24]   

The emission spectra of optimized 5 mol % Tb3+ doped NaCaPO4 phosphors upon 

different excitations are measured and shown in Fig. 7.  The inset of Fig. 7 shows the relative 

intensity as a function of excitation wavelength.  From this figure, it can be revealed that 

these phosphors emit maximum intensity upon 370 nm excitation. The emission color was 

analyzed and confirmed with the help of CIE chromaticity coordinates. The CIE chromaticity 

coordinates for the 5 mol % Tb3+ -doped NaCaPO4 phosphors at different excitations (274, 

319, 353, 370 and 378 nm) are nearly (x = 0.27, 0.58) with correlated color temperature 6660 

K, which are indicated in the CIE diagram as shown in Fig. 8.  It is obvious that these 

coordinates are in good agreement with the well known green phosphors (Zn,Cd)S:Ag (0.26, 

0.60) and ZnS:Au0.05, Cu0.01 (0.267, 0.582) [25] and  exhibit green light emission in the 

chromaticity diagram.  So, the Tb3+ can be used as activator ion and doped in to NaCaPO4 

host  to obtain white light phosphor and this phosphor can be strongly excited by 352, 367 

and 389 nm, which one of the wavelengths is matching well with the UV LED emission 

(350-410 nm).  Hence it is suggested that Tb3+ -doped NaCaPO4 phosphor is suitable for 

phosphor-converted LEDs. 
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Fig. 9 shows the mean decay time for the 5D4 level measured for 5 mol% Tb3+ doped 

NaCaPO4 phosphors by monitoring at 547 nm emission, which is found to be 2.69 ms.  The 

measured lifetime is found to be shorter than those published elsewhere, which is suitable for 

PDP application [26, 27].         

 

4. Conclusions 

Orthorhombic NaCaPO4:Tb3+ phosphors were prepared by using conventional solid 

state reaction technique.  A single-phase phosphor powder was obtained by means of XRD 

analysis.  A series of NaCaPO4: Tb3+ phosphors with various Tb3+ concentrations prepared 

and effect of the Tb3+ concentration on the emission intensity was investigated.  These 

phosphors exhibit strong green emission at around 547 nm due to the 5D4→7F5 transition of 

Tb3+ and the highest emission intensity was observed for 5 mol% of Tb3+ doping 

concentration.  The critical energy transfer distance of Tb3+:NaCaPO4 is about 2.1 nm.    This 

phosphor can be efficiently excited by light with wavelength of 370 nm to emit green 

emission with high correlated color temperature (CCT=6660 K). Therefore, the phosphor 

NaCaPO4: Tb3+ is a potential candidate to utilize as a green phosphor for white light emitting 

diodes upon near UV-LED excitation. 
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Figure Captions:  

Fig. 1. XRD patterns of the 1 mol % Tb3+ doped NaCaPO4 phosphor 

Fig. 2. FE-SEM image for 5 mol% Tb3+ doped NaCaPO4 
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Fig. 3. FT-IR spectrum for Tb3+:NaCaPO4 phosphors 

Fig. 4. Excitation spectrum of NaCaPO4: Tb3+ phosphor 

Fig. 5. Emission spectra of NaCaPO4: Tb3+ phosphor with different Tb 3+ concentrations. 

Inset shows the dependence of 5D4→7F5 peak intensity with Tb3+ concentration. 

Fig. 6. Emission spectra of Tb3+ doped NaCaPO4 phosphor with different concentrations, 

where the intensities of the green emission (5D4→7F5) are normalized.   

Fig. 7. Emission spectra of 5 mol % Tb3+ doped NaCaPO4 phosphor upon different 

excitations. 

Fig. 8. The CIE color coordinates for 5 mol % Tb3+:NaCaPO4 phosphor upon different 

excitations 

Fig. 9.  The decay curves for the 5D4 level of Tb3+ at 547 nm under the third harmonic (355 

nm) of a Nd: YAG laser excitation 
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Fig. 4. 
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Fig. 5. 
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Fig. 6. 
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Fig. 7. 
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Fig. 8. 
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Fig. 9.   
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Highlights  
 

 Successfully synthesized orthorhombic phase of NaCaPO4 (NCP) phosphors 

 Structural and Luminescent properties have been investigated. 

 In the excitation spectrum, 7F6→5G6 transition at 370 nm exhibit highest intensity. 

 CIE coordinates of Tb3+: NCP phosphor indicate green light emission in CIE diagram  

 Hence, Tb3+ doped NaCaPO4 is suitable for UV based pc-LEDs  

 


