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ABSTRACT 

 

The paper introduces novel architectures for implementation of fully static master-slave flip-flops for low power, high 

performance and high density. Based on the proposed structure, traditional C
2
MOS latch (tristate inverter/clocked inverter) based 

flip-flop is implemented with fewer transistors . The modified C
2
MOS based flip-flop mC

2
MOSff1 and mC

2
MOSff2 are realized 

using only sixteen transistors  each while the number of clocked transistors is also reduced in case of mC
2
MOSff1. Post layout 

simulations indicate that mC
2
MOSff1 flip-flop shows 12.4% improvement in PDAP (power-delay-area product) when compared 

with transmission gate flip-flop (TGFF) at 16X capacitive load which is considered to be the best design alt ernative among the 

conventional master-slave flip -flops. To validate the correct behaviour of the proposed design an eight bit asynchronous counter is 

designed to layout level. LVS and parasitic extraction were carried out on Calibre whereas layouts were implemented using IC 

station (Mentor Graphics). HSPICE simulat ions were used to characterize the transient response of the flip-flop designs in a 

180nm/1.8V CMOS technology. Simulations were also performed at 130nm, 90nm, and 65nm to reveal the scalability of both the 

designs at modern process nodes. 

 

KEY WORDS: flip-flops; low power; h igh speed; power-delay-area p roduct; VLSI; logical effo rt. 

                                                       

1. Introduction 

 

Flip-flops are the key elements used in sequential digital 

systems. The appropriate selection of flip-flop topologies is 

instrumental in the design of VLSI integrated circuits such 

as microprocessors, microcontrollers and other high 

complexity chips. However, factors such as high 

performance, low power, transistor count, clock load, design 

robustness, power-delay and power-area t radeoffs are 

generally considered before choosing a particular flip-flop 

design. The highest operating frequency of clocked digital 

systems is determined by the flip-flops. Flip-flops and clock 

distribution network generally account for 30-70% of the 

total chip power consumption [1, 2]. Clock load is another 

major concern for d igital system designers and several 

contributions have been reported in the past to reduce clock 

load and the associated power diss ipation in the clocking 

network [3-5]. A design with elevated transistor count 

occupies larger area on chip and leads to an increase in the 

overall manufacturing cost. Hence, design and 

implementation of low power h igh performance flip-flops 

with least possible chip area is the main target of the modern 

chip manufacturing industry. 

 

Flip-flops are broadly classified into three main categories 

viz. master-slave [6-11], pulse triggered [12-17] and 

differential flip -flops [18-21]. Among them, master-slave 

and pulse-triggered flip-flops are the most efficient in terms 

of power-delay product. Master-slave flip-flops exhib it 

positive (negative) set-up time (ho ld time) requirements and 

hence not suitable for high speed systems due to extended 

data to output delays. But they are power efficient and can 

be used in low power applications. However, their main 

limitat ion is less robustness to clock skew. Pu lse-triggered 

flip-flops have negative set-up time and thus lead to smaller 

data to output delay. They exh ibit inherent soft clock edge 

property which minimizes clock skew related cycle time 

loss.  

 

A classification of master-slave flip-flops is further 

elaborated in Figure 1. Clock-gated topologies exhib it 

internal clock gating to suppress the power consumption at 

lower data switching activities based on a clock gating logic 

and a comparator circuit. However, clock gated flip-flops 

have extended latency due to enhanced clock to output 

delays along with increased chip area overhead. Clock gated 

structures generally consume lesser power at low switching 

activities [22]. TGFF represents the best choice in the non-

clock gated flip-flop category in terms of power-delay 

product [6] whereas existence of NMOS transistors in the 

critical path along with partially non-gated keepers leads to 

less significant power-delay tradeoff characteristics  in case 

of write port master-slave flip -flop (WPMS) [7, 8] and pass 

transistor logic based flip-flop (PTLFF) [9]. 

 
 

Figure 1. Classificat ion of master-slave flip-flops. 

 

    In this paper, we introduce an alternative design approach 

for designing C
2
MOS based master-slave flip-flop, based on 

a new architecture with reduced transistor count and 

improved power-delay-area product. The proposed 

configurations mC
2
MOSff1 and mC

2
MOSff2 fall under the 

non-clock gated flip-flop category as shown in Figure 1.  

 

    The rest of the paper is organized as fo llows. Section 2 

compares the conventional master-slave flip-flop 

configurations with proposed designs. Section 3 highlights 

the simulat ion parameters and test bench along with 

techniques used for transistor sizing and methodology 

adopted for optimization of timing and power-delay product. 

Section 4 describes the simulation results. Section 5 

concludes the paper. An appendix is added to show 

calibrat ion of parameters for delay calculations using LE 



theory and to outline the strategy followed for designing the 

eight-bit ripple counter. 

 

2. Overview of previous work and proposed designs 

 

Figure 2 shows the conventional master-slave flip-flop 

architecture whereby two regenerative loops (L1 and L2) are 

present in the master and slave sections to account for a 

static functionality. Both the loops operate independent of 

each other on complementary clock signals. Regenerative 

loops are composed of cross coupled inverters. It can be 

observed from Figure 2 that for each loop regenerative 

action is achieved through one inversion in the forward 

(critical) path while the other (clocked) inversion takes place 

in the feedback path. Moreover, there is no common 

component between both the loops.  

 

    Since an inverter followed by transmission gate is 

equivalent to a clocked inverter, the combination is replaced 

by a clocked inverter to form a C
2
MOS based flip-flop 

architecture as shown in Figure 3 [23]. Two regenerative 

loops L3 and L4 are used in a similar manner as in the 

previous case to maintain the static nature of the flip-flop. 

 

 
Figure 2. Conventional architecture with inverting latches in   

the feedback path. 

 
 

Figure 3. Conventional architecture with clocked switches in 

the feedback path. 

 

    However, in the proposed architecture as reported in 

Figure 4 (a), both the inversions take place in the forward 

(critical) path and the loop is completed by a clocked switch 

for  loop L6 while loop L5 is completed by using an inverter 

in the feedback path. It is clearly noticed from Figure 4(a) 

always driven and never floating thus ensuring a static flip -

flop operation. The size of t ransistors in the feedback path 

marked by asterisks (*) is kept at 360nm (minimum 

technology width) to eliminate race conditions at nodes U 

and V. Yet another implementation is shown in Figure 4 (b ) 

which uses inverter INVX in the critical path and a clocked 

switch to form a regenerative loop L7. It is to be noted that 

INVX is common to both the regenerative loops L7 and L8 

which is contrary to the realization of prev ious architectures. 

 

Figure 5 represents the actual circuit design based on the 

proposed architectures in Figure 4, while TGFF is 

implemented using transmission gates as switches in the 

conventional architecture as demonstrated in Figure 6.   

 

 
 

(a) 

 

 
 

(b) 

 

Figure 4. Proposed architectures. 

 

 

 

 

 

 

 



 
 

(a) mC
2
MOSff1 

 

 
(b) mC

2
MOSff2 

 

Figure 5. Schematic d iagrams of proposed designs.   

 

 
 

Figure 6. TGFF based on conventional architecture. 
 

It can be clearly observed that mC
2
MOSff1 and mC

2
MOSff2 

both are realized using sixteen transistors each. As a result, 

the area occupied by the proposed designs is significantly 

lesser than the conventional designs. Moreover, the number 

of clocked transistors in mC
2
MOSff1 is six as compared to 

eight in case of TGFF or conventional clocked inverter 

based flip-flop C
2
MOSff [23]. 

 

To illustrate the superior performance of the proposed flip-

flop configurations, other flip-flop topologies viz. TGFF, 

WPMS, PTLFF, gated master-slave latch (GMSL) [10] and 

data transition look ahead flip-flop (DTLA) [11] belonging 

to the master-slave class have been used for comparisons. 

Out of the above mentioned topologies GMSL and DTLA 

represent flip-flops with internal clock gating. Schemat ic 

diagrams of WPMS, PTLFF, GMSL and DTLA are shown 

in Figures 7-10 respectively. 

 

 
Figure 7. Schematic diagram for Write port master slave     

flip-flop (WPMS). 

 

 

 
Figure  8.  Schemat ic diagram for Pass transistor logic style  

flip-flop (PTLFF).

 



 

Figure 9. Schematic d iagram for Gated master slave latch (GMSL). 

 

  

Figure 10. Schemat ic diagram for Data transition look ahead flip-flop (DTLA). 

 

 

 

 

 

 

 

 

 



3. Simulation parameters, test bench and optimization 

 methodology 

 

Table 1 lists the CMOS parameters used for creating the 

simulation environment. The flip-flops were designed to 

layout level in 180nm/1.8V CMOS process at 250 MHz 

clock frequency. The width of transistors in the feedback 

structures were invariably fixed at the min imum value 

360nm while the slope of the data and clock signals was kept 

at 100ps. Performances of the various flip-flop 

configurations are evaluated through SPICE simulation of 

the circuits ext racted from the layout with the inclusion of 

parasitics. 

 

.

                                                           Table 1: Simulation parameters. 

                                                                                                   

Parameter Value 

Wmin 360nm 

Lmin 140nm 

Cmin 1.24fF 

VDD 1.8V 

Frequency 250MHz 

Signal Slope 100ps 

 
Figure 11.Simulation setup. 

 

     Figure 11 shows the simulat ion test bench for 

characterizat ion and comparison of the FF designs [3]. The 

clock and data signals are fed to the flip-flop through a two 

stage buffer. Data-to-output delay (TDQ,min) is used for 

performance comparisons. Logical effort theory is 

extensively used for designing fast CMOS circuits based on 

pencil and paper calculat ions and is widely adopted in the 

literature [24]. Hence, the delay sensitivity factor introduced 

by Alioto et. al. [25] based on logical effort theory has been 

used for performance optimization. 

 

        A 16 cycle long pseudorandom sequence with a 

switching factor α=0.5 is supplied at the data input for 

measurement of average power [26]. Since the delay and 

power characterization is strongly dependent on the 

capacitive load offered to FFs [27], varying capacitive loads 

{4, 16, 64}Cmin, where Cmin is the input capacitance of a 

symmetrical minimum inverter (Wp = 2Wn = 2Wmin) have 

been used to test the FF behaviour. Transistor sizing 

methodology adopted is the same as that in [28, 29] whereas 

power-delay product (PDP) and power-delay-area product 

(PDAP) are the chosen figures of merit (FOM).  

 

The expression relating the absolute gate capacitance 

(CGATE) in terms of fF (femtofarads) and absolute transistor 

width (W) in terms of nanometers (nm) obtained at 180nm 

process node by fitting simulation data [30] is given as  

 

      CGATE = (1.15 • 10
-3

) • W                           (1) 

 

LE method states that the optimized delay D of a path of N 

cascaded stages is  

                PGBHND N                            (2)                                                                                                                            

PFND N                                  (3) 

 

where G, B, H (= CL/Cin), are the logical effort, branching 

effort, electrical effort while P, F(= GBH) and CL are 

parasitic delay, path effort and final load capacitance 

respectively. 

 

                                                                 

 D = P(1 + t) (4) 

 

From (2) and (4) 

 

   
N

in

N
L

N

CP

CGBN
t                              (5) 

 

where t represents the relative delay increment with respect 

to parasitic delay. Equation (4) and (5) indicate that larger 

values of Cin lead to a saturation in the optimized delay and 

 

  



based on the above analysis, the delay sensitivity factor 

introduced by Alioto et. al. [25] is utilized to obtain the 

upper bound on the transistor widths for exp loration of the 

power-delay design space with least computational effo rt.                                                

                                                

                                                       

1

1









t

t

ND

C

C

D
S in

in

C

D
in                         (6)                                               

 

where  is the delay sensitivity factor and is  obtained 

from equations (3)-(5). The upper bounds on the normalized 

transistor widths wi (normalized with respect to Wmin) have 

been obtained such that the delay sensitivity remains under a 

minimum value Smin which is chosen as -5% for our analysis. 

The input capacitance Cin of the flip-flop is expressed in 

terms of normalized width w1 as shown below  

 

Cin =  (w1•360 + 2•w1•360) (1.15 • 10^-3)                       (7)   

 

Figure 12 shows the conventional TGFF design. The sizing 

is done by assuming the transistors in the critical path to be 

independent design variables (IDVs) and optimizing for 

maximum performance using LE theory. The inverter before 

transmission gate in the first stage protects the input terminal 

from noise variations [31]. Table 2 exhib its  delay variation 

for increasing Cin values. It is noteworthy that the delay 

saturates at 153ps for Cin = 24.8fF. As a result, the upper 

bounds on transistor widths are exposed and the limits of 

power (energy)-delay design space are defined early in the 

design cycle [32]. The table also includes the corresponding 

power dissipation along with the power-delay product and it 

is observed that min imum power-delay product is obtained 

at Cin= 9.92fF. The technology parameters used for 

capacitance calculations throughout this paper are listed in 

Table 3. 

                                                    

 
 

Figure 12. LE theory based transistor sizing methodology for transmission gate flip-flop. 

 

Table 2: Tradit ional transmission gate flip-flop at 19.92fF load (16X). 

 

Cin (fF) w1 w2 w3 w4 TDQ,min (ps) Power (uW) PDP (fJ) 

2.48 2 2.35 2.79 6.65 226 554 125.2 

4.96 4 3.95 3.95 7.91 191 585 111.7 

7.44 6 5.35 4.84 8.76 173 599 103.6 

9.92 8 6.65 5.59 9.41 166 615 102 

12.4 10 7.86 6.25 9.95 162 632 102.3 

14.8 12 9.01 6.85 10.4 159 648 103 

17.3 14 10.1 7.40 10.8 157 665 104.4 

19.8 16 11.1 7.91 11.2 155 675 104.6 

22.3 18 12.2 8.39 11.5 154 682 105 

24.8 20 13.2 8.84 11.8 153 689 105.4 

 

Table 3: Technology parameters used for estimation of capacitances. 

  

Parameter Cgdo (F/m) Cgso (F/m) Cjsw (F/m) Cj (F/m
2
) LD (m) LS (m) 

NMOS 2.78E-10 2.78E-10 7.9E-10 0.00365 31.6E-09 31.6E-09 

PMOS 2.78E-10 2.78E-10 1.44E-9 0.00138 31.6E-09 31.6E-09 

 

 

 

 

 

 



4. Results and discussion 

 

 
Figure 13. HSPICE simulation waveforms at 1GHz clock 

frequency for mC
2
MOSff1. 

 

It is a well established fact that the conventional C
2
MOS 

although slower, is skew tolerant and occupies lesser area 

than TGFF [23, 33]. Moreover, mC
2
MOSff1 and  

mC
2
MOSff2 show nearly identical characteristics in terms of 

power, delay and area and hence only mC
2
MOSff1 is 

considered for comparisons. 

The waveforms in Figure 13 represent the transient analysis 

of mC
2
MOSFF1 carried out over a period of 8 clock cycles. 

The SPICE simulation results verify the correct flip-flop 

operation at 1GHz clock frequency (all the flip-flops 

reported in the paper are designed for negative edge 

triggered operation). The variat ion of absolute data-to-output 

delays TDQ,min with FF input capacitance (Cin) for 16X 

(19.92fF) capacit ive load is illustrated in Figure 14.  

 
Figure 14.  Variation in data-to-output delay with respect to 

FF input capacitance. 

 

    TGFF utilizes transmission gates in the critical path and 

hence faster than the rival designs. There are exactly the 

same number of stages in the critical path of TGFF and 

mC
2
MOSff1 the only difference being that the latching 

circuit in case of TGFF is an inverter followed by a clocked 

transmission gate (inverting latch) whereas a clocked/tristate 

inverter is present in mC
2
MOSff1. Logical effort of both the 

latches is considered to be two, however it is apparent that 

an inverter followed by a transmission gate is faster because 

the output node is driven by both the transistors of the 

transmission gate in parallel and this behaviour is reflected 

in Figure 14. From the above discussion, it is obvious that 

the value of logical effort for an inverting latch can be 

assumed to be two for most theoretical purposes , but for 

comparison with a C
2
MOS latch it must be slightly less than 

two if delays are to be modelled precisely.  

 

     Equation (2) clearly indicates that lesser branching effort 

leads to a faster circuit operation. The branching effort for a 

path with internal fan-out is expressed as [24]                                                                                                                 

  

pathon

pathoffpathon

C

CC
b



 
  

 

 

(8) 

 

where  

 

Con-path represents the load capacitance along the path under 

analysis; 

Coff-path represents the capacitance of the connections that 

lead off the path. 

 

    The b ranching effort along the critical path is given as  

 

ibB   

 

    There are two branches each in TGFF and mC
2
MOSff1 

represented as b1, b2 and b3, b4 in Figure 6 and Figure 4(a) 

respectively. The branching effort corresponding to branches 

b1, b2, b3 and b4 is calculated as follows.  

 

4.1. Branching Effort in case of TGFF 

 

b1 calculation: 

 

Con-path = Cgd(TN5) + Cdb(TN5) + Cgd(TP5) + Cdb(TP5) 

            = 8.43fF                                                                  (9) 

 

Coff-path = Cg(TN2) + Cg(TP2) = 1.12fF                             (10)                                                                    

 

b1= 1.13 

 

b2 calculation: 

     

Con-path = Cg (TN9) + Cg (TP9) = 12.33fF                          (11)                                            

 

Coff-path = Cg (TN6) + Cg (TP6) = 1.12fF                           (12)                                                       

 



b2 = 1.09 

 

B = b1 * b2 = 1.23 

 

4.2. Branching Effort in case of mC
2
MOSff1 

 

b3 calculation: 

 

Con-path = Cg(TN14) + Cg(TP14) = 7.76fF                        (13) 

 

Coff-path = Cgd(TN16) + Cdb(TN16) + Cgd(TP16) + Cdb(TP16) 

            = 1.47fF                                                                (14)   

 

b3 = 1.18                                                               
 

b4 calculation: 

 

Con-path = Cg(TN14) + Cg(TP14) = 7.76fF                          (15)                                                                                                                    

 

Coff-path = Cg(TN13) + Cg(TP13) = 0.828fF                      (16) 

 

b4 = 1.10 

 

B = b3 * b4 = 1.30 

 

where  

 

Cgd is gate to drain capacitance, 

Cdb is drain to body capacitance, 

and Cg is the gate capacitance of respective transistors. 

 

 

   Accordingly, using equation (2) and putting G=4, B=1.23, 

H=19.92/12.4=1.60, N=4 and P=6 we have D=12.7 

(absolute delay 165.1ps) for TGFF whereas putting G=4, 

B=1.30, H=19.92/12.4=1.60, N=4 and P=6, D=12.79 

(absolute delay 166.27ps) for mC
2
MOSff1. Absolute delays 

Dabs are obtained by mult iplying parameter D with parameter 

τ as shown in the equation below.  

                                               

                                        Dabs=Dτ                                      (17) 

 

It is clearly observed that the delay of mC
2
MOSff1 is 

marginally h igher than the delay of TGFF. Now keeping 

other parameters to be same and assuming the logica l effort 

of inverting latch to be 1.8, the updated value of TGFF is 

evaluated as D=12.35 (absolute delay 160.55ps).  

 

    The value of process dependent parameter τ is determined 

as approximately 13ps using the calibration technique as 

mentioned by Sutherland et. al. [24]. The detailed procedure 

is discussed in the Appendix. The absolute delay 

measurements obtained through simulation are 162ps for 

TGFF and 196ps for mC
2
MOSff1 which is in close 

agreement with the theoretical values  160.55ps and 166.27ps 

respectively (typically within 15% error). 

 

 

 

WPMS and PTLFF topologies show degraded performance 

due to the presence of pass transistors in the critical path 

while the speed of clock-gated structures is worst mainly 

because gating circuit is inserted between the clock and the 

flip-flop terminals which deteriorates the timing 

characteristics. The characterizations are done assuming 

Cin=12.4fF and CL=19.92fF (16X) where CL represents the 

flip-flop load capacitance.     

 

 
Figure 15. Variat ion in power dissipation as a function of FF 

input capacitance. 

 

    The variat ion of average power with Cin for 16X loading 

condition is depicted in Figure 15. Due to threshold voltage  

drop at internal nodes WPMS and PTLFF display worst 

power dissipation characteristics because of short circuit 

power dissipation. GMSL and DTLA exhibit greater power 

dissipation than non-gated counterparts because 

pseudorandom sequence has an activity factor of 0.5. The 

reason being the presence of additional comparator and 

clock gating circuit which is beneficial only at sufficiently 

low switching activities or otherwise leads to both increased 

area and power overhead. 

 

4.3. Clock load calculations 

 

TGFF: 

 

{Cg(TN1) + Cg(TP1) + Cg(TN5) + Cg(TP5)} + {Cg(TN3) + 

Cg(TP3) + Cg(TN7) + Cg(TP7)}                                        (18)   

 

{Transistors contributing towards clock load in the critical 

path} + {Transistors contributing towards clock load in the 

feedback structure} 

 

= 14.78fF + 1.66fF 

 

= 16.44fF 

    

 

 



mC
2
MOSff1:  

 

{Cg(TN10) + Cg(TP10) + Cg(TN11) + Cg(TP11)} + 

{Cg(TN16) + Cg(TP16)}                                                   (19) 

 

{Transistors contributing towards clock load in the critical 

path} + {Transistors contributing towards clock load in the 

feedback structure} 

 

= 22.18fF + 0.84fF 

 

= 23.02fF 

 

    Apart from the clock load, the capacitance value at 

internal nodes of mC
2
MOSff1 is reduced as compared to 

TGFF by eliminat ing transistors TN6 and TP6 from the 

feedback structure. 

 

4.4. Capacitance calculations at internal nodes of TGFF 

 

Internal Capacitance at nodes P and K: 

 

Node P: Cg(TN2) + Cg(TP2) + Cgd(TN5) + Cdb(TN5) + 

Cgd(TP5) + Cdb(TP5) = 9.28fF 

                           

Node K:  Cg(TN6) + Cg(TP6) + Cg(TN9) + Cg(TP9) = 9.02fF 

 

Internal Capacitance at nodes M and N: 

 

Node M: Cgd(TN1) + Cdb(TN1) + Cgd(TP1) + Cdb(TP1) + 

Cgd(TN3) + Cdb(TN3) + Cgd(TP3) + Cdb(TP3) + 

Cg(TN4) + Cg(TP4) = 18.41fF 

                           

Node N: Cgd(TN5) + Cdb(TN5) + Cgd(TP5) + Cdb(TP5) + 

Cgd(TN7) + Cdb(TN7) + Cgd(TP7) + Cdb(TP7) + 

Cg(TN8) + Cg(TP8)  = 14.80fF 

 

4.5. Capacitance calculations at internal nodes of 

mC
2
MOSff1 

 

Internal Capacitance at nodes P’ and K’: 

 

Node P’: Cg(TN12) +  Cg(TP12) = 9.76fF 

                           

Node K’: Cg(TN13) + Cg(TP13) + Cg(TN14) + Cg(TP14) + 

Cgd(TN16) + Cdb(TP16) + Cgd(TN16) + 

Cdb(TP16)  = 10.06fF 

 

Internal Capacitance at node M’: 

 

Node M’: Cg(TN15) +  Cg(TP15)= 12.35fF 

 

 

    It can be easily concluded from calculat ions above that a 

total of 19.34fF capacitance has been reduced from the 

internal nodes in the critical path of mC
2
MOSff1 in 

comparison to TGFF. This leads to reduced internal power 

dissipation at these nodes as lesser capacitance has to be 

charged or discharged per clock cycle. However, reduction 

in the clock load of mC
2
MOSff1 due to transistors 

eliminated from the feedback structure is nullified due to 

PMOS transistors TP10 and TP11 whose size is twice that of 

transistors TP1 and TP5 in case of TGFF and as a result the 

total power dissipation of both the flip-flops is nearly the 

same as can be clearly observed from Figure 16. Following a 

similar procedure, the clock load of various flip-flops is 

obtained and listed in Table 4 along with number of clocked 

transistors and power consumption values. It is seen that 

TGFF and mC
2
MOSff1 represent the most efficient designs 

in terms of reduced power consumption having power 

dissipation comparable to DTLA at Cin=12.4fF and 

CL=19.92fF. 

 

                           



Table 4: Comparison of flip-flop parameters at Cin=12.4fF and 16X capacitive loading. 

 

Design TGFF mC
2
MOSff1 WPMS PTLFF GMSL DTLA  

Transistor count 20 16 24 16 31 46 

       

# of clocked transistors 8 6 6 4 2 3 

       

Clock-to-output delay (ps) 92 116 206 204 419 683 

       

Optimum setup time (ps) 70 80 40 50 80 -140 

       

Hold time (ps) -19 -21 -33 -32 -23 25 

       

TDQ,min (ps) 162 196 246 254 499 543 

       

Clock load (fF) 16.44 23.02 9.05 8.22 7.76 7.31 

       

Power d issipation (uW)* 632 640 786 679 676 643 

       

Leakage Power (uW) 59.38 57.51 72.64 69.83 74.91 76.73 

        * Pseudorandom sequence with α=0.5 is used for power calcu lations. 

 

It can be observed that mC
2
MOSff1 has the least transistor 

count along with PTLFF while GMSL and DTLA consist of  

maximum number of transistors. Since only sixteen 

transistors are used for circuit realizat ion of mC
2
MOSff1, 

power dissipation is comparable to TGFF. It is worth noting 

that GMSL and DTLA offer min imum clock load, as a result 

these topologies exh ibit least power dissipation at lower 

switching activities. The reason for extended clock-to-output 

delays of GMSL and DTLA is the insertion of clock gating 

circuit ry while DTLA has a pulsed operation and hence 

shows negative set-up time requirements. Based on the 

power and delay measurements, power-delay product 

characteristics are derived for all the flip-flops as shown in 

Figure 16. The optimum power-delay product of gated 

structures, GMSL and DTLA is respectively 3.30x and 3.34x 

times greater than optimum PDP of TGFF. Among the non-

clock gated structures, pass transistors based designs WPMS 

and PTLFF exh ibit 1.77x and 1.57x enhancement in the 

power-delay product with respect to the benchmark flip-flop 

TGFF. TGFF also shows 20% improvement over 

mC
2
MOSff1 in terms of minimum power-delay p roduct. 

However, despite the fact that TGFF represents a better 

alternative in terms of performance and optimum power-

delay product, the area requirements also remain a major 

concern. It has been observed in the literature that 

conventional C
2
MOS based flip-flop is upto 20-25% more 

efficient in terms of occupied chip area. This stems mainly 

from the fact that at layout level (i) in comparison to TGFF, 

diffusion areas of most of the transistors can be shared in 

C
2
MOS flip-flop [33] (ii) the number of contact holes can be 

reduced in the layout pattern [23] (iii) less complicated 

feedback structure leads to fewer interconnections. 

 

 
 

Figure 16. Power-delay product characteristics with varying 

FF input capacitance at 16X load.  

 

 

 

 

 

 

 

 



Table 5:  PDAP comparison of TGFF and mC
2
MOSff1. 

 

Design Transistor 

count 

Transistor widths 

(um) 

Delay (ps) Power 

(uW) 

Layout area 

(um
2
) 

PDP (fJ) PDAP 

(fJ.um
2
) 

TGFF 20 52.52 162 632 175 102.3 17902 

mC
2
MOSff1 16 58.95 196 640 125 125.4 15675 

 

The layouts were implemented using Cin = 12.4fF, 

indicating almost similar transistor sizes throughout the 

critical path with the exception of TP10 and TP11 belonging 

to mC
2
MOSff1 which are twice in size compared to TP1 and 

TP5 in accordance with the LE theory. The layouts for 

TGFF and mC
2
MOSff1 are shown in Figure 17 and Figure 

18 respectively. Table 5 clearly shows that while TGFF is 

better in terms of PDP by 18.4%, mC
2
MOSff1 shows 12.4% 

improvement in the PDAP making it suitable fo r high 

density applications where performance can be 

compromised. 

 

 
 

Figure 17. Layout implementation of TGFF.  

 

 
 

Figure 18. Layout implementation of mC
2
MOSff1. 

 

    The power d issipation results as illustrated in Figure 19 

are obtained using Cin=12.4fF which ensures that all the 

transistors in the critical path have similar widths. At zero 

switching activity clock-gated topologies are the most power 

efficient. GMSL and DTLA show GMSL 32.5% and 46.3% 

reduction in power in case of logic high at the input whereas 

for logic low, the power consumption is reduced by 19.2% 

and 35.4% respectively. Again, it can be clearly observed 

that there is only a slight difference in the power dissipation 

of TGFF and mC
2
MOSff1 at d ifferent switching activit ies. 

 

 
 

Figure 19. Comparison chart of power dissipation at 

different switching frequencies. 

 

      The correct functionality of the proposed flip-flop 

mC
2
MOSff1 is validated by designing an 8-bit ripple 

counter at 16X capacitive load and the average power 

measurements were carried out over 256 clock cycles. It was 

noticed that the power consumption of the mC
2
MOSff1 

based counter is comparable to the TGFF at varying 

frequencies.   Again, LE theory has been adopted for sizing 

individual flip-flops in each counter for optimum 

performance which is expressed in detail in the Appendix.  

 

The flip -flops were also designed and simulated to layout 

level with inc lusion of parasitics at 130nm, 90nm and 65nm 

CMOS processes to address scalability issues at more 

advanced process nodes. The simulation test bench and 

optimization methodology are similar as mentioned in 

Section 3. PVT variations are emphasized to evaluate the 

performance of flip-flops at all p rocess corners viz. FF, SS, 

FS and SF with voltages scaled from 0.9-1.1V while the 

temperatures varied from 0-125 degrees as shown in Table 

6. The simulat ion and technology parameters are also listed 

in Table 6 where CG represents the capacitance per unit gate 

oxide and was evaluated to be 1.3fF/um by fitting simulation 

data. In addition, the capacitances per unit length of poly, 

metal1 and metal2 interconnects are also mentioned. 

 

 

 

 

 

 



Table 6:   Flip-flop simulat ion parameters at 65nm CMOS technology.  

Process 

corner 

Temperature 

(˚C) 

VDD Simulation/Technology Parameters  

TT 70 1 Lmin  Wmin Cmin    Frequency     Signal slope 

FF 0 1.1      60nm  120nm  507aF                2GHz                          20ps  

SS 125 0.9   

          CPoly = 0.268CG              Cmetal1 = 0.215CG             Cmetal2 = 0.175CG FS 70 1 

SF 70 1 

 

For illustration purposes, the delay and power variations 

with the flip-flop input capacitance with respect to different 

process corners at 65nm CMOS technology for mC
2
MOSff1 

are demonstrated in Figure 20 and Figure 21 respectively at 

16X capacit ive loading. Both mC
2
MOSff1 and mC

2
MOSff2 

showed correct circuital behaviour at the aforementioned 

process nodes which indicates that no internal noise 

violations exist especially due to the fact that logic levels are 

retained even at FF process corner. However, it is to be 

pointed out that mC
2
MOSff1 in a manner similar to TGFF 

starts to fail at SS corner for lower values of Cin [34].  

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 20. Delay variations for mC
2
MOSff1 at 16X loading for different process corners. 

 

 
 

Figure 21. Delay variations for mC
2
MOSff1 at 16X loading for different process corners. 

                         



5. Conclusion 

 

In this paper an alternative architecture for designing 

C
2
MOS based flip-flops is presented with a modified 

feedback strategy while preserving the fully static operation. 

Using the new feedback approach, a modified topology 

mC
2
MOSff1 is proposed with decreased parasitic 

capacitances at internal nodes in comparison to the TGFF 

which is the finest design in terms of PDP. However, post 

layout simulations and analyses indicate that the modified 

configuration mC
2
MOSff1   presents the best alternative in 

terms of PDAP among all the conventional designs. 

Therefore, for high performance applications TGFF still 

remains the best choice but it can be replaced by 

mC
2
MOSff1 for high density applications. Comparisons 

were carried out with state-of-the-art flip-flops in the master-

slave class. The simulation results are well supported with 

mathematical analysis based on logical effort theory within 

acceptable error (typically less than 15%).  

 

Appendix 

 

A.1. Delay calibration using LE theory 

 

For modelling delays using LE theory initially all the delays 

are expressed in terms of a basic delay unit τ which is 

process dependent such that the absolute delay is represented 

as the product of a unit less delay of the gate as shown in 

equation (2), and the delay unit τ. Accordingly,  

 

Dabs=Dτ 

 

 
 

Figure 22. Delay vs. fanout curve for an inverter at  

180nm/1.8V CMOS process. 

 

While D represents the delay for a mult istage path, d 

corresponds to the delay of a single stage logic gate. 

Parameter τ needs to be estimated in order to obtain absolute 

delays and accordingly a delay vs fanout curve is determined 

for an inverter as shown in Figure 22 by fitting simulation 

data. The curve is approximated as a straight line and the 

slope of the line represents τ since d = (gh + p) τ and logical 

effort of an inverter is 1. In our case τ is estimated as 13ps. 

   

A.2. Implementation of 8-bit ripple counter 

 

An 8-bit asynchronous counter was implemented by 

converting the D flip-flop configuration to a T flip-flop 

configuration using an EXOR gate as illustrated in the 

Figure 23 below. 

 

 
Figure 23. Conversion of D flip-flop to T flip-flop. 

                   

    The T flip -flop designed using TGFF is shown in Figure 

24.  It is considered to be a five stage design and optimized 

for highest speed using LE theory. The EXOR gate was 

realized using transmission gates  as revealed in Stage 1 of 

Figure 24. A similar procedure was followed for designing 

mC
2
MOSff1 based T flip -flop. 

 

 
Figure 24. TGFF based T flip-flop. 

 

    For designing the modulo 256 counter, the output Q of 

each stage is connected to the clock terminal of the next 

stage through two intermediate inverters (acting as a buffer) 

sized (Wp=11.52u, Wn =5.76u) such that the input 

capacitance of the first inverter acts as the load capacitance 

for the flip-flop configuration of the previous stage as 

depicted in Figure 25. As a result, the load at the output 

terminal of each flip-flop is uniformly fixed at 19.92fF.  

 
Figure 25. Schemat ic diagram of a modulo 256 ripple  

counter with intermediate buffers.  
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To improve the quality of websites, it is necessary to continually 
assess and evaluate web metrics and subsequently make 
improvements. In this research, we have computed nine 
quantitative web measures for each website using an automated 
Web Metrics Analyzer tool developed in JAVA programming 
language. The website quality prediction models are developed 
utilizing ANFIS-Subtractive clustering and ANFIS-FCM based FIS 
models, to classify the quality of website as good or bad. The 
models are validated using 10 cross validation on a collection of 
web pages of Pixel Awards web metrics collected through the tool. 
The results are analyzed using Area Under Curve obtained from 
Receiver Operating Characteristic (ROC) analysis. The results 
showed that both ANFIS-Subtractive and ANFIS-FCM have 
acceptable performance in terms of specificity and sensitivity. In 
addition, ANFIS-Subtractive and ANFIS-FCM clearly induces only 
two rules, which are much less than 512 rules generated by the 
normal ANFIS model. Hence ANFIS-Subtractive and ANFIS-FCM 
are the most comprehensible techniques tested in this work.  

Keywords: Web Page, Web Page Metrics, Website Quality, Neuro-
Fuzzy, Machine Learning Techniques. 

I. INTRODUCTION  
Web based applications (WAs) are the multi tier, distributed 

applications accessed through client side browsers in the 
heterogeneous environment by unlimited number of users with 
varied experience. While the complexity of WAs increases each 
day, the resources and testing times decrease [24]. As WAs 
become complex, there is a growing concern about their quality. 
Evaluating website quality is essential, but there are few ways to 
analyze and evaluate the quality of the website in quantitative 
form [4].  

Web metrics are considered to be the important source of 
decision and are useful for estimating the quality of web 
engineering product [13]. As the websites are updated to cater the 
heterogeneous demands of users, there is a growing demand in 
the industry to identify the effect of additions and frequent 
modifications of web pages on the quality of the website.   

In this research, we have developed adaptive Neuro fuzzy 
inference models based on subtractive clustering and fuzzy c-

means (FCM) to predict the quality of the websites. A 
comparative analysis and performance assessment of the website 
models have been developed to classify the quality of website as 
good or bad. The website is good or bad based on the judges 
rating of Pixel Awards for a specific website. The panel of judges 
evaluates each site against innovation, content, navigation, visual 
design, functionality and overall experience. Each site is 
reviewed by at least 10 judges and the list of nominees is created. 
In our research we have considered the award winning websites 
as good.  

To create the website quality prediction models, nine 
quantitative web measures from different categories of Pixel 
Awards website are computed by the Web Metrics Analyzer tool 
developed in JAVA programming language. 

The rest of the paper is organized as follows. Section II 
describes related work. Section III discusses our methodology. 
Section IV focuses on the data preprocessing, the evaluation 
metrics and model building.  Section V describes the analysis of 
the results. Section VI draws the Conclusion. 

II. RELATED WORK 
In various research work carried out in the field of evaluating 

web page quality, most quantitative methods rely on statistically 
analyzing the user behavior in the server logs [6, 8, 11]. All the 
data that are required to identify usability problems is interpreted 
using traffic-based analysis which computes the number of pages 
per visitor or number of visitors per page and time-based analysis 
which computes page-view durations. This kind of analyzing 
data produces uncertainties since there are incomplete records of 
user patterns provided by the server logs. Another method 
proposed by G. Velayathan and S. Yamada for evaluating web 
pages of user interest automatically investigates various factors 
related to a user’s browsing behavior such as number of scrolls, 
form input, search text etc. [16].  

Many inspection-based approaches were proposed that 
depends on evaluating the static HTML based on fixed guidelines 
[12]. For example, J. Scholtz et.al [12] developed WebSAT (Web 
Static Analyzer Tool) which is used to check the accessibility 
issues i.e. whether there is a support for disabled users, 

1274978-1-4673-6217-7/13/$31.00 c©2013 IEEE



maintainability issues and other important issues of web pages. 
H. Thimbleby [15] compared quantitative web page to thresholds 
using a web authoring tool called Gentler. However, there are no 
clear thresholds established or proposed in guidelines for a large 
class of web page measures. 

The most closely related work is done in Ivory et.al [15, 16] 
which provides an introductory analysis of a collection of web 
pages and also captures various web measures associated with 
the rated websites. However, this work does not apply various 
machine learning algorithms to predict the best suited model that 
can provide high accuracy. 

The recent work related to our study is that of Mittal  et.al 
[25] in which quality of a website is analyzed by applying a 
fuzzy technique on web metrics. However the study provides the 
formula for quality prediction using selected eleven metrics. The 
results are not validated and the study is not aimed to classify the 
website as good or bad.   

III.  RESEARCH METHODOLOGY 
Our methodology employs the quantitative web page 

attributes (number of links, words etc.) to compare the goodness 
of the web pages and to construct a quality prediction model 
utilizing Subtractive and FCM clustering model for predicting the 
class of website as good or bad. Fig. 1 shows the flowchart of 
methodology. 

The flowchart of methodology shows the 5 sections. The first 
section is an Empirical Data Collection which involves 2 steps. 
The first step is to select the websites nominated in different 
categories for the particular year from Pixel Awards for which 
metrics estimations are to be calculated.  The next step is to use a 
crawler to download and store the web pages belonging to all 
these websites.  

The second section is the web metrics analyzer which 
includes 2 modules: web page processor to preprocess the source 
files to make them suitable for metric calculation and metric 
calculator which calculate the metric values. The metrics selected 
for the present study are described in Table I. 

The third section is the data processing, which includes 
techniques such as data preprocessing, data import, data 
transformation and dividing data into training and checking 
subsets.  

The fourth section is the model building, which includes 
initialization of fuzzy systems, application of subtractive 
clustering and FCM of the FIS and training of the model. The 
model is validated using 10-cross validation technique. 

The fifth section is the data result analysis which includes the 
analysis and comparison of data using machine learning 
algorithms. The comparison shows which algorithm gives better 
results compared to others. This predicts the model that can be 
used for further evaluations of the websites. 

 

Fig. 1. Methodology Flowchart 

IV. EMPIRICAL ANALYSIS 
We have described the data set and its descriptive statistics in 

this section. The emphasis is laid upon the data preprocessing 
techniques and algorithms used for building the model. The 
evaluation criteria to quantify the accuracy of the constructed 
models are also discussed. 

A. Data  
We investigated the web pages collected from Pixel Awards 

website [11]. For our study, we collected datasets from 20 
categories of Pixel Awards for the year 2009; using A1 Website 
Download Microsys tool [1]. This tool is configured to crawl 0-
level i.e. homepages and 1-level pages from each site; thus, we 
collected homepages and 1-level web pages for each website. In 
this way, we have the dataset for 2678 web pages from 255 
websites. There are 945 web pages in 79 websites nominated in 
the year 2009. Table 1 enlists the nine web metrics that we have 
selected as input for the development of models in this work.  

The output of the model is the website categorization variable 
which takes two values: good or bad based on the judges rating 
of Pixel Awards for a specific website. 

TABLE I.  METRICS SELECTED FOR STUDY 

Metrics Description 

Word Count Total number of words on a page 

Body Text 
Words 

Total number of words falling in the display section of 
the body  

Page Size Total number of bytes i.e. size of the page and images 

Table Count Number of tables used on the web page 

Graphics Count Total number of l images on a page 

Division Count Number of divisions on a page 

List Count Total number of ordered and unordered lists on a page 

Number of Links Total links on a page 

Page Title length Total number of words in the page title 
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B. Descriptive Statistics 
The summary of  the sample data set for all the metrics is 

described quantitatively with “min”, “max”, “mean” and “std 
dev” in Table II below. 

TABLE II.  DESCRIPTIVE STATISTICS OF 2009 DATASET 

Web Metrics Min Max Mean SD 
Table Count 0 388 17.57 56.17 
Link Count 0 4092 915.54 1151.57 

Graphic Count 0 1130 180.73 265 
List Count 0 706 93.57 158.96 

Page Title Length 1 368 79.73 89.90 
Division Count 0 3434 696.77 941.52 

Word Count 1 41158 7233.41 9333.51 
Body Text Words 0 38359 6980.84 9092.20 

Page Size 1 1501 322.37 374.12 

C. Data Processing 
 Low quality data will lead to erroneous results. Therefore 

data preprocessing techniques such as data cleaning, data 
transformation and data reduction are applied to the dataset 
before modeling. Adjustments are made to outliers in the data by 
ensuring that unusually high values are removed from the dataset. 

 The total number of observations used for model training and 
checking is sixty. The quantitative description of the sixty  
vnumbers of datasets after preprocessing is given in Table III. 

TABLE III.  DESCRIPTIVE STATISTICS OF TRAIING DATASET 

Web Metrics Min Max Mean SD 

Table Count 0 25 2.48 5.93 

Link Count 0 3170 532.6 772.24 

Graphic Count 0 449 75.16 111.56 

List Count 0 637 53.66 101.57 

Page Title Length 1 368 60.07 83.75 

Division Count 0 2107 347.87  533.46 

Word Count 1 26614 4411.35 6252.6 

Body Text Words 0 26244 4235.68 6100 

Page Size 1 846 191.65 258 

D.  Algorithms Used 
1) Fuzzy c-means (FCM) clustering 

 
Fuzzy c-means (FCM) is a data clustering algorithm wherein 

each data point belongs to a cluster to some degree that is 
specified by the membership grade. This method was originally 
introduced by Jim Bezdeck in 1981 [18].  

The FCM algorithm attempts to partition a finite collection of 
n elements (1), into a collection of c fuzzy clusters (2), with the 
aim of minimization of the objective function given in (3), where 
m is any real number greater than 1, uij is the degree of 
membership of xi in the cluster j, cj is the p-dimensional center of 

the cluster, and ||*|| is any norm expressing the similarity between 
any measured data and the center. 

 

{ }1 nX= x ,...,x  (1) 

{ }1 nC= c ,...,c  (2) 

2

1 1
|| || ,1

N C
m

m ij i j
i j

J u x c m
= =

= − ≤ ≤ ∞    (3) 

2) Subtractive clustering 
 

Subtractive clustering is a fast, one-pass algorithm for 
estimating the number of clusters and the cluster centers in a set 
of data. This method was proposed by Chiu in 1994 [19].  

Consider a collection of n data points in (1), in an M-
dimensional space. As each data point is a candidate for cluster 
centers, a density measure at data point xi is defined by (4). 

|| ||

1
exp i j

m
x x

i
j

P α− −

=

=  (4) 

Where = 4/ ra
2 and ra >0 defines the neighborhood radius for 

each cluster centre..  

The higher potential vector is selected as the first cluster 
center. Let x1

* be the center of the first group and P1
* it’s 

potential. Then the potential for each x1 is reduced according to 
(5). 

|| *||
1 *exp i jx x

i iP P P β− −= −  (5) 

The cluster information is used for determining the initial 
number of rules and antecedent membership function for FIS.  

3) Adaptive Neuro Fuzzy Inference System (ANFIS) 
 

Fuzzy Logic and Fuzzy Inference System, first proposed by 
Zadeh [20], enables to take decisions based on vague, 
ambiguous, imprecise or missing data. There are two types of 
FIS: Mamdani and Sugeno [21, 22]. The Sugeno type is more 
compact and computationally efficient than Mamdani, therefore 
it is used for constructing fuzzy models with adaptive techniques. 
We have used the first order Sugeno fuzzy model.  

In order to make the fuzzy model work appropriate in 
prediction mode, it is required to be adopted through a learning 
process using sufficient input output pattern of data. ANFIS is 
one of the most commonly used learning systems for first order 
Sugeno model and has following layers [23]. 
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Layer 0: It consists of a plain input variable set. We have nine 
input variables. 

Layer 1: The node function of every node i in this layer is of 
the form (6). 

1O = ( )i iA xμ  (6) 

  Where x is the input to the node and Ai is the membership 
function(MF). In this study the triangular MF are utilized. 

Layer 2: Every node in this layer multiplies the incoming 
signal from layer 1 and the output is the firing strength of the 
rule.  

Layer 3: Every node in this layer determines the ratio of the 
ith rule’s firing strength to the sum of all rules firing strength and 
the output represents the normalized rule firing strengths. 

Layer 4: Every node i in this layer is an adaptive node, which 
multiplies the output of layer 3 with the parameter set function. 

Layer 5: It has a single node that computes the overall output 
as the summation of all incoming signals from layer 4. 

In a nutshell, ANFIS takes the initial fuzzy model and adapts 
it by means of a hybrid approach of gradient descent back-
propagation and mean least square optimization algorithm. At 
each epoch, the training error is reduced and training is stopped if 
either the predefined epoch number is reached or the error rate is 
obtained. We have used 100 epochs in this work.  

E. Evaluation Criteria  
1) Sensitivity and Specificity 

 

Model performance is examined in terms of how well the two 
models are able to identify non-default cases. This is based on 
their respective sensitivity and specificity measures.  

Sensitivity is the probability of a test to identify positive 
results i.e. True Positive Rate (TPR). The sensitivity of the model 
can be defined as the percentage of websites correctly predicted 
to be good, (7). Specificity is the probability of the test to identify 
the negative results, (8). The percentage of websites correctly 
predicted to be bad is called specificity (True Negative Rate i.e. 
TNR) of the model. Ideally, both the sensitivity and specificity 
should be high to predict good and bad websites. 

        (7) 

   (8) 

Where, TP = websites correctly predicted to be good,  
 TN = websites correctly predicted to be bad,  
 FP = websites incorrectly predicted to be good, 
 FN= websites incorrectly predicted to be bad. 

 

2) Receiver Operating Characteristic (ROC) analysis 
 

ROC curve analysis is an effective method for evaluating the 
performance of predicted models. In a ROC curve, the true 
positive rate (sensitivity) on the y-coordinate is plotted in the 
function of the false positive rate (1-specificity) on the x 
coordinate. It is known as a Relative Operating Characteristic 
curve, because it is a comparison of two operating characteristics 
(TPR & FPR). It allows us to select many cutoff points between 
0 and 1, and to calculate sensitivity and specificity at each cut off 
point. The optimal cutoff point that maximizes both sensitivity 
and specificity can be selected from the ROC curve. Hence, one 
can easily determine the optimal cutoff point for a predicted 
model using the ROC curve. 

3) Area Under Curve (AUC) 
 

Area Under Curve is the value of the area under the ROC 
Curve. It is a combined measure of sensitivity and specificity and 
used to compute the accuracy of the predicted models. The 
perfect model scores the value of AUC as 1. 

The accuracy of the model can be predicted by applying it to 
the different data sets. We therefore, performed a 10-cross 
validation of the models [14]. Each dataset is randomly divided 
into 10 equal subsets. Each time one of the 10 subsets is used as 
the test set and the other 9 subsets are used to form a training set. 
Model I and Model II are predicted with respect to dataset of 
2009. 

F. Model Building 
The models are developed using clustering algorithms and 

trained by ANFIS. The structure of the models utilizing different 
clustering function and trained by ANFIS is depicted in Fig 2.  

Given separated sets of input and output data, genfis2 is a 
function of MATLAB which uses a subtractive clustering 
algorithm for creation of the prediction model. The parameters of 
subtractive clustering are set with the following values: the range 
of influence is 0.5, squash factor is 1.25, accept ratio is 0.5 and 
rejection ratio is 0.15. The number of epochs is equal to 100. The 
root mean square error generated by the training and checking 
data for ANFIS Subtractive Model against a number of epochs is 
shown in Fig 3. The training error and checking error oscillate in 
the range from 0.34 to 0.39. The best model is achieved when the 
test error is minimal. This corresponds to the circle in Fig 3 at the 
13th epoch. The optimum value of the training error is 0.345, 
obtained from the RMSE value of the curve at 13th epoch. 

The MATLAB function genfis3 utilizes a FCM clustering 
algorithm and is used to create Model II. The developed model 
trained by ANFIS, extracts a set of rules that models the data 
behavior. The training and checking error curves for ANFIS 
FCM Model are shown in Fig 4. The value of training and 
checking error is in the range 0.36 to 0.51. The minimal test error 
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corresponds to the circle in Fig 4 at the 48th epoch. The optimum 
value of the training error is 0.361. 

 

Fig. 2. FIS Clustering Model Structure 

 

 

 

 

 

 

 

 

 

 

 

 

Fig. 3. Error Curve for ANFIS Subtractive Model 
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Fig. 4. Error Curve for ANFIS FCM Model 
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V. RESULTS AND ANALYSIS 
The work in this paper examines the predictive performance 

of two models, ANFIS Subtractive and ANFIS FCM. A 
comparative examination of these two predictive models is 
conducted in terms of their predictive accuracies of website 
classification as good or bad. The value of each model’s 
sensitivity, specificity, AUC, cutoff point and number of fuzzy 
rules are summarized in Table IV. The ROC curve is plotted with 
sensitivity on y-axis and (1-specificity) on the x-axis and ROC 
analysis is used to find the cutoff point. The cutoff point is 
selected such that the sum of sensitivity and specificity is 
maximized as both sensitivity and specificity should be high to 
predict good and bad websites. The ROC curve for subtractive-
ANFIS and FCM-ANFIS models are shown in fig 5 and fig 6 
respectively. 

It is observed that both subtractive-ANFIS and FCM ANFIS 
have acceptable performance in terms of sensitivity and 
specificity. The specificity, sensitivity and AUC  for the 
subtractive-ANFIS  is 94.1%, 79.1% and 0.901 while  for FCM-
ANFIS the values are 94.1%, 74.4% and  0.843 respectively. The 
cutoff value and number of fuzzy rules for both the models are 
same. In addition, ANFIS-Subtractive and ANFIS-FCM induce 
only two fuzzy rules, which are much less than 512 rules 
generated by the normal ANFIS model. 

One of the major results of this study is that ANFIS clustering 
techniques can be used to predict the quality of the website. Both 
subtractive and FCM can be used to generate and adapt the FIS 
model. The subtractive clustering can be used to estimate the 
number of clusters and cluster centers, whereas FCM starts with 
the provided number of clusters. 

TABLE IV.  PERFORMANCE OF MODELS 

Model Sensitivit
y 

Specificity AUC Cut-off 
point 

No of 
Rule 

ANFIS 
Subtractive 

94.10 79.1 0.901 0.5 2

ANFIS FCM 94.10 74.40 0.843 0.5 2

 
Fig. 5. ROC Curve for ANFIS Subtractive Model 
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Fig. 6. ROC Curve for ANFIS FCM Model 

 
VI. CONCLUSION 

Web Applications have evolved into complex applications.  
The quality of the website is at stake due to short development 
cycles and frequent modification  requests. In order to control the 
quality of the website, predictive models like the one developed 
in this study, which classify the website as good or bad is useful 
for industry. However, the work done is subjected to application 
of important web metrics as input to the model.  

The AUC of subtractive ANFIS and FCM ANFIS are 0.901 
and 0.843 respectively. The limitations of this study is that 
websites are categorized into two classes only, more number of 
classes can be included for website categorization. 

This study confirms that construction of models using ANFIS 
is feasible, and useful in predicting the goodness of the websites. 
This research can be carried forward for all the levels of web 
pages in the website and some more web page metrics can be 
introduced that are more effective for the websites.  
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Abstract 
 

Ubiquitous computing has become an integral part 

of the modern communication system. Wireless 

Sensor Networks (WSNs) are networks of small 

devices called sensors deployed in a geographical 

area to sense some physical entity. The sensed 

information will be then conveyed to the central 

entity called the Base Station (BS). WSN nodes 

being generally deployed in harsh environments, 

recharging or replacing of batteries become an 

infeasible task. Thus it is desirable to represent the 

information using as minimum number of bits as 

possible. One such technique to perform this is 

source coding. In this paper an attempt is made in 

proposing a novel algorithm called Variable 

LengthDistributed Source Coding (VLDSC) which 

is an improvement over the existing Huffman 

coding technique. The results validate the 

betterment in the performance of the proposed 

algorithm. 
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1. Introduction 
 

Wireless Sensor Networks (WSNs) have become one 

of the most important research areas in the modern 

communication system. WSNs find applications in 

vast areas like military, disaster management, habitat 

monitoring, environmental monitoring etc [1, 2]. 

WSN consists of hundreds of small devices called 

motes. A mote consists of a sensor to sense the 

information, a processor to process the same, 

transmitting and receiving antennas, memory unit and 

power units. The sensed information will be 

communicated to the BS which in turn is connected 

to the physical world.  A typical WSN is as shown in 

figure 1.BS being facilitated with the fixed 

infrastructure, is not energy constrained. 
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Figure 1: Basic Wireless Network 

 

However motes suffer severe energy restrictions as 

recharging the batteries is difficult in WSNs. Thus 

the representation of the data should be done with 

minimum number of bits. Source coding is one of the 

promising techniques to achieve data compression 

before transmission [3]. 

 

Source Coding (SC) can be either centralized or 

distributed. In centralized approach there will be an 

encoder to compress the information and decoder at 

the receiver to retrieve the information. Whereas in 

distributed algorithms the compression is done in the 

distributed manner amongst motes with or without 

mutual exchange of information. Distributed 

approach suites WSN better as it also imparts load 

distribution amongst all nodes.  

 

An ample number of Distributed Source Coding 

(DSC) algorithms have been proposed in the 

literature. The performance of the DSC algorithm is 

also dependent on the underlying routing algorithms. 

Most of the studies have concluded that the cluster 

based algorithms perform better [4]. In cluster based 

algorithms, the entire geographical area is divided 

into clusters consisting of a set of nodes with a 

respective Cluster Head (CH). CH monitors the data 

transmissions in the corresponding cluster.  

 

Figure 2 presents a WSN incorporating a hierarchical 

architecture. Different clusters and the corresponding 

CHs and cluster members have been highlighted. 
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Figure 2: Basic CH Communication in DSC 

 

Nodes with higher energy become the CHs. CHs 

collect the data from all its cluster members, combine 

the same and then transmit the fused data to the BS. 

SC can further improve the performance. Huffman 

variable length distributed source coding and 

Distributed Source Coding using Syndromes 

(DISCUS) algorithms were proved to offer a good 

compression ratio. However the algorithms can be 

improved for better efficiency. In this paper an 

attempt has been made in improvising Huffman 

variable length distributed source coding so as to 

assure a better compression ratio and thus enhancing 

the network lifetime. The performance is validated 

through simulations. 

 

The rest of the paper is organized as follows: section 

2 gives an insight on the previous works on DSC 

proposed in the literature. Section 3 presents a 

detailed description on the Huffman coding for 

WSNs. Section 4 details the proposed VLDSC 

algorithm. Simulation results and analysis have been 

carried out in section 5. Finally Section 6 gives the 

concluding remarks. 

 

2. Previous Works 
 

In WSNs, nodes are densely deployed; hence 

correlation exists amongst the data sensed by nodes. 

SC is a very important problem in information and 

communication systems. WSN devices are powered 

by batteries. Most of the WSNs are placed in hostile 

area, where battery recharging and replacing is very 

difficult. Hence better energy efficient data 

communication technique is required. 

 

DSC is one such technique [3]. DSC generally shifts 

the complexity to the decoder side.In the cluster 

based communication, one of the nodes in the cluster 

is considered as the CH. The CHs gather the 

information from all nodes in the cluster and send it 

to the BS [5, 6]. Slepian and Wolf have given a limit 

on the rate of transmission and have theoretically 

showed that separate encoding (with increased 

complexity at the joint decoder) is as efficient as joint 

encoding for lossless compression [7, 8]. 

 

In [9], authors have proposed the design for two 

estimators based on the correlation information so as 

to achieve a practical DSC. DISCUS algorithm 

achieves DSC by modeling the source coding 

problem into a channel coding one and thus exploring 

the usage of syndrome bits to represent the side 

information [10, 11]. An improvement over the 

syndrome based DSC has been proposed in [12]. It 

not only offers a higher compression ratio but also is 

rate adaptive. It considers integer valued data for 

compression. 

 

3. Huffman Algorithm for DSC 
 

In [13] authors have proposed a novel algorithm 

using Huffman coding to encode the data to be sent 

by the sensor in a WSN. Let mi be the data to be sent 

in the i
th

 time instant. Let ri be the binary equivalent 

of the data consisting of R bits where R indicates the 

resolution of the ADC. Then the corresponding 

codeword di can be represented as a combination of 

two bit sequences <siai> where si indicates the 

number of bits ni used to represent the data and ai 

gives the corresponding representation.  

 

The term di can be calculated as di= ri- ri-1i.e the 

difference in the measured entity in a sensor node. 

The representation of si for different values of di is as 

shown in the table 1. Table 1 is retained from the 

baseline JPEG algorithm. 

 

Table 1: Huffman Variable Length Codes used 

ni si di 

0 00 0 

1 010 -1, +1 

2 011 -3, -2 ,+2, +3 

3 100 -7, . . . -4, +4, . . . +7 

4 101 -15,. . . ,-8,+8,. . . ,+15 

5 110 -31,. . . ,-16,+16,. . . ,+31 

6 1110 -63,. . . ,-32,+32,. . . ,+63 

7 11110 -127,. . . ,-64,+64,. . . ,+127 

8 111110 -255,. . . ,-128,+128,. . . ,+255 

9 1111110 -511,. . . ,-256,+256,. . . ,+511 

10 11111110 -1023,. . ,-512,+512,. .  ,+1023 

11 111111110 -2047,..,-1024,+1024,.  ,+2047 
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ai can be calculated as follows: 

 If di> 0, ai is the 2‟s complement 

representation of the sequence di 

 If di< 0, ai is the 2‟s complement 

representation of the sequence di-1 

 If di=0, ai is not transmitted 

 

The transmitter transmits the tuples <si, ai> for every 

di. Simulation results show a good compression 

achieveddespite its simplicity.  

 

4. Variable Length Distributed 

Source Coding (VLDSC) 

Algorithm 
 

The algorithm discussed in section 3 offers a better 

performance and simplicity in design. However some 

modifications can be incorporated so as improve its 

performance and thus enhancing the network 

lifetime. This section provides an overview of the 

proposed VLDSC algorithm for WSNs. 

 

The following assumptions were made in the 

proposed VLDSC: 

 

 Nodes are assumed to be stationary. 

 BS has the complete network information. 

 BS does cluster formation and CH selection 

based on M-TRAC algorithm [14]. 

 CH allocates schedule for their cluster 

members based on TDMA. 

o Scheduling is done in such a way 

that node in the common 

transmission range of all other nodes 

in the cluster will be given the 

chance to transmit first. However it 

is always true as the transmission 

within the cluster is direct. 

o Other nodes listening to the 

transmission of the first sender, 

transmits the CH, the difference 

between its data and the data of the 

first node 

o The CH collects data from all 

members, encodes using the 

proposed algorithm and then sends 

the encoded sequence to the BS. 

 Transmission between the nodes and CH is 

direct and that of CH to the BS is multihop. 

 Nodes will have the continuous monitoring 

of data and the data is conveyed to the BS 

either 

o When there is a significant change 

in the sensing entity (event driven). 

In this case only the node sensing 

the significant change initiates a 

request for transmitting and the 

normal M-TRAC algorithm is used 

for communication. As there is only 

one sender, no DSC is required.  

o Periodically, in which case nodes 

transmit the data as per the TDMA 

policy. First node sends the n-bit 

data uncoded. Listening to the data 

transmitted by the first node, others 

transmit the difference to the CH. 

CH performs encoding as per the 

proposed algorithm. 

 

As per our algorithm we consider to transmit the 

difference in the measured entity w.r.t the data 

transmitted by the first node. As the nodes are likely 

to be densely deployed, the measured entity will be 

correlated and thus the difference can be 0, ±1, ±2, 

±3 and so on. It is clear from our assumption that the 

difference being 0 or ±1 would be more likely to 

occur than the differences being ±2, ±3 and so on. 

Thus it is advantageous to encode the smaller 

difference with less number of bits and the length is 

an increasing function w.r.t the difference.  

 

The following improvements over the algorithm 

proposed in [13] have been done. The algorithm 

considers the compression of the data from a single 

sensor node. The auto- correlation of the data sensed 

by a sensor is explored for the data compression. 

However it can be modified for a cluster based query 

based/time driven WSN where the data sensed by the 

nodes within a cluster are more likely to be 

correlated. Thus an aggregation has to be performed 

at the CH. CHs collect all data from its cluster 

members, say M1, M2, M3, M4, M5 if there are 5 

nodes in the cluster. All these 5 data are highly 

spatially correlated. Thus the first data can be sent as 

it is whereas for the other messages the difference 

sequences d2, d3, d4 and d5 can be transmitted to the 

CH. CH then performs the aggregation using the 

procedure as explained in the previous algorithm.  

 

The proposed compression algorithm also has to 

assure a simple computational requirement as the 

computational energy requirement may override the 

amount of energy saved in the reduction of the size of 

the data representation. In the algorithm proposed in 

[13], each of the nodes has to compute the 2‟s 

complement of either di or di-1 before transmission. 

However this computation can be avoided if there is a 

priori tabulated code vectors, ai for each of the 

difference vector di. It is as shown in table 2. 
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Thus if both the sender and receiver agrees upon this 

table during network initialization, the CH, need not 

has to compute anything. Instead it has to just 

transmit an entry corresponding to the difference 

from the table. 

 

Table 2: Modified Huffman Variable Length 

Codes used 
 

ni si di ai 

0 00 0 --- 

1 010 -1 0 

+1 1 

2 011 -3 00 

-2 01 

+2 10 

+3 11 

3 100 -7 000 

-6 001 

-5 010 

-4 011 

+4 100 

+5 101 

+6 110 

+7 111 

… ….. …. …. 

… ….. …. …. 

    

    

 

Also the proposed algorithm is an improvement 

compared to DISCUS too on the following grounds. 

In DISCUS, it is assumed that the maximum 

Hamming distance amongst the data sensed by nodes 

as 1. As in general the data being sensed in a WSN is 

analog, in our proposed algorithm, we consider the 

analog representation of the data. Thus the difference 

in the sensed entity of the nodes in a cluster can be 

either 0 (no difference), ±1 (difference of 1 either in 

positive or negative direction), ±2 and so on. 

 

In DISCUS, nodes transmit „n‟ bit data to a central 

entity and the central entity does the DSC, by 

transmitting „n‟ bits for the first data and just „(n-k)‟ 

bits of syndrome to represent the remaining data. The 

receiver then decodes the data from the syndrome as 

the maximum allowed Hamming distance is 1. 

However the transmission in the last mile (i.e nodes 

to a central entity say CH) is uncompressed.  

 

In the proposed algorithm we have explored the 

advantage of using wireless medium for transmission 

in WSN. All nodes in the range receive the data 

transmitted by the first node as the first node to 

transmit data is assumed to be in the common range 

of all other nodes in the cluster. Thus instead of CH 

receiving complete data from all nodes in the cluster 

and then compressing, we propose each of the nodes 

itself can directly transmit the compressed data by 

sending just the difference in the sensed entity. This 

achieves better energy efficiency by not only 

reducing the overall network traffic but also assuring 

a better load balancing as CH is relieved from getting 

overburdened. 

 

In DISCUS, a fixed length (n-k) bits are used for 

sending the information and thus saving „k‟ bits per 

data. In the proposed algorithm we propose a variable 

length coding where for every non negative value for 

„l‟ there exists 2
l
 codes of length „l‟.Thus differences 

which are more likely to occur will be coded with 

lesser bits which will further add to the energy 

conservation in the network. 

 

The encoding procedure is as follows 

 

 The first node in the time schedule transmits 

its data to the CH. 

 

 Hearing to the data transmitted by the first 

node, further nodes transmit the difference 

signal to the CH 

 

 CH computes the pair <siai> for all nodes in 

the cluster. Where si and ai can be obtained 

from table 2. 

 

 The fused information is communicated to 

the BS from the CH. 

 

 Each node has to be active only for two time 

slots. One is for the first time slot to get the 

information about the first data sent by a 

node and the other is at its slot to transmit 

the difference signal.  

 

5. Simulation Results and Analysis 
 

To validate our algorithm, we have considered the 

sensirion [15] sensor nodes. Sensirion SHT11 module 

is used for the analysis. It measures the temperature 

and relative humidity. The module equipped with a 

14-bit ADC. From the datasheetsof the SHT11, 12 bit 

resolution is used for humidity and 14 bit for the 

temperature.  

 

We have considered 500 samples of temperature and 

humidity for the analysis. We considered a cluster of 

10 nodes for the validation. The results are detailed in 

table 3. 

 



International Journal of Advanced Computer Research (ISSN (print): 2249-7277   ISSN (online): 2277-7970)  

Volume-3 Number-3 Issue-11 September-2013 

174 

 

Table 2: Compression Ratio in VLDSC 
 

 Temperature 

 

Humidity 

Original Size 

 

7000 bits 6000 bits 

Compressed Size 

 

2388 bits 1994 bits 

Compression Ratio 

 

65.88% 66.76% 

 

It is seen from the table that the proposed VLDSC 

offers a very high compression ratio and thus assures 

better energy efficiency.  

 

6. Conclusion and Future Scope 
 

Energy aware data communication is the most vital 

criterion in the design of a WSN. DSC along with 

routing assures a better data representation in a 

sensor network. In this paper an improvement over 

the Huffman Coding for WSNs has been proposed 

resulting in VLDSC which offers a better 

compression. The proposed algorithm has been 

validated for its performance through 

simulations.Although the work highlights the 

advantage of using a DSC for WSNs, selection of 

appropriate scheduling policy also has an impact on 

its performance. As a part of future work, an 

appropriate scheduling algorithm has to be devised 

for the proposed algorithm. Also the performance of 

the proposed algorithm can be compared with any of 

the existing ones to further validate the results. 
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An FRAM-Based Nonvolatile Logic MCU SoC
Exhibiting 100% Digital State Retention at

0 V Achieving Zero Leakage With
400-ns Wakeup Time for ULP Applications

Sudhanshu Khanna, Member, IEEE, Steven C. Bartling, Michael Clinton, Member, IEEE, Scott Summerfelt,
John A. Rodriguez, Member, IEEE, and Hugh P. McAdams

Abstract—This paper presents a nonvolatile logic (NVL)-based
32-b microcontroller system-on-chip (SoC) that backs up its
working state (all flip-flops) upon receiving a power interrupt,
has zero leakage in sleep mode, and needs less than 400 ns to re-
store the system state upon power-up. Nonvolatile Fe-Cap-based
mini-arrays backup the machine state and allow the chip to wake
up instantly after a power cycle. Without NVL, a chip would
either have to keep all flip-flops powered, resulting in high standby
power, or waste energy and time rebooting after power-up. NVL
allows systems to use leakier processes to achieve higher per-
formance/lower dynamic power while still having zero leakage
in the sleep mode. Optimized system, architecture, and circuit
techniques are presented that make NVL practical by adding only
3.6% to the SoC area. Since nonvolatile elements are added to
the SoC, reliability and testability have to be key features of the
design. This is the first NVL SoC with measured NVL bitcell read
signal margin data and extensive test and debug capabilities. The
chip is fabricated in a commercial 130-nm low-leakage process
and uses a single 1.5-V power supply.

Index Terms—Ferroelectric RAM (FRAM), low power, micro-
controllers, nonvolatile logic (NVL).

I. INTRODUCTION

A DVANCES in low-power VLSI design over the last
two decades have made ICs pervasive in our lives. We

are surrounded by smart systems like ambient sensors, home
automation, and implantable/wearable fitness and medical
devices. These embedded systems have varied applications
and system requirements. They also have lower volumes and
system cost than consumer products like laptops or cell phones.
Hence, programmable solutions like low-power 16–32-b micro-
controllers (MCUs) are preferred over ASICs or subthreshold
systems which have a limited use or performance range.
Lowering power consumption is the key design challenge in

this application space. To reduce dynamic power techniques like
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clock gating, dynamic voltage scaling, low-voltage operation,
efficient RTL design, and optimized standard cell libraries are
employed [1], [2]. However, since these applications sleep for a
majority of their lifetime, reducing standby power is even more
critical. For this reason, state-of-the-art ultralow-power (ULP)
SoCs are developed using older technology nodes like 90 nm
or 130 nm. In ULP MCU SoCs, standby power is dominated by
digital logic and memory leakage and the on-chip power-man-
agement quiescent current. To achieve the standby power goals,
SoCs implement complex power management schemes. Mul-
tiple sleepmodes with varying degrees of power gating are used.
This eliminates leakage from the digital sections of the SoC
and allows the associated LDOs to be turned off as well. How-
ever, power gating causes flip-flops to lose their saved state.
This means that, every time the SoC comes back from sleep,
the MCU has to boot up again. The boot-up process takes thou-
sands of cycles, hundreds of microseconds, and hundreds of
nanojoules of energy. The boot-up process is costly for pro-
grammable SoCs because these SoCs are built for a range of
applications and cost points and are configured at boot. Trim
and calibration for power management and analog is also done
at boot. This factory boot is then followed by the customers
boot-up code. For simple applications like a temperature sensor,
boot-up becomes the major component of the overall energy and
time cost. Applications that need lower latencies would not be
feasible at all due to boot-up time. To prevent having to boot-up
after sleep mode, a technique called retention is used where the
slave stage of each flip-flop is on a separate “always-on” supply
which is not power-gated. This helps decrease wakeup time
and energy by eliminating need for boot-up but it increases the
standby power due to the “always-on” retention flip-flops and
the LDO generating the “always-on” supply. In this manner, dif-
ferent sleep modes trade off sleep mode leakage, wakeup time,
and design volatility.
We present an MCU SoC that achieves zero sleep mode

leakage while still having an ultrafast 400-ns wakeup time. We
achieve 100% digital state retention. No boot-up is required
after a power cycle. Before going into sleep mode, data from all
flip-flops and latches in the system are transferred to custom fer-
roelectric-capacitor (FeCap)-based nonvolatile memory arrays
called NVL arrays. The SoC has traditional ferroelectric RAM
(FRAM) as a unified data and program memory. Ferroelectric
capacitors are programmable capacitors that can retain their

0018-9200 © 2013 IEEE
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Fig. 1. . SoC architecture with major system components. NVL arrays are dispersed in the physical standard cell area.

programmed state without the need for a power source. FRAM
integration into regular CMOS process has been previously
demonstrated [3] with high yields and only 2 additional masks
and is already used in high volumeMCU products [1], [2]. Thus
during sleep mode, no power is required to maintain system
state. When the chip comes back to functional mode from a
sleep mode, data from NVL arrays is transferred back to the
flip-flops and latches, and the SoC can resume operation from
where it left off. This SoC has the fastest (8 ), lowest energy
(8 ), and lowest area overhead (3.6%) NVL implementation
presented to date.
The concept of an NVL SoC is not new. Multiple nonvolatile

flip-flop topologies [4]–[6] have been reported with the intent
of enabling an NVL SoC. These designs embed ferroelectric
[4], [5] or MRAM [6] elements inside a flip-flop to enable non-
volatile state retention. However, all these are demonstrated at
the flip-flop level. There is only one previous NVL SoC imple-
mentation [7] reported in literature. However, it has 90% area
overhead, a slow 3- s wakeup time, and no bit-level testability
for the nonvolatile flip-flops.
We introduce the system architecture in Section II. Section III

provides an introduction to FeCaps and their application in
memory design. Section IV describes how the NVL arrays
interact with the flip-flops in the digital core. NVL bitcell and

array design is described in Section III-A. System design, phys-
ical implementation, and EDA flow is discussed in Section V.
Section VI describes the various use cases for an NVL SoC and
quantifies the benefits. Finally, Section VII concludes the paper
and describes future work.

II. SYSTEM ARCHITECTURE AND NVL FUNCTIONAL
DESCRIPTION

Fig. 1 shows the system architecture of our NVL MCU SoC.
It consists of a commercial 32-b processing core, UART and
SPI peripherals, serial wire debug interface, FRAM for program
and data, ROM test firmware, and SRAM for test purposes. A
central NVL controller controls the operation of the NVL arrays
distributed throughout the SoC.We rely on off-chip components
to regulate the power supply for this version of the chip.
Fig. 2 shows a functional diagram of the NVL SoC. When

the supply detection (SD) circuit detects a supply droop, the
switch at the output of the LDO is turned off to prevent spu-
rious voltages from reaching the SoC. The on-board supply ca-
pacitor holds enough charge to support the remaining work. To
tolerate unplanned power interrupts, the minimum size of the
supply capacitor is dictated by the energy needed to complete
a data backup. In this SoC, we use an external capacitor but
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Fig. 2. NVL SoC functional diagram. For this version of the NVL SoC, voltage regulation, supply detection and PM state machines are off-chip.

future SoC would have a package based capacitor implementa-
tion. On the other hand, if a system only has planned software
based power interrupts the supply capacitor size would be de-
termined by conventional dynamic IR drop requirements. Then
the SD activates the power management (PM) state machines
with a supply bad signal. Following this, data from all flip-flops
and latches in the SoC are backed up into NVL arrays. Since
the program and data memory are already nonvolatile, no action
needs to be taken for the FRAM. In this way, the entire system
state is saved before power loss. In the case of software based
power interrupt, the same sequence is followed, except that the
supply switch is turned off last. The NVL controller orchestrates
data backup and restore, and controls communication between
the system flip-flops and the NVL arrays. When power is re-
sumed, following a similar procedure, data from NVL arrays is
restored back into the system flip-flops, and system operation
beings from where it left off. No boot-up is required.
Though we have embedded SRAM, it is only used for

a FRAM test in this SoC. SRAM could be used in future
NVL SoCs during normal operation if it is configured as a
write-through or read-only cache. The SRAM data would not
be backed up using NVL. By invalidating the “valid bits” while
waking up from a sleep mode, the SRAM can be used in an
NVL SoC to improve memory speed and power consumption
during normal operation, while having NVL functionality.
The key metrics of an NVL SoC implementation are:

1) reliability: the added nonvolatile bits must be highly robust
and testable for signal margin;

2) system-level area overhead: NVL must not have a huge
area overhead;

3) NVL energy cost and wakeup time: if an NVL implemen-
tation takes as much time/energy to wake-up as the boot-up
code then it doesn’t have much benefit;

4) regular operation metrics: NVL should not impact regular
system performance or power;

5) process and design complexity: additional masks, high-
voltage supplies add to SoC cost.

To make NVL compatible with CMOS processing, ferroelec-
tric nonvolatile elements were chosen rather than flash. Flash
requires a dozen extra masks as compared with only two for fer-
roelectric nonvolatile elements. Also, ferroelectric nonvolatile
elements require a single 1.5-V supply for read and write. No
charge pump or voltage boosting is required.
All NVL implementations reported so far [4]–[8], propose

adding nonvolatile elements at the flip-flop level. Another
possible architecture is to use a large centralized NV-RAM
array to backup all flip-flop data. Fig. 3 shows these architec-
tures conceptually. Flip-flop-level NVL implementations [7]
have the potential to achieve the lowest wakeup time because
each nonvolatile element sits next to the flip-flop it backs up.
However, nonvolatile elements are typically qualified to yield
well in the protected and carefully studied environment of a
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Fig. 3. Possible NVL architectures. (a) A centralized architecture where a single large NVRAM backs up all FF data. (b) Flip-flop-level NVL implementation
where a nonvolatile element is added to each FF. (c) Our hybrid mini-array architecture.

memory array. Dispersing nonvolatile elements (like flash bits
or FeCaps) throughout the digital logic adversely impacts the
yield, since the surroundings of the FeCaps in active and metal1
layers are not predictable. To make things worse, parity and
ECC cannot be implemented since the nonvolatile elements are
not arranged in a regular array fashion. Further, read and write
infrastructure for the nonvolatile elements has to be replicated
in each flip-flop making the NVL area overhead large. For
example, the work in [7] has 90% area overhead due to an NVL
flip-flop that is five times the size of a regular flip-flop. Further,
low-resistance analog reference voltages required for NVL
test, and dedicated NVL supply voltages [8] have to be routed
throughout the digital section of the chip to every flip-flop.
The other option is to use a large centralized NVRAM to

backup the flip-flop data as shown in Fig. 3(b). For example, it is
possible to use part of the FRAM that already exists in ourMCU
SoC to implement NVL. Such an implementation helps save
area by using a dense memory array to backup flip-flop (FF)
data. Also, no additional testability or reliability concerns exist
because the same FRAM array is used as regular memory and
for NVL. However, the primary concern in a centralized NVL
implementation is the limited bandwidth a typical NVRAM of-
fers. For example, the FRAM we use in our SoC can read/write
64 b of data at 8 MHz. This translates to a 5- s wakeup time
for our 32-b MCU (with 2600 FFs). If a more complex MCU
core like ARM Cortex M3 or MSP430 is used, the FF count
and wakeup time would be four times the above value since the
FRAM read/write bandwidth would remain unchanged. In con-
trast our NVL SoC has a wakeup time of 400 ns, and this number

is independent of the flip-flop count. The limited bandwidth and
unscalable nature of a centralized scheme makes it impractical.
In our NVL SoC, a hybrid approach is followed [Fig. 3(c)].

We use custom 256-b mini-arrays of FeCap-based bitcells to
backup FF data. Multiple such arrays are located in the digital
area with standard cells surrounding them in a doughnut-like
shape. For larger SoCs, the preferred implementation would be
to disperse the mini-arrays throughout the logic cloud with each
array serving 256 neighboring FFs. This hybrid approach allows
us to amortize read/write circuitry over 256 b. An analog ref-
erence and the NVL power supply only need to be routed to
the arrays, and a solid mesh distribution throughout the chip is
not needed. Testability and bit-level screening features appli-
cable to a large NVRAM array can be exactly implemented for
such a mini-array. This is critical for making a viable product.
Also, being in a relatively well-controlled array environment
drives bit yield higher. Thus, the mini-array architecture serves
as a healthy compromise between a centralized NVRAM and
FF-level NVL implementation.

A. NVL Use Cases and Advantages

For the first generation, we envision two primary NVL use
cases. The most common way to use NVL would be to store a
boot image one time before deployment into NVL arrays and to
restore this image to system FFs every time the SoC wakes up.
In this use case, NVL is used as a boot replacement. The second
use case is “compute through power loss,” where before a power
interrupt FF data is backed up into NVL arrays and is restored
after power is back, enabling computation to start exactlywhere
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Fig. 4. NVL array connects to 256 NVL FFs using an 8:1 multiplexor. The
NVL controller synchronizes the data transfer from and to the NVL array to
NVL FFs.

it left off. An NVL SoC offers the following benefits over tradi-
tional SoCs.
1) Zero leakage replacement for retention FFs: Retention FFs
and associated LDOs need to be powered during sleep
mode to retain the system state. In an NVL system, these
can be turned off, lowering standby power from the 2537
FF at 125C in our SoC from 1.7 A to zero.

2) Enabled use LVT instead of HVT: Current ULP MCU de-
signs use HVT FFs [2] to lower current consumption of
the “always on” retention FFs. However, using HVT limits
the maximum performance of the design or limits the min-
imum operating voltage. With NVL, the entire logic do-
main can be turned off. This helps decouple leakage and
performance. SoCs can now use LVT logic throughout the
design, improve performance and/or operating voltage and
also avoid the design complexity of a mixed design.

3) Fast wakeup time: NVL reduces system wake-up time
from 100’s of microseconds to a few microseconds by
eliminating boot-up.

4) Ease of use: ULP MCU SoCs implement multiple sleep
modes that tradeoff wakeup time, standby power, and de-
sign volatility. With NVL, we achieve low leakage, fast
wakeup time and 100% state retention with a minimum
number of sleep modes. Ease of use is not quantifiable but
is a large advantage for products.

III. NVL FLIP-FLOP DESIGN

Here, we discuss how data are transferred between NVL ar-
rays and flip-flops in the SoC. To enable fast backup and restore,
NVL arrays have direct access to the system flip-flops. Fig. 4
shows how a group of 256 FFs connect to an NVL array. The
NVL array is organized into eight rows of 32 b each. Thus, FFs
are grouped into bunches of 32. Each 32-b FF group writes to
and reads from a row in the NVL array. The NVL controller
shown in Fig. 5 controls the select pins of the write multiplexor
and the control signals of the NVL array. The eight rows of the
NVL array are sequentially written under the control of the NVL
controller.
Conventional flip-flops have a single data-input port. To in-

sert data from NVL arrays back into a flip-flop, we added a

Fig. 5. Flip-flops need to be modified to be NVL compatible. (a) Conventional
retention FF with shaded slave latch that is powered by a separate “always on”
supply. (b) The NVL FF is built on top of a retention FF.

Fig. 6. NVL array architecture.

second data-input port (ND) and an enable port (NU) to a reg-
ular FF. As shown in Fig. 4, the 32-b data output bus of the
NVL array is connected to all eight FF groups. When row 0 of
the NVL is being read, NU ports of the FF group 0 are enabled.
In this fashion, all eight rows are sequentially read. Again, the
NVL controller generates the NU signals and synchronizes data
transfer between the NVL array and FFs. We call the modified
flip-flop an NVL flip-flop.
Fig. 5(a) shows the schematic of a retention flip-flop. The dif-

ference between a regular FF and a retention FF is that the slave
latch (shaded) of a retention FF is powered by a separate supply.
This allows the primary logic supply to be turned off during
sleep mode to save leakage power. At the same time, the state



This article has been accepted for inclusion in a future issue of this journal. Content is final as presented, with the exception of pagination.

6 IEEE JOURNAL OF SOLID-STATE CIRCUITS, VOL. 49, NO. 1, JANUARY 2014

Fig. 7. Ferroelectric capacitor behavior and FRAM bitcells. (a) FeCap – curve showing hysteresis. FeCap capacitance depends on the last state of polarization.
(b) A common FRAM bitcell. Reading such a bitcell involves a capacitor divider. (c) Different FRAM bitcells with increasing area and read signal margin.

of the FF is retained by only keeping the minimum-sized slave
latch powered. The NVL FF builds on top of a retention FF.
Two new ports ND and NU are added to the slave stage. During
regular operation, and . Since I4 is turned off
and I3 is on, the NVL FF behaves like a regular retention FF.
After coming back from a sleep mode, data must be transferred
from the NVL array into the NVL FF. To accomplish this, NU
is pulsed high for a cycle while ND has valid data. RET is kept
high at this time to allow ND to propagate to QB (CLK maybe
X because the logic domain may be off while restoring data).
When NU goes low, the latch closes and ND is latched as QB.
Since inverted version of ND is available at Q, an inverter is
placed in the path between the NVL array and the NVL FF. We
carefully added circuits only to the slave latch so that they are
not on the critical path and are minimum sized. The NVL FF
is 19% larger, 2% slower and has 7% higher power than a re-
tention FF. At the SoC level, impact on performance and power
is not even perceptible. Moreover, these numbers are for min-
imum-drive-strength FF’s. For higher drive strengths these NVL
overhead values are even lower.

IV. NVL BITCELL AND NVL ARRAY DESIGN

The NVL SoC uses 256-b FRAM-based mini-arrays to
backup FF data. Implementing ECC is impractical in such a
small array. Hence, we use a custom bitcell that has much
higher signal margin than a regular FRAM bitcell [3]. Fig. 6
shows the array architecture. The NVL array consists of the
bitcell array, row drivers, IO circuits, and a control and timing
block.

A FeCap is a nonlinear capacitor with hysteretic behavior,
as shown in Fig. 7(a). It retains the charge even when voltage
across its terminals is zero. The next time a voltage is applied
across its terminals, the capacitance depends on the polarity of
charge retained. This forms the basis of nonvolatility. Reading
an FRAM bitcell involves activating a capacitor divider and
sensing the mid-rail voltage that develops at the intermediate
node as shown in Fig. 7. Fig. 7 also shows how the read signal
margin increases as the bitcell is made increasingly complex.
Bitcell 1 uses a single FeCap and the BL cap as a load. A refer-
ence voltage is used by the sense amplifier to sense the mid-rail
voltage at Q. Bitcell 2 is a differential version of bitcell 1 and
gives twice the margin. Bitcell 3 uses a FeCap as the load rather
than the BL cap. This doubles the margin again because now
data is stored in all four capacitors in complementary fashion.
We use the configuration shown in bitcell 3 since robustness is
critical to our design. In future generations we would use bitcell
1 or 2 to lower area and read/write power.
Fig. 8 shows the NVL bitcell. C1-2 and C1-2 are the four

complementary FeCaps. A sense amplifier (SA) is embedded
inside the bitcell. This is done for enhanced read signal margin.
If the SA is placed outside the bitcell like an SRAM, the analog
voltage developed at Q and QB has to be passed onto the bit-
lines. Unlike an SRAM, the voltages at Q and QB are based on
a capacitor divider and are not actively driven. Thus, as soon as
TG opens, charge sharing causes signal loss of 13% as shown in
Fig. 9. Since the SA is inside the bitcell, we need to pass a full
swing signal onto the bitlines. To enable this, a CMOS pass gate
is used rather an NMOS or PMOS only. Using a CMOS pass
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Fig. 8. NVL bitcell based on bitcell 3 of Fig. 7. The bitcell has four FeCaps and local SA to maximize read signal margin.

Fig. 9. Signal waveforms at Q and BL with no local SA. Charge sharing and
slow TG operation causes voltage at Q to be lower than voltage at BL, causing
loss of signal margin.

gate has a side-effect. The PMOS in the pass gate introduces a
leakage path from VDD to Q/QB that may cause Q/QB to float
to a mid-rail voltage while the array is not being accessed. The
default state for PL1 and PL2 is low. If Q stabilizes to a mid-rail
voltage, the dc stress across the FeCaps can cause TDDB. To
prevent this, we introduce MC and MC’. These NMOSs clamp
Q and QB to VSS when the bitcell is not being accessed.
Fig. 10 shows the bitcell read and write waveforms. In the

default state, PL1-2 are low, CLR is high, the pass gates are
disabled and the SA is disabled. During a read operation, PL1
is pulsed high. This causes voltages to develop on Q and QB
according to the C1/C2 capacitor ratio. Next, the SA is enabled
which causes Q and QB to develop full rail signals which is
eventually transferred to the BL and read latch. The test read is
described later in this section.
During a write operation, store drivers in the array periphery

are enabled and drive BL and BLB to the correct logic. In the
waveform sequence, first PL1 and PL2 are pulsed high. Q and
QB couple high due to capacitance of the FeCaps. Next, the pass
gates are enabled and Q and QB are driven to the correct logic
values. Then the SA is enabled which assists the store driver
in holding Q and QB. At this time, the FeCaps on “0” side get
written. Then the PL1 and PL2 and driven back low. FeCaps
are highly capacitive ( 150 fF each), so any change on PL1-2

causes voltage to couple on Q and QB. This causes delays and
makes operations slower. However with the SA assisting the
write drivers, the impact coupling is reduced. At this time, the
FeCaps in the “1” side get written. This marks the end of the
write cycle. All signals return to their default state.
The row drivers drive the seven bitcell control signals de-

scribed above. The IO driver section shown in Fig. 11 contains
the store driver, read latch, scan chain, and test-related hard-
ware. BL is driven into the read latch L1. The read latch is paired
with a master latch L2 to make a scan flop. In normal mode, L2
is disabled, and in scan mode, LCH_EN is disabled. The store
drivers are used to drive full swing signals on BL and BLB.
They receive input from either the input 32 bit data port or from
the scan out (SO) node.
BL disturb TGs are used to insert an analog reference voltage

onto bitlines during a test read in order to measure read signal
margin. As shown in Figs. 10 and 12, before the PL1 is pulsed
high, the reference voltage vfnode_a is transferred to the bit-
line on the “0” side. Then, when the PL1 is pulsed high, the
voltage that develops on Q is sum of the reference voltage, and
the voltage that would have developed on Q in a normal read.
This lowers the differential that the SA sees. The maximum
reference voltage with which the read is successful is the read
signal margin for that bitcell.
For high-volume production, a fast on-chip test is needed to

screen out bad NVL arrays. To make this possible, dedicated
hardware to write all 0s/1s is included in the IO drivers. Once
the all 0s/1s are written, in the following test read cycle, the
parallel test read logic AND and OR gates determine if data was
correctly read. This way, a fast on-chip BIST is implemented
for the NVL arrays. During such a test, the reference voltage
(vfnode a) is set to an empirical value set to provide sufficient
signal margin against packaging and time-dependent degrada-
tion. Adding these test and margining circuits is prohibitive at
the flip-flop level. Hence, the hybrid min-array approach was
found to be most suitable to implement NVL.
The NVL controller generates all of the control signals for

the NVL array. The controller uses a synchronous state ma-
chine to generate these signals using a separate high-frequency
NVL clock. NVL does not require an accurate clock source, and
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Fig. 10. NVL array read “0” and write “0”. Key states like PL1 high to SAEN high (s2), SAEN high pulse (s3) during read and FeCap dc bias states (s3-4) during
write can selectively be made multi-cycle to provide higher robustness. Dotted lines show modification during a test read.

Fig. 11. IO circuits used in the NVL array periphery. Read/write circuits are amortized over eight rows. Scan flop helps provide for a dedicated NVL scan chain.
BL disturb TGs, and all 0/1 write and read circuits help implement fast on-chip NVL test. Implementing all of these circuits in every FF is prohibitive, making the
mini-array architecture the most appropriate for a practical NVL implementation.

a simple ring oscillator is acceptable. For this chip, however,
clock is provided externally. The NVL controller can read/write
to all of the NVL arrays in parallel or serial order depending on
the peak power/wake-up time tradeoff applicable at the system
level. For this SoC, we use a 32 8 array architecture. A max-
imum of eight rows was chosen to limit wakeup time to less
than 500 ns. Thirty-two columns helped get a near-square form
factor for the array. Lower limit on array size is set by array

efficiency: at 256 bits, we are at 65%. The higher limit would
be set by the wakeup time requirement. For future versions, we
plan to make the NVL array compiler-based so that SoC design
teams can select NVL array size.

V. NVL SYSTEM DESIGN AND IMPLEMENTATION

NVL can be applied to any digital system, programmable
core, ASIC or FPGA. NVL has just two system requirements:
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Fig. 12. Read signal margin measurement for NVL bitcells. BL disturb TGs pass a disturb voltage onto the bit-line reading a “0”. The voltage gets added to the
signal that would have otherwise developed on Q, thereby reducing the differential the SA sees.

Fig. 13. NVL SoC power domains. During system state restore, the logic domain VDDL is kept OFF to prevent parasitic power consumption due to signal ripple.
This is made possible by the developing the NVL FF on top of a retention FF.

the system must be edge triggered synchronous and the clocks
for all FFs must be stopped in the inactive state while going
into sleep mode. For example, if the design is positive edge trig-
gered, the default state of the clocks while going into sleep must
be low. These requirements stem from the design of the NVL
FF.
Inserting NVL into a design is simple and design-indepen-

dent. NVL is inserted into a design in the post-synthesis netlist
using a Tool Control Language (TCL) script as the first step after
loading the design into a place and route tool. Fig. 13 shows

power domains in our NVL SoC. There are three power do-
mains: VDDN (for NVL controller and NVL arrays), VDDR
(for the slave stage of all FFs), and VDDL (for all of the re-
maining logic, master stage of all FFs, and memories). It shows
the power supply conditions during different modes. In func-
tional mode, VDDL and VDDR are on. VDDN can be turned
off to save active mode leakage. Before going into sleep mode,
VDDN is turned on and all FF data is backed up. Then in sleep
mode, all the supplies can be turned off. When the chip comes
back from sleepmode, all supplies can be turned on while data is
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TABLE I
NVL SOC METRICS

being restored from the NVL arrays to the FFs. However, as data
from different rows and different arrays is sequentially restored,
logic values ripple through the VDDL domain, as different logic
cones may be interconnected. This is parasitic power consump-
tion. Our measurements show that the ripple energy is 1.3 and
5.2 nJ while accessing arrays in parallel and series respectively.
To prevent this parasitic power consumption, we use an innova-
tive but simple design technique: we shutdown the logic domain
while restoring data back to the FFs. This is made possible be-
cause we use retention FFs instead of normal FFs to build NVL
FFs. Retention FF have a separate supply for the master and
slave latches as shown in Fig. 5. Since NVL arrays only talk with
the slave latch, FFs can be restored, and there is no logic ripple
because the logic domain is off. Only after all the FFs have been
restored, VDDL is turned on. As VDDL rises to 1.5 V, all nodes
rise to their final values without ripple. As an additional benefit,
building on top of retention FFs allows the SoC to use regular
retention instead of NVL for very short sleep times.

VI. RESULTS AND CHIP SUMMARY

Here, we present simulation and measurement results for our
NVL SoC. The SoC has been implemented in a 130-nm low-
leakage HVT process. It uses a single 1.5-V nominal supply
voltage for all blocks in the design. The design was timing
closed at 8 MHz at the weak corner (weak process, 1.35 V,
85 C). The SoC consumes 75 A/MHz at 1.5 V while run-
ning from SRAM and 170 A/MHzwhile running from FRAM.

TABLE II
NVL SOC COMPARISON

Fig. 14. NVL SoC die photograph.

These numbers were measured while running a program that in-
crements a counter on an LCD display connected to the SoC’s
SPI interface.
The maximum NVL clock frequency is 125 MHz.Table I re-

ports the chip-level backup and restore costs with all arrays
being accessed in parallel/series (including NVL clock and con-
troller energy and FF update energy which was not included in
numbers in [9] due to measurement limitations). The high fre-
quency NVL clock and high bandwidth due to parallel NVL
array access helps us achieve a sub-400-ns wakeup time. NVL
has a one-time energy cost of backing up and restoring FF data.
However, without NVL the sleep mode leakage due to the pow-
ered retention FF is 280 nW at 85C and 1.74 W at 125 C.
This results in a breakeven time of 34 and 5.45 ms, respectively.
This is much smaller than typical sleep times in most ULP ap-
plications. Moreover, we have not taken into account potential
saving made possible by turning off the on-chip LDO that is
usually part of an MCU SoC. Table II shows a comparison of
this work with the only other NVL SoC reported so far.
Our measurement results show that theminimumNVL bitcell

margin is 550 mV, which is almost double the margins obtained
from a comparable FRAM bitcell (type 2 in Fig. 7). Fig. 14
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shows the die photograph. Digital logic consumes only a small
portion of the overall SoC area, but is the major contributor
to standby power. Though NVL increases digital area signifi-
cantly, the SoC area only grows by 3.6%. However, NVL impact
on standby power reduction is significant. Since our SoC only
has no power regulation, we can achieve zero standby power.
In other example implementations of a complete SoC [2] the
Real Time Clock (RTC), and some power management may be
always on and consuming power., In such systems, the benefit
of NVL in reducing standby power is less, but still achieves a
40% reduction in system standby mode power consumption ac-
cording to our system level estimates.

VII. CONCLUSION

We demonstrate an NVL SoC that helps achieve zero standby
power with a 400-ns wakeup time. The novel mini-array-based
architecture helps achieve a practical NVL implementation by
minimizing area overhead to 3.6% while ensuring testability of
each NVL bitcell. Parallel access to all mini-arrays makes the
wakeup time fast and independent of SoC flip-flop count. Bit-
cell design decisions help achieve the high signal margin and
robustness that is crucial for commercial success. A novel NVL
flip-flop design with dual ported slave latch allows use of NVL
with % impact on FF performance. Ripple power is min-
imized by clever use of retention FFs rather than regular FFs.
The system uses a single 1.5-V supply, fully CMOS-compat-
ible process technology, and simple design methodologies. The
above system, architecture, and circuit techniques help in real-
izing a production-ready NVL SoC. By making zero standby
power a practical reality, we believe that such an SoC would
help enable energy-constrained systems such as energy-scav-
enging wireless microsystems a practical reality.

REFERENCES

[1] M. Zwerg, A. Baumann, R. Kuhn, M. Arnold, R. Nerlich, M. Herzog,
R. Ledwa, C. Sichert, V. Rzehak, P. Thanigai, and B. O. Eversmann,
“An 82 A/MHz microcontroller with embedded FeRAM for energy-
harvesting applications,” in IEEE Int. Solid-State Circuits Conf. Dig.
Tech. Papers, Feb. 20–24, 2011, p. 334, 336.

[2] A. Baumann et al., “AMCUplatformwith embedded FRAMachieving
350 nA current consumption in real-time clock mode with full state
retention and 6.5 s system wakeup time,” in Proc. IEEE VLSI Symp.,
Jun. 2013, pp. 202–203.

[3] T. S. Moise et al., “Demonstration of a 4 Mb, high density ferroelectric
memory embedded within a 130 nm, 5 LM Cu/FSG logic process,” in
Proc. Int. Electron Devices Meet., Dec. 8–11, 2002, pp. 535–538.

[4] S. Masui, W. Yokozeki, M. Oura, T. Ninomiya, K. Mukaida, Y.
Takayama, and T. Teramoto, “Design and applications of ferroelectric
nonvolatile SRAM and flip-flop with unlimited read/program cycles
and stable recall,” in Proc. IEEE Custom Integr. Circuits Conf, Sep.
21–24, 2003, pp. 403–406.

[5] J. Wang, Y. Liu, H. Yang, and H. Wang, “A compare-and-write fer-
roelectric nonvolatile flip-flop for energy-harvesting applications,” in
Proc. Int. Conf. Green Circuits Syst., Jun. 21–23, 2010, pp. 646–650.

[6] S. Yamamoto, Y. Shuto, and S. Sugahara, “Nonvolatile flip-flop using
pseudo-spin-transistor architecture and its power-gating applications,”
in Proc. Int. Semiconductor Conf. Dresden-Grenoble, Sep. 24–26,
2012, pp. 17–20.

[7] Y. Wang, Y. Liu, S. Li, D. Zhang, B. Zhao, M. F. Chiang, Y. Yan, B.
Sai, and H. Yang, “A 3 us wake-up time nonvolatile processor based
on ferroelectric flip-flops,” in Proc. ESSCIRC, Sep. 17–21, 2012, pp.
149–152.

[8] M. Qazi, A. Amerasekera, and A. P. Chandrakasan, “A 3.4 pJ FeRAM-
enabled D flip-flop in 0.13 m CMOS for nonvolatile processing in
digital systems,” in IEEE Int. Solid-State Circuits Conf. Dig. Tech. Pa-
pers, Feb. 17–21, 2013, pp. 192–193.

[9] S. C. Bartling, S. Khanna, M. P. Clinton, S. R. Summerfelt, J. A. Ro-
driguez, and H. P. McAdams, “An 8 MHz 75 A/MHz zero-leakage
non-volatile logic-based Cortex-M0 MCU SoC exhibiting 100% dig-
ital state retention at V with ns wakeup and sleep
transitions,” in IEEE Int. Solid-State Circuits Conf. Dig. Tech. Papers,
Feb. 17–21, 2013, pp. 432–433.

Sudhanshu Khanna (M’13) received the B.Tech.
degree in electronics and communication engi-
neering from Delhi College of Engineering, Delhi,
India in 2005, and the M.S. degree from the Univer-
sity of Virginia, Charlottesville, VA, USA, in 2011.
His thesis was on low-power SRAM design.
He is currently a Senior Design Engineer with

Texas Instruments, Dallas, TX, USA. From 2005
to 2008, he was a Design Engineer with Texas
Instruments, India, where he worked on IO circuit
design. His research interests include SRAM design,

FRAM design, and low-power system design methodologies. In his current
role at Texas Instruments, Dallas, he is working on nonvolatile processors that
can retain their state across a power interrupt and wake up instantly without
needing to boot-up. He has authored and coauthored over 20 peer-reviewed
publications and has filed 33 U.S. patents.
Mr. Khanna was the winner of the Student Design Contest at IEEE

ISSCC/DAC 2011 and was elected Texas Instruments Innovator in Action for
2013.

Steven Bartling received the B.S.E.E. degree from
the University of Texas at Austin, Austin, TX, USA,
in 1985, and the M.S.E.E. degree from the Georgia
Institute of Technology, Atlanta, GA, USA, in 1987.
He is currently the Technology Development

Manager (SMTS) with the MCU Business Unit at
Texas Instruments, Dallas, TX, USA. His current
research interests include ultralow-power logic and
memory circuits, processor architectures, and system
design. In the past, he has held key roles in the
development of RISC 29000, PowerPC, and x86

compatible CPU’s. He is inventor or coinventor on 54 U.S. and international
patents.

Michael Clinton (M’13) received the B.S.E.E. de-
gree from Lehigh University, Bethlehem, PA, USA,
in 1982, and the M.S.E.E. degree from the University
of Vermont, Burlington, VT, USA, in 1991.
In 1982, he joined IBM’s Microelectronics Di-

vision, Essex Junction, VT, USA, and worked on
dynamic memory (DRAM) circuit design. While
at IBM, he worked on DRAM designs ranging in
density from 64 k to 512 Mb. In 2002, he joined
Texas Instruments (TI), Dallas, TX, USA, where he
was involved with SRAM compiler designs in the

65-nm, 45/40-nm, and 28-nm technologies. During this time, his work focused
on power management and read/write assist circuit techniques. While at TI,
he was also involved with FRAM design for both high-speed applications and
compilers. In 2013, he joined TSMC, Austin, TX, USA, where he is currently
a Deputy Director working on high-speed memory design.
Mr. Clinton is a member of the IEEE Solid-State Circuits Society. He is cur-

rently a member of technical program committee for the ISSCC and was pre-
viously a member of the Symposium on VLSI Circuits technical program com-
mittee. He has presented papers or participated in tutorials, forums and panels
discussing SRAM design and variability.



This article has been accepted for inclusion in a future issue of this journal. Content is final as presented, with the exception of pagination.

12 IEEE JOURNAL OF SOLID-STATE CIRCUITS, VOL. 49, NO. 1, JANUARY 2014

Scott Summerfelt received the B.S. degree in
metallurgical engineering and the B.S. degree in
physics and mathematics from Iowa State Univer-
sity, Ames, IA, USA, both in 1984, and the M.S. and
Ph.D. degrees in materials science and engineering
from Cornell University, Ithaca, NY, USA, both in
1990. His dissertation focused on interfaces and
microstructures in spinel-wustite systems.
He is a Fellow with the Analog Technology De-

velopment (ATD) Group, Texas Instruments, Dallas,
TX, USA. In 1990, he joined Texas Instruments,

Dallas, TX, USA, to work on (Ba, Sr)TiO3 for DRAM and later Pb(Zr,
Ti)O3 for FRAM. His research interests have focused on high-dielectric and
ferroelectric materials for memory applications including electrical properties,
electrode materials, processing, design rules, cell design, ferroelectric spice
models, and integration issues. He has helped create and optimize the FRAM
process integration approach since its beginning in 1996 when it started
production in 2007. He has authored and coauthored over 34 refereed and 40
proceeding publications, two book chapters, and 159 U.S. patents.

John A. Rodriguez (M’94) received the Ph.D.
degree in electrical and computer engineering from
Rice University, Houston, TX, USA, in 1999.
He is a Distinguished Member of the Technical

Staff in Analog Technology Development, Texas
Instruments, Dallas, TX, USA, where he researches
the reliability physics of ferroelectric memory de-
vices embedded within advanced CMOS processes.
He has coauthored over 30 conference and journal
publications and holds 18 U.S. patents.
Dr. Rodriguez was a recipient of the 2002 IEEE In-

ternational Reliability Physics Symposium Outstanding Paper Award, the 2005
EOS/ESD Symposium Best Presentation Award, and the 2012 Semiconductor
Research Corporation Mahboob Khan Outstanding Industry Liaison Award.

HughMcAdams received the B.A. degree in physics
from Rice University, Houston, TX, USA, in 1968.
He is a Distinguished Member Technical Staff

with the Analog Technology Development (ATD)
Group, Texas Instruments (TI), Dallas, TX, USA.
He joined TI in 1970 and designed DRAMs until
TI exited the memory business in 1998. He later
rejoined TI in 2000 and began working on the design
of ferroelectric memories. He has helped define
the architecture and design many of the embedded
FRAM macros used in various business units within

TI. He is an author of several refereed and proceeding publications on DRAMs
and FRAMs and holds over 70 U.S. patents.



Ant Colony Based Load Flow Optimisation Using Matlab | ISSN: 2321-9939 

2013 | IJEDR1302010       INTERNATIONAL JOURNAL OF ENGINEERING DEVELOPMENT AND RESEARCH | IJEDR 

 (All right reserved by www.ijedr.org) 
110 

 

Ant Colony Based Load Flow Optimisation  

Using Matlab 

Kapil Upamanyu 

kapil.upamanyu@gmail.com 

Keshav Bansal 

keshav.dtu@gmail.com                     

Miteshwar Singh 

miteshwar@yahoo.com 

                                

Department of Electrical Engineering 

Delhi Technological University, Shahbad Daulatpur, Main Bawana road, New Delhi-110042, India 

 

Abstract: This paper presents a solution to the network 

constrained optimisation problem using Ant Colony 

Optimisation (ACO) algorithm. This algorithm consists of 

artificial agents, called ants, which cooperate among themselves 

to find an optimal solution to the Constrained Load Flow (CLF) 

problem. These ants communicate with each other using 

pheromone matrix, pheromone being a chemical released by real 

ants for finding the shortest path from food source to their nest. 

The study revolves around finding the optimum settings of three 

tap changing transformers, which gives minimum power losses 

while maintaining a constant demand. The above method is 

applied to the standard IEEE 30-bus system and results are 

compared with the solutions obtained from conventional 

methods. The MATLAB code is developed for the same, and 

compared with the conventional approach. 

 

Index Terms – Ant colony Optimisation (ACO), Constrained 

Load Flow (CLF), Genetic Algorithms (GA)  

 

I. INTRODUCTION 

 

The CLF problem deals with the offline adjustment of the 

power system control variables in order to satisfy physical 

and operating constraints [1]. Every year an immense amount 

of power is lost due to transmission, generation and 

distribution imperfections and non-idealities. The objective is 

to minimise the transmission losses by changing the tap 

setting of switching transformers. This gives us a constrained 

load flow problem to which ACO optimisation is applied. 

Various methods can be followed for this purpose, 

conventional being testing all possible combinations of tap 

settings of transformers and finding the combination which 

corresponds to minimum power losses. But this method is 

associated with a large computational time and a need for a 

large computational memory. 

Genetic Algorithms (GA) offer a great advantage of less 

computational time. GA has been used to evolve computer 

programs for specific tasks, and to design other computational 

structures [2]. GA involves heuristic methods such as swarm 

particle optimisation and ACO. 

Heuristic methods do not guarantee the optimal solution to 

the given problem but the algorithm can be fine tuned so as to 

obtain a near optimum solution with a high accuracy and low 

computational time. The significant part of heuristic 

algorithms comprises metaheuristic methods, which differ 

from the classical methods in that they combined the 

stochastic and deterministic composition. It means that they 

are focused on global optimization, not only for local 

extremes [5]. The big advantage of metaheuristic is that they 

are built not only for solving a concrete type of problem, but 

they describe general algorithm in that, they show only the 

way, how to apply some procedures to become solution of the 

problem. 

The essential trait of ACO algorithms is the combination 

of a priori information about the structure of a promising 

solution with a posterior information about the structure of 

previously obtained good solutions [3]. This metaheuristic 

algorithm is developed on the natural behaviour of ants of 

transporting their food from the source to their nest through 

shortest path. To find the shortest path, moving ants lay some 

pheromone on the ground, so an ant encountering a previously 

trail can detect it and decide with high probability to follow it. 

As a result, the collective behaviour that emerges is a form of 

a positive feedback loop where the probability with which an 

ant chooses a path increases with the number of ants that 

previously chose the same path [4]. 

In power systems, the ACS has been applied to solve the 

optimum generation scheduling problems [6], [7] and the 

optimum switch relocation and network reconfiguration 

problems for distribution systems [8], [9]. It is rather difficult 

to find a single search space, configuration, and a parameter 

set of an ACS algorithm that can satisfy every optimization 

problem. The ACS algorithm proposed in this paper 

formulates the CLF problem as a combinatorial optimization 

problem, implying the settings of the three tap changing 

transformers are combined to obtain an optimum solution to 

the CLF. 
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II. CLF PROBLEM 

 

The load flow problem can be expressed by two sets of non 

linear equations: 

Y=g(X, U) 

Z=f(X, U)                                                                          [10] 

 

Where 

Y    Vector of nodal power injections 

Z    Vector of constrained variables (power flows, reactive 

       Powers of PV buses, etc.); 

X    State vector (voltage angles and magnitudes); 

       Control vector (transformer tap settings) 

U    Voltage and power at PV buses 

 

The objective of the Constrained Load Flow problem is to 

maintain some or all elements of vectors X & Z within given 

operating limits and hence determine the combination of the 

control variables which satisfies such limits and provides the 

system with minimum power losses. 

 

III. BASIC CONCEPTS OF ACS 

 

Ant Colony Algorithms are based on the principle of 

stimulating the behaviour of real ants. [11][12] ACS finds its 

basis on the fact that as a group the ants are able to find the 

shortest path to their destination using simple communication 

methods. For real life ants the communication medium is the 

chemical, pheromone which they leave as a trail marker on 

the ground. The pheromone evaporates over time unless an 

additional amount is deposited, thus indicating that a greater 

number of ants prefer this path. In other words the trail with 

the greatest pheromone levels is indicative of high degree of 

optimisation.  

Consider the minimisation of the CLF Power Loss 

Problem (S, P, C) where S is the matrix of all possible 

solutions, P is the objective function to be minimised and C is 

the matrix of constraints to be adhered to[13]. For the solution 

of the CLF problem artificial ants create feasible solutions by 

following all relevant possible routes. The probability of an 

ant choosing node j is: 

 

 

 

Where (imp) belong to Ni
k 
satisfying the constraints matrix C. 

 

 

IV. ANT COLONY ALGORITHM FOR CLF 

 

1. Create the search space that represents the discrete settings 

(states) of the control variables (Stages) 

2. Insert the pheromone matrix according to the nodes of the 

Ant System Graph where n is number of states and m is the 

number of stages 

3. Initialize the pheromone matrix to a common value 

4. Allow M wants to run across the various possible 

combinations of the states and stages 

5. Calculate Power Losses 

6. Obtain the control variable settings corresponding to 

minimum power losses. 

7. Update the Pheromone matrix first locally then globally 

corresponding to tap settings. 

8. Repeat for a number of Iterations or till the time 

convergence occurs 

9. Run a set of M new ants in each iteration 

10. Display the Result 

11. Obtain results 10 times and compare results and their 

variance. 

 

V. METHODOLOGY USED 

 

In this system we have considered all the parameters 

fixed, except the three transformer tap settings between line 6 

& 9, line 6 & 10, line 4 & 12.The objective is to minimize the 

power losses associated with this system by changing tap 

settings of these three transformers. We have used Newton 

Raphson Method to determine the losses associated with 

different combinations of settings of these three transformers. 

Each transformer tap is varied in steps of 16, each step 

indicating a value of 0.01. The range of turn-ratio varies from 

0.9 to 1.05. Hence there are 4096(16*16*16) possible 

combinations of transformer settings corresponding to which 

losses can be calculated. Our task is to find out that 

combination which gives minimum power loss in the 

minimum possible iterations with the maximum possible 

accuracy. 
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After the initial matrices corresponding to bus voltage and 

power levels have been defined the pheromone probability 

matrix is initialised in MATLAB. Initially all pheromone 

matrix elements are given a constant value and a random ant 

distribution function is run in the first iteration.  

 

for t=1:16       % Loop for running the 16 Artificial Ants 

ran=rand;    % Using Random function in first Iteration 

  p=0; 

  n=0; 

 for r=1:al  %Taking a Random Probability based Value for 

Tap A     

p=p+pa(r)/sum(pa); %Determining Probability for choosing    

    path 

      if ran<p && n==0 

        sa=r; 

          n=n+1; 

      end 

    end 

    a(sa); 

    ran=rand; 

    p=0; 

    n=0; 

 

As the number of iterations increases the coefficient of 

pheromone updation is correspondingly changed under the 

assumption that we are nearing the optimum solution and 

hence greater weightage is given to the results which are 

obtained in the later stages of the process. 

 

    if q<5   % No. Of Iterations 

        cp=2000;  %Coefficient of Pheromone Updation 

    else if q<40 

        cp=300000;   %Coefficient of Pheromone Updation 

    else 

        cp=300000;  %Coefficient of Pheromone Updation 

    end 

   else if f==0 

    cp=270000; %Coefficient of Pheromone Updation 

 

After each set of artificial Ants is run and a set of power 

losses is obtained, the pheromone probability matrix is 

updated while also taking into account the evaporation matrix. 

 

pa=.999*pa; %Evaporation Rate for Pheromone A 

pb=.998*pb; %Evaporation Rate for Pheromone B 

pc=.998*pc; %Evaporation Rate for Pheromone C 

cp; 

if q~=1  %Global Updation Loop 

pa(s(1))=pa(s(1))+.1*cp*f; %Updating Pheromone Level of A 

pb(s(2),s(1))=pb(s(2),s(1))+.40*cp*f; %Updating Pheromone   

     Level of B 

pc(s(3),s(2))=pc(s(3),s(2))+.35*cp*f; %Updating Phermone 

     Level of C 

if f==0 %Updating Pheromone Levels when previous set  

  minimum value again comes as a result 

     

pa(s(1))=pa(s(1))+.1*cp*.0007; 

    pb(s(2),s(1))=pb(s(2),s(1))+.25*cp*.0007; 

    pc(s(3),s(2))=pc(s(3),s(2))+.28*cp*.0007; 

end 

 

Similar to the constraints which are put on the various 

parameters of the Load Flow System in case of a fall of 

pheromone probability levels below a minimum value or a 

rise above maximum values the matrix components are reset 

to the standard values. 

 

for h=1:al 

    if pa(h)<=.01   %If Pheromone A falls below a minimum   

    value 

        pa(h)=.01;        

    end 

    if pa(h)>=500  %If Pheromone A exceeds a maximum 

     value 

        pa(h)=500; 

    end 
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VI. RESULTS  

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

The Minimum Power Loss obtained for the IEEE 30 Bus 

System was 17.4367 pu and it corresponded to a tap 

transformer setting of 1.03 pu on Transformer A, 0.95 pu on 

Transformer B and 1.00 pu on Transformer C. The process 

took an average of 174 iterations when run 10 times as 

compared to 4096 iterations which it would have taken had 

we applied conventional problem solving algorithms. 

 

 

VII. CONCLUSION 

 

The procedure implemented gives the minimum power losses 

combination within an error of 0.05% Power Loss. However 

we have only considered 3 Tap transformers with 16 discrete 

levels each. If the number of tap transformers is increased 

along with more variable elements like Variable Capacitors, 

variable Generator Buses etc, a greater degree of efficiency is 

possible. The ACO algorithm enables us to find the optimum 

solution to the CLF problem in just 174 iterations whereas by 

conventional methods the Newton Raphson Load Flow 

analysis would have to be run for the stipulated 4096 times. 

 

   However a major flaw with the   ACO Algorithm for CLF  

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

The main problem is the pheromone updation function. The 

function constants are highly dependent on the system to 

which it is applied and hence direct application to any system 

is not entirely possible as it leads to an increase in the number 

of iterations and reduction in accuracy. 
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Abstract—In this paper, we model the relationship 
between object-oriented metrics and software change 
proneness. We use adaptive neuro-fuzzy inference system 
(ANFIS) to calculate the change proneness for the two 
commercial open source software systems. The 
performance of ANFIS is compared with other techniques 
like bagging, logistic regression and decision trees. We use 
the area under receiver operating characteristic (ROC) 
curve to determine the effectiveness of the model. The 
present analysis shows that of all the techniques 
investigated, ANFIS gives the best results for both the 
software systems. We also calculate the sensitivity and 
specificity for each technique and use it as a measure to 
evaluate the model effectiveness. The aim of the study is to 
know the change prone classes in the early phases of 
software development so as to plan the allocation of testing 
resources effectively and thus improve software 
maintainability. 

Keywords—ANFIS; bagging; change proneness; logistic 
regression; random forest; receiver operating characteristic (ROC) 
curve; sensitivity; specificity. 

I. INTRODUCTION 
The software maintenance phase is one of the most 

important, expensive and time consuming of all the phases in 
the software development life cycle. The maintenance phase 
consumes nearly 40% to 70% of the total cost spent during the 
entire lifecycle of the software [1]. Due to this reason, 
software maintainability is still considered a challenging task 
in the software industry. Software maintainability means the 
ease with which a software system or component can be 
modified to correct faults, improve the performance or adapt 
to a changed environment [2]. The requirement to change the 
software may arise in order to correct the discovered faults, 
adapt to a changed environment, improve the software 
performance or enhance the understandability of the source 
code. As the duration and cost involved in maintaining the 
software is very high, it becomes essential to monitor the 
software metrics right from the design phase. This will help 
the developer in improving upon the various aspects of 
software development such as design, coding and 

implementation which could otherwise lead to increased 
maintenance cost in the later part of software development life 
cycle.  In the literature, a variety of software metrics [3-7] 
have been proposed which can be effectively used to predict 
the software maintenance behavior. In fact, the object-oriented 
software metrics are becoming increasingly popular due to the 
resulting ease of maintenance and reduced maintenance effort. 
Moreover, theoretical studies have shown that there is a strong 
evidence of link between object-oriented software metrics and 
their maintainability.  

Recently, there has been a significant interest on the use of 
statistical methods and artificial neural networks (ANN) for 
predicting the software maintenance effort. In this paper, we 
make the use of adaptive neuro-fuzzy inference system 
(ANFIS) to predict the software maintainability in terms of 
change proneness. ANFIS is a Sugeno-based fuzzy inference 
system and it integrates the principles of neural networks as 
well as fuzzy logic into a single framework. The inference 
system corresponds to a set of fuzzy IF-THEN rules with 
learning capability to approximate the non-linear functions. 
The functions are tuned using either a backpropagation method 
alone or in combination with the least squares type of method 
[8]. Change proneness can be understood as the probability that 
the particular part of the software would change. The change in 
the software is calculated in terms of the number of lines 
added, deleted or modified in the recent version classes with 
respect to the previous version classes. We employ the present 
model to predict the change proneness for two open source 
software using the object-oriented design metrics suite given 
by Chidamber and Kemerer [4]. We compare the results of 
ANFIS with other machine learning methods like logistic 
regression, bagging and random forest. To the best of our 
knowledge, ANFIS gives the best results for predicting change 
proneness as compared to the other machine learning methods 
reported in the literature till date.  

II. RESEARCH BACKGROUND 
In the literature, several techniques have been proposed for 

predicting the software change proneness. In 2007, Sharafat 
and Tahvildari [9] proposed a probabilistic model in which 
they used the change history as well as the source code of the 
software to determine the probability of change. In order to 
account for the probability that the change would propagate 
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from one class to another, they analyzed the dependencies 
obtained from the UML diagram of the system. Han et. al [10] 
used behavioral dependency measurement (BDM) for 
predicting the change proneness in UML 2.0 models. The 
correlation between the change coupling (interdependence 
between various artifacts of software) and defects for three 
large software systems was analyzed by Ambros et al. [11]. 
Chaumun et al. [12] proposed a change impact model in order 
to investigate the impact of changes made to the classes of a 
system. According to their model, impact of change depends 
on the type of change as well as on the type of link 
(inheritance, aggregation) between the classes. They concluded 
that the object-oriented design metrics are important in 
determining the software changeability. Zhou et al. [13] based 
their study on three size metrics viz. source lines of code 
(SLOC), number of methods implemented in a class (NMIC) 
and the sum of the number of parameters implemented in class 
(NumPara). They analyzed the confounding effect of the class 
size on relationship between object-oriented metrics. A 
confounding variable can be defined as the one which leads to 
misjudgment of the actual relationship between the dependent 
and independent variable. In spite of growing interest for 
relationships between object-oriented metrics and change 
proneness among the researchers, Lu et al. [14] suggested that 
there was a need to reexamine such a relationship. This is 
mainly due to the fact that most of the studies on change 
proneness use small number of object-oriented metrics that too 
on relatively fewer systems. In view of this, it becomes 
relatively difficult to generalize the relationship between object 
oriented metrics and change proneness for all the systems.   

Apart from the methods discussed above, many soft 
computing techniques have been proposed and employed by 
the researchers to predict the software maintenance effort. It is 
to be noted that the soft computing approaches are gaining 
attention of researchers mainly because of their ability to 
predict the maintainability with accuracy and precision. Yuan 
et al. [15] and Gyimothy et al. [16] used fuzzy subtractive 
clustering and regression respectively to predict the fault 
proneness of the software. Aggarwal et al. [17] also developed 
a fuzzy model for predicting the software maintainability. 
Malhotra and Khanna [18] evaluated and compared the 
performance of machine learning methods with statistical 
methods using ROC analysis. The study, based on three open 
source software, showed that the results of machine learning 
methods were comparable to statistical techniques. Kaur et al. 
[19] first suggested the use of ANN, FIS and ANFIS to predict 
the software maintainability in terms of continuous dependent 
variable. However, none of the machine learning methods 
discussed above employs FIS or ANFIS for predicting the 
software change proneness. In this paper, we demonstrate the 
use of ANFIS on metric suite of Chidamber and Kemerer for 
predicting software change proneness. 

III. SOFTWARE METRICS 
In this section, we introduce the object-oriented metrics 

used in the prediction and model evaluation. The independent 
variables i.e. the object-oriented metrics used in the present 
study were first proposed by Chidamber and Kemerer [4]. The 
each metric of the suite is briefly described in Table I.  

TABLE I.  INDEPENDENT VARIABLES 

Metric Definition 

Coupling between 
objects (CBO) 

A count of the number of other 
classes to which it is coupled and 
vice versa. 

Response for a class 
(RFC) 

A count of methods implemented 
within a class and the number of 
methods accessible to an object class 
due to inheritance. 

Lack of cohesion 
(LCOM) 

The number of pairs of local 
methods in a class using no attribute 
in common. 

Number of children 
(NOC) 

The number of immediate subclasses 
of a class in a hierarchy. 

Depth of inheritance 
(DIT) 

The maximum number of steps from 
the class node to the root of the tree 
and is measured by the number of 
ancestor classes. 

Weighted methods 
per class (WMC) 

Count of sum of complexities of all 
methods in a class. 

Lines of code (SLOC) The number of lines of code. 

IV. DATASET CHARACTERISTICS 
This study makes the use of two datasets consisting of the 

Chidamber and Kemerer metric suite for the open source 
software written in Java language. The first dataset, Frinika, 
contains metric data of 248 classes whereas the second dataset, 
CheckStyle, contains the metric data of 693 classes. The values 
of these metrics have been made available from the Understand 
your Code [20]. Software maintainability has been predicted in 
terms of the dependent variable change proneness i.e. the 
probability of occurrence of change after the software release. 
The change in lines of code for a particular class has been 
calculated by counting the number of lines of code that are 
added, deleted or modified in that class. The method of box-
plots has been used to remove the outliers from the datasets. 
Table II and III describe the dataset characteristics in terms of 
statistical distribution of the seven metrics as they appear in the 
datasets for both the software systems – Frinika and 
CheckStyle. 

V. RESEARCH METHODOLOGY 

A. Adaptive Neuro-Fuzzy Inference Systems 
Adaptive neuro-fuzzy inference system (ANFIS) constructs 

a fuzzy inference system (FIS) for the given input/output 
parameters whose membership function parameters are 
adjusted using either a back propagation algorithm alone or in 
combination with a least squares type of method [8, 21]. This 
adjustment allows the Fuzzy systems to learn from the data 
they are modeling. ANFIS is applicable to the modeling 
situations where it is difficult to discern what the membership 
functions should look like simply from looking at data. Rather 
than choosing the parameters associated with a given 
membership function arbitrarily, these parameters could be 
chosen so as to tailor the membership functions to the 
input/output data in order to account for these types of 
variations in the data values. For the present analysis, we use 
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TABLE II.  DESCRIPTIVE STATISTICS OF FRINIKA DATASET 

Metric Maximum 75% Median 25% Minimum Mean Standard 
Deviation 

Skewness 

CBO 11 4 2 0 0 2.70 2.61 0.96 
RFC 27 6 3 2 0 5.06 5.12 1.96 

LCOM 100 60 50 0 0 37.79 30.24 0.01 
NOC 0 0 0 0 0 0 0 - 
DIT 3 2 2 1 1 1.63 0.59 0.32 

WMC 30 9 4 2 0 6.62 6.09 1.69 
SLOC 181 56 31 17 3 42.15 35.43 1.59 

TABLE III.  DESCRIPTIVE STATISTICS OF CHECKSTYLE DATASET 

Metric Maximum 75% Median 25% Minimum Mean Standard 
Deviation 

Skewness 

CBO 1 0 0 0 0 0.16 0.40 1.78 
RFC 14 6 3.50 0 0 4.50 5.28 0.98 

LCOM 5 2 1.50 0 0 1.67 1.86 0.93 
NOC 85 52 6 2 0 25.16 35.23 0.95 
DIT 92 7 4 0 0 17.83 36.48 1.75 

WMC 10 2 1.50 0 0 2.50 3.78 1.56 
SLOC 172 69 41.50 23 1 51.24 36.98 1.17 

the generalized bell-shaped membership function (gbellmf) 
of the ANFIS toolbox in MATLAB. The number of 
membership functions is set to two and the number of epochs is 
fixed to be 40. The genfis1 function of MATLAB is used to 
generate a Sugeno-type fuzzy inference system. 

B. Logistic Regression 
Logistic regression (LR) is used to predict the dependent 

variable (change proneness) from a set of independent 
variables (OO metrics) to determine the percent of variance in 
the dependent variable explained by the independent variable 
[22-27]. We try to predict the probability of occurrence of an 
event by fitting the data into logistic curve. LR is a statistical 
method for dealing with the formulation of the mathematical 
model depicting relationship among variables, which can be 
used for the values of each independent variable. Multivariate 
LR is done to construct a prediction model for the change 
proneness of classes. In this method, metrics are used in 
combination. The multivariate LR formula can be defined as:  

                
0 1 1

0 1 1
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1 2 ( ... )( , ,..., )
1

n n

n n

A A X A X

n A A X A X
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where Xi, i = 1, 2, 3,…, n are the independent variables and 
prob is the probability of detecting whether the class has 
changed or not. 

C. Bagging 
Bagging improvises the classification models by creating 

numerous   versions  of  the  training  sets.  This  classification  

 
 

 
method trains a new function for each of the various similar 
training sets. This accumulation standardizes over the versions 
when we predict a numerical result [28]. In case of predicting 
a class the result of majority is selected. In order to create 
multiple versions, we create bootstrap duplicates of the 
learning set. These sets are then used as the new learning set. 
Bagging has numerous benefits such as substantial gains in 
classification accuracy over other regression methods, 
reduction in variance and non-overfitting of training data. The 
success of Bagging is due to instability of the prediction 
method. If disturbing the learning set can cause critical 
changes in the predictor constructed, then Bagging can give 
quite good results. Bag size percent of 100, 10 iterations and 
REP tree as classifier were chosen for our analysis.  

D. Random Forest 
Random forests (RF) was proposed by Breiman [29] and is 

a combination of tree predictors such that each tree depends 
on the value of a random vector. For all the trees in the forest, 
this random vector is sampled independently and with the 
same distribution. Thus, a random forest is a classi�er 
containing many decision trees. The class which is output, is 
the mode of all the classes output by individual trees [4]. The 
number of trees in RF have been kept to be 10 for the present 
analysis. Advantages of RF include simplicity, high 
parallelizability, fast learning and robustness to noise and 
outliers. The tools described above have been realized using 
the default settings of WEKA, an open source data analysis 
software developed by the University of Waikato [30]. 
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VI. ANALYSIS AND EMPIRICAL RESULTS 
This section describes the analysis performed to predict 

whether there is a change in the SLOC for a class or not. We 
use the metric suite of Chidamber and Kemerer described in 
Section III to perform the analysis. Apart from employing the 
machine learning based ANFIS to predict the maintenance 
effort, we also apply the conventional machine learning 
techniques such as logistic regression, bagging and random 
forest. We use the following measures to evaluate the 
performance of each prediction model: 

The sensitivity and specificity are important measures of 
performance of binary classification test. In the context of the 
present datasets, the percentage of classes correctly predicted 
to be change-prone is known as sensitivity (or true positive 
rate) of the model. The percentage of the classes predicted not 
to be change-prone correctly is called the specificity (or true 
negative rate) of the model. For a prediction model to be 
accurate, both the sensitivity and specificity of the model 
should be as high as possible. 

The receiver operating characteristic curve, also known as 
ROC curve has been used to evaluate the performance of the 
present classifier model. The ROC curve plots sensitivity on 
the y-coordinate and 1-specificity on the x-coordinate. While 
constructing ROC curves, we selected many cutoff points 
between 0 and 1, and calculated sensitivity and specificity at 
each cut off point. The optimal choice of the cutoff point (that 
maximizes both sensitivity and specificity) can be selected 
from the ROC curve [24,31]. We use the area under the ROC 
curve (AUC) to estimate of the model accuracy. For a model 
to be accurate, the value of AUC should be close to one [31]. 

In order to predict the accuracy of the model, it is 
necessary to perform the cross-validation. Cross validation can 
be defined as applying the model to a data set other than the 
one from which the model was originally derived. In general, 
the dataset is divided into two parts – training set and testing 
set – wherein training set is used to derive the model and 
testing set is used to validate the model. Various methods such 
as k-fold cross validation and leave-one out validation have 
been proposed in the literature. For the present change-
proneness prediction, we use the k-fold cross validation 
technique with k=10 since leave-one technique would be 
computationally intensive because of the large number of 
dataset instances involved in the study. In the 10-fold cross 
validation technique, the dataset is divided into 10 
approximate equal parts, where each part in turn in used for 
testing and the remaining nine parts are used for training [32].  

A. Validation Results for Frinika 
Table IV shows the validation results on Frinika software 

using four different approaches – ANFIS, logistic regression, 
bagging and random forest. It can be seen that ANFIS has the 
greatest AUC of 0.752 and the corresponding values of 
sensitivity and specificity are 70.6% and 70.3% respectively at 
a cutoff point 0.4637. It can also be interpreted that bagging 
gives comparative results to ANFIS. Though the sensitivity 

and specificity for bagging are same as that of ANFIS, the 
AUC is 0.726 which is slightly less than that of ANFIS. If we 
compare RF and LR, the AUC value is greater for RF due to 
which it is expected to give better performance. The 
sensitivity and specificity values for RF are equal (62.4%) and 
the cutoff value is 0.4285. The ROC curves for Frinika are 
shown in Fig. 1. 

TABLE IV.  VALIDATION RESULTS FOR FRINIKA 

Method Sensitivity Specificity Cutoff 
Point AUC 

ANFIS 70.60 70.30 0.4637 0.752 

Logistic 
Regression 61.20 61.40 0.4115 0.671 

Bagging 70.60 70.30 0.4430 0.726 

Random 
Forest 62.40 62.40 0.4285 0.704 

        

        
Fig. 1. ROC curves for Frinika (a) ANFIS (b) Logistic Regression (c) 
Bagging (d) Random Forest 

B. Validation Results for CheckStyle 
Table V shows the validation results for CheckStyle 

software using the four different approaches discussed above. 
Again, the results of ANFIS are the best with AUC of 0.860 
and the corresponding sensitivity and specificity values being 
79.0% and 78.9% respectively. Bagging and RF give the 
similar results in this case with the AUC for bagging (0.748) 
being slightly higher than the RF (0.725). LR gives the lowest 
performance of all the four approaches with AUC, sensitivity 
and specificity being 0.671, 67.2% and 66.7% respectively. 
Fig. 2 shows the ROC curves for CheckStyle using four 
approaches. 
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TABLE V.  VALIDATION RESULTS FOR CHECKSTYLE 

Method Sensitivity Specificity Cutoff 
Point AUC 

ANFIS 79.00 78.90 0.3054 0.860 

Logistic 
Regression 67.20 66.70 0.2230 0.671 

Bagging 70.60 70.50 0.1615 0.748 

Random 
Forest 72.30 69.50 0.1920 0.725 

        

 

       
Fig. 2. ROC curves for CheckStyle (a) ANFIS (b) Logistic Regression (c) 
Bagging (d) Random Forest 

VII. CONCLUSION 
We have investigated the relationship between the object- 

oriented metrics and change proneness for a class. We have 
analyzed and compared the performance of ANFIS, bagging, 
logistic regression and random forest for two commercial open 
source software systems – Frinika and CheckStyle. The ROC 
analysis shows that of all the four techniques, ANFIS is the 
best with highest AUC for both the software systems. The 
AUC for Frinika using ANFIS is 0.752 whereas it is 0.860 for 
CheckStyle by using the same algorithm. There is a probability 
that the change prone class will require more effort during 
maintenance phase of the software development life cycle. 
Knowing the change prone classes at the early phases of 
software development will help the software practitioners in 
planning and managing the testing resources effectively. 

Though this study is limited to two datasets only, we can 
carry out the same study using different datasets to obtain more 
generalized results. As a part of further research, we plan to 
carry out the cost-benefit analysis of the present model in order 
to determine its economic viability. 
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ABSTRACT 

Supply chain is an important activity in most of the industries and is the central focus of many industries. 

Effectiveness and efficiency of a supply chain effect companies to a great extent. With the growing interest in it, 

a lot of work has been done in this field in the past two decades. . In this work tried to explain various drivers 

and important factors in supply chain management with the help of a case study. We have tried to explore 

various aspects of supply chain with the help of a case study of a food processing company. With the help of a 

case study we have tried to probe into various issues and factors of a supply chain and supply chain 

management. The case study has been developed with a more physical view into supply chain.. 

Keywords: Supply Chain, Supply Chain Management. 

 

I INTRODUCTION 

From the raw material stage to final delivering of product, all the entities involved in supplying a product to a 

customer is called supply chain. Manufacturing unit, marketing, transportation department, supplier, warehouse, 

retailer and even the customer are all parts of supply chain. 

Supply chain management is the coordination of production, inventory, location, and transportation among the 

participants in a supply chain to achieve the best mix of responsiveness and efficiency for the market being 

served. It is a holistic approach and strategy to add value to the supply chain organisation. The SCM approach 

involves people, technology, activities, information directly or indirectly related to the product/services, 

involved in supplying the product/services from supplier to customer (sunil et al.).  

Eg. here we have considered the case of a milk and milk products processing organization. The customer walks 

into the retail outlet, the supply chain begins with the customer and his/her need for the product. The retailer 

who has stocked inventory of different products in quantities in accordance with the daily demand and the life of 

each product.  The retailer is supplied by the regional distributer or directly from the company. The distributer 

too is stocked by the company directly or the distributing unit of the company, which gets its stock from 

manufacturing unit. The manufacturing unit too need raw material like unprocessed milk, nuts and other 

additives in the milk, other materials which are required in daily plant running. The company gets its supplies 

from its suppliers and acts as customer to them thereby forming another supply chain which is procurement 

chain to it. 
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Thus supply takes place at different levels efficient management directly effects the customer satisfaction, sale, 

cost of product. This makes it a very important function to deal with.  

Aim of Supply chain management is to recognize the strategic nature of coordination between trading partners, 

create sourcing, making and delivery process of products/services and logistics functions seamlessly across the 

supply chain to gain a competitive edge in the market.  The objective of supply chain management is to be 

efficient and cost-effective. Thus, the emphasis is on taking a systems approach to supply chain management. 

 

II LITERATURE BACKGROUND 

SCM practices have been globally accepted by enterprises as an important factor to survive in the present global 

scenario. Numerous researchers have explored SCM on various issues viz. Definition, dimensions, performance 

measurement, strategy evaluation etc. Therefore a vast literature giving an insight into this evolving concept is 

there. 

“A supply chain is the alignment of firms that bring products or services to market.”—from Lambert, Stock, and 

Ellram in their book Fundamentals of Logistics Management (Lambert, Douglas M., James R. Stock, and Lisa 

M. Ellram, 1998, Fundamentals of Logistics Management, Boston, MA: Irwin/McGraw-Hill, Chapter 14)
2
. 

Various definitions of supply chain are:- 

“A supply chain consists of all stages involved, directly or indirectly, in fulfilling a customer request”  Chopra 

and Meindl
3
. 

“The systemic, strategic coordination of the traditional business functions  and the tactics across these business 

functions within a particular company  and across businesses within the supply chain, for the purposes of  

improving the long-term performance of the individual companies and the supply chain as a whole.” Mentzer et 

al
4
. 

“A supply chain encompasses all activities associated with the flow and transformation of goods from the raw 

material stage, through to the end user, as well as the associated information flows” Handfield & Nichols
5
. 

  “Supply chain can be defined as integrated process wherein a number of various business entities (i.e., 

suppliers, manufacturers, distributors, and retailers) work together in an effort to: (1) acquire raw materials, (2) 

convert these raw materials into specified finished final products, and (3) deliver these final products to 

retailers”-Benita M. Beamon,“Supply Chain Design and Analysis: Models and Methods6
3
. 

Acc. To Council of Supply Chain Management Professional – “Supply Chain Management encompasses the 

planning & management of all activities involved in sourcing & procurement, conversion, and all logistics 

management activities.” 

SCM is a concept that has evolved since 50’s and 60’s, in 1950’s, 1960’s most manufacturers emphasised on 

mass production to minimize cost. Excessive inventory was maintained to take care of bottleneck operations. 

Information and technology sharing was seen as risk and not at all good for the organization. In place of Supply 

chain the term logistics was used which emphasized only on transportation function. In 1970’s material 

requirement planning (MRP) was developed and managers realized new material management concepts to 

improve performance. In the 1980’s due to global competition manufacturers were forced to offer low-cost, high 

performance and flexible products. JIT and more management programs were used to improve the efficiencies 
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of production and improve performance. The term Supply Chain Management came into use in 1990’s when 

managers further extended improvement strategies to include strategic suppliers and logistics functions. The 

concept of supply chain has evolved to a great extent. Manufacturers and retailers are embracing the concept of 

SCM to improve efficiencies and effectiveness to a great extent (Tan, 2002)
7
. 

Various entities perform different functions in a supply chain. Here we have discussed the following seven :-

demand forecast, facility location, inventory, transport, information. Demand forecast is an important function 

which is heavily dependent on information sharing and connectivity in a supply chain and is a strategically 

important  decision.. According to vives
8
(1994) demand is directly influenced by market competition , nature of 

goods and degree of product differentiation. Yue et. al
9
 assess the benefits of sharing demand forecast 

information in a manufacturer–retailer supply chain, consisting of a retail channel and a direct channel. Both the 

manufacturer and the retailer set their price based on their forecast of the primary demand. Information also has 

great effect on demand forecast. information sharing can be very valuable to both the manufacture and the 

retailer, especially in situations where the accuracy of the retailer forecast is low, the accuracy of the 

manufacturer forecast is high, and the correlation between forecasts is low. It also access the effects of demand 

information sharing in a manufacturer-retailer supply chain. (Ren et. al.)
10

.
 
 

Facility location has great strategic and financial importance in a supply chain. It has been a extensively studied  

A crucial aspect of many practical location problems regards the existence of different types of facilities, each 

one of which playing a specific role (e.g., production, warehousing), and a natural material flow (that is, a 

hierarchy) between them (Melo et al)
11

. Simchi-Levi et al.
12

 state that “the strategic level deals with decisions 

that have a long-lasting effect on the firm.”. Although typically no location decisions are made on the tactical or 

even operational level, a number of issues are strongly related to them such as inventory control policies, the 

choice of transportation modes and capacities, warehouse layout and management, and vehicle routing (among 

others) (melo et. al.)
13

. 

Inventory accounts for significant capital investment in an organization. Blackburn(1991)
14

 Shorter and shorter 

product life cycles as well as growing innovation rates make demand extremely variable and the collection of 

statistics (which are required by stochastic models) less and less reliable, this makes efficient inventory 

management very important. Giannoccaro et. al.
15

 Inventory decisions in SCs are made independently at each 

stage (as it is often the case), they are usually based on the local inventory status and local performance 

objectives (local policies). The paper proposes to define a  inventory management policies that are both easy to 

be implemented and near optimal for the whole SC. It presents a methodology to define a supply chain (SC) 

inventory management policy, which is based on the concept of  echelon stock and fuzzy set theory. It presses 

for an periodic review policy then a continuous review policy, and asks for clear definition of inventory policy. 

n firms with better capital intensity tend to have lower numbers of days holding their inventories. Sahari et. al.
16

 

has investigated into the correlation between the inventory day, return on assets and capital intensity as  a 

measure of supply chain  performance. It finds a significant negative relationship between inventory days and 

return on assets. Sahin et. al.
17 

explores the impact of radio frequency identity – RFID technology on supply 

chain operations and finds significant cost improvement and reduced inventory data record inaccuracies with its 

use. 

Logistics acts as blood through a supply chain, it is the physical connection between different levels in a supply 

chain. Liu
18

 has presented a new management system of material supplies based on the modern Logistics supply 
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chain theory for the enterprise material supply management. Logistics outsourcing is one of the growing trends 

in supply chain management. The good choice of service suppliers is the key to success in logistics outsourcing. 

Pankaj et al.
20

 has studies the challenges for logistics sector in Indian market. Evolving technologies, 

infrastructure, changing government policies play a significant role in the changing logistics sector in India.  

Logistics in India
21 

report by KPMG too provides a great insight in to the present scenario in Indian logistics 

industry. 

Information sharing plays a vital role to match demand and manufacture, for demand forecast in supply chain. 

However, the benefits of sharing information among supply chain members are not always the same. They 

depend on the supply chain structure (e.g., serial or distributive systems) and its operational characteristics (e.g., 

demand patterns and costs involved) choi
22

. Yen
23 

proposes Information sharing chain to balance demand and 

supply in a supply chain. Similar to a supply chain, an information supply chain1 (ISC) fulfills users’  

information requirements by a network of information-sharing agents (ISA) that gather, interpret, and satisfy the 

requirements with proper information. 

 

                                          An Information Supply Chain 

Fig 1- Shuang Sun and John Yen
23

, “Information Supply Chain: A Unified Framework for Information-Sharing” 

 

III The Case 

ABC Fruit and Vegetable Pvt. Ltd. , is a 30 year old organization . It generates annual revenue of 2000 Cr. and 

provides employment to 1500 employees. It is an IS/ISO-9002, Is-15000 HACCP and IS-14001 EMS certified 

organization. Setting high quality standard for itself, ABC has its own Quality Assurance Laboratory, certified 

by National Accreditation Board for Testing and Calibration Laboratory (NABL)-Department of Science and 

Technology, Government of India. 

ABC  has a wide range of products in markets like Liquid milk , Ice creams, Flavoured Milk, Dahi , Lassi, 

Ghee, Butter, Cheese, Range of edible oils, range of Fresh Fruits and vegetables. With this wide range of 

products, it has a national level sales and distribution network. ABC markets 3 million ltrs of milk daily in the 

markets of Delhi, Mumbai, Saurashtra and Hyderabad. It has a 66% market share in the branded milk sector in 
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Delhi, where it sells 2.3 million litres of milk daily. It sells 1 million litres Bulk Vended Milk and 1.3 million 

Polypack milk daily in Delhi-NCR. ABC conducts its operations through 14000 retail sellers and 1000 exclusive 

outlets of ABC. This all involves a lot of, marketing, quality management, supplier-customer relationship 

management, logistics services. Bringing milk from all the collection points to the plant and that too the volume 

of almost 2 million litres every day requires great logistics and supplier relationship management.  

ABC sale of has a daily of yogurt of 10000 kg which are sold in packed 200gm poly packs . Therefore 50000 

poly packs every day. Other cultured products like lassi, mishit dohi, flavoured yogurt too have significant sales 

ABC also has also manufactures and markets a wide range of ice-cream. ABC is the third largest ice-cream 

manufacturer of ice cream in the country and has a market share of 20% presently. ABC has a daily sale of 5000 

ltr per day which peaks up to 12000 ltrs per day in peak summer time. . The case here considered is based onall 

three chains of ABC. 

IV SUPPLY CHAIN 

4.1 Demand Forecast 

In ABC, cultured chain process cycle is of 3 days, which starts with demand forecasting for two days forward. 

Demand is forecasted on the basis of last few days’ sale, trend in the last week sales, weather conditions, 

seasoned demand. These factors contribute to the demand in Weather conditions directly affect the demand for 

curd, in hotter conditions demand increases as the temperature decreases demand too decreases. Last year sales 

are taken into account to forecast the sales for festive seasons like diwali, holi, marriage season etc. Inventory 

level is required to be kept at minimum because a daily sale forecast is done the inventory left for every day is 

adjusted in the demand prediction for the next day. Because the shelf life of curd is 8 days at 4
o
c temperature 

therefore it is required that each day
 
 production be sold on that every day and if not then on the next day this 

makes forecasting a very significant factor in cultured chain.  

Demand forecast = Last day Demand + Trending Factor + 10% safety buffer 

A 10% safety buffer is added to the equation to make sure that stock out may not happen. As left left over stock 

may be sold on the next day. On the basis of this demand forecast an invoice is generated to the production unit 

which is at a different facility. 

For ice-cream shelf life is higher and it is only supplied on the basis of demand. 

Milk has fixed routes and fixed daily supply, Supply can be daily changed in accordance with the demand. The 

retailer daily gives his demand for the next day, thus no forecast is required. But a good information system is 

required that makes sure that demand is correctly invoiced and supplied. 

4.2 Facilities 

Facilities are the actual physical locations in the supply chain network where product is stored, assembled or 

manufactured. ABC has two type of facilities- 1) manufacturing facility 2) distribution facility. 
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Manufacturing units are strategically placed such that it is close to the receiving point of unprocessed milk. Milk 

is procured from 8 different states in the country. Transportation of milk from different states takes place by 

insulated trucks and a daily train as well. Also capital cost to buy facilities is also a major factor. Distribution 

facilities are placed such that distribution cost is minimum whereas providing maximum access to the maximum 

customers in the target area. Distribution facility is to be placed at the heart of the distribution area.. 

Having a distribution unit at a strategically chosen location gives following benefits:- 

I. Responsive supply chain, making it more responsive to complaints, short notice orders 

II. Less transportation cost to due nearness to most of locations. 

III. Centralized distribution facility in proximity to customer. 

IV. Ease of marketing to individual parties. 

V. Better time efficiency of transportation. 

VI. More numbers of on time order are met. 

 

4.3  Inventory 

Inventory is a major cost factor in supply chain management. Being a continuous supply Chain inventory is kept 

at minimum. Daily unprocessed milk is procured and processed and distributed to all the booths and retail 

points. Any stock left is supplied on the next day. A storage capacity of 11 lakh ltrs of milk is maintained at 2-

8
o
c. 

Inventory of curd, lassi and other cultured product is maintained at 2-4
o
c . Inventory of ice-cream is maintained 

at -20
o
c temperature. Major inventory cost is incurred due to maintenance of such low temperature. A minimum 

stock level is always maintained to avoid any chance of stock out. Inventory is only maintained at the retail 

outlets to avoid supply on a daily basis. Outlets are supplied once in a week or twice in a week basis depending 

on their demand. The retail point owner gives his demand to the transporter or directly to company via its 

demand placing helpline. The inventory cost is directly incurred by the booth owner although this factor is 

directly included in the margin given to the retailer. 

4.4  Transportation 

Transportation refers to the movement of product from one location to another as it makes way from the 

beginning of a supply chain to the customer. Transportation is an important supply chain as raw material is not 

supplied from and consumed at the same placed, also finished product is not produced and consumed at the 

same time. Transportation Cost is a major driver in ABC, which contribute upto 10% cost of the final product. 

Success of a supply chain is largely dependent on transportation efficiency.  

Transportation efficiency = distance travelled by vehicle in loaded condition/ total distance                   .                                                                                                                         

travelled 

ABC has used its transportation to achieve its strategic goal. ABC uses a very responsive transportation with a 

goal to decrease its transportation and receiving cost while ensuring that product availability matches customer 
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demand. Routes for transportation are fixed and are daily generated by SAP software. The routes are subjected 

to change in case of any short notice demand, which makes the logistics of ABC more responsive. 

4.5 Transport and  logistics 

ABC has opted for the methodology of outsourcing the outbound logistics. The poly-pack distribution is totally 

outsourced and loose milk distribution is partially outsourced. 

ABC earlier had a fleet of 105 vehicles and 200 Driver-cum-Salesman(DCS) for loose milk distribution, which 

has now been reduced to mere 32 vehicles. This has led to substantial capital saving over the years showing in 

the balance sheets. 

But the results has not been very satisfactory. Outsourcing has led to a great downfall in the service level of 

logistics. Brand ABC has also taken a setback because of it. There is lesser reliability and lesser confidence in 

the outsourced logistics. 

The outsourcing vehicles are not maintained very well by their owners. General hygiene is being compromised. 

There is lesser dedication and lack of belongingness. Disciplinary issues are also there. Quality of outsourcing 

drivers is not good. Responsiveness has gone down which has lead to a loss of business too. 

Although outsourcing has led to great savings on balance sheets but the loss of brand value and other factors are 

significant too. This is why ABC has not gone for 100% outsourcing. 15 new vehicles have been bought 

recently and more are on orders. A reassessment of outsourcing option is being done. 

4.6 Information flow 

Information deeply affects every part of a supply chain in many different ways. Information serves as a 

connection between various stages of a supply chain, allowing them to coordinate and maximize total supply 

chain profitability. 

It is crucial to each stage in a supply chain eg. a manufacturing schedule is maintained, it uses daily demand 

information to forecast future demand and manufacture the product in accordance so that right amount of 

product is available at right time an position. 

Such demand forecast is excessively used in milk and curd production in ABC , where daily demand is 

monitored to create the production  schedule of 2 days ahead. 

A warehouse management system uses information to create visibility of the warehouse’s inventory as in the 

case of inventory if ice-cream in ABC. 

Information management in ABC is totally through SAP software. In SAP Inventory level, stock level, Dispatch 

quantity, received quantity , date and time of dispatch and receiving, cost price and selling price of product, 

product code all are saved. A product is considered dispatched or received only when it is entered in SAP. 

This has improved accuracy and smart information management system. 
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Demand information also form a major part of information system, Daily demand of different product from 

retailers and short term demands are received through a demand department. A special call-in demand centre in 

formed that takes in demand from retailer and enter the product code and demand of a product into the system. 

This makes the supply chain of ABC highly responsive and flexible to customer demands. Any complaints and 

queries are also addressed here. 

4.7 Supplier Selection 

ABC selects its suppliers from all over the country. Local Dairies, cooperative dairy societies, individual local 

suppliers are all include in it. Some local dairies supply their milk directly to ABC and therefore use the 

goodwill of ABC to sell their product. these dairies have to comply with the standards set by ABC for their 

product. Total transportation, packaging and quality is their responsibility. 

4.8 Retailers 

ABC has developed an extensive franchise network which perform key role of providing the customer service in 

ABC supply chain. Responsibilities of a ABC retailer are:- 

Operate and manage store 

Hire and pay staff 

Order supplies 

Provide Customer service 

Maintain ABC outlet appearance. 

ABC is responsible the following functions to its outlets:- 

Pay for system operations, it is added to the margin of retailer 

Provide ordering system 

Develop supply and merchandise 

Accounting services 

Time to time training and educating the retailer as they represent ABC to the customer 

Install and remodel facilities 

V CONCLUSION 

Supply chain is a very dynamic topic; different viewpoints can be used to explain it.  We can explain supply 

chain from the view point of methodologies and strategies, from SCM practices, factors affecting SCM, physical 

entities of supply chain. Here in this work various entities of a supply chain are explained with the help of a case 

study of the supply chain of milk processing company. Supply chains of three products each varying with 



International Journal Of Advance Research In Science And Engineering            http://www.ijarse.com 

IJARSE, Vol. No.2, Issue No.10, October  2013                                                  ISSN-2319-8354(E) 
 

162 |  P a g e
www.ijarse.com 

inventory, product life and practices of supply chain. Methodologies that are used have been explained. 

Different entities of a supply chain have been explained at their very operations level, with the help of a case 

study of a food processing company. 
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Abstract A systematic approach based on graph theory and matrix method is developed inge-

niously for the evaluation of reliability index for a Combined Cycle Power Plant (CCPP). In present

work CCPP system is divided into six subsystems. Consideration of all these subsystems and their

interrelations are rudiment in evaluating the index. Reliability of CCPP is modeled in terms of a

Reliability Attributes Digraph. Nodes in digraph represent system reliability and reliability of inter-

relations is represented by edges. The digraph is converted into one-to-one matrix called as Variable

System Reliability Permanent Matrix (VPM-r). A procedure is defined to develop variable perma-

nent function for reliability (VPF-r) from VPM-r. Reliability index of CCPP system is obtained

from the permanent of the matrix by substituting numerical values of the attributes and their inter-

relations. A higher value of index implies better reliability of the system. The proposed methodol-

ogy is illustrated step-by-step with the help of two examples.
� 2013 Production and hosting by Elsevier B.V. on behalf of Ain Shams University.

1. Introduction

Reliability analysis is an innate aspect of combined cycle
power plant design and plays considerable role throughout
the plant operation in terms of expenses (operating and

maintenance) and optimal maintenance scheduling of its

equipments. Reliability may be defined as the ability of an

equipment, component, product, system, etc., to function
under designated operating state of affairs for a specified
period of time or number of cycles [1]. For a large and complex

electricity generating system such as CCPP, reliability is the
probability of generating electricity under operational condi-
tions for a definite period of time. Reliability of a CCPP is

function of maintenance (scheduled or forced) cost, which in
turns depends upon the Mean Time Between Failures (MTBF)
and Mean Time To Repair (MTTR) of equipments or systems,
and which are further dependent on complexity in design,

state, age of the equipment or system and to some extent on
the availability of spare parts.

Recurring failures that lead to complete power plant outage

need repair and proactive maintenance to invigorate power
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plant performance and reduction monetary losses. Downtime
losses and maintenance cost of a CCPP can be reduced by
adopting a proper mix of maintenance and repair strategies.

In the worst situation, unavailability of an equipment or sys-
tem affects whole plant and plant trips in this case. But in gen-
eral, the failure of an equipment or system may not affect the

complete plant and therefore its criticality is at some interme-
diate value. In that case reliability of system comes down and
its effect on reliability of other systems is also observed. The

criticality level decides the importance of the equipment or sys-
tem and choice of appropriate maintenance and repair strategy
so that reliability may be maintained up to a mark.

In the literature both qualitative and quantitative methods

for assessing the reliability of complex systems are available.
The most commonly used qualitative methods are Fault Tree
Analysis (FTA), Failure Modes, Effects and Criticality Analy-

sis (FMECA), Failure Modes and Effects Analysis (FMEA),
Root Cause Analysis (RCA), Root Cause Failure Analysis
(RCFA), Fish Bone Analysis (FBA), Event Tree Analysis

(ETA), and Predictive Failure Analysis (PFA). Block diagram
analysis, Markov chain, and Monte Carlo simulation are some
of the quantitative methods of reliability analysis available in

the literature.
Various attempts have been made by researchers in devel-

oping procedures for the evaluation of the reliability of various
systems [2–10]. The two-state Markov model is the mainly

used outage model in power system reliability analysis [11].
Eti et al. [12] integrated reliability and risk analysis for

maintenance policies of a thermal power plant. Need to inte-

grate RAMS (reliability, availability, maintainability and sup-
portability) centered maintenance along with risk analysis was
stressed, although results expected or obtained with the appli-

cation of those concepts were not explained.
A staircase function was introduced by Ji et al. [11] to

approximate the aging failure rate in power systems and a

component renewal process outage model based on a time-
varying failure rate was proposed. The model reflected the ef-
fects of component aging and repair activities on the aging fail-
ure rate.

Markov method was used by Haghifam and Manbachi [13]
to model reliability, availability and mean-time-to-failure indi-
ces of combined heat and power (CHP) systems based on inter-

actions between electricity generation, fuel-distribution and
heat-generation subsystems. The proposed model can be useful
in feasibility studies of CHP systems and in determining their

optimal design, placement and operational parameters.
Carpaneto et al. [14] carried out Monte Carlo simulation

for identifying long, medium and short-term time frames by
incorporating uncertainty at large-scale and small-scale for

cogeneration system. Availability coefficient assumed to be
independent of year, scenario and control strategy was defined
for unavailability of the CHP units, due to scheduled mainte-

nance and reliability aspects, taking into account. Large-scale
uncertainty referred to the evolution of energy prices and loads
and relevant to the long-term time frame was addressed within

multi-year scenario analysis. Small-scale uncertainty relevant
to both short-term and medium-term time frames was ad-
dressed through probabilistic models and Monte Carlo simula-

tions [15].
Mohan et al. [2] calculated RTRI (real-time reliability in-

dex) for a SPP (steam power plant) using graph theory. Inte-
gration of systems and subsystems and interaction among

them were considered for the reliability analysis and the pro-
posed methodology can be applied for obtaining availability
and maintainability; including optimum selection, bench

marking, and sensitivity analysis of SPP. Tang [16] proposed
a new method based on the combination of graph theory
and Boolean function for assessing reliability of mechanical

systems. Graph theory was used for modeling system level reli-
ability and Boolean analysis for interactions. The combination
of graph theory and Boolean function bring into being an

effective way to evaluate the reliability of a large, complex
mechanical system. Garg et al. [5] developed a graph theoreti-
cal model to compare various technical and economical fea-
tures of wind, hydro and thermal power plants.

Performance analysis of coal based steam power plant boi-
ler was carried out by Mohan et al. [3] using graph theory and
step-by-step methodology for the evaluation was also pro-

posed. Further graph theory was applied to calculate real-time
efficiency index (RTEI) defined as the ratio of the values of
variable permanent system structure function (VPF) in real-

time (RT) situation to its achievable design value [4] and in this
connection graph theory was used to recommend the an
appropriate maintenance strategy for power plants [6].

The reliability and availability of a CCPP depend on the
perfect operation of all its systems (e.g., gas turbine, heat
recovery steam generator, steam turbine and cooling system)
[17]. So far researchers evaluated combined cycle power plant

system reliability only at system level without making an
allowance for the interactions of systems, and subsystems.
Therefore, there is a need for extending the compass of reliabil-

ity analysis for combined cycle power plants by taking care of
interaction among different systems and subsystems.

A number of approaches and methodologies developed by

researchers are available in the literature to model the various
systems and their elements. Graph theory is one of such meth-
odologies. It synthesizes the inter-relationship among different

parameters and systems to evaluate score for the entire system.
Because of its inherent simplicity, graph theory and matrix
method have wide range of applications in engineering, science
and in numerous other areas [22]. Several examples of its use

have appeared in the literature [2–6,21–24] to model the vari-
ous systems.

This paper presents a mathematical model using graph the-

oretic systems approach that enables the prediction of CCPP
reliability in terms of an index by taking into account various
systems and interactions between them.

2. System structure graph of a combined cycle power plant

System structure development is imperative for understanding

and analysis of its performance [25] and a combined cycle
power plant is no exception. System structure is of two types:
abstract and physical. Abstract structure involves performance
contributing events and their interrelations or interdependen-

cies. The physical structure of a system implies subsystems,
assemblies, components and their interconnections. A CCPP
is a combination of a Compressed Natural Gas (CNG) fired

gas turbine with Heat Recovery Steam Generator (HRSG)
and a steam powered turbine. These plants are very large, typ-
ically rated in the hundreds of mega-watts. Combined cycle

power plant considered for the present analysis is shown in
Fig. 1.
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Ambient air at Normal Temperature and Pressure (NTP) is

compressed by the air compressor to decrease its volume. Air
at elevated temperature and pressure is directed to the combus-
tion chamber. The compressed air is mixed with CNG from the

fuel supply system to produce hot combustion gas in combus-
tion chamber at constant pressure. Hot combustion gas enters
the gas turbine where power is generated. HRSG is the link be-

tween the gas turbine and the steam turbine process, whose
function is to transfer heat energy from exhaust gases to high
pressure water and produces high pressure steam. The steam is
separated in the boiler drum and supplied to the super heater

section and boiler condenser section. The super heated steam
produced in the super heater then enters into steam turbine
through the turbine stop valve. After expansion in the turbine

the exhaust steam is condensed in the condenser. In the cooling
water system, heat recovered from the steam turbine exhaust is
carried by the circulating water to the cooling tower, which re-

jects the heat to the atmosphere.
For the Graph Theoretic Analysis (GTA) large and com-

plex system such as combined cycle power plant must be di-

vided into small subsystems for the convenience of analysis.
GTA takes care of inheritance and interdependencies of the
subsystems. Further it gives a quantitative measure of system
reliability which is helpful in comparing the present reliability

with the design value. Six subsystems identified for a CCPP are
as follows:

1. Air compressor system (S1).
2. Combustion chamber system (S2).
3. Gas turbine system (S3).

4. Heat recovery steam generator system (S4).
5. Steam turbine system (S5).
6. Water system (S6).

Division of combined cycle power plant in these subsystems
is based on the working of different components and subsys-
tems can be divided further into sub-subsystems. Combined

cycle power plant is a combination of gas turbine cycle and
steam turbine cycle. Gas turbine cycle comprises of air com-
pressor system, combustion chamber system and gas turbine

system. Output of gas turbine cycle that is flue gases at high
temperature is the driving energy for steam turbine cycle.

Therefore, steam turbine cycle is dependent upon the gas tur-

bine cycle and unavailability of gas turbine cycle trip the whole
plant. In case steam turbine cycle is unavailable then flue gases
may be sent directly to atmosphere through bypass stack. In

this way gas turbine cycle is not dependent on the steam tur-
bine cycle. Failure of a particular component does not mean
that whole plant is not working but its reliability is decreased

with respect to design value. In case of failure of air compres-
sor or combustion chamber or gas turbine, whole plant is
tripped. If any of the HRSG, steam turbine and water system
fail then steam cycle will not be working. Therefore, taking in

view of this combined cycle power plant is divided into the six
subsystems as explained above. Components or systems affect-
ing their reliability are considered their part. Reliability of

these subsystems and their interaction will decide the reliability
of CCPP as they are connected with each other physically or
indirectly. As these subsystems are also very big, therefore,

hereafter they are also referred as systems. Let each of the
six systems of plant be represented by vertices Si’s (i = 1, 2,
3, 4, 5, 6) and interconnection between two systems (Si,Sj) is

represented by edges cij’s (i,j= 1, 2, 3, 4, 5, 6 and i „ j) con-
necting the two vertices Si and Sj. All six systems are connected
by flow of air, flue gases, water, steam, heat and work. This
flow is shown in Fig. 2 with the help of vertex and edges. This

representation is called as System Structure Graph (SSG). This
is based upon the functioning of combined cycle power plant
as per the following:

1. Air compressor and gas turbine are attached to each
other with rigid shaft for continuous power supply to

compressor for pressurizing the ambient air. It is repre-
sented by the edge c31.

2. Compressed air surging from compressor to the com-

bustion chamber is represented by edge c12. Fuel is
injected in the combustion chamber and chemical reac-
tion of fuel with air is at constant pressure. Fuel injec-
tion system is considered to be a part of combustion

chamber system.
3. Gas turbine blades are cooled by being made hollow so

that coolant air, obtained directly from the compressor,

can circulate through it. Edge c13 represents the air
bypassing the combustion chamber.

Figure 1 Schematic flow diagram of combined cycle power plant.
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4. Flue gases surging from combustion chamber to gas tur-
bine is shown by edge c23.

5. HRSG is used for (i) partial heating of compressed air
leaving the compressor (c42), (ii) feed water heating
(c46), (iii) steam generation at dual or multi-pressure.

6. Flue gases coming out of gas turbine and entering to
HRSG system is shown by the edge c34.

7. Superheated steam generated in HRSG and flowing to
steam turbine is shown by edge c45.

8. Edge c56 represents the flow of steam from steam turbine
to the condenser.

9. De-mineralized (DM) water injection to superheated

and reheated steam (as an attemperation spray) is repre-
sented by the edge c65.

10. DM water supplied to HRSG (as feed water) is repre-

sented by edge c64.

The system structure graph shown in Fig. 2 represents the

internal structure of the CCPP at system level.

3. GTA for reliability analysis of combined cycle power plant

Reliability has two connotations; probabilistic and determinis-
tic. Probabilistic approach is based upon statistical failure
modeling, without research and itemizing causes of failure.
Deterministic approach concentrates on understanding how

and why a component or system fails, and how it can be de-
signed, repaired and tested to prevent such failure from occur-
rence or recurrence. In the present analysis, probabilistic

approach in conjunction with GTA is applied for combined cy-
cle power plant reliability analysis. GTA consists of following
three steps [21]:

� Diagraph representation.
� Matrix representation.

� Development of permanent function.

The digraph characterizes the visual representation of the
systems and their interdependence. The matrix converts the

digraph into mathematical form and the permanent function
is a mathematical model that helps determine the reliability in-
dex. It may be noted here that development of permanent

function is not merely the determinant of the matrix. It is
developed in such a manner that no information regarding
the system reliability is lost. For this purpose, a step-by-step

methodology is proposed hereafter with the help of two
examples.

3.1. Digraph representation of CCPP reliability system

In Fig. 2 it is explained how the air, flue gases, water, steam,
heat and work flows from one system to another system. For

the GTA it is not necessary to represent these physical interac-
tions by different types of lines. It is required to know whether
a system is connected to other systems. If yes then interaction
is represented by a line and arrow haggard at the end shows

the direction of flow of physical property. A pictogram of sys-
tems and their interdependencies in terms of nodes and edges is
called digraph. Let nodes (Si’s) represent systems and edges

(cij’s) symbolize their interactions. Si indicates the inheritance
of systems and cij indicates degree of dependence of jth system
on the ith system. The digraph signifies the proposed CCPP

systems and interrelations and represents the system in a sim-
plified manner. Diagraph for the SSG (Fig. 2) can be repre-
sented as shown in Fig. 3.

Graph theoretic models have adaptability to model any of

the RAM (Reliability, Availability and Maintenance) charac-
teristics by associating suitable attributes and interdependen-
cies to the nodes and edges of the SSG [9]. For example, if

the node Ri represents the reliability of ith system and rij rep-
resents the reliability of the interconnection between ith and jth
systems (nodes) of CCPP; then, systems reliability graph or di-

graph (SRD) can be obtained from the SSG of a CCPP (Fig. 2
or Fig. 3).

The digraph model (SRD) provides the system structure

reliability unequivocally. Reliability of the connection between
two systems is considered if the systems are connected either by
rigid or imaginary links such as connection between turbine
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Figure 3 System structure digraph for combined cycle power

plant.
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and generator rotors through a mechanical shaft or between
combustion chamber system and water system of boiler,
through flue gases.

3.2. Matrix representation of CCPP system

Although a digraph is very convenient for a visual study,

other representations are better for computer processing.
A matrix is a convenient and useful way of representing
a digraph to a computer. Matrices lend themselves easily

to mechanical manipulations. Many results of matrix alge-
bra can be readily applied to study the structural proper-
ties of graphs from an algebraic point of view. The

starting point in matrix representation is the adjacency
matrix.

3.2.1. System reliability adjacency matrix

Consider a case of CCPP system having N systems leading to
symmetric adjacency matrix {0,1} of order N · N. Let rij rep-
resents the reliability of interconnection between system i
and j such that rij = 1, if the reliability of ith system depends

on the jth system, (in the digraph, this is represented by an
edge (rij) between node i and j) and is equal to zero, otherwise.

The adjacency matrix Ac for the corresponding digraph

(Fig. 4) is as follows:

ð1Þ

The off-diagonal elements of this matrix (rij) represent reli-

ability of interconnection between system i and j. Moreover,
this matrix considers only the reliability of connections be-

tween the systems without taking the effect of systems
reliability. To consider this effect, another matrix known as
‘‘Characteristic System Reliability Matrix’’ is defined.

3.2.2. Characteristic system reliability matrix

The presence of different systems of the CCPP is realized by
defining a characteristic system reliability matrix Bc =

{RI � Ac}. This matrix for system reliability digraph of CCPP
(Fig. 4) is expressed as follows:

ð2Þ

where I is the identity matrix and R represents its reliability of
systems. Characteristic System Reliability Matrix is analogous

to characteristic matrix in the graph theory [2]. Characteristic
System Reliability Matrix does not include information about
reliability of interdependencies among different systems. The
determinant of characteristic system reliability matrix called

as characteristic system reliability polynomial, is written as
follows:

detfBcg ¼ R6 þ 4R4 � 3R3 þ 3R2 � 4Rþ 1 ð3Þ

The characteristic system reliability polynomial which is de-
rived above is invariant of the system and it does not change

by altering the labeling of systems. It is a reliability of the
system.

In the above matrix, value of R is taken to be same for all
the diagonal elements representing that all systems are consid-

ered to be identical. Due to this reason reliability polynomial is
nonunique. It has been reported in the literature [3] that many
graphs may have same characteristic polynomial that is co-

spectral graph. In practice, in a CCPP all the six systems do
not possess the same reliability. To incorporate distinct sys-
tems reliability and reliability of interconnections between

them, a matrix called variable characteristic system reliability
matrix is proposed.

3.2.3. Variable Characteristic System Reliability Matrix

(VCSRM) of CCPP

A variable characteristic system reliability matrix Ta for a
combined cycle power plant is defined taking into account

reliability of systems and interconnection defined by the sys-
tem reliability digraph (Fig. 4). This matrix is the combina-
tion of two matrices Da and Fa. Let the off-diagonal
elements of a matrix, Fa, representing the reliability of con-

nection between systems is denoted by rij instead of 1,
whenever system i is connected to system j with i, j = 1,
2, 3, 4, 5, 6 and 0 otherwise. Diagonal elements of the ma-

trix Fa are 0. Another matrix Da, is a diagonal matrix with
its variable diagonal elements Ri (i = 1, 2, 3, 4, 5, 6) repre-
senting the reliability of six systems and all the non-diago-

nal elements are 0. For system reliability digraph of
CCPP (Fig. 4) the VCSRM Ta = [Da � Fa] abbreviated as
VCM-r is written as
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R6

R1
R2
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31r
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23r

34r

42r
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65r 56r
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Figure 4 System reliability digraph for combined cycle power

plant.

Development of reliability index for combined cycle power plant using graph theoretic approach 5

Please cite this article in press as: Dev N et al., Development of reliability index for combined cycle power plant using graph the-
oretic approach, Ain Shams Eng J (2013), http://dx.doi.org/10.1016/j.asej.2013.09.010



ð4Þ

The determinant of VCSRM is called variable characteristic
system reliability multinomial, denoted as VCF-r for matrix
(4), and is written as follows:

Per½Ta� ¼ ½R1R2R3R4R5R6 þ ðr13r31ÞðR2R4R5R6Þ
þ ðr46r64ÞðR1R2R3R5Þ þ ðr56r65ÞðR1R2R3R4Þ
� R1R2R3ðr45r56r64Þ � R1R5R6ðr23r34r42Þ
� R4R5R6ðr12r23r31Þ þ R2R4ðr13r31Þðr56r65Þ
þ R2R5ðr13r31Þðr46r64Þ � R1ðr56r65Þðr23r34r42Þ
� R2ðr13r31Þðr45r56r64Þ � R4ðr56r65Þðr12r23r31Þ
� R5ðr46r64Þðr12r23r31Þ þ ðr12r23r31Þðr45r56r64Þ� ð5Þ

Every term in the Per[Ta] is representing the part of the systems
and interrelations. For example the R1R2R3R4R5R6 shows that
all six systems are linked to each other. Failure of any of the
system will trip the plant. But the multinomial (5) is also

unsuitable for reliability analysis and Variable permanent sys-
tem reliability matrix is defined for better interpretation of the
results.

3.3. Variable permanent system reliability matrix (VPSRM)

for CCPP

The negative sign in Eq. (5) indicates subtraction of reliability
information about loops of systems and does not give a true
picture of the CCPP reliability. Taking into consideration this
fact, a variable permanent system reliability matrix (VPSRM)

Tc abbreviated as VPM-r for the combined cycle power plant is
written as follows:

ð6Þ

Where the Ris, rijs, Dc, and Fc are with same meaning as in the

matrix of expression (4).
The permanent of VPSRM is called the variable permanent

system reliability function and is abbreviated as VPF-r. The

only difference between matrices (4) and (6) is in the signs of
the off-diagonal elements. In the VCSRM, expression (4),
the off-diagonal elements rij have negative signs, while these
are positive in the VPSRM of expression (6). VPF-r for matrix

(6) is written as:

Per½Tc� ¼ ½R1R2R3R4R5R6 þ ðr13r31ÞðR2R4R5R6Þ
þ ðr46r64ÞðR1R2R3R5Þ þ ðr56r65ÞðR1R2R3R4Þ
þ R1R2R3ðr45r56r64Þ þ R1R5R6ðr23r34r42Þ
þ R4R5R6ðr12r23r31Þ þ R2R4ðr13r31Þðr56r65Þ
þ R2R5ðr13r31Þðr46r64Þ þ R1ðr56r65Þðr23r34r42Þ
þ R2ðr13r31Þðr45r56r64Þ þ R4ðr56r65Þðr12r23r31Þ
þ R5ðr46r64Þðr12r23r31Þ þ ðr12r23r31Þðr45r56r64Þ� ð7Þ

Comparing expressions (5) and (7), that is, the VCF-r and
VPF-r, respectively, for the CCPP systems of Fig. 2, it may
be noted that all the terms are exactly the same in both expres-

sions. However, they differ in their signs. In VPF-r expression
(Eq. (7)), all the terms carry positive signs; while in the VCM-r
of expression (5) both positive and negative signs appear in the

multinomial. This multinomial (Eq. (7)) uniquely represents
the reliability of CCPP system of Fig. 2 and includes all the
information regarding various constituents as systems and
interactions among them.

A physical meaning is associated with each term of perma-
nent function [3]. Permanent function for Fig. 4 is written as
Eq. (7) and graphical representation of different terms is

shown in Fig. 5.
A computer program is developed using C++ language for

calculating the values of permanent function for square matrix

of N · N matrix.

3.4. Combined cycle power plant real-time reliability index
(RTRICCPP)

Concept of real-time reliability index (RTRI) was proposed
first time for a steam power plant (SPP) by Mohan et al. [2].
It was defined as the ratio of its reliability under real-time con-

ditions to the reliability under its designed conditions. The reli-
ability of a CCPP decreases regularly with time due to various
reasons such as non-availability of some of the systems/subsys-

tems or due to aging effect, etc. Performance of a combined cy-
cle power plant in any case cannot be higher than its designed
value. Therefore, for all practical purposes, real-time perfor-

mance of a CCPP is judged with respect to its designed perfor-
mance. In view of this, the RTRI for combined cycle power
plant is defined as the ratio of real-time reliability, i.e. (Reli-
ability)RT to the designed reliability that is (Reliability)D.

Mathematical expression is as following:

RTRICCPP ¼
ðReliabilityÞRT
ðReliabilityÞD

¼ ðVPF-rÞRTðVPF-rÞD
ð8Þ

To calculate this index, the values of Ri and rij are required
to be replaced in Eq. (7). Faisal et al. [18] explained that if data

regarding the variables from some previous research or field
study are available then it can be used to determine the index.
But in case no quantitative values are available and in order to

avoid complexity at system or subsystem level, then values for
inheritance and interrelation may be taken from Table 1 and 2
respectively. From the literature it has been found that Wani

and Gandhi [19] have used data from previous research for
selecting the values of the variables while Kulkarni [20] had
used a questionnaire to measure each attribute in terms of
weightage to arrive at the values of the variables.
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It is worth to notice that one can choose any scale for Ri or
rij [18,19]. The user may opt for an appropriate scale, for exam-
ple, 0–5, 0–10, 0–50 or 0–100 for Ri’s and rij’s, but the final

ranking is not affected as these are relative values. However,

lower scale value is desirable to obtain a manageable value
of RTRICCPP and also to reduce partisanship. Index value
may differ from plant to plant because every system and inter-
dependency has different values. In this way, different power
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Figure 5 Graphical representation of permanent function (Eq. (7)) of CCPP corresponds to digraph (Fig. 4).

Table 1 Quantification of factors affecting combined cycle

power plant reliability.

S. no. Qualitative measure of parameters

affecting combined cycle reliability

Assigned value

of parameter (Ri)

1 One failure in 8 h 1

2 One failure in 24 h 2

3 One failure in 80 h 3

4 One failure in 350 h 4

5 One failure in 1000 h 5

6 One failure in 2500 h 6

7 One failure in 5000 h 7

8 One failure in 10,000 h 8

9 One failure in 25,000 h 9

Table 2 Quantification of interdependencies/off-diagonal

elements.

S. no. Qualitative measure of

interdependencies

Assigned value

of rij

1 Very strong 5

2 Strong 4

3 Medium 3

4 Weak 2

5 Very weak 1
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plants may be arranged in ascending or descending order,
according to their reliability index value.

4. Step-by-step procedure for determining RTRICCPP

A methodology is the key for the evaluation of RTRICCPP for
different combined cycle power plants. In the present work,

methodology based on graph theory and matrix method is
developed for evaluating current value of combined cycle
power plant reliability and it may be compared either with

an ideal case or with any other real life operating plant. The
main steps of the proposed methodology are as follows:

� Step 1. Consider a combined cycle power plant. If it seems
to be very large system then divide it into smaller subsys-
tems (e.g., air compressor system, combustion chamber

system, gas turbine system, HRSG system, steam turbine
system, and water system). Identify the various system
categories affecting the CCPP reliability.
� Step 2. Develop system structure graph for the reliability of

CCPP system based upon the interaction among different
subsystems.
� Step 3. Convert the system structure graph of CCPP into

corresponding system reliability digraph with systems reli-
ability as nodes and edges for the reliability of
interconnections.

� Step 4. Develop the CCPP system reliability matrix corre-
sponding to the CCPP system reliability digraph. This will
be N · N matrix with diagonal elements of Ri and off-diag-
onal elements of rij. The value of inheritance Ri (diagonal

elements) for each subsystem is decided by experts or data
available in literature. The values of reliability of interac-
tions rij (off-diagonal elements) are to be determined by

the experts or data available in literature.
� Step 5. Calculate the permanent function of CCPP system
reliability matrix for values of real-time reliability (Reliabil-

ity)RT and designed reliability (Reliability)D.
� Step 6. Calculate the ratio of real-time reliability and
designed reliability as in Eq. (8). This is the value of

RTRICCPP which mathematically characterizes the reliabil-
ity of any combined cycle power plant based on the differ-
ent systems and their interdependencies.
� Step 7. Record the results of this study and document them

for future analysis.

5. Illustrative examples

Step-by-step methodology explained in the last section is help-
ful in estimating the reliability at system level which may be ex-

tended to the subsystems level. For the demonstration of
proposed methodology two examples are taken into
consideration.

5.1. Example 1

Failure of bearing lubricating oil cooler in a combined cycle

power plant is taken as first example. For smooth revolution
of turbo generator (TG), the bearings are lubricated through
the lube oil system. The hot oil from the bearing is cooled
through water cooler before feeding back into the lube oil tank.

Suppose four coolers are used in series for this purpose. In the
present analysis TG is considered a part of the steam turbine
system. Now if one of the cooler is not available then the value

of RTRICCPP for the present case will be computed as follows:

� Step 1. Consider the combined cycle power plant shown in

Fig. 1.
� Step 2. Block diagram for the reliability of CCPP system is
shown in Fig. 2.

� Step 3. System reliability digraph (SRD) corresponding to
the block diagram of CCPP (Fig. 2) is shown in Fig. 4.
� Step 4. Under design conditions, it is presumed that all the
six systems and components are available at their designed

reliabilities during plant operation. Let reliability of these
six systems be (Ri)d (i= 1,2, . . . , 6). Let reliability of inter-
connections under designed conditions is denoted by (rij)d
(i,j= 1,2, . . . , 6 and i „ j). It is also assumed that all these
interconnections are also available during operation at
designed reliability. Then the variable permanent system

designed reliability matrix for combined cycle power plant
under consideration, i.e. (Tc)d will be corresponding to
matrix Tc (Eq. (6)).

ð9Þ

The matrices Tc and (Tc)d are similar and number of nodes and
interconnections among the nodes are same. If (Ri)d = Ri and

(rij)d = rij, then the values of Per(Tc) and Per(Tc)d will be
equal. Therefore in this case RTRICCPP = 1. The Per(Tc)d va-
lue gives the measure of designed reliability of combined cycle

power plant, i.e. under the conditions when all its systems and
subsystems, and the interconnection between them are avail-
able at their designed reliability. This condition exists only dur-
ing the performance guarantee tests, which are conducted at

the time of handing over a newly commissioned power plant
[2]. Thereafter, the reliability of various systems and subsys-
tems during operation starts falling below their designed val-

ues, and is required to be restored back by adopting proper
maintenance strategies [6]. On the other hand, the Per(Tc)RT
represents reliability function of combined cycle power plant

under normal operating conditions or real-time conditions
when all the systems and subsystems are available but may
not be operating at their designed reliabilities.

In real-time situation, if one of the four coolers are out,
real-time reliability gets reduced to three-fourth of its design
value and correspondingly the value of R5d will also get re-
duced to its three-fourth. The real-time value of (Tc)RT in this

case will be obtained by replacing in matrix (Eq. (9)), the val-
ues of R5d and r56d, r64d and r65d by their three-fourth values:
three-fourth R5d, three-fourth r56d, three-fourth r64d, and

three-fourth r65d, respectively. Since the reliability, R5d, of
steam turbine system is getting reduced; it will correspondingly
limit the reliability of the interconnections connected with this
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system (Fig. 4), e.g., r56d, r64d and r65d. Then from the matrix,
Eq. (9), the value of (Tc)RT is

ð10Þ

� Step 5. Assuming that the reliability of Rids and rijd is equal
to unity then value for permanent function of matrix in Eq.
(9), will be equal to 12 and matrix in Eq. (10) will be equal

to 9.94.
� Step 6. RTRI is the ratio of real-time reliability, i.e. (Reli-
ability)RT to the designed reliability that is (Reliability)D
and is expressed as

RTRICCPP ¼
ðReliabilityÞRT
ðReliabilityÞD

¼ ðVPF-rÞRTðVPF-rÞD
Therefore the RTRI for this case is = 9.94/12 = 0.828 of its
designed value.

Based on the value of RTRI, the operating staff can adjust

the process performance, e.g., reduce the electricity generation
so as to match with the real-time reliability value. In case plant
is allowed to run above the reliability index, it will lead to inef-
ficient and unsafe operations which may lead to safety hazards

or complete shutdown at a later stage.

� Step 7. Record the results of this study and document them

for future analysis.

5.2. Example 2

Fouling, erosion and rubbing wear are responsible for physical

changes in the compressor blade geometry which causes the
performance deterioration. Fouling is the accumulation of
deposits on the blade surfaces causing an increase in surface
roughness. The accumulation of deposits increases rapidly dur-

ing the accumulation of operating time/cycles and then levels
off to a fairly constant value where the aerodynamic forces
prevent any further accumulation. Increased pressure losses

due to fouling can be reduced by washing the engine periodi-
cally. But frequent engine washing increases engine erosion.
Erosion is the removal of material from the blades surface

by solid particles colliding with the blades. This material re-
moval causes increased tip clearances and reduced chord
lengths. Erosion has been observed to be more severe in the

tip region at the rear of the compressor due to centrifugal
forces causing the migration of solid particles to the outer
diameter [26]. Rubbing wear is the removal of material from
the rotor blade tips and knife edge seals due to contact between

static and rotating parts. Typically rubbing wear occurs when
compressor blade tips rub with the compressor casing. This is
usually the result of the engine rotor flexing during heavy oper-

ating loads, or in a mismatch of thermal growth between the
rotors and casing [27]. The increased loss due to this effect is
more a function of engine cycles than total engine operating

hours. The rate of increase in clearances is dependent upon

the operating loads imposed on the engine early in its opera-
tion. Mass flow and efficiency penalties for fouling, erosion,
and wear are calculated with the help of sensors. In general

practice the mass flow penalty for erosion and wear is then dis-
tributed for each stage across the entire compressor. The effi-
ciency penalty is applied to the compressor section as a

whole. A new pressure ratio is adjusted to maintain constant
output. Fouling, erosion and rubbing wear affects the reliable
availability of compressor and it comes down from the design

reliability as mentioned by manufacturer. For a site condition,
suppose no data is available regarding the effect of these three
factors on compressor performance then an operator with his
experience may estimate the intensity of these factors qualita-

tively based on surrounding and operating conditions. For
example, if air is dustier then fouling and erosion are compar-
atively higher. Further these factors are independent from each

other. For the reliability estimation of air compressor at off-
design condition, GTA can be applied at subsystem level with
the help of the methodology discussed in Section 4.

Under design conditions, it is presumed that all these fac-
tors (fouling, erosion, and rubbing wear) are absent. Let these
factors are represented by Fi (i= 1, 2, 3) and their interdepen-

dency is denoted by fij (i,j= 1, 2, 3 and i „ j). Here, the value
of Fi is considered to be varying in-between 1 and 0. When any
factor Fi is absent, which is the design condition, and it is not
affecting the compressor performance then its value is 1. If the

presence of factor Fi is so high that compressor stops working
then its criticality is highest then it is assigned a value of zero.
In other conditions a value in-between 1 and 0 may be assigned

based on the observations of site conditions and operating
experience. Then cause effect design matrix for these factors
is represented as:

ED ¼
F1D f12D f13D

f21D F2D f23D

f31D f32D F3D

2
64

3
75 ¼

1 0 0

0 1 0

0 0 1

2
64

3
75 ð11Þ

As all the factors are independent, therefore, all non-diago-
nal elements are zero. In real life operating system, at some
time operator observes the presence of fouling, erosion and

rubbing wear then in the absence of relevant practical data
some qualitative value on the scale of 1–0 may be assigned
as per the discussion in Section 3.4. Then suppose based on

the observation the real-time cause and effect matrix becomes

ERT ¼
F1 f12 f13

f21 F2 f23

f31 f32 F3

2
64

3
75 ¼

0:9 0 0

0 0:95 0

0 0 0:92

2
64

3
75 ð12Þ

Corresponding to expression (8) RTRI for compressor

comes out to be as:

RTRICompressor ¼
PerðERTÞ
PerðEDÞ

¼ 0:7866

1
¼ 0:7866 ð13Þ

Therefore, RTRI for the compressor comes out to be 78.66%
of its designed value and it will provide guidance for the quan-
tification of inheritance of compressor in expression (9).

With the help of sensors and control systems, performance
of the CCPP may achieve to its design value even if some of its
components are deteriorated. But scheduled or unscheduled

maintenance has to be done to maintain the reliability up to
mark to circumvent complete shutdown. Further reliable
working of the sensors and control systems are also dependent
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on some other factors such as temperature. For measuring
their reliability in real life operating conditions, the procedure
adopted in example 2 may be extended. A digraph representing

factors and interdependencies can be developed. After convert-
ing digraph into matrix form quantification may be done. If
practical data is not available then some qualitative values

based on experience may be assigned to inheritance and
interdependencies.

Two examples discussed in this section, reveals that the pro-

posed methodology can be applied for the development of reli-
ability index in a real life operating power plant.

6. Conclusion

In this paper, graph theoretic approach has been applied to ob-
tain real-time reliability index for a combined cycle power

plant. For this purpose, CCPP has been divided into six sys-
tems as the CCPP is a very large system. Systems/subsystems
affecting the reliable availability of power plant are identified.
For successful implementation of graph theoretical methodol-

ogy, it is required to develop digraph, matrix and permanent
function based on reliability of systems and reliability of inter-
connections. The approach helps to express CCPP reliability in

quantitative terms. Using this procedure, an appropriate main-
tenance strategy for any combined cycle power plant can also
be recommended.

The proposed structural approach for the evaluation of
real-time reliability index for a CCPP has the following
features:

� Reliability assessment of power plant is more accurate with
graph theory as quantitative measure of interrelations
among different systems is taken care of.

� Graph theoretic model is flexible enough to add on different
systems, subsystems of and interaction among them in reli-
ability analysis of a CCPP.

� The methodology is proficient in quantifying the influence
of various system, subsystems and parameters on reliability
of power plant.

� The value of real-time reliability index is useful for design-
ers in selecting an optimum design in terms of reliability
from available alternatives.
� The real-time reliability index enables the plant manager to

know the reliable availability of power plant on real-time
basis which will help them to take commercial decision on
real-time basis.

� Sensitivity analysis may be carried out to identify the criti-
cal component or system affecting the power plant
reliability.

Practical implementation of the proposed methodology in a
systematic manner will help power generation industry to iden-
tify, categorize, analyze and evaluate parameters responsible

for CCPP reliability. Thus, CCPP reliability index will help
an organization to carry out SWOT (strength–weakness–
opportunities–threats) of their system and take strategic deci-

sion to achieve profitability through productivity.
Similarly, methodology can be developed for obtaining

other RAM indices: availability and maintainability; including

optimum selection, benchmarking, and sensitivity analysis for
combined cycle power plant.
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ABSTRACT 

The air quality of our indoor environments majorly affects our health. Children are the most 
exposed to indoor air pollutants as they spend most of their time at home and indoors, the quality of air 
becomes a major concern in their course of development. While in rural areas the major indoor pollutants 
are the emissions from combustion sources, in urban areas the particulates and polycyclic aromatic 
hydrocarbons (PAHs) have chronic and long-term effects. The aim of this study is to review the available 

literature dealing with various effects of child development. The study showed the relationship between 
prenatal exposure to airborne PAHs and Child IQ. Children were monitored from in utero to 5 years of age, 
with determination of prenatal PAH exposure through personal air monitoring for the mothers during 
pregnancy. It was found that high PAHs level were inversely associated with IQ. The other study 
comprehended lung development with exposure to nitrogen dioxide, acid aerosols, particulate matter and 
elemental carbon. Lung function tests were performed annually for 8 years among the children and a 
decrease in Forced Expiratory Volume (FEV) was observed.  The results of the study indicated that current 
ambient levels of air pollution have chronic and adverse effects on lung development in children leading to 

significant deficits in FEV as these children reach adulthood. In rural India, the risks associated with indoor 
air pollution are found to be extremely high. The study revealed that most of the rural households were 
exposed to acute upper and lower infections, the reason being the use of traditional fuels and poorly 
ventilated cooking areas. The study focuses on creating awareness towards the adverse effects of indoor air 
pollution specifically on children health, with reference to the existing studies. 
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1) INTRODUCTION 

The effects of air pollution on health have been reported in 

many research studies over the past 30 years. These effects 

majorly include mortality, respiratory and cardiovascular 

diseases and hospitalizations, changes in lung function and 

asthma attacks. Air quality has significant effect on children, 

however, previous environmental regulation has not focused 

on the effects caused by air pollution exclusively in children. 

And despite the extent of this mounting problem, the health 

impacts on children due to exposure to indoor air pollutants 

have yet to become a central focus of research especially in 
developing countries. According to studies, prenatal exposure 

to airborne polycyclic aromatic hydrocarbons (PAHs) is 

inversely related to a child’s intelligence [1]. There have also 

been studies which link urban air pollution with asthma risk 

and behavioural problems in children. New findings also link 

exposures to chemicals found in homes with childhood 

respiratory problems. 

1.1 Indoor Air Pollutants 

In the developed countries where energy efficiency 

improvements sometime make houses relatively airtight and 

raising pollutant levels, indoor air pollution has been a serious 

concern. But now with the construction of more tightly sealed 

buildings, reduced ventilation, use of synthetic materials for 

building and furnishing the issue has been taken into account 

in the sub-continent as well. In India, the greatest threat from 

indoor pollution is to rural areas, where some 0.8 billion 

people continue to rely on traditional fuels such as firewood 

and charcoal for cooking and heating (WHO. 2013) [2]. 

Concentrations of indoor pollutants in households that burn 
traditional fuels are alarming. Burning such fuels produces 

large amount of smoke and other air pollutants in the confined 

space of the home, resulting in high exposure. In 1992, the 

World Bank designated indoor air pollution in the developing 

countries as one of the four most critical global environmental 

problems [3]. Daily averages of pollutant level emitted indoors 

often exceed current WHO guidelines and acceptable levels. 

Although many hundreds of separate chemical agents have 
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been identified in the smoke from bio-fuels, the four most 

serious pollutants are particulates, carbon monoxide, 

polycyclic organic matter, and formaldehyde. In this study our 

focus remains on the exposure to piperonyl butoxide (PBO), 

polycyclic aromatic hydrocarbons (PAHs) and phthalates. 

1.2 Sources and their exposure 
Indoor air pollution can begin within the building or can be 

drawn in from outdoors. Volatile organic compounds mainly 

originate from solvents and chemicals. The main indoor 

sources are perfumes, hair sprays, furniture polish, glues, air 

fresheners, moth repellents, wood preservatives and many 

other products used in the house. Tobacco smoke generates a 

wide range of harmful chemicals and is known to cause 

cancer. It is very well known that passive smoking causes a 

wide range of problems to the passive smoker, the person who 

is in the same room with a smoker and is not himself/herself a 

smoker, ranging from burning eyes, nose and throat irritation 

to cancer, bronchitis, severe asthma and a decrease in lung 
function. In several research papers it is showed that maternal 

smoking may play a significant role in childhood obesity. Data 

from the US Collaborative Perinatal Project, a study of 35,000 

children born between 1959 and 1964, show that children of 

smokers had an increased risk of becoming overweight before 

the age of 8 compared with the offspring of non-smokers [4]. 

The link between maternal smoking and obesity was stronger 

in girls than in boys. If pesticides are used carefully and the 

manufacturers, instructions followed carefully they do not 

cause too much harm to the indoor air. But piperonyl butoxide 

(PBO) which is used to bolster the effects of pyrethroid 
pesticides, the most common pesticides used for professional 

pest control has been found to increase the risk of non-

infectious cough among children exposed to these chemicals 

in the womb [5]. Biological pollutants include pollen from 

plants, mite, hair from pets, fungi, parasites and some bacteria. 

Most of them are allergens and can cause asthma, hay fever, 

and other allergic diseases. Formaldehyde is a gas that comes 

mainly from carpets, particle boards, and insulation foam. It 

causes irritation to the eyes and nose and may even cause 

allergies in some people. Asbestos is a major concern because 

it is suspected to cause cancer. Radon is a gas which is 

emitted naturally by the soil. It is due to modern houses 
having poor ventilation that it is confined inside the house 

causing harm to the dwellers. In a study from CCCEH 

(Columbia Center for Children's Environmental Health), 

researchers reported that children exposed to diethyl phthalate 

(DEP) and butylbenzyl phthalate (BBzP) have a greater risk of 

asthma-related airway inflammation [6]. Phthalates are used 

widely in consumer products, including plastics, vinyl 

flooring, and personal care products. Phthalate exposure can 

occur through ingestion, inhalation, and absorption through 

the skin. 

1.3 Effects of Indoor Air Pollutants on Children Health 
Nearly 2 million people a year die prematurely from illness 

attributable to indoor air pollution due to solid fuel use. 

Among these deaths, 44% are due to pneumonia, 54% from 

chronic obstructive pulmonary disease (COPD), and 2% from 

lung cancer. Nearly half of deaths among children under five 

years old from acute lower respiratory infections (ALRI) are 

due to particulate matter inhaled from indoor air pollution 

from household solid fuels [2]. But in urban areas due to the 

absence of direct smoke from indoor coal burning the 

problems can be subtle and do not always produce easily 

recognized impacts on health. In urban states, the effects are 

majorly constrained to chronic problems. Two NIEHS-funded 

studies from the Columbia Center for Children’s 

Environmental Health (CCCEH) at the Columbia University 

Mailman School of Public Health have showed that children 

exposed to piperonyl butoxide (PBO) in the womb had an 
increased risk of non-infectious cough that is they are more 

likely to have a cough, unrelated to a cold or the flu, when 

they were between 5 and 6 years old. The findings provide 

evidence that children’s respiratory systems are susceptible to 

damage from contaminates during the prenatal period. 

Another research team performed a prospective epidemiologic 

study on 1,759 children from 12 communities in Southern 

California. The communities had a wide-range of exposures to 

air pollutants including particulate matter, acid aerosols, 

ozone, and nitrogen dioxide [7]. Lung function tests were 

performed annually for 8 years. Over the 8-year period, 

decreases in a measurement of lung function known as forced 
expiratory volume (FEV) were observed. Exposure to these 

pollutants was associated with statistically and, more 

importantly, clinically significant deficits in FEV. For 

example, the risk of low FEV was almost 5 times higher at the 

highest level of particulate matter exposure than at the lowest 

level. In another study a significant association between 

prenatal exposure to polycyclic aromatic hydrocarbons 

(PAHs) and attention deficit and symptoms of anxiety and 

depression among children ages 6-7 was found in the CCCEH 

longitudinal cohort study [8]. 

 

2) RESULTS AND DISCUSSION 

2.1 Prenatal Airborne Polycyclic Aromatic Hydrocarbon 

Exposure and Child IQ at Age 5 Years 

American Academy of Pediatrics (April 2013) determined a 

relationship between Polycyclic Aromatic Hydrocarbon 

exposures and a strong interdependence between exposure and 

poor health of the child IQ [1]. The Polycyclic aromatic 

hydrocarbons (PAHs) are released to air during incomplete 

combustion and/or pyrolysis of fossil fuel, tobacco, and other 

organic material. Although exposure is ubiquitous, high-risk 

groups both for disproportionate exposure to air pollution and 

for adverse health and developmental outcomes is represented 
by urban minority populations. In fact, 100% of the mothers in 

the Columbia Center for Children’s Environmental Health 

(CCCEH) cohort had detectable levels of PAHs in prenatal 

personal air samples, and 40% reported environmental tobacco 

smoke (ETS) exposure during pregnancy. Among the 249 

children 5 years of age, prenatal PAH exposure levels ranged 

from 0.49 ng/m3 to 34.48 ng/m3. A total of 140 (56.2%) of the 

249 children were classified as having high PAH exposure 

(2.26 ng/m3), with 2.26 ng/m3 being the median for the entire 

cohort. 

As shown in Table 1, the inverse associations between 
high/low PAH exposure and full-scale and verbal IQ scores 

remained significant after adjustment was done for covariates. 

The association with performance IQ was inverse but it was 

not significant. The associations between logarithmically 

transformed, continuous, PAH levels as the independent 

variable and IQ also were significant for full-scale IQ and 

verbal IQ. As discussed above, results from this cohort 

indicated that exposure to PAH air pollutants during 

pregnancy is a risk factor for developmental delay at age 3, 

which was also identified with the Bayley Scales of Infant 
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Figure 1:  Differences in full-scale, verbal and performance IQ scores associated with high levels of prenatal PAH 

exposure. 
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Source: Perera. 2012 

Table 1: Associations Between Prenatal PAH Exposure and Children’s Full-Scale IQ, Verbal IQ and Performance IQ 

 
Full Scale IQ Verbal IQ Performance IQ 

β P β P β P 

PAH exposure 

(high /low) 
-4.307 .007 -4.668 .003 -2.369 .170 

ETS exposure 1.736 .289 1.803 .265 1.609 .368 

Gender 3.632 .021 4.695 .002 2.354 .168 

Maternal Education 5.233 .002 4.510 .007 4.969 .007 

Ethnicity 1.440 .373 6.74 .000 .121 .453 

Source:  Perera. 2012 

 

Development. The present analysis shows continued effects of 

prenatal PAH exposure on child IQ at age 5. After adjustment 

for potential confounders, full-scale and verbal IQ scores of 

the high- and low-exposure groups differed by 4.31 points and 

4.67 points, respectively. The present findings are of concern 

because verbal and full-scale IQ scores measured with the 

WPPSI (Wechsler Preschool and Primary Scale of 

Intelligence) during the preschool period were shown to be 

predictive of subsequent elementary school performance in a 

range of populations. 

2.2 The Effect of Air Pollution on Lung Development from 

10 to 18 Years of Age 

There is substantial evidence to show that air pollution has 

chronic, adverse effects on pulmonary development in 
children. In 1993, the Children's Health Study recruited 1759 

children (average age, 10 years) from elementary schools in 

12 southern California communities to investigate the long-

term effects of air pollution on children's respiratory health 

[9]. The data for the study which was on pulmonary function 

were obtained by trained field technicians, who travelled to 

study schools annually from the spring of 1993 through the 

spring of 2001 to perform maximal-effort spirometric testing 

of the children. The three main measures of pulmonary 

function that are analyzed in the study are: forced vital 

capacity (FVC), forced expiratory volume in the first second 

(FEV), and maximal mid-expiratory flow rate (MMEF). 

Questions administered at the time of annual pulmonary- 

function testing were used to update information on asthma 

status, personal smoking status, and exposure to 

environmental tobacco smoke. In addition to examining the 

growth in lung function over the eight-year period, study was 
done on the FEV measurements obtained in 746 subjects to 

determine whether exposure to air pollution was associated 

with clinically significant deficits in attained FEV. A low 
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Table 2:  Mean Levels of Growth in Pulmonary Function during the Eight-Year Study Period, from 1993 to 2001. 

 
 

Pulmonary-Function 

Measure 

Girls Boys 

Age of 

10 yr 

Age of  

18 yr 

Average 8-yr 

growth 

Age of  

10 yr 
Age of 18 yr 

Average 8-yr 

growth 

FVC (mL) 2262 3790 1528 2427 5202 2775 

FEV (mL) 1988 3332 1344 2082 4464 2382 

MMEF (mL/sec) 2311 3739 1428 2287 4709 2422 

Source: Gauderman, 351 (11): 1-11. 

 

FEV was defined as an attained FEV below 80 percent of the 

predicted value which is a common criterion used in clinical 

settings to identify persons who are at increased risk for 

adverse respiratory conditions. Among the girls, the average 

FEV increased from 1988 ml at the age of 10 years to 3332 ml 

at the age of 18 years, yielding an average growth in FEV of 
1344 ml over the eight-year period. 

The corresponding averages in boys were 2082 ml and 4464 

ml, yielding an average growth in FEV of 2382 ml over the 

eight-year period. Similar patterns of growth over the eight-

year period were observed for FVC and MMEF (Table 2). 

The differences which were estimated in the growth of FEV, 

FVC, and MMEF during the eight-year period with respect to 

all pollutants are summarized in Table 3. Deficits in the 

growth of FEV and FVC were observed for all pollutants, and 

deficits in the growth of MMEF were observed for all but 

ozone, with several combinations of outcome variables and 

pollutants attaining statistical significance. 

The study resulted in providing robust evidence that lung 

development, as measured by the growth in FVC, FEV, and 

MMEF from the ages of 10 to 18 years, is reduced in children 

exposed to higher levels of ambient air pollution and is the 

major result of this study. The strongest associations were 

observed between FEV and a correlated set of pollutants, 
specifically nitrogen dioxide, acid vapour, and elemental 

carbon. The effects which these pollutants have on FEV were 

similar in boys and girls and remained significant among 

children with no history of asthma and among those with no 

history of smoking, suggesting that most children are 

susceptible to the chronic respiratory effects of breathing 

polluted air. The effects of air pollution on the growth in lung 

function was observed and it was found that its magnitude 

during this age interval was similar to those that have been 

reported for exposure to maternal smoking and smaller than 

those reported for the effects of personal smoking. 

2.3 Associated diseases with indoor air pollution in the rural 

households in India 

Table 3: Difference in Average Growth in Lung Function over the Eight-Year Study Period from the Least to the 

Most Polluted Community. 

Pollutant FVC FEV MMEF 

 

Difference  

(95% Cl) 

mL 

 

P Value 

Difference 

 (95% Cl) 

mL 

 

P Value 

Difference  

(95% Cl) 

mL 

 

P Value 

O3       

10 am – 6 pm -50.6 0.37 -22.8 0.62 85.6 0.40 

1-Hour 

Maximal level 
-70.3 0.20 -44.5 0.32 45.7 0.65 

NO2 -95.0 0.05 -101.4 0.005 -211.0 0.02 

Acid vapour -105.2 0.03 -105.8 0.004 -165.0 0.07 

PM10 -60.2 0.33 -82.1 0.08 -154.2 0.16 

PM2.5 -60.1 0.24 -79.7 0.04 -168.9 0.06 

Elemental Carbon -77.7 0.08 -87.9 0.007 -165.5 0.04 

Organic Carbon -58.6 0.37 -86.2 0.08 -151.2 0.19 

Source: Gauderman, 351 (11): 1-11. 
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Field surveys revealed that most of the rural households 

(almost 97 per cent) used traditional fuels (fuel wood, dung, 

crop residues, coal, kerosene) along with traditional stoves for 

cooking food [10]. Consequently, women are regularly 

exposed to high levels of pollutants emitted from cooking 

fuels during cooking. Though the specific effects on Indian 

children have not been researched yet still many cases of low 

birth weight and pre-natal mortality have been recorded, 

which directly links the effect on children with air pollution 

caused by traditional fuels and stoves (chulhas) in rural India. 

An examination of Table 4 shows the indoor air pollution 

associated diseases (in percentages) in the rural households. In 

a survey conducted in Aligarh in 2010, nearly all the 

households reported exposure to heat for more than 2 hours 

per day and to smoke for more than 1 hour per day, as most of 

them (97 per cent) use biomass fuels/traditional stoves for 
cooking purpose. When these biomass fuels are burnt in 

inefficient chulhas they emit lot of smoke. More than half of 

the households (65 per cent) reported of living in kutcha/semi-

pucca houses which absorb the emitted pollutants from the 

combustion of biomass fuels for longer duration. Of the total 

sample, 71 per cent reported of acute upper respiratory 

infection (AURI), 48 per cent of acute lower respiratory 

infection (ALRI), 47 per cent of low birth weight, 47 per cent 

of chronic obstructive pulmonary diseases (COPD), 15 per 

cent of prenatal mortality, 14 per cent of eye irritation and 

cataract, 13 per cent of asthma and 11 per cent of pulmonary 
tuberculosis. 

 

3. CONCLUSION 

On the basis of various research papers reviewed it can be 

concluded that environmental PAHs at levels encountered in 

the ambient air can affect child IQ scores adversely. And since 

IQ is an important predictor of consequent academic 

performance of a child the study of PAHs is a potential 

concern and further experiments must be carried on to confirm 

the results. Also, a reduced IQ may affect the overall mental 

health of the individual. Our observation of associations 

between air pollution and all three measures of lung function 

— FVC, FEV, and MMEF — suggest that there are certainly 

some unknown mechanisms which lead to reduced lung 
development when exposed to pollutants. People at higher risk 

are the rural children who are exposed to smoke for long hours 

because of the lack of good housing and infrastructure 

facilities. Given the magnitude of the observed effects and the 

importance of lung function as a determinant of morbidity and 

mortality during adulthood, continued emphasis on the 

identification of strategies for reducing levels of air pollutants 

is warranted especially in the Indian subcontinent. 
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Abstract—Active Learning is an important prospect of machine 
learning for information extraction to deal with the problems of 
high cost of collecting labeled examples. It makes more efficient 
use of the learner’s time by asking them to label only instances 
that are most useful for the trainer. We propose a novel method 
for solving this problem and show that it favorably results in the 
increased performance. Our proposed framework is based on an 
ensemble approach, where Decision Tree and Memory-based 
Learner are used as the base learners. The proposed approach is 
applied for solving the problem of named entity recognition 
(NER) in biomedical domain. Results show that the proposed 
technique indeed improves the performance of the system 
significantly. 

Keywords—Name Entity Recognition, Decision Tree, Memory-
based Learning, Ensembled Classifier, Biomedical Domain 

I.  INTRODUCTION 
Information Extraction is one of the most popular field in 

which various machine learning techniques have been applied. 
One difficulty with these techniques is the high cost of 
collecting labeled examples. Active learning [1] is, nowadays, 
a popular research area due to its many-fold potential benefits. 
It can lead to drastic reductions in the amount of annotation 
that is necessary for training a highly accurate statistical 
classifier. It can make more efficient use of the learner’s time 
by asking them to label only instances that are most useful for 
the trainer. 

 Named Entity Recognition (NER) has important role in 
many Natural Language Processing (NLP) application areas 
such as information extraction, information retrieval, machine 
translation and automatic summarization etc. The applications 
related to NER in Biomedical Domain, like mentions of 
proteins, DNA, RNA etc., have started to emerge only very 
recently. As part of the biomedical domain, there are some 
existing works that cover a few techniques [2,3,4,17,18].  

One of the major challenges for NER in biomedical 
domain is the unavailability of annotated corpus. There are 
many existing techniques for the news-wire domains, however 
it was realized that there are not much work published in 

biomedical domains. The major difficulties associated with 
the identification and classifications of biomedical NEs are 
discussed in [2]. It is both time consuming and cost sensitive 
to prepare the large amount of data required to achieve good 
performance for NER. In contrast we can acquire a good 
amount of unlabeled documents with relatively lower costs. 
Thus it would be effective if we can come up with an 
alternative technique that will be capable enough to efficiently 
select the unlabeled data to be added to the initial training 
data. This way we can create the good amount of training data 
automatically.  

In this paper we propose a novel active learning technique 
based on the concept of classifier ensemble, where Decision 
Tree (DT) [5] and Memory Based Learner (MBL) [6] are used 
as the underlying base classification methods. Based on the 
confidence interval between the two most probable classes for 
each token of the development data from both Decision Tree 
and Memory Based Learner, we select most uncertain samples 
from the unlabeled data to be added to the initial training data. 
The outputs of DT and MBL are combined together using a 
weighted voting approach.  

The proposed approach is evaluated for GENIA version 
3.02 corpus of the GENIA project. A very rich feature set 
developed in [2,17] that includes variety of features based on 
orthography, local contextual information and global contexts 
is used in the current paper. Evaluation results show that our 
proposed approach in general performs well for different 
datasets. We also observe that our proposed ensemble based 
active learning method performs better compared to each of 
the baselines developed using either of the base classifiers, i.e. 
DT or MBL. It also performs superior compared to a random 
sampling based active annotation technique. 

Early works in the field of biomedical Name Entity 
Extraction are mainly of two classes i.e. rule-based and 
machine learning based approaches. Rule based approaches [7, 
8] are not mainly used for datasets with inherent complex 
structures, due to the significant difficulty in designing the 
systems. A very good knowledge of domain is required, so to 
obtain a high performance in these models is very difficult. 
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Including this, they also suffer from the problem of 
adaptability to new domains as well as new named-entity 
types. In contrast, machine learning based approaches are easy 
to adapt new named-entities and relatively less expensive to 
maintain. Various supervised approaches in NE extraction in 
biomedical texts are discussed in [9,10,11]. A way of 
comparing the existing biomedical NE extraction systems is 
provided by tagged GENIA corpus[12]. 

One of the significant characteristic of our system is that 
feature identification and selection tasks are mostly done in 
absence of any domain knowledge or resources [17]. The 
approach proposed in [13] was applied for two popular 
resource-constrained Indian languages, namely Hindi and 
Bengali. In contrast, here, we evaluate the approach for the 
biomedical NE extraction, which is more challenging. A 
diverse set of effective features that are useful to achieve good 
performance is identified and implemented [17]. The proposed 
approach is evaluated on the benchmark datasets of JNLPBA 
[14]. Evaluation results show the precision, recall and F-
measure values of 74.02%, 78.28%, 75.9%, respectively. 

The remainder of this paper is organized as follows. 
Section II briefly describes about the supervised classifiers that 
we used. Section III describes the proposed active learning 
technique. Section IV sheds light on the set of features that we 
have identified and implemented for biomedical NE extraction. 
Section V reports the dataset, evaluation scheme and results. 
We conclude our work in section VI and discuss some areas of 
developing this idea further.  

II. PROPOSED ACTIVE LEARNING TECHNIQUE  
In this section we describe the two base classifiers, namely 

Decision Tree and Memory Based Learner.  

A. Decision Tree Classifier 
Decision Tree Classifiers (DTC’s) has been successfully 

applied for solving different pattern recognition problems like 
remotely sensed multisource data classification, medical 
diagnosis, speech, and character recognition, to mention a 
few. Major characteristics of DTC are the capability to use 
different feature subsets and decision rules at different stages 
of classification and the capability of tradeoffs between 
classification accuracy and time/space efficiency. In the 
current paper decision tree algorithm C4.5 is used as the 
underlying classification tool.  

In order to apply DT for solving NER problems, C4.5 
requires that text data to be given in a feature-vector format. 
Here each named-entity (NE) phrase is consisting of  one or 
more words, plus some external information, i.e., words in the 
close neighborhood of the NE phrase.  

  

B. Memory Based Learner 
Memory-based learning is another machine learning 

technique which uses K-nearest neighbor principle. Here 
examples can be re-used directly in processing natural 
language problems. Training examples are stored in a memory 
without any modi�cation. During the testing process, the most 
similar examples from the training data are searched, and new 
examples are classified based on the classes of these training 
data [6]. 

The training phase of MBL consists of storing all the 
training instances in memory. In testing phase, in order to 
classify a query, at first it has to be compared with all the 
training instances. This means distance between query point 
and all the training instances have to be calculated. Then we 
search for k nearest training instances. Based on the majority 
of classes of these k instances final class is assigned to the test 
query [6]. We have used IGTree algorithm in this system. 

III. PROPOSED ACTIVE LEARNING TECHNIQUE 
In this section we describe our proposed active learning 

technique to select the informative samples from the unlabeled 
data. It is based on an ensemble approach, where two 
supervised classifiers, namely Decision Tree and Memory 
Based Learner are used.  

Active annotation is one of the many advanced applications 
of active learning which can help in significant reductions in 
the amount of annotation that is necessary for training a highly 
accurate statistical classifier. Traditionally, Random Sampling 
approach is used, in which, unlabeled data is selected for 
labeling at random. In contrast, in active learning, the most 
useful data for the classifier are carefully selected. In a typical 
active learning setup, a classifier is trained on a small sample 
of the data (usually selected randomly), known as the seed 
examples. The classifier is subsequently applied to a pool of 
unlabeled data with the purpose of selecting additional 
examples that the classifier views as informative. The selected 
data is annotated and the cycle is repeated, allowing the 
learner to quickly refine the decision boundary between the 
classes. The key question in this approach is how to determine 
the samples that will be most useful to the classifier. 

For each of the base classifiers, DT and MBL, a feature 
vector consisting of the features described in the following 
section is extracted for each word in the annotated data. Now, 
we have a training data in the form (wi, Ti), where, wi is the i-
th word and its feature vector and Ti is its output class. We 
consider the feature vector consisting of all the features of the 
current token and varied the contexts within wi+2

i 2 = wi 2 
...wi+2. Based on some selection criterion, sentences are 
chosen from the development set and added to the initial 
training set in such a way that the performance on the test set 
improves.  
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Our technique is based on the combined decisions of both 
DT and MBL. C4.5 algorithm for decision tree performs 
classification by constructing an N-ary tree that optimally 
separates data into various categories; whereas IGTree 
algorithm of MBL also converts the training set to a tree 
structure. Gain ratio values of the features are utilized to 
determine tree ordering. After training the base classifiers i.e. 
generating the trees, we first evaluated them. Then, we 
computed confidence value of each token for each output 
class. As both algorithms produce two different kinds of 
probabilistic scores, we first normalize all the confidence 
values within the range [0, 1]. We consider these as the actual 
confidence scores of outputs.  

Our proposed selection criterion is based on the differences 
between the confidence values of the most probable two 
classes for a token, the hypothesis being that items for which 
this difference is smaller are those of which the classifier is 
less certain. A threshold on the confidence interval is defined, 
and for each base classifier we generate a set of uncertain 
samples. These sets contain the selected sentence identifiers 
along with the confidence intervals for which they are 
included into the respective sets. Thereafter we combine the 
decisions of base classifiers and generate a new set of 
uncertain samples by taking the unions of these two sets. The 
union is taken in such a way that the common sentence is 
assumed to have the confidence interval, equal to the 
minimum of two values assigned to that particular sentence in 
two sets. Finally, we select 10 most uncertain sentences from 
the development data. Thus, in each iteration of the algorithm, 
we actually add 10 most informative sentences to the training 
set. We run the algorithm for the maximum 10 iterations. In 
some cases, the performance starts to decrease even at the 
earlier step of the algorithm. In order to account this fact we 
stop the algorithm’s iteration, and retrieve last iteration’s 
training data as the final one. The main steps of the proposed 
active annotation are shown in Figure 1. 

IV. NAMED ENTITY FEATURES 
We used the following features [2,17] for constructing 

ensemble-based learner. These features are easy to derive and 
don’t require deep domain knowledge and external resources 
for their generation. Due to the used of variety of features, the 
individual classifiers acquire high accuracies.  

1) Context words: These are the words 
occurring within the context window wi+3

i 3 = wi 3...wi+3, 
wi+2

i 2 = wi 2...wi+2 and wi+1
i 1 = wi 1 ...wi+1, where wi is the 

current word. This  feature is considered with the 
observation that surrounding words carry effective 
information for the identification of NEs. 
2) Word prefix and suffix: These are the word prefix and 

suffix character sequences of length up to n. The sequences 
are stripped from the leftmost (prefix) and rightmost (suffix) 

positions of the words. We set the feature values to 
‘undefined’ if either the length of wi is less than or equal to 
n 1, wi is a punctuation symbol or if it contains any special 
symbol or digit. We experiment with n=3 (i.e., 6 features) and 
4 (i.e., 8 features) both. 

3) Word Length: We define a binary valued feature that 
fires if the length of wi is greater than a pre-defined threshold. 
Here, the threshold value is set to 5. This feature captures the 
fact that short words are likely not to be NEs. 

4)  Infrequent word: A list is compiled from the training 
data by considering the words that appear less frequently than 
a predetermined threshold. The threshold value depends on 
the size of the dataset. Here, we consider the words having 
less than 10 occurrences in the training data. Now, a feature is 
defined that fires if wi occurs in the compiled list. This is 
based on the observation that more frequently occurring words 
are rarely the NEs. 

5) Part-of-Speech (PoS) information: PoS information is 
a critical feature for entity extraction. In this work, we use 
PoS information of the current and/or the surrounding token(s) 
as the features. This information is obtained using GENIA 
tagger V2.0.2[12], which is a freely available well-known 
system used to extract PoS information from the biomedical 
texts. The accuracy of the GENIA tagger is 98.26%. 

6) Chunk information : We use GENIA tagger V2.0.2 to 
get the chunk information. Chunk information (or, shallow 
parsing features) provide useful evidences about the 
boundaries of biomedical entities. In the current work, we use 
chunk information of the current and/or the surrounding 
token(s). This is an important feature for MBL. 

7) Unknown token feature: This is a binary valued 
feature that checks whether the current token was seen or not 
in the training corpus. In the training phase, this feature is set 
randomly. 

8) Word normalization: We define two different types of 
features for word normalization. The first type of feature 
attempts to reduce a word to its stem or root form. This helps 
to handle the words containing plural forms, verb inflections, 
hyphen, and alphanumeric letters. The second type of feature 
indicates how a target word is orthographically constructed. 
Word shapes refer to the mapping of each word to their 
equivalence classes. Here each capitalized character of the 
word is replaced by ‘A’, small characters are replaced by ‘a’ 
and all consecutive digits are replaced by ‘0’. For example, 
‘IL’ is normalized to ‘AA’, ‘IL-2’ is normalized to ‘AA-0’ 
and ‘IL-88’ is also normalized to ‘AA-0’. 

9) Word class feature: Certain kinds of entities, which 
belong to the same class, are similar to each other. The word 
class feature is defined as follows: For a given token, capital 
letters, small letters, numbers and non-English characters are 
converted to ”A”, ”a”, ”O” and ”-”, respectively. Thereafter, 
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the consecutive same characters are squeezed into one 
character. This feature will group similar names into the same 
NE class. 

10) Informative words: In general, biomedical NEs are 
too long and they contain many common words that are 
actually not NEs. In this feature we have selected the most 
important effective words for the identification of NEs.  

11) Head nouns: Head noun is the major noun or noun 
phrase of a NE that describes its function or the property. In 
this work, we use only the unigram and bigram head nouns 
like receptor, protein, binding protein etc. For domain 
independence, we extract these head nouns from the training 
data only.  

12) Content words in surrounding contexts: This feature 
is semantically motivated and exploits global context 
information. This is based on the contentwords in the 
surrounding context. We consider all unigrams in contexts 
wi+3

i 3= wi 3...wi+3 of wi (crossing sentence boundaries) for the 
entire training data. We convert tokens to lower case, remove 
stopwords, numbers, punctuation and special symbols. We 
define a feature vector of length 10 using the 10 most frequent 
content words. Given a classification instance, the feature 
corresponding to token t is set to 1 if and only if the context 
wi+3

i 3 of wi contains t. Evaluation results show that this feature 
is very effective to improve the performance by a great 
margin. We used the PoS information of test instances 
(extracted from the GENIA tagger) to compute this feature for 
GENIA. 

13) Orthographic features: We define a number of 
orthographic features depending upon the contents of the 
wordforms. Several binary features are defined which use 
capitalization and digit information. These features are: initial 
capital, all capital, capital in inner, initial capital then mix, 
only digit, digit with special character, initial digit then 
alphabetic, digit in inner. The presence of some special 
characters like (‘,’,‘-’,‘.’,‘)’,‘(’ etc.) is very much helpful to 
detect NEs, especially in biomedical domain. For example, 
many biomedical NEs have ‘-’ (hyphen) in their construction. 
Some of these special characters are also important to detect 
boundaries of NEs. We also use the features that check the 
presence of ATGC sequence and stop words. The complete 
list of orthographic features is shown in [2,17].  

14) Verb trigger: These are the special type of verbs 
(e.g., binds, participates etc.) that occur preceding to NEs and 
provide useful information about the NE classes. However, for 
the sake of domain independence, we do not use a predefined 
list of trigger words. Based on their frequencies of 
occurrences, these trigger words are automatically extracted 
from the training data. A feature is then defined that fires iff 
the current word appears in the list of trigger words. 

V. DATASET, EXPERIEMENT AND DISCUSSION 
In this section, we present the description of performance 

metrics, dataset, experimental setup, and report the detailed 
evaluation results of our proposed approach.  

A. Performance Measure 
Classifiers are measured in terms of Recall, Precision and 

F-measure values. Precision is the ratio of the number of 
correctly found NE chunks (more than one token) to number 
of found NE chunks. The value of F-measure,  

which is the weighted harmonic mean of recall and 
precision, is calculated as below, 

 
where,  = 1. We used JNLPBA 2004 shared task 

evaluation script [12] to measure recall, precision and F-
measure. 

B. Dataset and Experimental Setup 
The dataset was extracted from the GENIA version 3.02 

corpus of the GENIA project. The training data used in the task 
came from the GENIA version 3.02 corpus. 

The decision-tree induction algorithm C4.5 [3] is used here.  
For the experimental purpose, different levels of tree pruning 
are carried out, resulting in decision trees of various sizes. 10-
fold cross-validation is performed at each size in order to gain 
an unbiased estimate of the performance of the system on 
unseen data.  Here data set is divided into ten equally-sized 
subsets and at a particular run nine sets are considered together 
as a training set for developing the decision tree and tenth set is 
considered as a test set for evaluation. The final result is the 
average over ten runs.  

In IGTree used with the memory-based learner, we had the tree 
building step, in which we get a lossless version of the training 
examples and the tree searching step, in which the tree is 
searched top-down. IGTREE is regarded as the fastest 
algorithm of MBL due to its small size and capability to search 
top-down, committing to any matches made and stopping 
search when a mismatch occurs. In order to measure the 
importance of a feature, gain ratio weight is used  in 
determining the classification of instances. These reasons 
forced us to choose the IGTree algorithm for MBL. All 
experiments were conducted with number of nearest neighbors, 
k=3. Gain ratio was used as the feature weight due to its 
effectiveness. All experiments were done using the Overlap 
metric and the majority voting technique. The experiments 
were executed using the Tilburg Memory Based Learner 
TiMBL[6].  
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C. Result Analysis 
In our experiment, we first generated the decision tree 

using C4.5 algorithm and trained the IGTree using features as 
described in section IV. We conducted a number of 
experiments with the various context sizes within the context 
window of wi 2,…, wi+2, and various subsets of the features. 
We observed the best performance with the context of wi 1, wi, 
wi+1, and thus only report its results. Results are shown in 
Tables 1 and 2. 

      

In Table 1, we present a comparison of results obtained with 
traditional learning technique with random selection and the 
proposed active learning technique with threshold values 0.2 
and 0.3 both. Here, in each iteration of the algorithm, 10 most 
effective (informative) sentences are removed from the 
development set and added to the training set. The overall F-
measure value with threshold 0.2 is 73.71% (with  

Step 1:  Train the base classifiers with the initial training data and evaluate with the gold standard test data. 

Step 2:  Train the base classifiers with the initial training data and evaluate with the development data. 

Step 3:  Calculate the confidence value of each token for each output class. 

Step 4:  Normalize the confidence scores within the range of [0, 1]. 

Step 5:  Compute the confidence interval (CI) between the two most probable classes for each token of the development data. This is 
computed on the outputs of both DT and MBL. 

Step 6:  From each token of the development data, perform the following operations: 

             Step 6.1: if CI is below the threshold value (set to 0.2) then add the NE token along with its sentence identifier and CI in a set 
of effective sentences, selected for active annotation. 

             Step 6.2: Create two different sets, (Set DT and Set MBL) for two classifiers. 

Step 7:  Combine two sets into one, named as EA in such a way that if the sentence identifiers are same, then for that sentence CInew = 
min(CIDT,CIMBL ). All the dissimilar sentences are added as they are. 

Step 8:  Sort EA in ascending order of CInew. 

Step 9:  Select the top most 10 sentences, and remove these from the development data. 

Step 10: Add the sentences to the training set. This generates new training set. Retrain the DT and MBL classifiers and evaluate with 
the test set. 

Step 11:  Repeat steps 3-10 for some iteration (10 in our case). 

Fig. 1 Main steps of the proposed ensemble technique for active annotation 
 

TABLE 1. EVALUATION RESULTS OF ACTIVE LEARNING WITH 
(A) THRESHOLD = 0.2 (B) THRESHOLD = 0.3 (C) RANDOM 
SELECTION. HERE R=RECALL, P=PRECISION AND FM=F-
MEASURE (ALL VALUES ARE IN %)  

Iteration 
No. 

Threshold=0.2 Threshold=0.3 Random 

R P FM R P FM R P FM

1 76.8 69.6 73.02 77.4 69.8 73.4 75.9 68.84 72.2
2 76.97 69.71 73.16 77.42 69.9 73.47 75.93 68.86 72.2
3 76.98 69.72 73.17 77.43 69.9 73.47 76.01 68.9 72.28
4 77.14 69.72 73.24 77.43 69.95 73.5 76.01 68.91 72.29
5 77.15 69.83 73.31 77.43 69.99 73.52 76.03 68.92 72.3
6 77.2 69.9 73.37 77.51 70.02 73.57 76.04 68.94 72.32
7 77.22 70.0 73.43 77.58 70.4 73.81 76.09 68.97 72.35
8 77.22 70.4 73.65 77.6 70.43 73.84 76.1 69.02 72.39

9 77.23 70.41 73.66 77.7 70.44 73.89 76.11 69.03 72.39
10 77.28 70.45 73.71 78.0 70.6 74.12 76.13 69.04 72.41

 
corresponding recall and precision values 77.28% and 
70.45%, respectively) and with threshold 0.3 is 74.12% (with 
corresponding recall and precision values of 78.0% and 
70.6%, respectively) .  

We also develop a baseline model, where in each iteration, 
10 sentences are randomly chosen from the development set 
and added to training set. Results of this baseline show the 
recall, precision and F-measure values of 76.13%, 69.04% and 
72.41%, respectively.  

Table 2 shows the overall F-measure values for DT, MBL 
and the ensemble model. We have also applied the active 
learning technique proposed in [2] for DT and MBL. In each 
iteration, 10 most confusing sentences are selected for 
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addition in the training set by using the algorithm proposed in 
[2]. The algorithm is executed for 10 iterations along with DT 
and MBL. We conducted active learning experiments with the 
thresholds of 0.1, 0.2 and 0.3. However, we show the results 
only with 0.3 threshold values as it yielded better 
performance. The ensemble model yields the overall F-
measure value of 74.12% with threshold 0.3. This is clearly 
superior to the individual baseline models.  DT and MBL 
based classifiers along with active learning technique attain 
the final F-measure values of 69.7% and 73.8%, respectively. 
Thus ensemble technique attains improvements of 4.42% and 
0.32% over DT and MBL based approaches, respectively. 

 

TABLE 2. EVALUATION RESULTS OF ACTIVE LEARNING WITH 
THRESHOLD = 0.3 

 
Iteration 

 
DT 

 
MBL 

 
Combined 

1 68.3 73.1 73.4 

2 68.55 73.3 73.47 

3 68.73 73.41 73.47 

4 68.88 73.49 73.5 

5 68.97 73.5 73.52 

6 69.2 73.52 73.57 

7 69.43 73.55 73.81 

8 69.61 73.6 73.84 

9 69.64 73.62 73.89 

10 69.7 73.8 74.12 

VI. CONCLUSION AND FUTURE SCOPE 
In this paper we have proposed an ensemble based active 

annotation technique that could be helpful for many 
applications where there is a scarcity in the amount of 
available labeled data, and preparation of these data is both 
time consuming and cost-intensive. We develop an ensemble 
based model by combining two supervised classi�ers, namely 
DT and MBL for solving the problem of NER. The proposed 
system is evaluated for the GENIA dataset of biomedical 
domain. Evaluation results show satisfactory performance. 

In future, we would like to add some more features based 
on external resources like gene/protein dictionary. Use of 
genetic algorithms and multiobjective optimization (MOO) for 
feature selection in biomedical entity extraction will be an 
interesting experiment to be carried out. 
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ABSTRACT
In this paper, we strive to interpret the significance of the solution for the categorisation problem by the
fuzzy c-means clustering algorithm in terms of the fuzzy membership values obtained by clustering. We use
the concept of fuzzy entropy for interpreting the results. A threshold value for fuzzy entropy is computed in
our work for labelling sample data as ambiguous or of an uncertain class. Results on images from the
Chinese Academy of Sciences- Institute of Automation (CASIA) iris database with features extracted as per
Libor Masek’s iris segmentation model confirm our argument.
Keywords: Fuzzy c-Means Clustering, Fuzzy Entropy, Fuzzy Memberships, Ambiguity of Fuzzy Results,
Libor Masek’s Iris Segmentation Model

1. INTRODUCTION
The fuzzy c-means clustering (FCM) algorithm, a popular unsupervised data clustering algorithm proposed
by James Bezdek[1], is commonly found affected by outlier and inlier problems. Several fuzzy clustering
schemes were later introduced to overcome this defect of the conventional fuzzy c-means such as possibilistic
fuzzy c-means[2], which perform well in the presence of noise. The De Luca and Termini definition of fuzzy
entropy[3] is an ideal measure of the ambiguity or uncertainty surrounding the fuzzy memberships, with
crisp membership values indicating low uncertainty. Usually, the defuzzification of fuzzy membership values
for a categorisation problem is carried out by defining a threshold or searching for the maximum membership,
as in the case of the fuzzy co-clustering algorithm for images proposed recently[4]. The uncertainty or ambiguity
of a fuzzy set, measured by the fuzzy entropy, is an indicative factor for fuzzy decision making[5]. The fuzzy
entropy was used recently for feature selection[6,7] where the fuzzy memberships were derived from a distance
based similarity measure. In this paper, we formulate a technique to gauge the efficiency of FCM by checking
the resulting fuzzy memberships for their fuzziness. The outlier or suspiciously corrupt sample can be
detected by a higher value of fuzzy entropy. We use the Shannon entropy to formulate the De Luca and
Termini fuzzy entropy as it is proved to be a good identifier of the maximum entropy in chaotic conditions
while the recent version of De Luca and Termini fuzzy entropy based on the non-extensive entropy[8] is a
good identifier of minimum fuzzy entropy in structured environments[7]. The paper is divided into the
following sections: section II contains a brief review about the fuzzy clustering and fuzzy entropy basics.
Section III contains the results and Section IV draws the conclusions.

2. A REVIEW OF FUZZY CLUSTERING AND FUZZY ENTROPY AS A MEASURE OF
AMBIGUITY
The typical categorisation problem involves assigning a class label to the sample data under test. Any of the
well-known distance measures can be used for this purpose; for instance, many recent works advocate the
use of Euclidean distance[9], Mahalanobis distance[10], Bhattacharya distance[11], Minkowski distance[12], etc.
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The minimum distance between training and test feature vectors decides the class of the test sample. These
distance measures, however, do not indicate the degree of belongingness of the sample data to a particular
class and this is where fuzzy logic steps in. Fuzzy logic assigns a fuzzy membership value in the range 0 to
1 to the sample data that indicates the degree of its belongingness to a particular class. The class is assigned
mostly depending on the maximum membership among all classes. Such a categorisation is justified only
when the maximum membership value is clearly in a majority as compared with the membership to other
classes. Fuzzy memberships range between 0 and 1 and a membership of 0.5 and above indicates strong
membership to a class. However, the number of memberships greater than 0.5 may be more than one, and
may not necessarily indicate the right answer. Also, the category memberships may lie very close to each
other and simply taking the maximum value may not indicate the true class. The boundary line regarding the
clear majority is ambiguous, thereby opening an interesting field of speculation in this direction. One solution
is to use the unsupervised FCM algorithm[1] which minimises a distance-based optimisation function given
by the equation:

(1)

subject to the constraint,

(2)

Where, the symbols represent:

C, N: The number of clusters and data points, respectively

uci: Fuzzy membership function

Dist(xi, pc): The dissimilarity term equal to the square of the Euclidean distance between pixel xi and cluster
centre pc.

The constraint in Equation (2) ensures that the sum of all fuzzy memberships is 1; therefore, ideally, a clear
majority membership would now be one that is greater than 0.5 for any one class as it automatically points
to the fact that the sum of all the other memberships is less than 0.5. The iterative fuzzy c-means algorithm
is composed of the following steps:

1. Initialise U=[uci] matrix, U(0)

2. At kth iteration step: calculate the centroid vectors P(k)=[pc] with U(k) by the following formula

(3)

3. Update U(k) with U(k+1)given by the formula

(4)
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4. If  then STOP, otherwise return to step 2.

In our experiments, m=2 by popular choice, the error threshold ε in Step 4 is 0.01 and the number of
clusters or categories C is equal to the number of individuals whose iris data are stored in the database. We
need a measure to find how well the fuzzy memberships indicate the category and the fuzzy entropy is apt
for this purpose. The fuzzy entropy is a concave function that is zero for extreme values of memberships of
0 and 1. The peak of this bell shaped curve is when all memberships equal to 0.5, i.e. the data belong equally
to all classes.

The expression for fuzzy entropy given a set of fuzzy memberships {µ}, as defined by De Luca and Termini
[3] and based on the Shannon entropy functional [13], is given by the equation:

(5)

In the context of clustering results of FCM algorithm, the expression for fuzzy entropy for sample data i can
be written as:

 , i=1, 2, … ,  N (6)

It is to be noted that the constraint in Equation (2) holds for Equation (6) also. This implies that if a single
membership is greater than 0.5 then the sum of all other memberships amounts to less than 0.5.

The essential conditions for a proper categorisation by FCM algorithm are as follows:

1) A membership greater than 0.5 for any one class.

2) The other class memberships should tend towards 0 in such a way that the sum of their memberships
is lower than 0.5 (depends on the membership in Equation (1) since sum of all the memberships is
equal to one).

The same is illustrated in an example below.

Suppose there are three classes of data C1, C2 and C3; therefore, C=3 in Equation (4). For an unambiguous
clustering result, a data sample should belong to one of these three classes, say C1, with a fuzzy membership
value greater than 0.5. We study the worst case scenario for an unambiguous clustering result. Substituting
C=3 and uci = 0.5 for C1 class (c=1) in Equation (4) yields the following equation for the sample data i:

(7)

(8)

The second term in Equation (8) is maximum when uci =0.25 for both classes, leading to a confusion scenario

as for the second term in Equation (8).
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Equation (8) then reduces to:

(9)

Any value exceeding 1.817 for a three-class classification would lead to poor categorisation, while lesser
values indicate efficient categorisation of the sample data i under test.

The generalisation of Equation (8) for any number of categories/classes C would be:

(10)

Substitution of C=3 would yield the result in Equation (9).

The fuzzy entropy values can be used to predict an outlier or noisy sample data which is equidistant from all
clusters and tends to give equal category memberships. The highest values of fuzzy entropy are obtained in

this case. The maximum fuzzy entropy is obtained when the all memberships are equal to , where

C=number of clusters and it is then given by the equation:

 (11)

For the three-class problem, the maximum fuzzy entropy is:

(12)

Therefore, all data samples i, for which 1.817 < Hi ≤ 1.9095, are considered to be ambiguous data, not
leading to clear categorisation. On the other hand, if Hi is less than or equal to 1.817, then its distance from
1.817 indicates the efficiency of the clustering process, the lower the value the better the categorisation.

3. EXPERIMENTAL RESULTS
We use Libor Masek’s[14] iris detection and segmentation technique, used popularly for segmentation and
feature extraction representation of the iris image. Iris segmentation and feature extraction is of immense
importance in biometric and security-based research areas[15-19]. Three categories of iris images from the
state-of-the-art CASIA[20] database are considered for our experiment, with two images belonging to a
single person/category, as shown in Figure 1. The iris is first segmented (Figure 2(a)) using circular Hough
transform and the 2D Polar array feature matrix is constructed (Figure 2(b)) using convolution with 1D
Gabor wavelet filter bank and subsequent phase quantising of result. Each row in the 2D polar array
corresponds to a circular ring on the iris region. This two-dimensional feature matrix is converted to one
dimension by concatenating all rows, which is used as the input for fuzzy clustering. The FCM algorithm is
used to cluster the features derived from the six iris images shown in Figure 1. The parameters of the FCM
algorithm are: number of clusters, C =3, m=2 and ε =0.01, as discussed before. The result of fuzzy clustering
is a set of three membership functions for each sample data. The argument of the maximum membership
normally decides the class of the sample. As seen in Table 1, two samples each are categorized together
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Figure 1: The six iris images from the CASIA database belonging to three persons with two
samples per person; images are labelled 1 to 6 from left to right and top to bottom.

Figure 2: Iris segmentation and feature extraction from a single iris image by Libor Masek’s model.

Table 1: The fuzzy memberships (maximum values highlighted in bold) and respective fuzzy entropy for
each of the six iris images, obtained by fuzzy c-means clustering of the iris features

uci uci uci uci uci uci
(Image 1) (Image 2) (Image 3) (Image 4) (Image 5) (Image 6)

(i=1) (i=2) (i=3) (i=4) (i=5) (i=6)

Cluster 1 (c=1) 0.2494 0.2414 0.1918 0.1974 0.5297 0.4100
Cluster 2 (c=2) 0.5695 0.6053 0.1619 0.1700 0.2547 0.3260

Cluster 3 (c=3) 0.1811 0.1533 0.6463 0.6326 0.2156 0.2640

Fuzzy entropy for each data, Hi 1.718 1.652 1.581 1.610 1.780 1.885
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forming three clusters correctly. However, sample 6 (shown in grey in Table 1 and observed to be visually
distinct in Fig. 1) is ambiguous as its three fuzzy memberships are close to each other and none are clearly
above 0.5. The fuzzy entropy is computed for each of the six test images and the results together with the
fuzzy memberships are listed in Table 1. It is observed that, a low value of entropy (≤1.817) indicates a
strong sample with ‘crisp’ values of membership inclined towards 0 or 1, while a high value of fuzzy
entropy (>1.817) indicate an outlier with memberships near to 0.5 for each class. In Table 1, it is observed
that only iris image 6 has fuzzy entropy equal to 1.885 that is greater than the limit of 1.817, while image 3
turns out to be strongest sample with a low fuzzy entropy of 1.581. We therefore consider all results except
that of Sample 6 as valid clustering results.

4. CONCLUSIONS
In this paper, we strive to solve the ambiguity regarding fuzzy memberships obtained by clustering with the
fuzzy entropy measure with regards to the categorisation problem. The upper bound for fuzzy entropy is
found to be 1.817 for an efficient three-class categorisation problem. The clustering results on features
extracted from human iris images show that a high value of fuzzy entropy, above 1.817, for a three-class
problem is sufficient justification to discard the sample data under test as being indecisive or corrupted by
noise. The generalization of the upper bound of fuzzy entropy for any number of clusters or classes is also
given.
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The nanocrystalline samples of Pr
1−𝑥

Sr
𝑥
MnO

3
(PSMO) (𝑥 = 0.40, 0.50, 0.55, and 0.60) were synthesized by wet-chemical sol-

gel route. Structural, magnetic, and magnetotransport properties have been studied systematically. It is found that Pr
1−𝑥

Sr
𝑥
MnO

3

samples with Sr content 𝑥 = 0.40 and 0.50 show paramagnetic to ferromagnetic (PM-FM) transition at 𝑇
𝐶
∼ 308K with no trace

of FM-AFM transition within the temperature range of 77–350K. However, interestingly a second transition is observed at 𝑇 ∼ 273
and 255K, respectively, for samples 𝑥 = 0.55 and 0.60 correspond to an A-AFM magnetic structure. This indicates that samples
𝑥 = 0.40 and 0.50 are ferromagnetic below 𝑇

𝐶
, while other samples (𝑥 = 0.55 and 0.60) have a mixed phase consisting of FM

and A-type AFM phases. Resistivity versus temperature (𝜌-T) curve shows that the resistivity of all the samples is much larger
than the single crystals of corresponding compositions due to large contribution of grain boundaries in the present nanocrystalline
samples. Moreover, the decrease in metallic component at higher Sr concentration is also evidenced by the successive reduction in
magnetoresistance (MR) with increasing Sr content from 𝑥 = 0.40 to 0.60.

1. Introduction

Several experimental and theoretical studies have focused on
the exploration of grain size effect on the structural,magnetic,
and electrical transport properties of alkaline-earth doped
rare earth perovskite manganites chemically represented by
RE
1−𝑥

AE
𝑥
MnO
3
(RE = rare earth cation and AE = alka-

line earth cation) because of their unusual magnetic and
electronic properties like colossal magnetoresistance (CMR),
charge ordering, orbital ordering, and phase separation [1–
10]. These studies focus on and clearly highlight the signif-
icance of broken Mn–O–Mn exchange bonds at the grain
surface and their likely impact on the magnetic and electrical
transport properties. Since size reduction leads to increased
contribution from the surface regions, the brokenMn–O–Mn
bonds are indeed expected to have a definite impact on mag-
netoelectrical properties in manganites. However, in view of
the fact that manganites exhibit a strong competition and

correlation between various structural and electronic degrees
of freedom even more intriguing and complex phenomena
are expected. It has been shown that in nanomanganites, size
reduction below ∼100 nm renders the charge and orbitally
ordered (CO–OO) ground state with unstable antiferro-
magnetic (AFM) spin order, giving rise to a ferromagnetic
(FM) ground state [3, 11]. Size induced transition from
the AFM/CO to the weak ferromagnetic (WFM) state was
observed in both nanowires [3] and nanoparticles [4]. It has
been shown by Lu et al. [11] that destabilization of the AFM-
CO state and formation of an FM order can result in an
enhancement of magnetization by two orders of magnitude.
The WFM ground state in nanomanganites resulting from
the destabilization of AFM ground state has been regarded
as a direct consequence of size reduction because when the
size is small enough (e.g., 20 nm), the effect of surface spin
disordering would become more evident. However, WFM
induced by the destabilization of theAFMorder has been also
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reported in single crystals [12, 13] aswell as epitaxial thin films
[14].This suggests that the evolution ofWFMout of theAFM-
CO state cannot be a consequence of material downsizing to
nanometric scale alone and that some additional effects such
as orbital disordering may also be equally important [13–17].

The effect ofmaterial downsizing can havemore dramatic
effect in the vicinity of compositions that possess strongmag-
netic phase coexistence and hence show bicritical/multicri-
tical points. Among the manganites, Pr

1−𝑥
Sr
𝑥
MnO
3
(PSMO)

has larger bandwidth than Nd
1−𝑥

Sr
𝑥
MnO
3
(NSMO) and

exhibits PM-FM at 𝑇
𝐶
∼ 320K for 𝑥 ∼ 0.30–0.40 [15, 17, 18].

In single crystals, epitaxial thin films, and large grain poly-
crystalline bulk, insulator to metal (I-M) transition is also
observed to be simultaneous with the PM-FM transition. At
higher Sr concentrations (𝑥 > 0.50), it transforms into an
A-type AFM metal and when 𝑥 exceeds 0.75 the magnetic
structure becomes C-type AFM insulator. Therefore, it is
interesting to study the behavior of this compound in this
critical range, 𝑥 = 0.40 to 0.60, for its nanocrystalline
particles.

In view of the above, we have tried to understand the
magnetic and magnetotransport behaviour of nanocrys-
talline Pr

1−𝑥
Sr
𝑥
MnO
3
in this critical range, 𝑥 = 0.40 to

0.60. The Pr
1−𝑥

Sr
𝑥
MnO
3
(𝑥 = 0.40, 0.50, 0.55, and 0.60)

nanoparticles are prepared by wet-chemical sol-gel route and
their magnetic and magnetotransport properties for their
nanometric size (∼40 nm) grains are studied.

2. Experimental Procedure

The wet-chemical sol-gel route has been adopted to syn-
thesize Pr

1−𝑥
Sr
𝑥
MnO
3
(with 𝑥 = 0.40, 0.50, 0.55, and

0.60) nanosized particles at a significantly lower sinter-
ing temperature as compared to conventional solid-state
reaction method. In this technique, the aqueous solu-
tion of high purity Pr(NO

3
)
3
⋅6H
2
O, Sr(NO

3
)
2
⋅4H
2
O, and

Mn(NO
3
)
2
⋅4H
2
O has been taken in the desired stoichio-

metric proportions. An equal amount of ethylene glycol has
been added to this solution with continuous stirring. This
solution is then heated on a hot plate at a temperature of
∼100–140∘C till a dry thick brown colour sol is formed. At this
temperature ethylene glycol polymerizes into polyethylene
glycol, which disperses the cations homogeneously forming
a cation polymer network. The polymerized ethylene glycol
assists in forming a close network of cations from the
precursor solution and helps the reaction in enabling the
phase formation at low temperatures as compared to that in
bulk synthesis via solid state route. The gel forms a resin and
the high viscosity of the resin prevents different cations from
segregating and ensures a high level of homogeneity. This
has been further decomposed in an oven at a temperature
of ∼250∘C to get a polymeric precursor in the form of a
black resin-likematerial.Thismaterial was then finely ground
into powder. The same procedure was used to synthesize all
the samples and then pellets were made for each sample. A
pellet from each sample was finally sintered at ∼900∘C for
about 12 hrs. All the synthesized samples have been subjected
to phase identification and structural characterizations using
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Figure 1: XRD patterns of Pr
1−𝑥

Sr
𝑥
MnO

3
samples with 𝑥 = 0.40,

0.50, 0.55, and 0.60.

a powder X-ray diffractometer [XRD, Philips PW1710] using
CuK𝛼 radiation at room temperature and microstructural
characterization by the scanning electron microscopic tech-
nique [SEM, Philips XL20]. The magnetotransport mea-
surements have been performed by standard dc four-probe
technique in the temperature range of 300–77K at an applied
magnetic field of 3 kG. The magnetic characterizations have
been carried out by temperature dependent ac susceptibility
measurements in the temperature range of 77–350K.

3. Results and Discussion

3.1. Structural and Microstructural Characterization. The
powder X-ray diffraction (XRD) patterns of Pr

1−𝑥
Sr
𝑥
MnO
3

(PSMO) (𝑥 = 0.40, 0.50, 0.55, and 0.60) samples are shown
in Figure 1. All the samples are single phase polycrystalline
and possess orthorhombic structure (space group Pbnm).
The degree of crystallinity remains almost unaffected by the
value of 𝑥 (Sr content). In all the samples, the most intense
diffraction maxima corresponds to the (112) plane followed
by (312)/(132), (220), and so forth. The lattice parameters of
all the PSMO samples were evaluated from the XRD data
and are listed in Table 1. For clarity, the variation of the
lattice parameters and unit cell volume with Sr content (𝑥)
is plotted in Figures 2 and 3, respectively. From the XRD
data of Table 1 and Figure 2, it is clear that as the Sr content
increases, the in-plane lattice parameters, namely, 𝑎 and 𝑏,
come closer, and the structure becomes nearly tetragonal.The
out-of-plane lattice parameter 𝑐 first decreases and then again
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Table 1: Variation of CSs, lattice parameters, and unit cell volumes of Pr1−𝑥Sr𝑥MnO
3
samples with different Sr concentrations.

Sr concentration (𝑥) a ́(Å) b ́(Å) c ́(Å) Volume of unit cell ( ́Å)3 Crystalline size (CS) (nm)
0.40 5.489 5.467 7.703 229.293 19
0.50 5.494 5.452 7.662 229.502 18
0.55 5.494 5.467 7.667 230.283 17
0.60 5.487 5.485 7.672 230.898 15
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Figure 2: Variation of lattice parameters of Pr
1−𝑥

Sr
𝑥
MnO

3
with dif-

ferent Sr concentration (𝑥).

increases slightly. This variation in the lattice parameters is
in agreement with the previously reported results [15, 17].
However, in the present case, the in-plane lattice parameters
are slightly larger than the previously reported values. This
could be due to the nanocrystalline nature of the present
samples where strain is expected to be more dominant than
in microcrystalline samples.

The average crystallite size (CS) of the samples is obtained
by the X-ray line width using Scherer formula, CS = 𝑘𝜆/
𝛽 cos 𝜃, where 𝑘 = 0.89 is the shape factor, 𝜆 is the wavelength
of X-rays, 𝛽 is the actual FWHM due to CS only, and 𝜃 is
the angle of diffraction. The average CS of samples having
Sr content 𝑥 = 0.40, 0.50, 0.55, and 0.60 is found to be
approximately equal to ∼19 nm, 18 nm, 17 nm, and 15 nm,
respectively. This suggests that Sr concentration (𝑥) also
affects the crystallite size. The variation of CS is plotted in
Figure 4. The CSs, lattice parameters, and unit cell volumes
obtained for the different samples are listed in Table 1.

The surface microstructure of the samples, as revealed by
scanning electron microscopy (SEM), was found to consist
of nanometric grains. The average grain size is found to be
∼40 nm in all the samples. This grain size is larger than

229

230

231

232

233

U
ni

t c
el

l v
ol

um
e (

Å
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500nm

Figure 5: SEM picture showing the morphology of a fractured
portion of Pr

1−𝑥
Sr
𝑥
MnO

3
(𝑥 = 0.40).

100nm

Figure 6: Representative TEM picture showing the crystallite size
of Pr
1−𝑥

Sr
𝑥
MnO

3
(𝑥 = 0.40). The inset shows the corresponding

selected area diffraction pattern.

the crystallite size calculated from the XRD data. This dif-
ference is due to the fact that grains are composed of several
crystallites, probably due to the internal stress or defects in
the structure. A representative typical micrograph showing
the surface morphology of the fractured portion of 𝑥 =
0.40 sample is shown in Figure 5. The crystallite size was
also determined by TEM. All the samples were observed to
consist of nanocrystalline crystallites of average size ∼40 nm
and in majority of cases these nanocrystals were found to
be present in the form of clusters. The TEM investigations
also revealed that the crystallite size was not uniform and in
some areas crystals as large as 60–70 nm were also observed.
However, the density of such crystals was relatively small.
A representative TEM micrograph unraveling local area
microstructure and the corresponding selected area electron
diffraction pattern showing the presence of nanocrystals and
nanocrystalline cluster are shown in Figure 6.

3.2. Magnetic Characterization. The magnetic phase charac-
terization was carried out by the temperature dependent AC
susceptibility (𝜒-𝑇) which was measured using the lock-in
technique. The variation of AC susceptibility with tempera-
ture is shown in Figure 7 (left panels). The paramagnetic to
ferromagnetic (PM-FM) phase transition temperature (𝑇

𝐶
)

was determined from the first-order temperature derivative
(𝑑𝜒/𝑑𝑇) of the 𝜒-𝑇 data, which is plotted in the right panel
of Figure 7. The 𝑇

𝐶
has been defined as the temperature

corresponding to the peak in the 𝑑𝜒/𝑑𝑇 curve. The sample
with Sr content 𝑥 = 0.40 shows onset of transition around
315 K and a sharp PM-FM transition at 𝑇

𝐶
= 308K (value

corresponding to the peak in the first-order derivative of 𝜒).
This value is nearly equal to the values reported for single
crystals of similar composition [15] and similar to the bulk
samples. There is no trace of FM-AFM transition within the
temperature range of 77–350K. The half doped sample with
Sr content 𝑥 = 0.50 also shows transition from PM-FM state
at around 308K, but, in this case, the transition width has
slightly larger value, as shown by relatively broader peak in
the 𝑑𝜒/𝑑𝑇. On the lower temperature side, the susceptibility
decreases around𝑇 ∼ 225K.This could be due to appearance
of A-type AFM ordering. In samples with Sr content 𝑥 =
0.55 and 0.60, the FM transition temperature is found to
decrease slightly to 𝑇

𝐶
∼ 300K and the transition width

also increases. But the most interesting observation is the
occurrence of a second transition for the samples with Sr
content 𝑥 = 0.55 and 0.60 that generally corresponds to an A-
AFM magnetic structure. The PM-FM transition is followed
by a kink and change in the slope of the 𝜒-𝑇 curve (marked
by double arrow in Figure 7).The smaller peak, which occurs
at 𝑇 ∼ 273 and 255K, respectively, for sample 𝑥 = 0.55
and 0.60, in the 𝑑𝜒/𝑑𝑇 curve corresponds to this transition.
This is due to the presence of a second magnetic phase
that has a lower magnetic moment, such as the A-AFM
phase that consists of two-dimensional ferromagnetic sheets
coupled in an antiferromagnetic manner. In samples having
Sr concentration 𝑥 = 0.55 and 0.60, the presence of the
AFM phase is also evidenced by sharp decrease in the
susceptibility in the lower temperature regime. Thus, the
present results show that at 𝑥 = 0.40 and 0.50 samples are
ferromagnetic below 𝑇

𝐶
, while other samples (𝑥 = 0.55

and 0.60) have a mixed phase consisting of FM and A-
type AFM phases. In nanomanganites with an AFM ground
state, the superexchange interaction drives AFM, which is
diluted by the surface disorder [6, 16, 19, 20]. This induces a
reorganization of the disordered surface spins and has been
explained in terms of the core-shell model [19, 20].

3.3. Electrical Transport Characterization. Electrical trans-
port characterization of all samples was performed by resis-
tance measurements in zero magnetic field as well as a DC
magnetic field𝐻 = 3 kOe by four-probe technique.The resis-
tivity was calculated from the formula 𝑅 = 𝜌𝐿/𝐴, where 𝑅 is
the resistance, 𝜌 is the resistivity, 𝐿 is the distance between the
voltage probes, and𝐴 is the cross-sectional area of the sample.
Percentage magnetoresistance/magnetoresistivity (MR) was
calculated by MR = (𝜌

0
− 𝜌𝐻) × 100/𝜌

0
, where 𝜌

0
is the

resistivity at zero magnetic field and 𝜌
𝐻

is the resistivity
at 𝐻 = 3 kOe. The temperature dependence of resistivity
(in the temperature range of 4.2–350K) and MR (in the
temperature range of 77–300K) is plotted in Figure 8. The
resistivity of all the samples is much larger (∼few Ω-cm)
than the single crystals of corresponding composition [15, 18]
which is of the order mΩ-cm or even smaller. This is due
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Figure 7: Temperature dependent AC susceptibility (left panel) and corresponding temperature derivatives (right panel) of Pr
1−𝑥

Sr
𝑥
MnO

3

samples with 𝑥 = 0.40, 0.50, 0.55, and 0.60.
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Figure 8: The temperature dependent resistivity (left) and MR (right) plots of Pr
1−𝑥

Sr
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MnO

3
samples with 𝑥 = 0.40, 0.50, 0.55, and 0.60.
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to large contribution of the grain boundaries in the present
nanocrystalline samples. Because of the increased surface
area which leads to increased grain boundary disorder as
discussed in a previous section, the carrier scattering is
strongly enhanced in theGB region. As seen in the𝜌-𝑇 curves
plotted in Figure 8, for the sample 𝑥 = 0.40 the resistivity
first increases on lowering the temperature up to 165K and
then shows an insulator to metal (I-M) transition, which
is much lower than the PM-FM transition temperature 𝑇

𝐶
.

In case of 𝑥 = 0.50 sample, the resistivity first increases
on lowering the temperature and then shows a hump- or
plateau-like region. However, no I-M transition is seen in
this case and, in fact below the humped region, the resistivity
shows a very strong enhancement. Nearly similar trend is
showing samples having higher Sr concentration (𝑥 = 0.55
and 0.60). Disappearance of the I-M transition at 𝑥 = 0.50 or
higher is indicative of the fact that in these samples metallic
component is reduced. In the composition range 𝑥 = 0.50–
0.60, the electrical characteristic is determined by competing
metallic and insulating phases. The metallic phases are
generally contributed by FM and A-AFM phases, while the
insulating characteristics are mainly due to the presence of
grain boundaries. The absence of I-M transition shows that
the contribution of grain boundaries is rather dominant in
these samples (𝑥 = 0.50–0.60) and one possible scenario is
that the induced FM phase is not metallic but insulating or
has relatively lower conductivity.This can be attributed to the
nanocrystalline nature of the sample. Because of the small
grain/crystallite size the electrical transport is dominated
by the contribution from the grain boundaries. The grain
boundary contribution envelopes the I-M transition, which
occurs in the vicinity of 𝑇

𝐶
in single crystalline materials.

The decrease in the metallic component at higher Sr
concentration is also evidenced by the successive reduction
in the magnetoresistance (MR) as Sr content increases from
𝑥 = 0.40 to 0.60. As seen in the right panel of Figure 8, sample
𝑥 = 0.40 shows the highest MR ∼12% at 77K and𝐻 = 3 kOe.
The MR values are measured to be ∼8, 4.5, and 3.5% for 𝑥 =
0.50, 0.55, and 0.60, respectively. This gradual and systematic
decrease in MR magnitude confirms the conjecture that
induced FM phase in the present nanocrystalline samples
may not be metallic.

4. Conclusions

We have synthesized Pr
1−𝑥

Sr
𝑥
MnO
3
(𝑥 = 0.40, 0.50, 0.55,

and 0.60) nanocrystalline samples by wet-chemical sol-gel
route and studied their structural, magnetic, and electrical
transport properties. All the samples are single phase and
possess orthorhombic structure with space group Pbnm.The
samples with 𝑥 = 0.40 and 0.50 show a paramagnetic to
ferromagnetic (PM-FM) transition at 𝑇

𝐶
∼ 308K. However,

interestingly, a second transition is observed at 𝑇 ∼ 273 and
255K, respectively, for samples 𝑥 = 0.55 and 0.60 correspond
to an A-AFM phase which indicates that, below 𝑇

𝐶
, samples

with 𝑥 = 0.55–0.60 have a mixed phase consisting of FM
and A-type AFM phases. In these nanocrystalline samples,
the resistivity is much larger than the single crystals of
corresponding compositions due to large contribution of

grain boundaries. Moreover, the gradual decrease in the MR
from ∼12 to 3.5% is observed with increasing the Sr content
from 𝑥 = 0.40 to 0.60 which also indicates the decrease in the
metallic component at higher Sr concentrations.
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Abstract 

Cognitive radio (CR) is pro jected as a technology (or solution) that will raise the spectrum utilizat ion 
considerably by allowing low-priority or secondary user (SU) to utilize the spectrum of high-priority or 
primary user (PU) opportunistically. Spectrum handoff is a different type of handoff necessitated by the 
reappearance of the primary user on the frequency channels occupied by the secondary user at that time and 
location. In  this paper, a hybrid  type of spectrum handoff algorithm is proposed where proactive decision and 
reactive decision approaches are combined. Depending on the arrival rate o f primary user (i.e. PU activ ity), 
the algorithm switches from reactive decision mode to proactive decision mode and vice versa. The switching 
from one mode to another mode depends on threshold value of PU activity and we evaluated the threshold 
value through analysis for switching of the algorithm to be 0.37. Simulated results show that the proposed 
hybrid spectrum handoff algorithm reduces the total service t ime of secondary user considerably compared  to 
conventional proactive decision or reactive decision handoff approaches. 
 
Index Terms: Cognitive radio; spectrum handoff; proactive decision handoff; reactivedecision handoff; 
queueing theory. 
 
© 2013 Published by MECS Publisher. Selection and/or peer review under responsibility of the Research 
Association of Modern Education and Computer Science 

1. Introduction 

The spectrum is a precious natural resource and is presently regulated by governmental agencies to 
avoidinterference among users and is allocated by fixed  spectrum allocation policy. The fast growth of new 
wireless applications and services has resulted in increased demand of radio  spectrum access. But most of the 
radio spectrum stands already allocated by fixed allocation policy  and it  becomes d ifficu lt to find unallocated 
spectrum for these new upcoming applications and services. As per the survey of Federal Communications 
Commission (FCC) [1], up to 85% of the assigned spectrum is underutilized. This allocation policy has 
* Corresponding author 
E-mail address:lalanisar_ae@rediffmail.com 
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created a situation where there appears an artificial scarcity of the spectrum. This ever increasing demand of 
spectrum for new applications cannot be fulfilled unless an alternate scheme to regulate the scarce spectrum is 
not found. Therefore, FCC has suggested a new communication paradigm for accessing the assigned spectrum 
dynamically  [2] known as cognitive rad io (CR). CR is a key technology that will make the dynamic spectrum 
access (DSA) a reality. DSA allows the SU to dynamically adjust its operating parameters (such as transmit  
power, modulation, operating frequency) in order to adapt to time varying rad io environment and utilize the 
idle spectrum opportunistically  [3-6],  not used by the primary user at  that time and location.In addition  to 
spectrum sensing and management, another important function a CR should perform is spectrum mobility and 
gives rise to a different type of handoff in  cognitive radio networks known as spectrum handoff.The aim of 
spectrum handoff is to help the SU to release the occupied channels instantlyin order to avoid interference to 
the primary user and find suitable id le channels to restart the interrupted transmission. The handoff to new 
channels should be seamless so that an application running on the SU perceives minimum quality of service 
(QoS) degradation [7]. The CR technology allows SUs to sense the environment to find spectrumholes (or 
idle channel) and utilize these spectrum holes for transmission opportunity with the constraint of non-
interference to the primary user. In cognitive radio, the PU has the priority to access the spectrum. 

Depending on the decision method used for selecting the idle channels for future handoffs, the spectrum 
handoff process is classified as the proactive decision and reactive decision handoff approaches. 

• In case of proactive decision handoff [8-12], the channels to be used for future handoffs are decided before 
actual data transmission takes place. The SU senses the wideband spectrum periodically for detection of 
idle channels so that expected usage pattern of the wideband spectrum over longer period is generated. 
Then the CR predicts the channels having highest probability of appearing idle at the time of actual 
handoff. 

• In case of the reactive decision handoff [13-14], idle channels are detected through instantaneous sensing of 
the wideband spectrum after arrival of the PU. 

There have been many studies applying queueing theory to study spectrum handoff in cognitive radio 
networks. Theauthors of [15], proposed the comparative analysis of two approaches namely proactive 
decision and reactive decision. The analysis of total service t ime of p roactive decision handoff algorithm with 
multip le interruptions was proposed in [16]  while  analysis of extended data delivery time of  reactive 
decision was proposed in [17]. The authors of [18] proposed spectrum management techniques in cognitive 
radio networks with main focus on QoS provisioning. 

In this paper, we focus on the performance analysis of the proposed  hybrid spectrum handoff algorithm 
against the conventional proactive decision or react ive decision handoff approaches. The total service t ime of 
the algorithm with multip le interruptions is evaluated using pre-emptive resume priority M/G/1 queueing 
network model. 

The rest of the paper is organized as follows. Section 2 introduces a PRP M/G/1 queueing network model 
used to evaluate total service time. Section 3 presents proactive decision spectrum handoff. Section 4 presents 
reactive decision spectrum handoff. Section 5 proposes the hybrid spectrum handoff algorithm. Section 6 
presents the simulated results of the hybrid spectrum handoff algorithm and the conclusion is provided in 
section 7. 

2. PRP M/G/1 Queueing Network 

A PRP M/G/1 queueing network model [19-25] is used for the characterization of the spectrum usage 
interactions between primary users and secondary users. The transmission of the SU can be interrupted 
multip le times by the arrival of PU. Therefore, this model is used to calculate the total service time of the two  
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Fig. 1. The PRP M/G/1 queueing network for two channel system where n ≥ 1(Reproduced from [15]) 

approaches namely proactive decision and reactive decision.Important featuresof PRP M/G/1 queueing 
network model are given below: 

• The transmissions of secondary users have low priority; therefore, can be interrupted by the arrival of PUs. 
• When PU arrives back on the channels presently occupied by SU, the transmission of the SU is paused 

instantly in order to avoid interference. 
• The interruptedSU has a choice to transmit either on the same channels or on other idle channels.  
• In case of many secondary users contending for channel access, the access to channels is allowed as on 

first come first served basis. 

Fig.1 shows an example of the PRP M/G/1 queueing network with two channels.The PUs are put into the 
high priority queue while theSUs are put into the low priority queue. The interrupted SU has two options, either 
to stay on the current channels or change the operating channels. In case of staying on the same channels, the 
unfinished transmission is put into the head of low-priority queue while in case of changing the operating 
channels, the unfinished transmission is put into the tail of low-priority queue. In both cases, the interrupted 
transmission is resumed as soon as the channels become idle. The parameter of importance in this model is the 
effective packet length and is defined as the duration of the transmission of the packet until PU arrives back on 
those channels. 

3. Proactive Decision S pectrum Handoff 

In case of proactive decision handoff, the decision for channel switching  is taken prior to actual handoff. 
When PU arrives back, the SU pause its transmission and quickly handoff to the predetermined target channel. 
In this case, the total service time of SU may be reduced as there is no need of instantaneous spectrum sensing 
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and handshaking between the transmitting and receiv ing SUs. But at the time of actual handoff, the 
predetermined channels may be busy. Therefore, the SU has to wait in the queue till all the PUs and SUs 
complete their service. As a consequence of this,  there could be an increase in actual handoff delay. 

Let  λp (arrivals/slot), λs (arrivals/slot) be the initial arrival rates of the primary users’ and secondary users’ 
connection at each channel and  Xp (slots/arrival) and Xs (slots/arrival) be their corresponding service time. It  
is assumed that Xp and Xs are exponentially distributed with service rates µp and µs. In this paper, we have 
decided to change the channels when spectrum handoff takes place. Ifpredetermined channel is idle then the 
transmission of secondary user is restarted on this new channel and the handoff delay happens to be the 
switching delay. If the predetermined channel happens to be busy then secondary user has to wait till all 
primary users and the secondary users in the queue complete their t ransmission. The handoff delay in this case 
is switching delay and waiting time on that channel. 

Let Tproactive  be the average total service time, ts be channel switching time and Ws be waiting time of 
secondary user on another channel until all primary users and other secondary users finish their transmission. 
The closed form expression for proactive decision spectrum handoff is derived in [16], we have 

Tproactive = E[Xs]+ E[N](Ws+ts)                                   (1) 

where E[N] is the average number of interruptions, E[Xs] is the average secondary service time. 
The average number of interruptions for a secondary user within a period of E[Xs] can be obtained as 

E[N] = λpE[Xs]                                     (2) 

since the transmission of the secondary users will depend on the primary arrival rate. 
The total service time of the proactive handoff scheme comes out as 

Tproactive = E[Xs] +(𝜆𝜆𝑝𝑝𝐸𝐸[𝑋𝑋𝑠𝑠 ](
𝜆𝜆𝑝𝑝 �𝐸𝐸 �𝑋𝑋𝑝𝑝 ��

2+ 𝜆𝜆𝑠𝑠
(𝜆𝜆𝑝𝑝+𝜇𝜇 𝑠𝑠)𝜇𝜇 𝑠𝑠

+
𝜌𝜌 𝑝𝑝 2

1−𝜌𝜌 𝑝𝑝
𝐸𝐸�𝑋𝑋𝑝𝑝 �

1−𝜌𝜌𝑝𝑝−𝜌𝜌𝑠𝑠
+ 𝑡𝑡𝑠𝑠 )                (3) 

where ts is the channel switching time, E[Xp] is the average primary service time, ρp is primary utilizat ion is 
equal to ρp = λpE[Xp] and ρs is secondary utilization is equal to ρs =  λsE[Xs]. 

4. Reactive Decision S pectrum Handoff 

In case of reactive decision handoff, id le channels are found through instantaneous sensing of the wideband 
spectrum at  the time of the actual handoff. The unfinished transmission of the interrupted SU will be restarted 
on these idle channels. In this approach, the handoff delay may be short as the target idle channels are found 
reliably through instantaneous sensing of the spectrum and the handoff delay is the sensing time plus the 
handshaking time necessary for consensus of the target idle channels between the transmitting and receiv ing 
SUs. Hence, t ime duration of spectrum sensing and handshaking is an  important factor fo r assessing the 
performance of this approach.  

The closed form expression is derived in [17] for total service time fo r reactive decision spectrum handoff 
as 

Treactive = E[Xs] +E[D]                                                                                                                                      (4) 

where E[Xs] is the average service time of secondary users and E[D] is the average cumulative handoff delay. 
Then total service of reactive decision handoff (Treactive ) comes out as
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Treactive = E[Xs] +
𝜆𝜆𝑝𝑝 [𝑡𝑡𝑝𝑝  𝜇𝜇𝑠𝑠+�𝐸𝐸�𝑋𝑋𝑝𝑝 ��

2𝜆𝜆𝑝𝑝 𝜇𝜇𝑠𝑠+𝐸𝐸�𝑋𝑋𝑝𝑝 ��𝜆𝜆𝑠𝑠−𝑡𝑡𝑝𝑝  𝜆𝜆𝑝𝑝 𝜇𝜇𝑠𝑠� ]

(1−𝜆𝜆𝑝𝑝𝐸𝐸 �𝑋𝑋𝑝𝑝 �)(𝜇𝜇𝑠𝑠)2                                                            (5) 

 
where tp is the processing time and is given as tp = ts+ tf ,  ts   is channel switching time,  tf   channel sensing 
time and µs is the secondary service rate equal to µs = 1/E[Xs] and µp is the primary service rate equal to µp = 
1/E[Xp]. 

5. Proposed Hybrid Spectrum Handoff Algorithm 

A hybrid type of spectrum handoff is proposed in this section,which is the combination of proactive decision 
and reactive decision approaches.  Depending on the PUactivity, the algorithm switches from proactive 
decision mode to reactive decision mode and vice versa. Equation (3) determines total service time of proactive 
decision (i.e. Tproactive) approach, while equation (5) determines total service time of reactive decision 
(Treactive) approach. As can be seen from equations (3) and (5), the total service time of both decision 
approaches depend on average secondary service rate (µs), average primary service rate (µp), secondary arrival 
rate (λs) and mean sensing time (tp).For different arrival rates of PU, the total service time of both decision 
approaches change due to change in number of perceived handoffs. In order to simplify the analysis of the 
proposed algorithm, it is assumed that each channel has identical traffic patterns and the hybrid handoff 
algorithm is simulated for two channel scenario. It is also assumed that channel switching time (ts) is equal to 
zero so that channel processing time (tp) is equal to the sensing time only. 
 

 

Fig.2. Comparison of reactive decisionand proactive decisionhandoff  approaches for threshold evaluation 
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Fig.3. Sensitivity of µs, µp, λs and tp parameters on threshold value of λp 

6. Simulated Results 

In this section, we presented the simulated results of the proposed hybrid handoff algorithm to support our 
analysis  and the analysis of the algorithm is performed in Matlab 7.6. The first step for the analysis is to 
determine the value of threshold to be used for  switching between proactive decision and reactive decision 
approaches and vice versa. In Fig. 2, we plot the total service time of proactive decision and reactive decision 
approaches as a function of primary arrival rate (λp ). As can be seen from Fig. 2, for parameter values such 
asµs=1, µp=1, λs=0.1 and tp=0.5, the threshold value of primary arrival rate (λp) comes out to be 0.37. We 
have analysed, the sensitivity of threshold value to these parameters, such as average secondary service rate 
(µs), 
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Fig. 4. Comparison of total service time of hybrid handoff and reactive decision handoffalgorithms 

 

 

Fig. 5. Comparison of total service time of hybrid handoff and proactive decision handoffalgorithms 
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average primary service rate (µp), secondary arrival rate (λs) and mean sensing time (tp) with reference values 
of parameters such as µs=1, µp=1, λs=0.1 and tp=0.5. Fig. 3 presents the impact analysis of varying one 
parameter at a time to threshold value in comparison to reference values. As can be seen from Fig. 3, for 
parameter values of µs=0.5, µp=1, λs=0.1 and tp=0.5, the threshold value λp = 0.252, for parameter values µs=1, 
µp=0.5, λs=0.1 and tp=0.5, the threshold value λp=0.155, for parameter values of µs=1, µp=1, λs=0.35 and 
tp=0.5, the threshold value λp = 0.192 and for parameter values of µs=1, µp=1, λs=0.1 and tp=1, the threshold 
value λp=0.453. 

Fig. 4 presents the comparison of the proposed hybrid algorithm with reactive decision handoff approach. As 
can be seen from Fig. 4, the service time of the hybrid algorithm is lower until λp < 0.37. For λp≥ 0.37, the 
service time of both the algorithms is same. At lower values of λp (i.e. λp <0.37), there is highest probability 
that the predetermined channels will appear to be idle at the time of actual handoff. In this case, handoff delay 
is only the switching delay and our hybrid algorithm experiences lesser number of handoffs which results in 
reduction of total service time of the SU. 

Fig. 5 presents the comparison between the proposed hybrid algorithm with proactive decision handoff 
algorithm. As can be seen from Fig. 5, the service time of the of both algorithms is equal until λp≤ 0.37. For 
λp>0.37, the service time of the hybrid algorithm is lower than the proactive decision algorithm. At higher 
values of λp (i.e. λp> 0.37), there is highest probability that the predetermined channels appear busy at the time 
of actual handoff. Therefore, SU will spend most of the time wait ing in queue for service while reactive 
decision handoff approach will find id le channels reliably by instantaneous sensing. The total delay in this case 
is sensing and switching delay which is considerably lower than the waiting time in a queue. 

Therefore, the proposed hybrid handoff algorithm will intelligently operate in proactive decision handoff 
mode when λp˂  0.37, will switch to reactive decision handoff mode when λp  = 0.37 and remains in this mode 
until λp > 0.37. The results demonstrate that there is considerable reduction in total service time of the 
secondary users. 

7. Conclusion 

We have proposed and analysed a hybrid spectrum handoff algorithm for total service time of the secondary 
user. The proposed hybrid algorithm switches from proactive decision mode to reactive decision mode and vice 
versa, depending on the threshold value of the primary arrival rate. We have analyzed the sensitivity of selected 
parameters such as µs, µp, λs and tp on threshold value used for switching of the hybrid algorithm. The 
resultsdemonstrate that for the parameter values µs = 1, µp = 1, λs= 0.1, and tp = 0.5, the threshold value of 
arrival rate of primary users (λp ) comes out to be λp = 0.37. The simulated results show that the proposed 
hybrid handoff algorithm reduces the total service time of SUs considerably as compared to conventional 
proactive decision or reactive decision handoff algorithms. The reduction in total service time results in 
increased throughput and will support higher quality of service (QoS) for SUs. 
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Abstract 

A major genetic suspect for Alzheimer’s disease is the pathological conformation assumed by 

apolipoprotein E4 (ApoE4) through intra-molecular interaction. In the present study, a large 

library of natural compounds was screened against ApoE4 to identify novel therapeutic 

molecules that can prevent ApoE4 from being converted to its pathological conformation. We 

report two such natural compounds PHC and IAH that bound to the active site of ApoE4 

during the docking process. The binding analysis suggested that they have a strong 

mechanistic ability to correct the pathological structural orientation of ApoE4 by preventing 

repulsion between Arg 61 and Arg 112, thus inhibiting the formation of a salt bridge between 

Arg 61 and Glu 255. However, when the molecular dynamics simulations were carried out, 

structural changes in the PHC-bound complex forced PHC to move out of the cavity thus 

destabilizing the complex. However, IAH was structurally stable inside the binding pocket 

throughout the simulations trajectory. Our simulations results indicate that the initial 

receptor-ligand interaction observed after docking could be limited due to the receptor rigid 

docking algorithm and that the conformations and interactions observed after simulation runs 

are more energetically favored and should be better representations of derivative poses in the 

receptor. 

 

Keywords: Alzheimer’s; apolipoprotein E4; virtual screening; simulations; molecular 

dynamics; structure corrector 
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1. Introduction 

Alzheimer’s disease (AD) is the most common form of dementia. AD is a harmful 

neurological disorder that affects about 5.4 million Americans of all ages [1]. One1 in every 

eight older Americans has AD, making it the sixth major cause of death in the United States 

[1]. In India, the annual incidence rate per 1,000 persons for AD is 11.67 for those above 55 

years of age and even higher for those above 65 years [2]. AD, which affects memory, 

thinking ability, and behavior, is characterized by complex neuropathological features that 

include heaping of amyloid β (Aβ) followed by synaptic dysfunction, formation of 

neurofibrillary tangles, and elements of degenerating neurons [3]. Degeneration causes a 

decrease in the acetylcholine levels and in the activities of choline acetyltransferase [4].  

Although the U.S. Food and Drug Administration (FDA) has approved 5 drugs that 

temporarily improve the condition of patients suffering with AD, none is fully effective 

because of associated toxic effects [1]. Tacrine, donepezil, rivastigmine, and memantine, for 

example, have significant side effects such as elevation of serum aminotransferase 

concentration, nausea, vomiting, diarrhea, anorexia, anxiety, and agitation [5-7]. The toxic 

effects of these drugs necessitate the development of new therapeutic compounds. 

To develop a new drug, a computational approach is worthwhile and saves time. This 

approach involves screening new ligands for a specific target within a relatively short span of 

time. High throughput virtual screening (HTVS) is one of the most effective and rapid 

approaches for identifying probable inhibitors of the target protein [8]. Various potential drug 

targets have been reported to improve AD-associated pathological features such as 

acetylcholine esterases [9], NMDA receptor [10], and apolipoprotein E4 (ApoE4). ApoE 

plays a significant role in maintaining and repairing neurons. ApoE has three isoforms, 

namely, ApoE2, ApoE3, and ApoE4. The isoforms differ at residue positions 112 and 158 

[11]. ApoE4 is the major genetic risk attributed to AD [12-17]. It acquires a pathological 
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conformation through an intra-molecular interaction, in which positively charged Arg 112 

repels the side chain of Arg 61 in the amino terminal domain, allowing the formation of a salt 

bridge between Arg 61 and Glu 255 at the carboxyl terminal domain [18, 19]. Forty to eighty 

percent of patients with AD are estimated to possess at least one ApoE4 allele [20]. ApoE4 is 

less effective in maintaining and repairing neuronal cells compared to ApoE2 and ApoE3 

[21-23]. ApoE4 also disrupts the normal process by which cells release excess Aβ, resulting 

in elevated levels of Aβ leading to its deposition in the brain [24-26]. ApoE4 uniquely 

performs neuron-specific proteolysis due to which harmful bio-active fragments are formed 

that can enter the cytosol, disrupt the mitochondrial energy balance, alter the cytoskeleton, 

and cause cell death [27-29]. ApoE is the only example of a susceptibility gene for AD [30] 

associated with lower glucose use and is believed to affect the hippocampus and cortex, areas 

found to be affected in patients with AD [31, 32]. It has been confirmed that the ApoE locus 

on chromosome 19 is strongly associated with the development of AD [12, 33, 34]. Small 

molecule structure correctors of ApoE4 have been suggested that effectively modulate the 

biophysical properties and the function of abnormal proteins. Some examples of ApoE4 

structure correctors are GIND25 [35] and phthalazinone derivatives [36]. The evidential 

association of ApoE4 with increased risk of AD makes it a potential drug target for designing 

natural drug candidates for AD.  

The present study focuses on identifying potential natural drug candidates as structure 

correctors for ApoE4. Keeping this goal in mind, a large database of natural compounds was 

screened against the 3D structure of ApoE4 using high throughput technology. In silico 

screening led to the identification of a new class of ApoE4 structure correctors that abolish 

the ApoE4 domain interaction. The molecular dynamics (MD) were then simulated to 

examine the dynamic behavior of molecular interactions between the screened compounds 

and the functional residues of ApoE4. This study paves the way for the development of novel 
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leads for AD treatment that have improved binding properties and pose low toxicity to 

humans. 

 

2. Materials and methods 

2.1. Protein preparation 

The crystal structure of human ApoE4 [PDB ID: 1GS9], determined at a resolution of 

1.70 Å, was retrieved from the Protein Data Bank [37]. ApoE4 contains a single domain of 

22kD. To preprocess the retrieved structure of ApoE4, Protein Preparation Wizard in 

Schrodinger’s Maestro interface [38] was used, followed by optimization [39].  

 

2.2. Grid generation and ligand library preparation 

The prepared protein structure was used to generate a grid using the receptor grid 

generation utility of the Glide docking module of the Schrodinger suite [40, 41]. Residues 

Arg-61, Glu-109, and Arg-112 form the catalytic triad in the active cleft of ApoE4 [36, 42]. 

The ligand library was prepared by extracting approximately 0.2 million natural compounds 

from the ZINC database [43] and processing them with Schrodinger’s LigPrep Wizard [44] 

and using the Lipinski filter.  

 

2.3. High throughput virtual screening and docking studies 

The prepared ligand library was screened with the Glide GScore program [41, 45]. 

Glide uses a systematic method for virtual screening based on incremental construction 

searching and provides the output as the GScore scoring function combined with various 

other parameters. Glide’s HTVS and extra precision (XP) algorithms combine to perform 

docking [46]. The screening against ApoE4 at the desired grid coordinates was performed 
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through the HTVS docking algorithm [40]. Compounds with a significant docking score were 

subjected to Glide XP, a more precise docking algorithm for further refined screening. 

 

2.4. Molecular dynamics simulations of docked complexes 

The MD were simulated to study the dynamical behavior of the top-scoring docked 

complexes using the GROMACS package [47]. Initially, amber force fields were applied 

using the Amber tool package [48]. GROMACS topology files were created by converting 

amber topology files using the AnteChamber Python Parser interface script. To get 

electrically neutral complexes, the complexes were solvated in a cubic box of water 

molecules, and appropriate counter-ions were added. The solvated system was minimized for 

about 10,000 steps using the steepest descent and conjugate gradient methods until the force 

on each atom was less than 100 kJ/mol/nm. The geometrically minimized systems were then 

subjected to isothermal molecular dynamics simulations.  

 
3. Results and discussion 

3.1. Outcomes of high throughput virtual screening and docking studies 

Human ApoE4, one of the most promising drug targets for treating AD, was virtually 

screened against approximately 0.2 million compounds of the ZINC database. The screened 

compounds were ranked according to their binding affinity, calculated as the scoring function 

called the Glide GScore. Of all compounds, a total of 10,000 compounds were identified 

from HTVS out of which those with a Glide score of less than -6.0 (64 compounds) were 

subjected to the Glide XP docking protocol. The top two scoring compounds and their 

properties are listed in Table 1. The values of the other docking parameters used for 

evaluating the selection criteria of the top-scoring ligands are shown in Table 2.  
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The top-scoring compound (4-immidazoleacetic acid hydrochloride; ZINC19735138; 

IAH) had a Glide score of -6.79 kcal/mol, while the second compound (2-methyl, 3-hydroxy-

4,5-dihydroxymethylpyridin or pyridoxine hydrochloride; ZINC00049154; PHC) had a score 

of -6.76 Kcal/mol. The results revealed that IAH had a stronger binding affinity for human 

ApoE4 protein than PHC. Both ligands interacted with the two catalytic triad residues of 

ApoE4 in addition to other neighboring residues of the active site.  

 

3.2. Binding mode analysis of ligand-docked ApoE4 complexes 

3.2.1. ApoE4-IAH complex 

In the case of the ApoE4-IAH complex, IAH interacted with the active site residues of 

ApoE4 (Fig. 1A) with the formation of 3 hydrogen bonds and numerous hydrophobic 

contacts. Arg 61, Asp 65, and Glu 109 were the residues participating in hydrogen bond 

formation (Fig. 1B). The NE and NH2 atoms of basic catalytic amino acid Arg-61 formed 2 

hydrogen bonds (3.28 Å, 2.73 Å) with the O atom of IAH. Other hydrogen bonds (2.49 Å, 

2.71 Å) were formed by atom N1 of IAH with the OE2 atom of acidic active site residue Glu 

109; and OD1 of neighboring acidic residue Asp-65 and atom N2 of IAH. In addition, Met-

64 was involved in hydrophobic interaction in the ApoE4-IAH complex (Fig. 1C). Among all 

these interacting residues, Arg 61 and Glu 109 (part of the catalytic triad) are crucial amino 

acids and play a prominent role in abolishing the structural orientation of ApoE4. IAH bound 

to these residues, thus preventing interaction among them and improving the functionality of 

ApoE4. Various chemical properties of IAH were considered that supported its drug-likeness 

for AD treatment (Table 1). The topological polar surface area was reasonably high, which 

indicated that it can readily be absorbed in the human intestine and can penetrate the blood–

brain barrier (BBB). In IAH, the presence of 12 heavy atoms and a high potential energy of 
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50.33 kcal/mol suggested that this ligand molecule has a good binding affinity for human 

ApoE4. 

 

3.2.2. ApoE4-PHC complex 

PHC is a single ringed structure with a molecular weight of 169.18 g/mol and 

lipophilicity value (logP) of -0.55 at pH 7. The topological polar surface area of PHC was 

also considered as it is very useful for identifying drug transport properties, human intestinal 

absorption, and BBB infiltration. The presence of a reasonable number of heavy atoms (9) 

and a good potential energy of 74 kcal/mol suggest PHC is capable of binding strongly with 

ApoE4 (Fig. 2A). In this study, PHC formed 4 hydrogen bonds and 1 hydrophobic contact 

with human ApoE4. As can be seen in Fig. 2B, 2 hydrogen bonds were formed between the 

NH2 and NE atoms of active site residue Arg 61 and the O3 atom of PHC with bond length 

2.67 Å and 2.74 Å, respectively, while 2 others were formed with the OD1 and OD2 atoms of 

the neighboring residue Asp 65 and O1 and O2 atoms of PHC with bond length of 2.83 Å and 

2.74 Å, respectively. However, acidic amino acid Glu 109 of the catalytic triad was involved 

in making hydrophobic contact with PHC as illustrated in Fig. 2C. Of all these residues, Arg 

61 and Glu 109 as part of the catalytic triad are responsible for the structural aberration in the 

human ApoE4 protein. These interactions of PHC with the crucial residues of ApoE4 suggest 

that this is a promising ligand that could correct the functionality of abnormal ApoE4. 

 

3.3. Molecular dynamics simulations of ligand-bound ApoE4 complexes 

3.3.1. Interaction analysis of the ApoE4-PHC complex 

For further refinement and stabilization of both docked complexes, the MD were 

simulated using the GROMACS package. The simulation lengths used in the study were long 

enough to allow rearrangement of the side chains of the native and the ligand-complexed 
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protein thus facilitating the most stable binding mode. As is evident in Fig. 3A, the backbone 

of the protein acquired stability after 8 ns with a root mean square deviation (RMSD) of only 

about 2.5 Å from its initial position. However, the MD simulations for ApoE4-PHC complex 

conducted for up to 24 ns revealed interesting results. PHC moved away from the binding site 

of ApoE4 during the simulations and lost all interactions formed in the initial docked pose. 

Fig. 4 illustrates the binding instability snapshots of PHC with ApoE4 during the simulation 

trajectory. During the MD simulations, the position of PHC in the ligand-bound complex was 

constantly altered. As can be seen from the snapshots at 6 ns and 8 ns, PHC moved far away 

from the binding site while staying at the surface of the protein. However, at 20 ns PHC was 

highly destabilized and split. Thus, it can be inferred that during the docking procedure the 

interactions of PHC with residues Arg 61, Arg 65, and Glu 109 of ApoE4 were only the 

result of static contacts. These pseudo-interactions readily vanished when dynamics was 

considered in the study. 

 

3.3.2. Interaction analysis of MD-stabilized ApoE4-IAH complex 

In the energetically stable ApoE4-IAH complex, the IAH molecule interacted with the 

residues Arg 61, Glu 109, and Arg 112 of the catalytic triad of ApoE4. The IAH molecule 

also formed contacts with the residues Met 64, Asp 65, Met 68, and Gly 105. Though some 

deviation of IAH was observed from its initial position leading to a change in its binding 

mode, the binding was stable inside the ApoE4 cavity. A comparative analysis of the 

interaction profiles of ApoE4-IAH complex before and after the MD simulations is described 

in Table 3. The superimposition of the ligand IAH in the pre- and post-MD simulated 

complex structures inside the active site of ApoE4 is depicted in Fig. 3B. Initially, IAH 

formed 4 hydrogen bonds with the residues Arg 61, Asp 65, and Glu 109 of ApoE. After the 

simulations, 3 hydrogen bonds with the residues Arg 61 and Asp 65 had been replaced with 2 
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new hydrogen bonds involved with amino acids Gly 105 and Met 64. The hydrogen bond 

with the residue Glu 109 remained consistent with a slight change in the bond length (Fig. 

5A). The only hydrophobic contact with Met 64 was present in IAH-bound ApoE4 before 

MD disappeared during the MD simulations. However, after the MD simulations IAH formed 

strong hydrophobic contacts with 4 residues of ApoE4 (Fig. 5B). The stability of IAH in the 

binding pocket of APoE4 is prominently governed by these hydrophobic contacts. After the 

MD simulations, IAH acquired a more stable conformation within the active site of ApoE4 

by placing itself deep inside the cavity.  

 

4. Conclusion 

In the present work, we screened two top-scoring compounds, IAH and PHC, which possess 

high Glide XP scores of -6.79 kcal/ mol and -6.76 kcal/mol, respectively, against human 

ApoE4. These compounds interacted with the catalytic triad residues of ApoE4 that are 

crucial for maintaining its aberrant structure. The binding of these ligands suggests that they 

have a strong mechanistic ability to correct the pathological structural orientation of ApoE4 

by preventing repulsion between Arg 61 and Arg 112, thus inhibiting the formation of a salt 

bridge between Arg 61 and Glu 255. The chemical properties of these potent structure-

correctors are in line with the stipulated requirements of drug-like compounds for further 

experimental analysis. After the MD simulations, the interactions formed by IAH were 

consistent. However, a comparison between the conformations obtained from docking and 

that from molecular dynamics simulations for the second ligand PHC revealed substantial 

changes in binding conformations. Our simulation results indicate that the initial receptor-

ligand interaction observed after docking can be limited due to the receptor rigid docking 

algorithm and that the conformations and interactions observed after the simulation runs are 

more energetically favored and should be better representations of the derivative poses in the 
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receptor. Our detailed binding analysis of IAH substantiated by its dynamic structural 

stability provides considerable evidence for use as a potent natural lead against Alzheimer’s. 

Results from this study would also be helpful in designing novel neuro-regenerative drugs 

with improved binding properties and low toxicity. 

 

Acknowledgements 

AG is thankful to Jawaharlal Nehru University for usage of all computational facilities. AG 

also thanks support from DST as a recipient of INSPIRE Faculty Award and UGC as a 

recipient of Faculty Recharge Award.  

 

References 

[1] "Alzheimer’s Association: Alzheimer’s Disease Facts and Figures," Alzheimer’s & 

Dementia, vol. 8, pp. 1-67, 2012. 

[2] P. S. Mathuranath, A. George, N. Ranjith et al., "Incidence of Alzheimer's disease in 

India: a 10 years follow-up study," Neurology India, vol. 60, pp. 625-30, Nov-Dec 

2012. 

[3] M. J. Sadowski, J. Pankiewicz, H. Scholtzova et al., "Blocking the apolipoprotein 

E/amyloid-beta interaction as a potential therapeutic approach for Alzheimer's disease," 

Proceedings of National Academy of Sciences USA, vol. 103, pp. 18787-92, Dec 5 

2006. 

[4] T. G. Price DL, Borchlet DR, Martin LJ, Crain BJ, Sisodiya SS and Troncoso JC 

"Neuropathology of Alzheimer’s disease and animal models," in In "Neuropathology of 

dementing disorders", M. WR, Ed., 1998, pp. 121-141. 



 
 

12 
 

[5] E. L. Conway, "A review of the randomized controlled trials of tacrine in the treatment 

of Alzheimer's disease: methodologic considerations," Clinical Neuropharmacology, 

vol. 21, pp. 8-17, Jan-Feb 1998. 

[6] S. I. Gracon, M. J. Knapp, W. G. Berghoff et al., "Safety of tacrine: clinical trials, 

treatment IND, and postmarketing experience," Alzheimer Disease and Associated 

Disorders, vol. 12, pp. 93-101, Jun 1998. 

[7] R. Mayeux and M. Sano, "Treatment of Alzheimer's disease," New England Journal of 

Medicine, vol. 341, pp. 1670-9, Nov 25 1999. 

[8] D. A. Ostrov, J. A. Hernandez Prada, P. E. Corsino, K. A. Finton, N. Le, and T. C. 

Rowe, "Discovery of novel DNA gyrase inhibitors by high-throughput virtual 

screening," Antimicrobial Agents and Chemotherapy, vol. 51, pp. 3688-98, Oct 2007. 

[9] A. Lleo, S. M. Greenberg, and J. H. Growdon, "Current pharmacotherapy for 

Alzheimer's disease," Annual Review of Medicine, vol. 57, pp. 513-533, 2006. 

[10] S. K. Sonkusare, C. L. Kaul, and P. Ramarao, "Dementia of Alzheimer's disease and 

other neurodegenerative disorders--memantine, a new hope," Pharmacological 

Research, vol. 51, pp. 1-17, Jan 2005. 

[11] K. H. Weisgraber, "Apolipoprotein E: structure-function relationships," Advances in 

Protein Chemistry, vol. 45, pp. 249-302, 1994. 

[12] W. J. Strittmatter, A. M. Saunders, D. Schmechel et al., "Apolipoprotein E: high-avidity 

binding to beta-amyloid and increased frequency of type 4 allele in late-onset familial 

Alzheimer disease," Proceedings of National Academy of Sciences USA, vol. 90, pp. 

1977-81, Mar 1 1993. 

[13] E. H. Corder, A. M. Saunders, W. J. Strittmatter et al., "Gene dose of apolipoprotein E 

type 4 allele and the risk of Alzheimer's disease in late onset families," Science, vol. 

261, pp. 921-3, Aug 13 1993. 



 
 

13 
 

[14] R. W. Mahley, K. H. Weisgraber, and Y. Huang, "Apolipoprotein E4: a causative factor 

and therapeutic target in neuropathology, including Alzheimer's disease," Proceedings 

of National Academy of Sciences USA, vol. 103, pp. 5644-51, Apr 11 2006. 

[15] R. W. Mahley, K. H. Weisgraber, and Y. Huang, "Apolipoprotein E: structure 

determines function, from atherosclerosis to Alzheimer's disease to AIDS," Journal of 

Lipid Research, vol. 50 Suppl, pp. S183-8, Apr 2009. 

[16] R. W. Mahley and Y. Huang, "Alzheimer disease: multiple causes, multiple effects of 

apolipoprotein E4, and multiple therapeutic approaches," Annals of Neurology, vol. 65, 

pp. 623-5, Jun 2009. 

[17] J. Kim, J. M. Basak, and D. M. Holtzman, "The role of apolipoprotein E in Alzheimer's 

disease," Neuron, vol. 63, pp. 287-303, Aug 13 2009. 

[18] L. M. Dong, C. Wilson, M. R. Wardell et al., "Human apolipoprotein E. Role of 

arginine 61 in mediating the lipoprotein preferences of the E3 and E4 isoforms," 

Journal of Biological Chemistry, vol. 269, pp. 22358-65, Sep 2 1994. 

[19] L. M. Dong and K. H. Weisgraber, "Human apolipoprotein E4 domain interaction. 

Arginine 61 and glutamic acid 255 interact to direct the preference for very low density 

lipoproteins," Journal of Biological Chemistry, vol. 271, pp. 19053-7, Aug 9 1996. 

[20] L. A. Farrer, L. A. Cupples, J. L. Haines et al., "Effects of age, sex, and ethnicity on the 

association between apolipoprotein E genotype and Alzheimer disease. A meta-

analysis. APOE and Alzheimer Disease Meta Analysis Consortium," Journal of the 

American Medical Association vol. 278, pp. 1349-56, Oct 22-29 1997. 

[21] R. W. Mahley, "Apolipoprotein E: cholesterol transport protein with expanding role in 

cell biology," Science, vol. 240, pp. 622-30, Apr 29 1988. 

[22] R. W. Mahley and S. C. Rall, "Apolipoprotein E: Far more than a lipid transport 

protein," Annual Review of Genomics and Human Genetics, vol. 1, pp. 507-537, 2000. 



 
 

14 
 

[23] K. H. Weisgraber and R. W. Mahley, "Human apolipoprotein E: the Alzheimer's 

disease connection," Faseb Journal, vol. 10, pp. 1485-94, Nov 1996. 

[24] R. E. Tanzi and L. Bertram, "Twenty years of the Alzheimer's disease amyloid 

hypothesis: a genetic perspective," Cell, vol. 120, pp. 545-55, Feb 25 2005. 

[25] J. Hardy and D. J. Selkoe, "The amyloid hypothesis of Alzheimer's disease: progress 

and problems on the road to therapeutics," Science, vol. 297, pp. 353-6, Jul 19 2002. 

[26] K. Blennow, M. J. de Leon, and H. Zetterberg, "Alzheimer's disease," Lancet, vol. 368, 

pp. 387-403, Jul 29 2006. 

[27] M. E. Risner, A. M. Saunders, J. F. Altman et al., "Efficacy of rosiglitazone in a 

genetically defined population with mild-to-moderate Alzheimer's disease," 

Pharmacogenomics Journal, vol. 6, pp. 246-54, Jul-Aug 2006. 

[28] Y. Huang and R. W. Mahley, "Commentary on "Perspective on a pathogenesis and 

treatment of Alzheimer's disease." Apolipoprotein E and the mitochondrial metabolic 

hypothesis," Alzheimers & Dementia, vol. 2, pp. 71-3, Apr 2006. 

[29] A. D. Roses and A. M. Saunders, "Perspective on a pathogenesis and treatment of 

Alzheimer's disease," Alzheimers & Dementia, vol. 2, pp. 59-70, Apr 2006. 

[30] A. M. Saunders, M. K. Trowers, R. A. Shimkets et al., "The role of apolipoprotein E in 

Alzheimer's disease: pharmacogenomic target selection," Biochimica et Biophysica 

Acta, vol. 1502, pp. 85-94, Jul 26 2000. 

[31] E. M. Reiman, R. J. Caselli, K. Chen, G. E. Alexander, D. Bandy, and J. Frost, 

"Declining brain activity in cognitively normal apolipoprotein E epsilon 4 

heterozygotes: A foundation for using positron emission tomography to efficiently test 

treatments to prevent Alzheimer's disease," Proceedings of National Academy of 

Sciences USA, vol. 98, pp. 3334-9, Mar 13 2001. 



 
 

15 
 

[32] E. M. Reiman, K. Chen, G. E. Alexander et al., "Functional brain abnormalities in 

young adults at genetic risk for late-onset Alzheimer's dementia," Proceedings of 

National Academy of Sciences USA, vol. 101, pp. 284-9, Jan 6 2004. 

[33] A. M. Saunders, W. J. Strittmatter, D. Schmechel et al., "Association of apolipoprotein 

E allele epsilon 4 with late-onset familial and sporadic Alzheimer's disease," Neurology, 

vol. 43, pp. 1467-72, Aug 1993. 

[34] M. A. Pericak-Vance, L. H. Yamaoka, C. S. Haynes et al., "Genetic linkage studies in 

Alzheimer's disease families," Experimental Neurology, vol. 102, pp. 271-9, Dec 1988. 

[35] S. Ye, Y. Huang, K. Mullendorff et al., "Apolipoprotein (apo) E4 enhances amyloid 

beta peptide production in cultured neuronal cells: apoE structure as a potential 

therapeutic target," Proceedings of National Academy of Sciences USA, vol. 102, pp. 

18700-5, Dec 20 2005. 

[36] H. K. Chen, Z. Liu, A. Meyer-Franke et al., "Small molecule structure correctors 

abolish detrimental effects of apolipoprotein E4 in cultured neurons," Journal of 

Biological Chemistry, vol. 287, pp. 5253-66, Feb 17 2012. 

[37] Protein Data Bank. http://www.rcsb.org/pdb/home/home.do 

[38] Schrodinger, "maestro," 9 ed. LLC, New York, NY, 2009. 

[39] S. Sreeramulu, H. R. Jonker, T. Langer, C. Richter, C. R. Lancaster, and H. Schwalbe, 

"The human Cdc37.Hsp90 complex studied by heteronuclear NMR spectroscopy," 

Journal of Biological Chemistry, vol. 284, pp. 3885-96, Feb 6 2009. 

[40] T. A. Halgren, R. B. Murphy, R. A. Friesner et al., "Glide: a new approach for rapid, 

accurate docking and scoring. 2. Enrichment factors in database screening," Journal of 

Medicinal Chemistry, vol. 47, pp. 1750-9, Mar 25 2004. 



 
 

16 
 

[41] R. A. Friesner, J. L. Banks, R. B. Murphy et al., "Glide: a new approach for rapid, 

accurate docking and scoring. 1. Method and assessment of docking accuracy," Journal 

of Medicinal Chemistry, vol. 47, pp. 1739-49, Mar 25 2004. 

[42] C. Frieden and K. Garai, "Structural differences between apoE3 and apoE4 may be 

useful in developing therapeutic agents for Alzheimer's disease," Proceedings of 

National Academy of Sciences USA, vol. 109, pp. 8913-8, Jun 5 2012. 

[43] J. J. Irwin and B. K. Shoichet, "ZINC - A free database of commercially available 

compounds for virtual screening," J. Chem. Inf. Model., vol. 45, pp. 177-182, Jan-Feb 

2005. 

[44] Schrodinger, "ligprep," 2.3 ed. LLC, New york, NY, 2009. 

[45] Schrodinger, "Glide," 5.5 ed. LLC, New York, NY, 2009. 

[46] M. Sandor, R. Kiss, and G. M. Keseru, "Virtual fragment docking by Glide: a validation 

study on 190 protein-fragment complexes," Journal of Chemical Information and 

Modeling, vol. 50, pp. 1165-72, Jun 28 2010. 

[47] D. Van Der Spoel, E. Lindahl, B. Hess, G. Groenhof, A. E. Mark, and H. J. Berendsen, 

"GROMACS: fast, flexible, and free," Journal of Computational Chemistry, vol. 26, pp. 

1701-18, Dec 2005. 

[48] D. A. Case, T. A. Darden, T. E. Cheatham et al., "AMBER 12." San Francisco: 

University of California, 2012. 

 

  



 
 

17 
 

Figure Captions 

 

Figure 1: Molecular interactions between IAH (orange) and ApoE4 before MD simulations 

(a) Position of IAH in the ligand-bound ApoE4 complex (b) Hydrogen bond interactions (c) 

Hydrophobic interactions 

Figure 2: Molecular interactions between PHC (yellow) and ApoE4 before MD simulations 

(a) Position of PHC in the ligand-bound docked complex (b) Hydrogen bond interactions (c) 

Hydrophobic interactions 

Figure 3: MD simulations trajectories (a) RMSD trajectory of IAH in complex with ApoE4 

obtained after MD simulations (b) Superimposition of pre- (orange) and post- (red) MD 

complexes of IAH with ApoE4. 

Figure 4: Snapshots depicting the binding instability of PHC with APoE4 during the MD 

simulations trajectory  

Figure 5: Molecular interactions between IAH (orange) and ApoE4 after MD simulations (a) 

Hydrogen bond interactions (b) Hydrophobic interactions  
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Figure 5 
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Tables 

 

Table 1: Physical properties of potential structure correctors identified using virtual 

screening 

Compound 

ZINC ID 

Structure logP 

value 

Mol.wt. 

(g/ mol) 

HBD HBA tPSA 

(Å
2
) 

Heavy 

atoms 

ZINC19735138 

 

-0.41 126.11 2 4 70 9 

ZINC00049154 

 

-0.55 169.18 3 4 74 12 

Mol.wt.; Molecular weight, HBD; hydrogen bond donor, HBA; hydrogen bond Acceptor, 

tPSA; topological polar surface area. 

 

 

 

Table 2: Binding affinity scores and energies of ApoE4 in complex with IAH and PHC. 

Compound ZINC ID docking 

score 

XP 

Gscore 

glide ligand 

efficiency 

glide 

evdw 

glide 

emodel 

glide 

energy 

IAH ZINC19735138 -6.79 -6.79 0.75 -3.28 -23.90 -28.96 

PHC ZINC00049154 -6.76 -6.76 -0.56 -6.18 -32.97 -26.97 
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Table 3: Molecular interactions present in pre- and post-MD simulated IAH-bound ApoE4 

complexes. 
 

ApoE4-IAH complex Residues participating 

in hydrogen bonding 

Residues governing 

hydrophobic contacts 

Hydrogen 

bond length 

Pre MD Arg-61 

Asp-65 

Glu-109 

Met-64 3.28, 2.73 

2.71 

2.49 

Post MD Met-64 

Gly-105 

Glu-109 

Arg-61, Asp-65, Met-

68, Arg-112 

 

2.98 

3.14 

3.08 
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Abstract—Artificial neural networks have been getting popularity 

for predicting various performance parameters of microstrip 
antennas due to their learning and generalization features. In this 
letter, a neural networks based synthesis model is presented for 
predicting the “slot-size” on the radiating patch and inserted “air-
gap” between the ground plane and the substrate sheet, 
simultaneously. Different performance parameters like resonance 
frequencies, gains, directivities, antenna efficiencies and radiation 
efficiencies for dual-resonance are observed by varying the 
dimensions of slot and inserted air-gap. For validation, a prototype 
of microstrip antenna is fabricated using Roger’s substrate and its 
performance parameters are measured. Measured results show a 
very good agreement to their predicted and simulated values. 

 

Index Terms—Slot-size, cross-slotted geometry, inserted air-gap, 
rectangular microstrip patch, neural networks, synthesis model. 

 

I. INTRODUCTION 
 

icrostrip antennas (MSAs) are proved to be the excellent radiators 
in different arena of wireless communications like satellite 

communication, radar communication, global positioning system (GPS) 
and many more applications. Because of their operation in dual-
frequency mode, the MSAs have eliminated two single-frequency 
operated antennas in these applications. In spite of having many 
attractive features like low profile, conformable to planar and non-
planar surfaces, low fabrication cost etc., the MSAs suffer from the 
drawbacks of poor radiation characteristics (narrow bandwidth, low 
gain, low efficiency etc.) which require more attention [1]. Different 
researchers have proposed different techniques for designing the MSAs 
for dual-resonance such as multi-layered stacked patch [2]-[3], slotted 
rectangular patch [4], square patch with notches [5], patch loaded with 
shorting posts [6] or varactor diodes [7] and rectangular patch fed by an 
inclined slot [8]. These techniques [2]-[8] can be divided into analytical 
methods and numerical methods. The analytical methods offer 
comprehensive details for the operation of MSAs and are based on the 
physical assumptions for simplifying the radiating phenomenon of the 
MSAs. For this, such approaches are not suitable for the MSAs in which 
the thickness of the substrate is not very thin. On the other hand, the 
numerical methods provide fairly good results but only at the cost of 
mathematical burden in the form of complex integral equations. The 
choice of test functions and path integrations emerge to be more 
significant without initial assumptions in the final stage of the numerical 
results. Also, these approaches require a new solution even for a very 
small change in the geometry. Thus, the obligation for having a new 
solution for every minor change in the geometry and the problems 
associated with the thickness of the substrates in analytical methods lead 
to complexities and processing cost [9].  

In last decade, artificial neural network (ANN) models have acquired 
remarkable importance in wireless communications. It is so because of 
the ability and adaptability to learn and generalization features of the 
ANNs [9-12]. The ANN model can be trained by measured, calculated 
and/or simulated samples. The purpose of training an ANN model is to 
minimize the error between the reference and the actual output of the 
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ANN model. The trained neural model predicts the results very fast for 
every small variation in the geometry both for electrically thin and thick 
MSAs. Different ANN models [13-20] have been proposed for 
analyzing and/or synthesizing the conventional MSAs. Few neural 
models [21-23] have been proposed for synthesizing the slotted MSAs. 
A synthesis modeling using ANN for predicting the size of truncated 
corners of square patch MSAs has been suggested by Wang et al. [24]. 
Robustillo et al. [25] have designed contoured-beam reflectarray for a 
EuTELSAT European Coverage using ANN. An ANN modeling has 
been suggested by Freni et al. for modeling the behavior of the 
reflectarray reradiating elements [26]. In the literature [10-26], a neural 
networks based synthesis model has not been proposed for predicting 
the appropriate size of introduced slot on the radiating patch and 
inserted air-gap between the ground plane and the substrate sheet, 
simultaneously. It is very much essential for the antenna designers to 
predict the “slot-size” and inserted “air-gap” for achieving the desired 
level of performance parameters like 1.5GHz≤resonance frequencies 
≤3.0GHz, 6.2dBi≤ gains ≤9.6dBi, 6.6dBi≤ directivities≤9.9dBi, 83%≤ 
antenna efficiencies ≤100% and 85%≤ radiation efficiencies ≤100% for 
dual-resonance. For this purpose, a simple and innovative neural 
networks based synthesis modeling is proposed in this letter.  

Section II describes the geometry for samples generation. The neural 
networks based synthesis model is discussed in Section III. Section IV 
illustrates the experimental results and discussion. A conclusion 
followed by the references is discussed in section V. 

 

II. PROPOSED GEOMETRY FOR SAMPLES GENERATION 
 

The cross-sectional view of the proposed antenna is shown in Fig. 1in 
which the terms GP, S and SP represent ground plane, substrate and 
slotted patch, respectively.  
 

 
 

Fig.1: Proposed Antenna (a) top-view (b) side-view 
 
Here a rectangular patch of dimensions 61mm×56mm is used with a 

ground-plane of dimensions 200mm×175mm. The antenna is simulated 
in method of moment (MoM) based IE3D software [27] using RT-
Duroid substrate RO3003 (εr = 3, h = 0.762 mm and tanδ = 0.0045) for 
dual-resonance. The proposed antenna is excited by a single probe. 
Total 1350-samples for dual-resonance (DR), dual-frequency gain 
(DFG), dual-frequency directivity (DFD), dual-frequency antenna 
efficiency (DFA) and dual-frequency radiation efficiency (DFR) are 
generated by varying the slot-size between 1mm≤ slot-size ≤50mm and 
inserted air-gap between 1mm≤ air-gap ≤10mm, simultaneously. These 
samples are generated in IE3D software on a computer system with 
system configuration; Dell Optiplex 780 Core 2 Duo CPU E8400, 3.0 
GHz with 4.0 GB RAM. These generated samples are used for training 
as well as testing of the proposed neural networks model which is to be 
discussed in section III. 
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III. NEURAL NETWORK MODELING  
 

 Artificial neural networks (ANNs) are becoming powerful techniques 
for obtaining solutions to the problems which are cross-disciplinary in 
nature. The neural networks are extremely distributed analogous 
processors that have usual tendency for storing the empirical knowledge 
during training and making it available for use during testing. ANN 
models resemble the brain since knowledge is acquired by the neural 
networks through a training process, and inter-neuron connection 
strengths are used to store that knowledge [9]. Few known examples of 
a problem are used to acquire this knowledge during training of the 
ANN model. The trained model is then set to use this acquired 
knowledge effectively in solving ‘unknown’ or ‘untrained’ instances of 
the problems [9]. Multi-layered perceptron (MLP) neural networks 
consist an input layer, a hidden layer (or a number of hidden layers) and 
an output layer. Each layer in the model is having entirely different role. 
Three common steps are used to train the MLP neural networks. Firstly, 
the training samples are generated, the structural configuration of hidden 
layer is then selected in the second step and finally, in the third step the 
weights and biases are optimized using training algorithm. The trained 
ANN model is then tested on the arbitrary sets of samples which are not 
included in the training samples. Coding for training and testing 
algorithms of the ANN model is created in MATLAB software [28].    
 

(A.)Training and Testing Samples Generation  
 

It is a common fact that the neural networks model, trained on a set 
of samples (known as training samples) produces results very fast. But 
generation of samples and allocating them into training and testing 
samples is a challenging task for a complicated geometry where 
excitation-response is multi-dimensional. In section II, total 1350-
samples are generated by varying the slot-size (x1, y1, x2 and y2) and 
inserted air-gap (t) for the geometry shown in Fig. 1. The sampling used 
for creating these samples is shown in Table I. Different performance 
parameters like resonance frequencies (f1 & f2), gains (G1 & G2), 
directivities (D1 & D2), antenna efficiencies (A1 & A2) and radiation 
efficiencies (R1 & R2) for dual-resonance are observed by varying the 
slot-size and air-gap. Hence, a 10-dimensional response matrix is 
achieved by varying the 5-dimensional excitation matrix. For ANN 
modeling, a reverse strategy is used for predicting the 5-dimensional 
geometrical parameters [r] [x1 y1 x2 y2 t] for the given 10-dimensianl 
performance parameters [x] [f1 f2 G1 G2 D1 D2 A1 A2 R1 R2]. 

 
TABLE I: SAMPLING OF SLOT-SIZE AND INSERTED AIR-GAP 

Sampling of Slot-Size and Air-Gap Generated 
Samples Slot-Size Specified Range Step-Size 

x1 1mm ≤ x1 ≤ 50mm 36µm For Training= 1000 Nos. 
For Testing = 350 Nos. y1 1mm ≤ y1 ≤ 50mm 36µm 

x2 1mm ≤ x2 ≤ 50mm 36µm 
y2 1mm ≤ y2 ≤ 50mm 36µm 

Air-Gap Specified Range Step-Size 
T 1mm ≤ t ≤ 10mm 7µm 

 

(B.) Proposed Structure of the Neural Model and Training Algorithms  
 

An ANN model for predicting the “slot-size” and inserted “air-gap” 
is shown in Fig. 2. 

 

 
 

 
 

 
 
 
 

 
 

                                  Fig. 2: Synthesis MLP Neural Model. 
 

Training of an ANN model basically, consists of adjusting weights 
and biases for the applied input sample to get the desired response. This 
adjustment is carried out by using a training algorithm. The training 
performance is observed by varying the number of hidden layers as well 
as the neurons in each hidden layer. After several trials, the structural 
configuration of the model is optimized as {10-56-56-5} for the best 
performance. It means that there are 10-neurons in the input layer, 56-

neurons each in first and second hidden layer and 5-neurons in the 
output layer. Further, the training performance of the model is observed 
for seven different algorithms; BFGS quasi-Newton (BFG), Bayesian 
regulation (BR), scaled conjugate-gradient (SCG), Powell-Beale 
conjugate gradient (CGB), conjugate gradient with Fletcher-Peeves 
(CGF), one step secant (OSS), and Levenberg-Marquardt (LM), 
respectively [29]. The samples generated in IE3D simulator, are 
normalized between +0.1 to +0.9 in MATLAB software before 
applying training. For an applied input pattern, the arbitrary numbers 
between 0 and 1 are assigned to initialize the weights and biases. The 
output of the model is then calculated for that input pattern. The mean 
square error (MSE) between the predicted and the simulated outcomes is 
also computed and the weights and biases are then updated accordingly. 
This updating process is carried out after presenting each set of input 
sample until the calculated accuracy of the model is estimated 
satisfactory for 1000-training samples. Training of the model is done by 
taking some initial parameters: MSE = 3.45×10-6, learning rate (η) = 
0.631 and momentum coefficient (µ) = 0.518.  

The testing algorithm is then realized for the remaining 350-samples. 
For this realization, all the initial weights and biases are replaced by 
their corresponding optimized values. The trained model then predicts 
the “slot-size” introduced on the radiating patch and the inserted “air-
gap” between the ground plane and the substrate sheet, simultaneously 
within a fraction of a second for any arbitrary set of resonance 
frequencies, gains, directivities, antenna efficiencies and radiation 
efficiencies for dual-resonance within their specified ranges mentioned 
in section I.  

 

IV. EXPERIMENTAL RESULTS AND DISCUSSION 
 

The training performance of the ANN model discussed in section III, 
is observed for seven different algorithms; BFG, BR, SCG, CGB, CGF, 
OSS, and LM algorithms, respectively. The average absolute error in 
predicting the “slot-size” and inserted “air-gap” both for training and 
testing of the model is mentioned in Table II. The time elapsed in 
training of the model for each algorithm is specified in the sixth column 
of Table II whereas the number of iterations required in the seventh 
column of same the table. Hence the LM-algorithm is proved to be the 
most accurate training algorithm for the proposed problem as it 
produces the least error both for training and testing of the model. It is 
also proved to be the fastest training algorithm as it requires least 
training time (1307 sec.) and minimum number of iterations (31739) 
during training of the ANN model.  

 
TABLE II: PERFORMANCE OF PROPOSED ANN MODEL 

Algo. 

Average Absolute 
Error during 

Training of ANN 

Average Absolute  
Error during  

Testing of ANN 

Training  
Time  

Iteration 
Required 

Slot-Size  Air-Gap Slot-Size  Air-Gap 
BFG 23.29 mm 13.41 mm 30.12 mm 39.44 mm 3467 sec. 79342 
BR 16.25 mm 23.23 mm 27.53 mm 36.36 mm 3269 sec. 72391 

SCG 25.46 mm 19.21 mm 29.40 mm 35.49 mm 5392 sec. 76184 
CGB 17.59 mm 20.12 mm 25.12 mm 37.18 mm 2485 sec. 76734 
CGF 16.04 mm 22.88 mm 29.38 mm 29.41 mm 7226 sec. 78832 
OSS 21.41 mm 19.65 mm 24.66 mm 33.39 mm 5638 sec. 83136 
LM 7.18 mm 6.99 mm 9.96 mm 8.47 mm  1307 sec. 31739 

 
The weights and biases for the proposed neural model are selected 

randomly for initialization. Hence, the stochastic behavior (mean and 
standard deviation) of the five-dimensional absolute error corresponding 
to five-dimensional response is also calculated. The mean is the sum of 
the observations divided by the number of observations and identifies 
the central location of the error set. The standard deviation is the most 
common measure of variability, measuring the spread of the error set 
and the relationship of the mean to the rest of the error. The error points 
closer to the mean indicate fairly uniform responses with small value of 
the standard deviation. Conversely, the error points far from the mean 
show a wide variance in the response and large value of the standard 
deviation. Another term i.e. coefficient of variation (CoV) is also 
defined to know the relationship between the mean and the standard 
deviation of an error set. It is defined as the ratio of standard deviation 
to the mean value. CoV closer to 0, represents greater uniformity of 
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error whereas CoV closer to 1, represents the large variability of the 
error. For LM-algorithm, the means for five-dimensional errors are 
computed as: 1.5061, 1.4927, 1.5217, 1.4956 and 1.4932, respectively 
whereas their corresponding standard deviations are found as: 0.2910, 
0.3062, 0.2824, 0.3229 and 0.3033, respectively. Hence, the coefficients 
of variations for these five values are coming out to be 0.1932, 0.2051, 
0.1856, 0.2159 and 0.2031, respectively. Thus, it is concluded here that 
all the error points over a full validation set of 1350 samples are 
uniformly distributed [26]. 

During simulation in IE3D software, 1.5 GHz to 3.0 GHz frequency 
range with total 100-sampling points for each simulating structure is 
used and total 1350-such structures are simulated. The simulation time 
in the IE3D software depends on the complexity inserted in the 
geometry. For the proposed geometry, it is computed as ~6700sec. (or 
~1h 53min.) per structure. 36MB system memory (RAM) is required 
during each simulation. By using the ANN modeling, the computational 
time and the required memory storage is fairly reduced.  The time 
elapsed during training of the ANN model is already computed as 1307 
sec. (see Table II).  The time elapsed during testing of the ANN model 
is computed in the MATLAB software on a computer system using 
MATLAB syntax ‘cputime’ as mentioned below: 

clc; clear all; 
time_1 = cputime; 

Start of testing algorithm 
Program statement-1 
Program statement-2 

………………………………… 
………………………………… 

End of Testing Algorithm  
Computational Time_ANN = cputime-time_1 

 
This procedure is repeated for 350-independent runs and finally 

concluded that the ANN model requires ~53msec. in producing the 
results after training. Thus, the neural approach after training is much 
faster than the simulation approach.  

Further, the training of the model requires only 29KB RAM of a 
system and for testing the performance, only 1.4KB RAM is required. 
Hence, the required memory space in training as well as testing of the 
model is also lesser as compared to 36MB required for simulation.  

 
      Fig. 3: Enlarged view of fabricated antenna. 

 

For validating the work, a prototype is fabricated using RT-Duroid 
substrate. The patch of dimensions 61mm×56mm is etched on upper 
side of the substrate whereas an air-gap of 5.1mm between the substrate 
and the ground plane is inserted using Teflon rods (see Fig. 3). The 
prototype is excited by probe feed which guides the electromagnetic 
waves to the feed point. An SMA connector with 6.8mm long pin (1mm 
for ground plane+5.1mm for air-gap+0.762mm for substrate) is used for 
RF connection. The S-parameters of the fabricated prototype are 
measured using Agilent N5230A network analyzer. A comparison 
between measured and simulated S-parameters is depicted in Fig. 4 
which shows a good convergence between the two. It is also confirmed 
here that the Taflon rods do not affect the antenna performance. A 
comparison between simulated and predicted parameters for the 

fabricated prototype is given in Table III which shows a good agreement 
between the two. A very good conformity is also achieved if the 
simulated dual-resonance (DR) is compared with its measured 
counterparts as mentioned in Table IV.   

 
Fig. 4: Comparison of Measured and Simulated S-Parameters. 

 
TABLE III: COMPARISON OF SIMULATED AND PREDICTED RESULTS 

Name of   
Parameter 

Simulated 
value in IE3D 

Predicted value 
using ANN  

        x1 (mm)    38.0000 37.9209 
        y1 (mm)      1.5000   1.5021 
        x2 (mm)      1.0000   0.9567 
        y2 (mm)    41.0000 41.0561 
          t (mm)      5.1000   5.1023 

 
TABLE IV: COMPARISON OF SIMULATED AND MEASURED DR 

Specifications of slot-size  
and inserted air-gap 

Simulated DR 
 in IE3D 

Measured DR 

Slot-size: x1 = 38.0mm,  y1 = 1.5mm,     
                x2 = 1.0mm & y2 = 41.0mm 

1.7708 GHz 
and 

1.9221 GHz 

1.7800 GHz  
and  

1.9250 GHz Air-gap: 5.1mm 
 

Table V shows the improvement in the performance parameters by 
inserting the cross-slot on the patch antenna. By introducing the slot, the 
excited surface current path lengthens, increasing the antenna length, 
hence decreasing the resonance frequency. For the case of slotted patch, 
both the resonance frequencies (1.763GHz and 1.914GHz) are lowered 
by ~13% as compared to those (2.0256GHz and 2.1970GHz) of the 
patch geometry without slot which can result to a patch size reduction of 
~35% for a given dual-frequency design. Hence, a good rank of 
compactness is achieved in the fabricated prototype. Further, the gains 
and efficiencies are also improved but only at the cost of slight 
reduction in the directivities. The gain of an antenna is defined as the 
product of directivity and radiation efficiency. Hence, it is improved by 
increasing the radiation efficiencies.   

 
TABLE V: IMPROVEMENT IN PERFORMANCE PARAMETERS 

Performance 
Parameter 

Without 
cross-slot 

With 
cross-slot 

Remarks 

DR (GHz) 2.0256 and 2.1970 1.7630 and 1.9140 Desired 
DFG (dBi) 8.2026 and 8.2129 8.9365 and 8.9387 Desired 
DFD (dBi) 9.1428 and 9.4193 9.1122 and 9.2079  Un-desired

DFA (%) 80.5329 and 85.3708 95.8065 and 93.9897 Desired
DFR (%) 90.2454 and 93.7718 96.3604 and 96.6599 Desired

 

A bandwidth of 55.5MHz is achieved (see Fig. 4) for S11≤ -10 dB 
during simulation but it increases to 250MHz (1.99GHz-1.74GHz) in 
the fabricated prototype during measurement. It may be probably due to 
irregularity in fabricating the prototype and/or inserting the air-gap 
using Teflon rods. Further, the size and losses of the solder joints are not 
considered during the simulation, which may cause this difference 
between them. 

The ratio (f2/f1) of the two frequencies is also computed as 1.0846 (= 
2.1970/2.0256), 1.0857 (=1.914/1.763) and 1.0815 (=1.925/1.780) for 
the original geometry without any slot, simulated slotted geometry and 
fabricated slotted prototype, respectively. Thus, the ratio (f2/f1) is 
slightly affected by inserting the cross-slot, and mainly determined by 
the aspect ratio (1.89 = 61/56) of the patch; which makes the design 
simpler and easier to implement.  
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An extremely good impedance matching is also achieved by inserting 
the air-gap between the substrate sheet and the ground plane. 
Consequently, the antenna and radiation efficiencies both significantly 
are improved because of very small amount of dielectric loss in the air-
substrate.  

 

V. CONCLUSION 
 

In this letter, an accurate, simple and fast ANN based synthesis 
modeling scheme has been proposed to predict the required “slot-size” 
and inserted “air-gap”, simultaneously in order to achieve desired level 
of radiation patterns of rectangular microstrip antennas. Such a neural 
approach is rarely proposed in the open literature to the best of our 
knowledge for the ten-dimensional excitation and five-dimensional 
response. It takes only a fraction of a second in predicting the required 
results after doing training properly. As the approach has produced more 
accurate results, hence it can also be recommended to include in antenna 
computer-aided-design (CAD) algorithms.  

The computational time and required system memory have been 
calculated and concluded that the neural approach requires lesser 
amount of computational time and the system memory after training.  

In general, computing 5-dimensional response may require 5-
different neural networks modules, whereas in the present work, only 
one module is fulfilling the requirement of 5-independent modules. 
During synthesizing the antenna, it is desirable for the design engineers 
to know different performance parameters of an antenna, simultaneously 
instead of knowing individual parameters, alternatively. Hence, the 
present approach has been considered more generalize and efficient. 

For validation purpose, a prototype has also been fabricated. A very 
good convergence between measured and simulated results has been 
achieved which supports the effectiveness of the proposed work. 
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ABSTRACT

A cross slotted electronic band gap (EBG) with stacked rectangular patches shorted with a shorting 
pin is proposed in this paper. The study is being done on how the various parameters are varied by 
changing the probe feed location. The design is constructed by using stacking of patches, shorting pin 
and cross slotted EBG to form an optimized antenna design with antenna efficiency of approximately
99.06%. The radiation patterns are given at 2.586 GHz which can be used for wireless 
communications.

Keywords - Electronic band gap (EBG), shorting pin, reflector plane, stacking, antenna efficiency, gain 
and directivity.

1. INTRODUCTION

As the wireless mobile communication technologies is growing very rapidly, microstrip antenna have various 
applications because of their small size, low weight, low cost, low planar configuration and can be easily 
integrated with other microwave circuits. They are very compact and wideband antennas for the transmission 
of video, voice and data information. The various applications for microstrip antennas are wireless 
communication systems, satellite communication systems, cellular phones, pagers, radars, etc.

The 2.6 GHz band is generally considered to cover the frequency range between 2500-2690MHz, although 
there are some minor national variations. The band provides an opportunity to meet rapidly rising demand for 
capacity to deliver mobile broadband services on widespread, common basis across the world. The 
applications of the frequencies in this band, which vary by country and region, includes satellite services, 
fixed mobile  and broadcast as well as terrestrial and video broadcasting in certain countries. In this paper, 
the frequency of 2.586GHz is used which can be implemented in GPRS, WLAN, mobile broadcasting and 
road vehicle communications (Raghava and Asok De, 2006). 

Small antenna design is always compromised between size, bandwidth and efficiency. The bandwidth can 
be increased with the use of stacked patch structure in a microstrip antenna (MSA) (Ollikainen, Fischer and 
Vainikainen, 1999) design whereas the size of the antenna can be decreased by the use of shorting pin. The 
stacked structure can be shorted with the use of shorting pin and the overall size of the antenna is reduced 
drastically (Sanad, 1994). The radiation characteristics can be further improved by an electronic band gap 
structure on one side of the substrate. This reduces the surface waves induced in the antenna and also 
increases the radiation pattern (Gonzalo, MAagt, Sorolla, 1999). The use of the reflector plane is fed on the 
finite size ground plane at the rear end of the antenna to reduce the level of back radiations (Raghava and 
Asok De, 2009).

In this paper, a stacked rectangular microstrip antenna using a shorting post backed with Cross Slot 
Electronic Band Gap (CSEBG) structure is studied. The effect on antenna efficiency and gain is also 
compared by changing the probe feed location while the shorting post remained fixed.

2. ANTENNA DESIGN

A stacked rectangular microstrip antenna using a shorting post backed with Cross Slot EBG structure 
(CSEBG) is designed. The top view of typical EBG stacked rectangular microstrip antenna with a shorting 
post is shown in Fig. 1. The antenna consists of two dielectric layers with stacked rectangular patches of 
dimensions (16 x 16) mm. The thickness of the upper dielectric (i) having dielectric constant of air is 2.6mm 
and that of the lower one (ii) having dielectric constant 2.6 is 1.6mm. The square patches used are mounted 



over the substrate creating a stacked structure. The stacking of patches increases the antenna efficiency and 
gain of the microstrip antenna. The 3-D view of CSEBG MSA is given in Fig. 2.

Fig. 1 Top View of CSEBG MSA

Fig. 2 3-D view of CSEBG MSA

The EBG structure is constructed by etching cross shaped slots on a square patch of size (40 x 40) mm.  
The cross shaped slots of dimensions (3 x 1) mm which are spaced 1 mm apart forms an 8 x 8 matrix. The 
distance from the edge is 4mm and there are no slots beneath the patch area. The EBG structure is used for 
better radiation characteristics. 

This antenna is excited by a coaxial probe feed of diameter 1mm given at location (-1, -1). The two 
rectangular patches are shorted by a shorting post of diameter 1.3mm at location (7, 7). The use of shorting 
post decreases the size of the antenna (M.Sanad, 1994). A reflector plane is placed at a distance of 8.5mm 
behind the ground plane as given in Fig. 2. The reflector plane is used to reduce the back lobes generated by 
the antenna. In this paper, the various parameters like antenna efficiency, gain and directivity are improved 
by using stacked rectangular patches and shorting them with shorting post backed with cross slotted EBG 



structure (CSEBG). These parameters are also compared at different probe feed locations. The proposed 
CSEBG MSA at probe feed  location (-1, -1) with antenna efficiency of 99.06 % and gain 4.75 dB  is able to 
work at 2.586 GHz frequency and can be used for various wireless communication application.

4. RESULTS AND DISCUSSIONS

The CSEBG MSA is simulated using IE3D simulator which is based on the method of moments (MoM)
(Zeland, ver. 14.0, 2007). We have done a comparison of antennas various parameters at different locations 
of probe feed. The table 1 shows that the antenna efficiency and gain for CSEBG MSA at location (-1,-1) are 
approximately 99.06% and 4.75 dB which are highest with respect to others. The antenna parameters like 
antenna efficiency and gain show strange behaviour when the probe feed location is near shorting post as the 
parameters decrease drastically as we approach it. The 3-D radiation pattern for CSEBG MSA is shown in 
Fig. 3. The Fig. 4 shows the graph between frequency and return loss (S11) and it can be seen that highest 
negative return loss -19.96 is at frequency 2.586 GHz.  The resonant frequency of CSEBG MSA is 2.586 
GHz which has various applications in wireless and road vehicle communications.

Table. 1 Comparison at different probe feed locations

5. CONCLUSIONS

The cross slotted EBG with stacked rectangular microstrip antenna (CSEBG MSA) is proposed in this paper. 
The antenna efficiency and gain are 99.06 % and 4.75 dB respectively. The probe feed locations are changed 
along the diagonal. The different values of antenna parameters are compared at different probe feed 
locations. The highest value of antenna efficiency and gain is at location (-1, 1) but as we approach towards 
shorting post their values decrease drastically. The use of stacked structure and shorting them with shorting 
pin also increases the gain and efficiency of the antenna. For the calculation of radiation efficiency no losses 
are taken into account, whereas in the case of antenna efficiency losses due to mismatch, ohmic and dielectric 
etc. are taken into account. With good antenna efficiency and gain of the proposed antenna at frequency 
2.586 GHz, it can be used for GPRS, WLAN and road vehicle communications.

S.No. Location 
Of

Probe Feed

Frequency
(GHz)

Radiation 
Efficiency

(%)

Antenna 
Efficiency

(%)

Gain
(dB)

Directivity
(dB)

Return 
Loss
(S11)

1 (-7,-7) 2.616 100 97.1155 4.5495 4.67658 -15.29
2 (-6,-6) 2.606 100 96.9724 4.5354 4.66893 -15.22
3 (-5,-5) 2.606 100 97.337 4.5748 4.69197 -15.76
4 (-4,-4) 2.606 100 97.7917 4.6228 4.71975 -16.53
5 (-3,-3) 2.6 100 98.3209 4.6612 4.73471 -17.75
6 (-2,-2) 2.586 100 98.8704 4.7254 4.77476 -19.64
7 (-1,-1) 2.586 100 99.0584 4.7488 4.78993 -19.96

8. (1,1) 2.556 100 98.0513 4.7814 4.86684 -16.81

9 (2,2) 2.606 100 87.5899 4.2951 4.87054 -9.056

10 (3,3) 2.6 100 73.3518 3.5751 4.92096 -5.743

11 (4,4) 2.596 100 55.5322 2.4456 5.00016 -3.521

12 (5,5) 2.576 100 11.6286 -4.204 5.14061 -0.5345



Fig. 3 3-D Radiation Pattern for CSEBG MSA

Fig. 4 Plot between return loss (S11) and frequency of CSEBG MSA
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           Abstract 

     Zinc Alumino Bismuth Borate (ZnAlBiB) Glasses at different compositions doped with  1 

mol% of Sm3+ ions were  prepared by using  melt quenching technique and investigated by 

XRD, optical absorption, emission and decay curve analysis to understand the visible 

luminescence of these glasses. From the absorption spectra the JO parameters are evaluated 

and are used to calculate the radiative properties such as transition probability, radiative 

lifetime, branching ratio and absorption cross-sections for various fluorescent levels of Sm3+ 

ions. The emission spectra of Sm3+ ions doped ZnAlBiB glasses show two intense emission 

bands 4G5/2→6H7/2 (orange), 4G5/2→6H9/2 (red) for which the stimulated emission cross-

section and branching ratios are evaluated to understand the potentiality of these materials as 

visible lasers. The decay profiles for the 4G5/2 fluorescent level of Sm3+ doped ZnAlBiB 

glasses have been recorded to measure the quantum efficiency (η) of these glasses. The 

strong visible emissions, large stimulated emission cross-sections, high branching ratios and 

good quantum efficiencies observed for the present ZnAlBiB glasses suggests the suitability 

of these glasses as laser and photonic devices operating in visible region.  

 

       *Corresponding author: 

                                     Email: drsrallam@yahoo.co.in., Tel: +918586039007. 
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1. Introduction 

          Optical properties of rare-earth (RE) doped glasses are extensively studied for their 

potential applications in the fields of lasers, fluorescent display devices, optical detectors, 

wave guides and fibre amplifiers [1-4]. The versatility of glasses, the broader emission and 

absorption spectra they provide when compared with crystalline hosts, have increasing 

interest from the perspective of spectroscopic [5] as well as technological point of view [6,7].  

The excitation and emissions spectra of RE ions in glasses are due to 4f electronic transitions, 

which are sensitive to the symmetry, structure of the local environment and on phonon 

energies of the host glass. The design and development of an optical devise for the above 

applications require a thorough investigation of optical absorption and luminescence of RE 

doped glasses. Such studies give the information pertaining to lifetimes and quantum 

efficiency of rare-earth ions. In order to optimise the efficiency of rare-earth doped glasses, 

the local environment around RE ions have to be changed by changing the glass composition 

or by changing the concentration of RE ions in a host glass. The ligand fields produced by a 

host matrix will have considerable influence on the absorption, emission and quantum 

efficiency of the doped ions. In general a host glass with low phonon energies decreases non-

radiative relaxation rates and gives high quantum efficiencies useful for obtaining efficient 

lasers and optical fibre amplifiers [8].  

 

          It is well known that Boric acid (B2O3 ) is one of the  good glass formers and can form 

glass alone with good transparency, high chemical durability, thermal stability and good rare-

earth ion solubility [9]. However a glass with B2O3 alone will possesses high phonon energies 

(~ 1300 cm-1) which cannot suppress the non-radiative decay process and hence rare-earth ion 

emissions are strongly reduced. Addition of heavy metal oxides to B2O3 can reduce phonon 

energies considerably and can give intense fluorescence suitable for lasers and fibre 
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amplifiers [8].  A heavy metal oxide Bi2O3 besides being a higher valence oxide, low field 

strength and high polarizability cannot form glass alone,   however in presence of a good 

glass former like B2O3,  it give a glass with less phonon energies. [10,11].  Moreover, Bismuth 

containing glasses can exhibit broad band luminescence in the near-infrared (NIR) region, 

which finds applications in the fields of telecommunications, tuneable fibre lasers and 

spectral converters [12]. In recent years glasses containing ZnO have attracted the scientific 

community because of its role in increasing chemical stability and to reduce the thermal 

expansion of the glass. Its wide band gap, large exciton binding energy and intrinsic emitting 

property makes them as promising candidates for the development of optoelectronic devices, 

solar energy concentrators, ultraviolet emitting lasers and gas sensors [13]. Presence of Al2O3 

in a glass can increase mechanical and thermal stability of the glass. Hence for the present 

work we prepared a glass with a glass former B2O3 by adding ZnO, Al2O3 and a heavy metal 

oxide such as Bi2O3 at different compositions, keeping the concentration of Sm3+ion content 

constant.   

 

          Spectroscopic studies of Sm3+ ions have been extensively investigated to characterize 

them for optical device applications [14-16]. The 4G5/2 excited level of Sm3+ ions emit in 

visible region through different emission channels with relatively high quantum efficiency 

[17]. This makes the Sm3+ ions an interesting case to analyze the energy transfer process. 

Sm3+ ion with 4f5 configuration exhibit a strong orange-red fluorescence in the visible region 

and having applications in high density optical storage, underwater communication, colour 

displays and visible solid state lasers [18]. Although the trivalent samarium ion exhibits a 

strong orange luminescence in the visible region, the complicated electronic structure of the 

4f5 configuration is responsible for their neglect. A very large number of energy levels lying 

close to each other render the interpretation of the absorption spectra rather cumbersome. The 
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fluorescence intensity of Sm3+ ion depends on the concentration of RE ions as well as on the 

glass network.  

                   The main aim of the present work is to find out a suitable glass composition for 

Sm3+ ions for better luminescence efficiency and to ascertain their utility for solid state laser 

devices.  The present study mainly includes absorption, emission spectral studies and lifetime 

measurement of Sm3+ ions in Zinc Alumino Bismuth Borate (ZnAlBiB) glasses at different 

compositions of the glass, keeping the concentration of Sm3+ constant at 1 mole%. From the 

absorption, emission and decay curve measurements, various spectral properties such as 

oscillator strengths, JO parameters, radiative properties such as transition probability, 

absorption cross-section, branching ratio’s, lifetimes, emission cross-sections and quantum 

efficiency for the excited levels of Sm3+ ions are estimated by using Judd-Ofelt theory. 

 

 2. Experimental 

           Sm3+ ions doped Zinc Alumino Bismuth Borate (ZnAlBiB) glasses were prepared with 

the chemical composition 60 B2O3+ 9 ZnO + (30-x) Al2O3 + x Bi2O3 + 1 Sm2O3  (where x= 

5,10,15 and 20) using melt quenching technique. For convenience these glasses are 

designated as glass A to D in accordance with the x value. High purity chemicals were mixed 

thoroughly, grinded in an agate motor, to get homogeneous powder and was placed in an 

aluminium crucible at 1200oC in an electric furnace. The liquid was then air quenched by 

pouring it on a thick brass plate and pressed with another brass plate. The glass samples were 

annealed at 400oC for 1h to get thermal and structural stability. These samples were well 

polished to get uniform thickness before going to physical and optical measurements. The 

densities were measured by the Archimedes method using water as an immersion liquid. The 

refractive indices of these glasses are measured by using the Brewster angle method using 

He-Ne laser (650 nm line) as the source. The optical absorption spectra of the samples were 



 

5 
 

recorded at room temperature in the spectral wavelength range covering 1100-1900 nm with 

a spectral resolution of 0.1nm using JASCO model V-670 UV-VIS-NIR spectrophotometer. 

The luminescence spectra and lifetime measurements were carried out at room temperature 

using JOBIN YVON Fluorolog-3 spectrofluorimeter with Xenon arc lamp as radiation 

source. 

 

        3. Results and Discussion 

3.1. XRD Spectral measurements 

          The recorded XRD profile of an un doped ZnAlBiB glass gives a hump without any 

sharp peaks as shown in Fig.1. Such spectral profile with hump confirms the amorphous 

nature of the prepared glasses. 

 

3.2. Physical Properties 

          From the practically measured densities and refractive index, the other related 

properties such as average molecular weight (M), mean atomic volume (V), molar refractivity 

(RM), molecular electronic polarizability (αe ), rare-earth ion concentration (N)  and inter 

ionic distance have been computed by using the relevant expressions available in literature 

[19] are presented in Table 1. From Table 1, it can be observed that, from glass A to D as 

Bi2O3 content increases the refractive index decreases, whereas the density of the glass, molar 

refraction, polaron radius, interionic distance and molecular electronic polarizability   

increases. From Table 1, it is also evident that the optical basicity value which indicate the 

ability of a glass to donate negative charges to the probe ion decreases from glass A to D. 

3.3 Absorption Spectral Analysis 

                    Fig.2 shows the absorption spectrum of 1 mol% of Sm3+ doped glass A recorded in the 

wavelength range 1100-1900 nm. The absorption spectra for the remaining glasses are quite 
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similar to that of glass A with slight difference in intensities of various bands and hence they 

were not given in the manuscript. Each absorption spectrum consists of six absorption bands 

in NIR region which originate from the ground state 6H5/2. Due to strong absorption of the 

host glass in UV-VIS region, some of the absorption bands of Sm3+ in the UV-VIS region 

were disappeared. The experimental oscillator strength (fexp), which is a measure of the 

strength of an absorption  transitions in a given matrix, has been determined from the area 

under the absorption curves using the formula given in the literature [20,21] and such 

oscillator strengths for all the glasses are given in  Table 2.  In case of Sm3+ ion with 4f5 

electronic configuration, the absorption band corresponding to 6H5/2→6F1/2 transition is 

identified as hypersensitive transition. From Table 2 it can be seen that, fexp values 

corresponding to this hypersensitive transition is smaller than the other transitions. This 

might be due to the overlapping of 6H5/2→6F3/2 and 6H5/2→6H15/2 transitions.  

                     The Judd-Ofelt theory has been applied to the experimentally evaluated oscillator 

strengths to find the JO intensity parameters (Ω2, Ω4 and Ω6) by least square fit analysis. 

Utilization of the JO theory to evaluate the JO intensity parameters were discussed in detailed 

in our previous paper [22]. The JO parameters thus evaluated are used to calculate the 

oscillator strengths (fcal) and such calculated oscillator strengths are also given in Table 2 

along with fexp. The small rms deviation values obtained between calculated and 

experimental oscillator strengths indicates the good fit between the two values and also the 

validity of JO theory. The JO parameters obtained for the present glasses are given in Table 3 

along with the values reported for the other glasses. From Table 3 it can be observed that the 

JO parameters reported for the present glasses are in consistent with the values reported for 

other glasses. The JO parameters are found to be following the same trend (Ω6 > Ω4> Ω2) in 

all ZnAlBiB glasses. The JO parameters play an important role in studying the coordination 
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environment around the trivalent rare-earth ions and also on the covalency between the rare-

earth and oxygen ions in any host glass. In general, the Ω2   parameter is related to the 

covalency, structural change and symmetry of ligand field around the Sm3+ ion site [23]. On 

the other hand, the magnitudes of Ω4 and Ω6 are related to the bulk properties such as 

viscosity and rigidity of the medium in which the ions are situated. The lower value of Ω2 

observed for all these glasses indicates that the symmetry of the ligand field at the rare-earth 

site is higher [24]. The larger size of the modifier ion causes the average Sm-O distance to 

increase and such increase in the bond length produces a weaker field around the Sm3+ ions 

leading to a lower value of Ω2 for the present glasses. The covalency between the Sm3+ ion 

and the ligand oxygen ion also contributes to Ω2 [25].The Ω2 parameter exhibits the 

dependency of the covalence between Sm3+ ions and ligand ions, because Ω2 is connected to 

the asymmetry of the local environment around the Sm3+ sites. The lesser the values of Ω2, 

the more Centro symmetrical the ion site and the more ionic its chemical bond with the 

ligands.  Jacob and Weber [26] reported that the magnitude of spectroscopy quality factor (χ 

=Ω4/Ω6) is used to characterize the stimulated emission in any host glass matrix. The 

reasonably higher values of spectroscopic quality factor  observed for the present glasses 

predicts efficient stimulated emission in the present glasses, and is comparable to the other  

glasses [27-32].  

                      To know the nature of bonding between the Sm3+ ions and the ligands, the 

nephelauxetic ratios and bonding parameters have been evaluated for all the ZnAlBiB glasses 

using the absorption spectral data. The nephelauxetic ration (β) is given by [33]  

β ൌ γ
γౘ

                     (1) 

            Where ߛ and ߛ are the energies (in cm-1) of the corresponding transitions in the complex 

and the free ion or aqua ion respectively. The value of β for all the observed transitions are 
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computed and their average value of ߚҧ is used to estimate the bonding parameter  ߜ   using 

the relation 

δ% ൌ ቂ൫ଵିβത൯
βത

ቃ ൈ 100                  (2) 

            The bonding will be covalent or ionic depending upon the positive or negative sign of  ߜ%.  

For the present glasses the ߜ value is found to be 0.1238, 0.1231, 0.1224 and 0.1219 for glass 

A to D respectively. The positive sign of ߜ observed for all the glasses indicates that Sm-O 

bond in these glasses is covalent.  

           3.4. Radiative properties and visible luminescence analysis 

                    The radiative properties such as radiative transition probability (A), total transition 

probability (AT), radiative lifetime (τR), branching ratio (βR) and integrated absorption cross-

section(σa) for the electric dipole transitions between an excited level to its lower lying levels 

of Sm3+ ions in ZnAlBiB glasses are theoretically predicted using the expressions given in 

our previous paper [22]. The total radiative transition probability (AT) for the excited states 

4G5/2, 6F11/2,6F9/2, 6F7/2, 6F5/2, 6F3/2 and 6F1/2 of Sm3+ in all the ZnAlBiB glasses are given in 

Table 4 along with radiative lifetimes (τR) and absorption cross-sections (σa). It is observed 

that the order of magnitude of AT parameter is 6F11/2>6F9/2>6F7/2>6F5/2>6F3/2>6F1/2. Among all 

the glasses studied, the glass D indicates higher radiative transition probabilities. Table 5 

gives the electric dipole line strength, radiative transition probabilities and predicted radiative 

branching ratios (βR) for certain excited states of Sm3+ ions in ZnAlBiB glasses. The 

magnitude of branching ratio (βR), characterizes the lasing power of an emission transition. It 

is well established that, an emission transition with branching ratio greater that 0.50 is more 

potential for laser emission. From Table 5, it can be seen that 4G5/2→6H7/2 transition has 
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higher branching ratios than the other transitions. Among all the glasses studies here, glass C 

and D are having higher branching ratios for the 6G5/2→6H7/2 transition.  

                     To record the luminescence spectra for the prepared glasses, it is necessary to know the 

excitation wavelengths of Sm3+ ions. For this purpose, we recorded the excitation spectra 

from 350-450 nm for all ZnAlBiB glasses by fixing the emission at 602 nm and are shown in 

Fig.3. Totally five excitation bands are observed in all the glasses at wavelengths 

approximately 361nm, 374nm, 402nm, 417nm and 436nm corresponding to transitions   

6H5/2→4D3/2,6P7/2,4F7/2,6P5/2 and 4G5/2 respectively. In general, the Sm3+ ion will exhibit 

several overlapped excitation bands in the spectral range 450 to 500 nm due to the closely 

spaced energy levels located at these wavelengths. For this reason we measured the Sm3+ 

excitation spectra from 350 to 450 nm by fixing the emission at 602 nm. The sharpness of the 

emission bands depends on the host matrix phonon energies. Sometimes, Stark splitting may 

cause broadening of these observed bands. It is well known that the wavelength 

corresponding to the intense excitation band can give intense emissions. Among all excitation 

bands, a band corresponding to the transition 6H5/2→4F7/2 at 402 nm is more intense and is 

used as an excitation wavelength to record the emission spectra for all ZnAlBiB glasses. 

Fig.4 shows the emission spectra of ZnAlBiB glasses at room temperature. The emission 

spectra consists of three peaks cantered at 566, 602 and 648 nm corresponds to the transitions 

4G5/2→6H5/2, 6H7/2 and 6H9/2 respectively. Among the three transitions, the transition 

4G5/2→6H7/2 is more intense when compared with the remaining two transitions. Upon 

excitation at 402 nm, the intense reddish-orange luminescence is observed even with naked 

eye from all these ZnAlBiB glasses. When Sm3+ ions are excited to any level above 4G5/2, a 

fast non-radiative decay takes place due to the closely spaced energy levels above 4G5/2. The 

excited Sm3+ ions thus reaching to 4G5/2 relax radiatively through 4G5/2 transition. The large 

energy separation (~ 7600 cm-1) between 4G5/2 emission level and its lower lying 6F11/2 state 
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prevents the possibility of multiphonon relaxation. The partial energy level diagram shown in 

Fig. 5 describes the emission mechanism involved in ZnAlBiB glasses along with the 

prominent cross relaxation channel from 4G5/2 level.  

                        To understand the Sm3+ luminescence in the glasses under study, the JO theory has 

been applied  [34,35] to determine the stimulated emission cross-section (σe) for the emission 

transitions 4G5/2→6H5/2, 6H7/2, and 6H9/2 using the relevant expression given in our previous 

paper [22] and are documented in Table 6 along with gain bandwidth and optical gain. The 

experimental branching ratio (βexp) are obtained by using relative intensities of the individual 

peaks to that of the total intensity of emission peaks and are given in Table 6. The variation in 

calculated (Table 5) and experimental branching ratios may be attributed to the non radiative 

contributions from the 4G5/2 level of Sm3+ ions in these glasses. The value of stimulated 

emission cross-section has been used to identify the potential laser transition of rare earth 

ions in glasses. A good laser transition can have a larger stimulated emission cross-section. 

The stimulated emission cross-section value is higher for the 6G5/2→6H7/2 transition among all 

the emission transitions for the present glasses. The higher stimulated emission cross-section 

value is an attractive feature for low threshold, higher gain laser applications, which are used 

to obtain continuous wave (CW) laser action [30]. A glass material doped with RE ions can 

act as a good optical amplifier, if gain bandwidth (σe x Δλp) and optical gain (σe x τR) 

parameters are relatively high. From Table 6, it can be observed that the reasonably higher 

values of these parameters for 6G5/2→6H7/2 transition suggests that ZnAlBiB glasses are 

suitable for reddish-orange optical amplification applications.           

           3.5. Decay curve analysis and quantum efficiencies 

                      The luminescence decay curves of the 4G5/2 fluorescent level of Sm3+ doped ZnAlBiB 

glasses have been measured at room temperature and are shown in Fig. 6. All the measured 
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decay curves are single exponential in nature. The measured lifetime (τm) of the 4G5/2 excited 

level has been found by taking the first e-fold times of the decay curves [33]. The measured 

lifetimes are found to be 1851, 1366,2133 and 1977μs for glass A, B, C and D respectively. 

The radiative lifetimes (τR) obtained for the present glasses are 2854, 2815, 2447 and 2405μs 

for glass A, B, C and D respectively. The measured lifetimes are significantly smaller than 

the radiative lifetimes evaluated by using JO theory may be due to the energy transfer 

through cross relaxation, but not due to multi-phonon relaxation because the energy gap 

existing between 4G5/2 energy level to its next lower level 6F11/2 is very large (7600 cm-1). In 

such case the non-radiative decay rate, WNR is given by  

 

               (3) 

 

           The WNR  (s-1) for the 4G5/2 level is found to be 190, 376, 60 and 90 for glass A to glass D 

respectively. The high magnitudes of non-radiative decay rates are due to difference between 

the experimental and radiative lifetimes. For direct excitation, the luminous quantum 

efficiency is defined as the ratio of the emitted light to the absorbed pump intensity. For a 

rare-earth ion, it is equal to the ratio for the measured lifetime (τm) to the radiative lifetime 

(τR) and is an important parameter to predict the laser host material [36].   

                                                             η=  τౣ
τR

 x 100          (4) 

            The quantum efficiency (η) depends on emission cross-section, radiative transition 

probabilities, lifetimes of the excited states, concentration of rare-earth ions and ligand field 
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produced by network modifiers. The radiative lifetimes (τR), measured lifetimes (τm), 

quantum efficiencies (η) and non-radiative relaxation rates (WNR) for 4G5/2→6H7/2 transition 

of Sm3+ ions are given in Table 7 along with the values reported for other 

glasses[16,25,37,38].  

 

4.Conclusions 

         Zinc Alumino Bismuth Borate glasses with good optical quality at different 

compositions were prepared by melt quenching technique with 1 mol% of Sm3+ ions. The 

covalent character of Sm3+ ions with its surrounding ligands have been confirmed through 

optical spectra. The room temperature absorption and emission spectra of Sm3+ ions doped 

ZnAlBiB glasses were recorded and analysed using the Judd-Ofelt theory.  The reasonably 

small rms deviations observed between the measured and calculated oscillator strengths 

indicates the accuracy of JO parameters. From the evaluated JO parameters, the radiative 

properties such as transition probability, radiative lifetimes, branching ratio’s and integrated 

absorption cross-sections were calculated for various fluorescent levels of Sm3+ ions and are 

found to be comparable with other reported values. The room temperature emission spectra 

recorded for all the glasses show two intense emissions one at orange region (4G5/2→6H7/2) 

and the other one at red region (4G5/2→6H9/2). Based on the visible emission spectra, the large 

stimulated emission cross-section and high branching ratio’s observed for4G5/2→6H7/2 

transition for all the glasses, suggest the utility of these materials as lasing materials. 

Quantum efficiency (η),an another important parameter to characterize the materials is also 

evaluated by measuring the experimental lifetimes (τm) of  4G5/2  level and  combining  them 

with the radiative lifetimes (τR) measured from JO theory. Based on the physical, optical 

properties, strong visible emissions, large stimulated emission cross-sections, high branching 
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ratios and good quantum efficiencies, it is concluded that ZnAlBiB glasses are suitable 

luminescent materials for the development of laser and photonic device operating in visible 

region.  
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Table 1  

Various physical properties of Sm
3+ 

- doped Zinc Aluminium Bismuth Borate (ZnAlBiB) 

glasses. 

 

 

 

 

 

 

 

 

Physical property Glass A Glass B Glass C Glass D 

Refractive index (nd) 1.803 1.801 1.799 1.797 

Density d(g/cc) 3.5475 3.794 4.0405 4.287 

Average molecular weight, (g) 96.6 114.8 133.09 151.2 

Sm
3+

 ion concentration, N(x10
20

 ions/cm
3
) 4.418 3.977 3.657 3.413 

Mean atomic volume  (g/cm
3
/atom) 6.195 6.882 7.486 8.020 

Dielectric constant, ( ) 3.250 3.243 3.236 3.229 

Optical dielectric constant  2.250 2.243 2.236 2.229 

Reflection losses (%) 8.207 8.117 8.148 8.119 

Molar refraction  11.686 12.957 14.068 15.045 

Polaron radius  1.160 1.200 1.235 1.260 

Interionic distance  2.880 2.980 3.064 3.140 

Molecular electronic polarizability, αe (X10
-24

cm
3
) 2.320 2.570 2.787 2.990 

Field strength ,F (X 10
16

cm
-2

) 2.230 2.080 1.966 1.880 

Optical basicity  0.674 0.664 0.654 0.644 

Table



 

Table 2 

Measured (fexpX 10
-6

) and calculated (fcalX 10
-6

) oscillator strengths of Sm
3+ 

doped ZnAlBiB 

glasses. 

 

Transitions 

from 
4
I9/2 

Glass A Glass B Glass C Glass D 

fexp fcal fexp fcal fexp fcal fexp fcal 

6
F9/2 2.7046 2.5378 2.61 2.872 3.318 3.832 3.451 4.024 

6
F7/2 3.3878 3.5050 4.10 3.923 5.416 5.052 5.755 5.380 

6
F5/2 1.2665 1.4927 1.363 1.537 1.383 1.643 1.643 1.787 

6
F3/2 1.4424 0.9156 1.037 0.824 1.117 0.873 0.808 0.821 

6
H15/2 0.0440 0.0215 0.689 0.025 0.165 0.034 0.032 0.036 

6
F1/2 0.0160 0.3404 0.064 0.187 0.055 0.188 0.0510 0.023 

δrms(x10
-6

) ± 0.282 ± 0.324 ± 0.305 ± 0.293 

 

 

 

 

 

 

 

 

 

 

 

 



 

 

Table  3
 

Judd-Ofelt parameters (x10
-20

 cm
2
), trends of Ωλ parameters and spectroscopic quality factor       

(χ = Ω4/ Ω6) of the Sm
3+

 doped ZnAlBiB glasses and reported Sm
3+

 glasses. 

 

Glass 

Composition 

J O Parameters Trend χ = Ω4/ 

Ω6 

References  

Ω2 Ω4 Ω6 

Glass A 1.029 2.511 2.866 
 

0.876 Present Work 

Glass B 0.553 2.655 3.260 
 

0.812 Present Work 

Glass C 0.557 2.839 4.401 
 

0.645 Present Work 

Glass D 0.067 3.162 4.610 
 

0.686 Present Work 

SPG12 1.47 2.0 3.09 
 

0.647 [27] 

KZnBS(Set A) 0.180 11.37 11.45 
 

0.99 [28] 

KZnBS(Set B) 0.930 10.97 11.41 
 

0.96 [28] 

NaZnBS 0.550 9.680 9.770 
 

0.99 [28] 

B0TS 0.200 3.478 3.023 
 

1.15 [29] 

B1TS 0.460 3.435 2.327 
 

1.47 [29] 

B2TS 0.370 3.273 2.312 
 

1.41 [29] 

B3TS 0.372 2.980 1.867 
 

1.59 [29] 

B4TS 0.066 2.819 1.362 
 

1.78 [29] 

Phosphate  4.310 4.280 5.780 
 

0.74 [30] 

LCN Borate 0.84 4.00 5.02 
 

0.80 [31] 

 



 

 

 

 

 

Table 4 

 

Total radiative transition probabilities (AT) (s
-1

), radiative lifetimes (τR) (µs) and absorption cross 

section (σa) for fluorescent levels of Sm
3+ 

doped ZnAlBiB glasses  

 

Level Glass A   Glass B   Glass C   Glass D  

AT τR σa  AT τR σa  AT τR σa  AT τR σa 

4
G5/2 350.3 2854 0.804  355.17 2815 0.636  408.64 2447 0.728  415.75 2405 0.736 

6
F11/2 1285.7 777 4.338  1413.2 707 1.21  1816.3 550 4.32  1895.8 527 2.881 

6
F9/2 1084.3 922 2.823  1178.3 848 3.41  1490.7 670 1.999  1554.4 643 2.326 

6
F7/2 785.43 1273 3.362  834.49 1198 3.736  1029.8 971 3.691  1067.7 936 2.975 

6
F5/2 532.37 1878 3.238  542.00 1844 3.438  645.01 1550 2.982  656.16 1524 3.148 

6
F3/2 388.93 2571 4.19  370.63 2698 2.741  423.52 2361 2.055  411.64 2429 3.14 

6
F1/2 317.55 3149 1.406  281.52 3552 1.667  310.12 3224 2.107  281.84 3548 2.194 

 

 

 

 

 

 

 

 

 

 

 

 

 

 



 

 

 

 

 

 

 

Table  5 

 

Electric dipole line strength (Sedx10
-22

cm
2
), radiative transition probabilities (AR ) (s

-1
), radiative 

branching ratio (βR) and total radiative transition probability (AT) ( s
-1

) for Sm
3+ 

doped ZnAlBiB 

glasses 

 

Transition Glass A  Glass B  Glass C  Glass D 

Sed AR βR  Sed AR βR  Sed AR βR  Sed AR βR 

4
G5/2 →

6
H5/2 0.17 29.36 0.0838  0.17 29.10 0.0819  0.18 29.40 0.0719  0.19 29.51 0.0710 

4
G5/2 →

6
H7/2 4.71 163.7 0.4674  5.18 177.5 0.4999  6.35 212.6 0.5204  6.81 225.8 0.5432 

4
G5/2 →

6
H9/2 3.42 83.27 0.2377  3.07 74.26 0.2091  3.42 82.65 0.2022  3.13 75.34 0.1812 

 AT = 350.357  AT = 355.178  AT =  408.648  AT = 415.758 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 



 

 

Table 6 

Emission peak wavelength (λP)(nm),  effective band widths(ΔλP)(nm),  branching ratio (βexp), 

stimulated emission cross-sections (σse)(x 10
-22

) (cm
2
) , gain band width (σsex ΔλP)(x10

-28
) (cm

3
)  

and optical gain (σsexτR )(x10
-25

cm
2

S) for the emission transitions of Sm
3+ 

doped ZnAlBiB 

glasses 

 

Transition Parameters Glass A Glass B Glass C Glass D 

4
G5/2 →

6
H5/2 λP 561.31 565.59 565.59 565.86 

 ΔλP 10.638 9.2592 9.2592 10.294 

 βexp 0.223 0.211 0.216 0.227 

 σse 1.12 1.32 1.33 1.21 

 σsex ΔλP 1.19 1.22 1.23 1.24 

 σsexτR 3.19 3.70 3.26 2.90 

4
G5/2 →

6
H7/2 λP 601.35 601.36 601.36 601.36 

 ΔλP 12.765 11.111 11.111 11.029 

 βexp 0.545 0.531 0.537 0.558 

 σse 6.85 8.55 11.3 11.0 

 σsex ΔλP 8.74 9.50 11.4 12.1 

 σsexτR 19.5 24.1 27.7 26.2 

4
G5/2 →

6
H9/2 λP 647.65 647.62 647.62 647.67 

 ΔλP 12.765 12.962 12.962 12.499 

 βexp 0.213 0.198 0.209 0.216 

 σse 4.68 4.12 4.60 4.36 

 σsex ΔλP 5.98 5.34 5.96 5.45 



 

 σsexτR 13.4 11.6 11.3 10.5 

 

 

Table 7 

Radiative lifetimes (τR) (μs), measured lifetimes ( τm) (μs), quantum efficiency (η) and Non 

radiative relaxation rate(WNR)(μs) for Sm
3+

 doped ZnAlBiB glasses. 

Host τm τR η (%) WNR Reference 

Glass A 1851 2854 64 190 Present glass 

Glass B 1366 2815 46 376 Present glass 

Glass C 2133 2447 87 60 Present glass 

Glass D 1977 2405 82 90 Present glass 

TMZNB 450 1900 24 1695 [16] 

TCZNB 520 2180 27 1411 [16] 

TSNB 770 1850 46 758 [16] 

B4TS  1888 3936 48 276 [29] 

N5BS 2175 2852 76 109 [38] 

LGT10 795 1550 51 613 [39] 

 



 

 

 

 

Fig 1.  XRD spectrum for undoped ZnAlBiB glass 

Figure



1100 1200 1300 1400 1500 1600 1700 1800 1900

0.60

0.65

0.70

0.75

0.80

0.85

0.90

0.95

6
F

3/2

6
F

1/2

6
H

15/2

6
F

5/2
6
F

9/2

A
b

s
rb

a
n

c
e

 (
a

rb
. 

u
n

it
s

)

wavelength (nm)

GLASS A
6
F

7/2

 

 

 

Fig  2.  Absorption spectra of Sm
3+

 : ZnAlBiB glass 
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Fig 3. Excitation spectra of Sm
3+

: ZnAlBiB glasses 
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Fig 4. Emission spectra of Sm
3+

 : ZnAlBiB glasses. 
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Fig 5.  Energy levels depicting the various lasing transitions of Sm
3+

 ions. The main cross 

relaxation channel for 
4
G5/2 level is also shown separately.  
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Fig  6.  Decay profiles of 
4
G5/2 level for same concentrations of Sm

3+
 ion in ZnAlBiB   glasses. 

 

 

 

 

 

 



Visible red, NIR and Mid-IR emission studies of Ho3+ doped Zinc Alumino
Bismuth Borate glasses

Sk. Mahamuda a, K. Swapna a, P. Packiyaraj c, A. Srinivasa Rao a,b,⇑, G. Vijaya Prakash c

a Department of Physics, KL University, Green Fields, Vaddeswaram 522 502, Guntur (Dt), AP, India
b Department of Applied Physics, Delhi Technological University, New Delhi 110 042, India
c Nanophotonics Laboratory, Department of Physics, Indian Institute of Technology – Delhi, New Delhi 110 016, India

a r t i c l e i n f o

Article history:
Received 8 August 2013
Received in revised form 21 September 2013
Accepted 23 September 2013
Available online xxxx

Keywords:
Glasses
Holmium
JO parameters
Radiative properties
Emission cross-section
Optical gain

a b s t r a c t

Zinc Alumino Bismuth Borate (ZnAlBiB) glasses doped with different concentrations of Holmium were
prepared by conventional melt quenching technique. The glassy nature of these glasses has been con-
firmed through the XRD spectral measurements. The FTIR spectra recorded for undoped glass revealed
the information related to the functional groups involved in the host glass. Optical absorption, excitation
and photoluminescence spectra of these glasses have been recorded at room temperature. The Judd–Ofelt
theory has been applied successfully to characterize the absorption spectra of the ZnAlBiB glasses. From
this theory various radiative properties such as radiative transition probability (AR), radiative lifetimes
(sR), branching ratios (bR) and spectroscopic quality factor (v) for the prominent emission levels
5F5 ?

5I7, 5F5 ?
5I8 and 5I7 ?

5I8 have been evaluated. The photoluminescence spectra revealed the
quenching of luminescence intensity beyond 1.0 mol% of Ho3+ ion concentration in ZnAlBiB glasses. To
investigate the lasing potentiality of 5F5 ?

5I7, 5F5 ?
5I8 and 5I7 ?

5I8 transitions, the effective band width
(Dkp) and the stimulated emission cross-section (rse) were determined. The CIE chromaticity co-ordi-
nates were also evaluated from the emission spectra for all the glasses to understand the suitability of
these materials for visible red laser emission in principle.

� 2013 Published by Elsevier B.V.

1. Introduction

Rare earth doped glasses based on the radiative transitions from
the intra 4f shell energy levels of rare earth ions have been success-
fully utilized as an active media for solid state lasers operating in
the visible to infrared (IR) spectral ranges, fiber lasers, optical
amplifiers due to their wide applications in laser remote sensing,
tele-communications, atmosphere transmissions, Raman laser,
amplifiers, optical parametric oscillators, eye-safe LIDAR and bio-
medical applications [1–5]. The main advantage of glasses is, it is
easy to produce large homogeneous pieces having low non-linear
refractive indices with large doping concentration. Among all the
glasses, oxide glasses are more stable and harder [6]. The rela-
tion-ship between local structure and fluorescence properties of
oxide glasses containing rare earth ions have been investigated
widely to make new laser glasses and phosphors. The optical prop-
erties of rare earth ions are strongly influenced by the ligand field
surrounding them and on phonon energies of the host glass. In
general a host glass with low phonon energies can give high quan-

tum efficiencies which are useful to design lasers and optical fibers
[7]. Among all the oxide glasses, borate glasses (B2O3) have several
advantages over conventional silicate and phosphate glasses such
as high transparency, low melting point, high thermal stability
and good rare earth ion solubility [8,9]. However these glasses can-
not acts as good laser hosts due to their high phonon energies
(�1300 cm�1). Such high phonon energies possesses by the borate
glasses can be reduced by adding heavy metal oxides like Bi2O3 to
give high quantum efficiencies. The glasses based on the heavy me-
tal oxides have linear (>2) and non-linear (up to 102 times that of
silicate glasses) refractive index and a broad transparence range
from the visible up to the mid infrared (0.4 < k < 8 lm) [10–12].
The broad transparence range in the mid infrared is related to
the lowest phonon energy among all the oxide glasses [13]. All
these properties make heavy metal oxide glasses very attractive
for photonic applications such as optical wave guides in the 2.5–
3.0 lm range and more efficient gain or non-linear optical devices
[10–12]. The glasses based on ZnO have attracted many research-
ers because of its optical, electrical and magnetic properties in
combination with its non-toxicity, non-hygroscopic nature. The
glasses containing ZnO have also been used in the development
of opto-electronic devices, solar energy converters, UV lasers and
gas sensors [14]. The presence of Al2O3 in oxide glasses enhances
the mechanical strength, gives greater chemical durability, lowers

0925-3467/$ - see front matter � 2013 Published by Elsevier B.V.
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the coefficient of thermal expansion and increases freedom from
devitrification.

Among various rare earth ions, Ho3+ ions in glasses can emit
bands in the ultra violet, visible, near infrared and mid infrared
regions at �2 lm [15,16]. In recent years, the lasers emitting light
at mid infrared region are widely used in the areas of laser ranger
finders, LIDAR devices and remote sensing because of their ‘eye
safe’ characteristics. The lasers of wavelength around 2 lm can
be absorbed strongly by OH� and the heating effects generated
can make the body tissues concreted, carbonized and vaporized.
They can be used for operation with less skin being damaged, less
bleeding and less pollution than using the metal bistouries. The
mid infrared laser sources also find application in atmospheric
sensing of environmentally important gases such as methane,
nitrogen dioxide, carbon dioxide, carbon monoxide, on-line mon-
itoring of exhaust gas pollution by industrial plants, vehicles and
jet engines. The other possible applications include optical radar,
e.g., collision avoiding radar, ammonia and water vapour sensing
in agriculture, molecular spectroscopy and point-to-point atmo-
spheric communication. Holmium doped lasers operating in mid
infrared region at around 2 lm are quite suitable for the above
said applications when compared with the other rare-earth ions
operating in the same region. Most of the commercially available
lasers operate in the visible to near infrared spectrum from 0.4 to
1.4 lm. This wavelength band usually called as the retinal hazard
region because the laser light might cause damage to the retina
resulting in a blind spot in the fovea. The laser light outside the
retinal hazard region, the ultraviolet between 0.29 and 0.40 lm
or mid to far infrared between 1.40 and 10.60 lm spectrum will
not focus on the retina. Erbium doped lasers can generate outputs
at 1.55, 1.65, 2.7 and 3.46 lm, but the performance is not very
impressive in terms of efficiency or energy output [17]. Thulium
doped lasers operating in the wavelength of 1.9 lm have also
been available commercially with output power 100 watt. How-
ever, the lower stimulated emission cross-section is unfavorable
for the energy extraction of Q-switched oscillator and pulsed
amplifiers. This drawback restricts their applications in LIDAR
and remote sensing. On the other hand Holmium doped lasers
have large stimulated emission cross-section and is good for the
energy extraction of Q-switch oscillator and pulse amplifier. The
Holmium ions are most important active ions for lasers because
of their favorable energy level structure. It is well known that
Ho3+ ion has 5I8 ground state and 5I7, 5I6, 5I5 and 5I4 as lower lying
excited states at about 5100, 8600, 11,200 and 13,200 cm�1

respectively. Most of these states are Meta-stable and are suitable
for lasing action at 0.55 and 2.0 lm wavelengths [18–20] which
are useful for the development of visible and mid infrared solid
state lasers respectively. In addition to that, the Ho3+ ion provides
eye-safe potential laser emission even at room temperature (RT)
with a low threshold action that has attractive applications in
atmospheric communication systems [21].

In the present investigation, we have analyzed the spectro-
scopic properties of different concentrations of Ho3+ doped Zinc
Alumino Bismuth Borate (ZnAlBiB) glasses to study the suitability
of these glasses for solid state laser devices and optical fiber
amplifiers.

2. Experimental techniques

The glass samples used in the present work were prepared by
conventional melt quenching technique with the following
compositions.

Glass A : 20ZnO� 10Al2O3 � 9:9Bi2O3 � 60B2O3 � 0:1Ho2O3

Glass B : 20ZnO� 10Al2O3 � 9:5Bi2O3 � 60B2O3 � 0:5Ho2O3

Glass C : 20ZnO� 10Al2O3 � 9:0Bi2O3 � 60B2O3 � 1:0Ho2O3

Glass D : 20ZnO� 10Al2O3 � 8:5Bi2O3 � 60B2O3 � 1:5Ho2O3

Glass E : 20ZnO� 10Al2O3 � 8:0Bi2O3 � 60B2O3 � 2:0Ho2O3

Glass F : 20ZnO� 10Al2O3 � 7:5Bi2O3 � 60B2O3 � 2:5Ho2O3

Appropriate amounts of analytical reagents ZnO, Al2O3, Bi2O3,
B2O3 and Ho2O3 were used as starting materials. About 10 g of
batch compositions were crushed in an agate mortar to obtain
homogeneous mixture. The homogeneous mixture was then taken
into an alumina crucible and heated to 1200 �C for 50 min in an
electric furnace. The melt was thoroughly shaken at 5 min interval
in order to ensure homogeneity. The resultant bubble free melt
was then poured into a brass mould and subsequently annealed
at 400 �C for 4 h to remove thermal strains. After annealing, they
were optically polished before measuring their optical properties.

The refractive indices of glass samples were measured at
k = 650 nm (He–Ne laser) by using Brewster’s method with an
accuracy ±0.01. By classical Archimedes principle, the densities
were determined with water as an immersion liquid with an accu-
racy ±0.01. The FTIR spectrum for an undoped ZnAlBiB glass has
been recorded with a spectral resolution of 4 cm�1 using Perkin–
Elmer Spectrum II FTIR spectrophotometer in the wave number
range 400–4000 cm�1 following KBr Pellet technique to identify
the presence of functional groups. The optical absorption spectra
of the glasses were recorded using a double beam JASCO V-670
UV–vis–NIR spectrophotometer in the wavelength range 350–
2500 nm with a spectral resolution of 0.1 nm. The photolumines-
cence emission and excitation spectra for all these glasses were
recorded at room temperature using Schimadzu RF-5301 PC Spec-
trofluorophotometer. The time-resolved photoluminescence (PL)
measurements were carried out using home-built setups with
980 nm (CW laser) laser as an excitation source with 1 W power.
The emission from sample was coupled into a monochromator
(ANDOR SR-500i-B2) coupled to InGaAs detector through the
appropriate lenses and filters.

3. Results and discussion

3.1. XRD spectral analysis

In order to check the amorphous nature of the prepared glasses,
the XRD spectral measurement were taken for an undoped ZnAlBiB
glass using XPERT-PRO diffractometer with Cu Ka radiation
(k = 1.54�A) in the 2h angle range 5–70� with step size 0.02� s�1

and is shown in Fig. 1. The XRD spectrum shows a broad hump
which is the characteristic of an amorphous material. Hence the
prepared ZnAlBiB glasses have amorphous nature.

3.2. Physical properties

From the estimated values of density and refractive index, var-
ious other physical properties were calculated by using the rele-
vant expressions available in literature [22] and are given in
Table 1. From Table 1 it is observed that, the trend of inter atomic
distance in the prepared glasses show a decrease of the available
volume per atom. This implies that the atoms are more tightly
packed as the Ho3+ ion concentration increases in the glass. The
molar refraction is considered as the sum of the contributions of
the cationic refraction and oxygen ionic refraction and it is related
to the structure of the glass which measures the bonding condition
in the glass. The low field strength values observed for the present
glasses indicate the high solubility of rare earth ions in the glass.
Molecular electronic polarizability is related to many macro and
microscopic physical and chemical properties such as optical UV
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absorption, ionic refraction, dielectric properties and chemical sta-
bility. From Table 1, it is also observed that these glasses possess
low molecular electronic polarizability which makes them more
stable. The optical basicity of the oxide medium is the average elec-
tron donor power of all the oxide atoms comprising the medium.
Increasing values of optical basicity results in increasing negative
charge on the oxygen atom and thus increasing covalency in the
cation–oxygen bonding.

3.3. FTIR spectral analysis

The FTIR spectrum of undoped ZnAlBiB glass in the region
400–4000 cm�1 is shown in Fig. 2. Fig. 2 shows the Characteristic
IR absorption band at 3444 cm�1, which is attributed to the funda-
mental vibrations of OH� group. It is well known that the presence
of OH� content increases the non-radiative losses and then de-
creases the quantum efficiency of rare earth doped materials. From
Fig. 2 it is observed that, the low intensity of OH band indicates
that the ZnAlBiB glasses possess low OH content. The coefficient
of OH� vibration (aOH) at 3000 cm�1 is used as a measure of the
OH� content [23]. In a glassy material, the content of OH� has been
estimated using the equation, aOH ¼ ln To

TD

� �
=l here To is the highest

transmission, TD is the transmission of the glass at 3000 cm�1 and l
is the thickness of the glass sample. For ZnAlBiB host glass, the OH�

content is estimated as 65.48 (2.18 cm�1), which is found to be
smaller than LBTAF (123.00 ppm) [24], GeS2 (175.5 ppm) [25]

and LHG-8L (128 ppm) glasses [26]. Relatively less content of
OH� in these glasses indicates that these glasses are quite suitable
for efficient lasers with less non-radiative loss.

The peak identified at 2937 cm–1 is attributed to hydrogen
bonding. The absorption peaks in the FTIR spectra can be divided
into three main groups in the ranges 1600–1200 cm�1,
1200–800 cm�1 and 700–400 cm�1 corresponding to the asym-
metric stretching relaxation of the BAO bond stretching of trigonal
BO3 units, BAO stretching of the BO4 units and BAOAB linkages or
vibrational modes of network modifier, respectively. The absence
of the absorption band at 806 cm�1 is the characteristic peak of
boroxyl ring which indicates that, there is no boroxyl ring forma-
tion in the prepared glasses [27]. The absorption band appears
around 1389 cm�1 is due to asymmetric stretching vibrations of
BAO and BAO� bond in trigonal BO3 units. The IR absorption peaks
around 1200–1400 cm�1 are characteristic of @BAOABB linkage
with one of the boron in tetrahedral coordination [28]. Hence in
the present series of glasses there is a growth of BO4 tetrahedral
units at the expense of triangular BO3 units. The presence of peaks
in the group 1017–1100 cm�1 corresponds to presence of tri, tetra,
penta borate and diborate groups belonging to BO4 groups. At the
same time the glass structure also contains varying amounts of
penta, meta, pyroborate units (peaks around 1374–1562 cm�1) of
BO3 groups [29]. The peaks 618–650 cm�1 may be assigned to
BiAO bending vibrations in BiO6 units [30,31]. The band assign-
ments for FTIR spectrum are given in Table 2.
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Fig. 2. FTIR spectrum of an undoped ZnAlBiB glass.

Table 1
Various physical properties of Ho3+ doped ZnAlBiB glasses.

Physical properties Glass A Glass B Glass C Glass D Glass E Glass F

Refractive index (nd) 1.8190 1.8170 1.8150 1.8130 1.8110 1.8090
Density, d (g/cm3) 3.9365 3.9345 3.9321 3.9296 3.9272 3.9247
Average molecular weight, �M (g) 114.75 114.40 113.96 113.52 113.08 112.64
Ho3+ ion concentration N (�1022 ions/cm3) 0.2070 1.0400 2.0800 3.1300 4.1800 5.2500
Mean atomic volume (g/cm3/atom) 6.6252 6.6082 6.5868 6.5655 6.5441 6.5227
Optical dielectric constant (pot/op) 3.3087 3.3014 3.2942 3.2869 3.2797 3.2724
Dielectric constant (e) 2.3087 2.3014 2.2942 2.2869 2.2797 2.2724
Reflection losses (R%) 0.0844 0.0841 0.0838 0.0835 0.0832 0.0829
Molar refraction (Rm) (cm�3) 12.677 12.622 12.559 12.496 12.432 12.369
Polaron radius (rp) (Å) 3.2100 1.8800 1.4900 1.3000 1.1800 1.1000
Inter-atomic distance (ri) (Å) 7.9800 4.6600 3.7000 3.2300 2.9300 2.7200
Molecular electronic polarizability a (�10�23 cm3) 5.0200 0.9970 0.4980 0.3300 0.2470 0.1960
Field strength F (�1015 cm�2) 2.9000 8.5100 13.500 17.700 21.500 25.000
Optical basicity (Dth) 0.438 0.44 0.442 0.444 0.446 0.448
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Fig. 1. XRD spectrum of an undoped ZnAlBiB glass.
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3.4. Absorption spectral analysis

The absorption spectra of 1 mol% of Ho3+ doped ZnAlBiB glass
(Glass C) in UV–vis and NIR regions are shown in Fig. 3a. The
assignments of the absorption bands originating from the ground
level 5I8 to various excited levels within the 4f shell are also shown
in Fig. 3a. The absorption spectra contains twelve bands and are as-
signed to the transitions 5I8 ? 5I7, 5I6, 5F5, 5S2 + 5F4, 5F3, 5F2, 3K8, 5G6,
(5G, 3G)5, 5G4, 3K7 and 3H6. The identification and assignment of en-
ergy levels are made as per the procedure outlined by Carnall et al.
[32]. The observed band positions (cm�1) and bonding parameters
(b and d) of Ho3+ doped ZnAlBiB glasses are given in Table 3. The
bonding parameters (�b, d) for all Ho3+ doped glasses have been cal-
culated using the expressions given in our previous paper [22].
From Table 3 it is observed that, for the present glasses, the bond-
ing parameter is negative i.e., the prepared glasses possess ionic
nature and the ionic nature decreases gradually as the Ho3+ ion
concentration increases.

From Fig. 3a it is observed that the absorption bands 5I8 ?
3H6

(360 nm), 5I8 ? (5G, 3G)5 (417 nm), 5I8 ? 5G6 (451 nm),
5I8 ? 5S2 + 5F4 (537 nm) and 5I8 ? 5F5 (642 nm) are relatively in-
tense and sharp than the other transitions. The bands correspond-
ing to 5I8 ? 3K7 (381 nm), 5I8 ? 5G4 (387 nm), 5I8 ?

3K8 (467 nm),
5I8 ? 5F2 (473 nm), 5I8 ?

5F3 (484 nm) are found to be very weak
while the bands due to the 5I8 ? 5I6 (1150 nm) and 5I8 ? 5I7

(1944 nm) are weak and broad. In majority of the rare earth ions,
the absorption transitions are induced electric dipole in nature
and magnetic dipole contribution is negligible. But in case of
Ho3+ ion, the transition 5I8 ?

5I7 (1944 nm) contains some mag-
netic dipole contribution [20].

The analysis of the absorption spectra can also provide insights
on the local structure of the rare earth ions. Fig. 3b shows the
ground state absorption transition 5I8 ? 5I7 (1944 nm) in different
concentrations of Ho3+ doped ZnAlBiB glasses. From this figure, it is
observed that the band width of the absorption decreased sharply
when the Ho3+ concentration increases in the present glasses. The
strongest band in each absorption spectrum was used to obtain the
values of the FWHM intensity. From Fig. 3b, it is observed that
FWHM values decreased with the increase of Ho3+ concentration.
Spectral line widths of optical transitions in rare earth ions embed-
ded in materials mainly depend on two factors. The first contribu-
tion is due to the temperature dependent lattice vibration referred
to as the homogeneous broadening and it is common for both
amorphous and crystalline material. The second feature, inhomo-
geneous broadening which is pronounced in non-crystalline mate-
rials and it further increases the spectral line width. It is resulted
from the site to site variation of the ligand field surrounding rare
earth ions. The decrease in FWHM values in Fig. 3b was attributed
to the decrease in the homogeneous broadening with the increase
in Ho3+ concentration. This decrease was unusual since the site-to-
site variation was expected to increase as the concentration of the
rare earth ions increased [33,34].

The experimental oscillator strengths (fexp) of the absorption
transitions originating from the ground level of a rare earth ions
have been evaluated by measuring the integrated areas under
the absorption bands from the absorption spectrum by using the
expression given in Ref. [14]. The J–O theory [35,36] has been ap-
plied to the experimentally evaluated oscillator strengths to find
the J–O intensity parameters Xk (k = 2, 4 and 6) by the least square
fit analysis. The J–O parameters thus evaluated are used to calcu-
late oscillator strength (fcal) and such calculated oscillator
strengths are given in Table 4 along with experimental oscillator
strengths. The quality of the fit is measured by root mean square
deviation (drms) between the experimental and calculated oscillator
strengths by using the following expression given in Ref. [37]. The
values of such r.m.s deviation are given in Table 4. From Table 4 it
is observed that, the changes in the oscillator strengths within a
relatively small compositional range are the direct evidence of
the large and abrupt modification in the local structure surround-
ing Ho3+ ions.

Among the various absorption transitions of the Ho3+ ion, the
5I8 ? 5G6 (451 nm) is known as hypersensitive transition [38].
They are very sensitive to the host environment of the rare earth
ion and these transitions obey the selection rules |DS| = 0,
|DL| 6 2, |DJ| 6 2. Among the electric dipole transitions, the hyper-
sensitive transitions possess large value of kU2k2 matrix element.
The hypersensitivity arises mainly due to the inhomogeneity
around the rare earth ions and in turn associated with the magni-
tude of X2 parameter. The higher the X2 parameter the greater will
be the hypersensitivity. In the present investigation, the
5I8 ? 5G6 + 5F1 transition centered at 451 nm has higher intensity
when compared to the other transitions (Table 4).

The Xk parameters thus evaluated for different concentra-
tions of Ho3+ doped ZnAlBiB glasses (Glass A to Glass F) are
compared with other Ho3+ doped hosts in Table 5 [39–46,19].
The J–O intensity parameters Xk (k = 2, 4 and 6) for the present
glasses follow trend X2 > X4 > X6 which is similar to the trends
observed in lead phosphate [39], Nb2O5, La2O3, Ta2O3 [40],
phosphate (Na based) [41], oxy fluoride tellurite [42], oxy fluo-
ride (Si based) [43], Ba–Al–Ge [44], Na4AlZnP3O12 [45] glasses
where as the dissimilar trends have been noticed in other
Ho3+ systems such as fluorophosphate [46] and PbO–Al2O3–
B2O3 [19].

It is well known fact that the magnitude of J–O intensity param-
eters is related to the physical and chemical properties such as vis-
cosity and covalent character of the chemical bonds. In general X2

Table 2
Band positions (cm�1) of FTIR spectra of an undoped ZnAlBiB glass.

Band positions
(cm�1)

Assignments

3444 OH stretching vibrations
2937 Hydrogen bonding
1389 BAO stretching containing planar 6 membered borate

groups
1024 BAO bonds stretching vibrations in BO4 units

907 Progressive change of boron coordination number from
BO3 to BO4 units

679 BiO3 and BiO6 group vibrations
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Fig. 3a. Absorption spectrum of 1 mol% of Ho3+ doped ZnAlBiB glass (Glass C) in
UV–vis–NIR region.

4 Sk. Mahamuda et al. / Optical Materials xxx (2013) xxx–xxx

Please cite this article in press as: S. Mahamuda et al., Opt. Mater. (2013), http://dx.doi.org/10.1016/j.optmat.2013.09.023



values for the rare earth ions in glasses are intermediate between
crystalline oxides and chelating ligands [47]. In glasses, the rare
earth ions are randomly distributed over nonequivalent sites with
a wide distribution in the crystal fields. In such cases, a distribution
of large number of rare earth ions occupying sites with non-centro-
metric potential will contribute significant changes in the X2 value
[48]. The large X2 parameter values are indicators of the covalent
character of the chemical bonds among the glass matrix and rare
earth ions. The evaluated X2 parameters for the present glasses
are found to be comparable with the other glasses [39–46,19].

From Table 5 it is observed that X2 parameter is high for Glass C
among all the glasses and found to be higher than those reported
for different glasses [39–46,19]. The X2 parameter depends mainly
on the asymmetry of the sites in the neighborhood of rare earth
ion. The higher the X2 parameter the higher is the degree of asym-
metry around the rare earth ion and stronger the covalency of rare
earth ion-oxygen bond. From Table 5, it is concluded that the sites
occupied by the 1 mol% of Ho3+ ions in ZnAlBiB glass (Glass C)
possess higher asymmetry and greater degree of covalency of
Ho3+AO2� bond than those of earlier reports [39–46,19]. The

Table 3
Absorption band positions (cm�1) and bonding parameters (�b and d) of Ho3+ doped ZnAlBiB glasses.

Transition 5I8? Glass A Glass B Glass C Glass D Glass E Glass F

5I7 5136 5144 5144 5144 5144 5144
5I6 8710 8688 8695 8688 8688 8688
5F5 15,625 15,600 15,576 15,600 15,576 15,600
5S2 + 5F4 18,656 18,656 18,621 18,621 18,587 18,621
5F3 20,661 20,618 20,661 20,618 20,618 20,618
5F2 21,186 21,186 21,141 21,186 21,141 21,186
3K8 21,413 21,367 21,413 21,367 21,413 21,367
5G6 + 5F1 22,123 22,123 22,172 22,123 22,172 22,123
(5G, 3G)5 23,980 23,980 23,980 23,980 23,980 23,980
5G4 – 25,906 25,839 25,906 25,906 25,839
3K7 – 26,246 26,246 26,246 26,246 26,246
(5G, 3H)5 + 3H6 – 27,777 27,777 27,777 27,777 27,777
(�b 1.0049 1.0038 1.0037 1.0036 1.0035 1.0034
d �0.4912 �0.3841 �0.3770 �0.3686 �0.3583 �0.3468
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Fig. 3b. The ground state absorption transition 5I8 ? 5I7 (1944 nm) in different concentrations of Ho3+ doped ZnAlBiB glasses.

Sk. Mahamuda et al. / Optical Materials xxx (2013) xxx–xxx 5

Please cite this article in press as: S. Mahamuda et al., Opt. Mater. (2013), http://dx.doi.org/10.1016/j.optmat.2013.09.023



intensity parameters X4 and X6 are related to the bulk properties
such as viscosity and dielectric of the media and are also affected
by the vibronic transitions of the rare earth ions bound to the li-
gand atoms [49] and less sensitive to the medium in which the ions
are situated.

3.5. Emission spectra and radiative properties

Rare earth ions doped materials exhibit sharp emission and
excitation bands. The excitation spectra of different concentrations
of Ho3+ doped ZnAlBiB glasses (Glass A to Glass F) at 880 nm emis-
sion wavelength is shown in Fig. 4. The excitation spectra has three
excitation bands centered at 459, 586 and 824 nm corresponding
to the transitions 5I8 ? 5G6, 5I8 ? 5S2 and 5I8 ?

5I5 respectively.
Among these three excitation bands the peak at 586 nm is sharp
and intense and it has been used to investigate the luminescence
characteristics of different concentrations of Ho3+ doped ZnAlBiB
glasses. To investigate the photoluminescence characteristics in
the mid infrared region, the present glasses were excited with
980 nm laser. The photoluminescence spectra of different concen-
trations of Ho3+ doped ZnAlBiB glasses excited at 586 nm and
980 nm obtained in the spectral region 600–900 nm and 1880–
1940 nm respectively are shown in Figs. 5a and 5b. The lumines-
cence spectra have three emission bands corresponding to the
transitions 5F5 ? 5I8 (623 nm), 5F5 ?

5I7 (880 nm) and 5I7 ?
5I8

(1.91 lm). These three transitions are sharp and intense and exhi-
bit the bright red, near infrared and mid infrared emissions at 623,
880 nm and 1.91 lm respectively. From Figs. 5a and 5b, it is ob-

served that the luminescence intensity of Ho3+ ions increases with
the increase of Ho3+ ion concentration, reaches a maximum value
at 1.0 mol% and then decreases i.e, the concentration quenching
has been occurred at 1 mol% for all the peaks. This is mainly due
to the Ho3+–Ho3+ interactions at higher concentrations. When the
Ho3+ ions are excited to 5S2 and 5I6 levels radiative and non-radia-
tive (NR) relaxations take place due to the closely spaced higher

Table 4
Measured (fexp � 10�6) and calculated (fcal � 10�6) oscillator strengths and rms deviation for various absorption transitions of Ho3+ doped ZnAlBiB glasses.

Transitions from 5I8? Glass A Glass B Glass C Glass D Glass E Glass F

fexp fcal fexp fcal fexp fcal fexp fcal fexp fcal fexp fcal

5I7 0.110 0.549 0.276 0.801 0.571 1.218 0.257 0.724 0.156 0.475 0.096 0.350
5I6 0.198 0.367 0.300 0.502 0.343 0.805 0.250 0.443 0.200 0.278 0.102 0.204
5F5 3.749 2.288 4.581 2.986 5.196 3.662 4.173 2.863 3.468 2.337 2.768 1.617
5S2 + 5F4 3.263 1.026 3.832 1.260 4.607 1.734 3.354 1.157 2.836 0.880 1.938 0.608
5F3 1.265 0.321 2.236 0.318 5.144 0.627 3.056 0.244 1.081 0.118 0.981 0.081
5F2 1.750 0.183 2.281 0.181 3.300 0.356 1.314 0.139 0.376 0.067 0.237 0.046
3K8 0.905 0.358 1.812 1.056 2.331 1.403 1.422 1.045 0.227 0.697 0.113 0.556
5G6 + 5F1 2.870 2.819 27.84 27.44 34.76 34.29 28.81 28.39 18.68 18.40 15.83 15.54
(5G, 3G)5 1.678 3.640 3.063 5.001 3.871 5.578 3.427 4.941 2.787 4.235 1.583 2.931
drms (�10�6) ±1.285 ±1.613 ±2.170 ±1.550 ±1.016 ±0.937

Table 5
Comparison of Judd–Ofelt parameters (Xk � 10�20 cm2), Spectroscopic quality factor (v ¼ X4

X6
) and their trend for Ho3+ doped ZnAlBiB glasses with different hosts.

Glass system X2 X4 X6
P

Xk Trend References

Glass A 5.58 ± 0.19 2.59 ± 0.01 0.40 ± 0.25 8.57 X2 > X4 > X6 Present work
Glass B 13.01 ± 0.07 3.63 ± 0.44 0.41 ± 0.20 17.05 X2 > X4 > X6 Present work
Glass C 16.47 ± 0.59 4.06 ± 1.40 0.81 ± 0.11 21.34 X2 > X4 > X6 Present work
Glass D 13.61 ± 0.07 3.60 ± 0.46 0.32 ± 0.18 17.53 X2 > X4 > X6 Present work
Glass E 8.40 ± 0.20 3.07 ± 0.08 0.15 ± 0.31 11.62 X2 > X4 > X6 Present work
Glass F 7.39 ± 0.27 2.15 ± 0.44 0.10 ± 0.11 9.64 X2 > X4 > X6 Present work
Lead phosphate 8.68 3.04 2.37 14.09 X2 > X4 > X6 [39]
Nb2O5 13.51 3.34 2.98 19.83 X2 > X4 > X6 [40]
La2O3 6.52 2.22 2.53 11.27 X2 > X4 > X6 [40]
Ta2O3 10.43 2.02 2.57 15.02 X2 > X4 > X6 [40]
Glass A (Li) 11.00 5.62 3.73 20.35 X2 > X4 > X6 [41]
Glass C (K) 13.06 7.72 4.60 25.38 X2 > X4 > X6 [41]
Glass E (Li–K) 10.41 6.07 3.68 20.16 X2 > X4 > X6 [41]
Phosphate (Na based) 8.58 4.31 2.88 15.77 X2 > X4 > X6 [41]
Oxyfluoride tellurite 4.20 2.80 1.10 8.1 X2 > X4 > X6 [42]
Oxyfluoride (Si based) 5.84 2.38 1.75 9.97 X2 > X4 > X6 [43]
Ba–Al–Ge 1.96 0.64 0.11 2.71 X2 > X4 > X6 [44]
Na4AlZnP3O12 glass 4.65 2.02 1.34 8.01 X2 > X4 > X6 [45]
Fluorophosphate 2.08 3.11 1.50 6.69 X2 > X4 > X6 [46]
PbO–Al2O3–B2O3 5.83 17.15 26.50 49.48 X2 > X4 > X6 [19]
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Fig. 4. Excitation spectra of various concentrations of Ho3+ doped ZnAlBiB glass
monitored at the emission wavelength 880 nm.
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energy levels. The inset in Fig. 5a shows the variation of
P

Xk with
the intensity of the transition 5F5 ?

5I8. This figure shows the linear
relationship between

P
Xk with spectral intensities of the emis-

sion transition (5F5 ? 5I8). From this figure, it can be observed that,P
Xk is used to represent the covalency of the RAO bond which

have strong influence on the enhancement of the intensity of
the emission transitions. The partial energy level diagram
shown in Fig. 6 clearly describes the visible, near infrared and
mid infrared emission mechanisms of 1 mol% of Ho3+ doped ZnAl-
BiB glass (Glass C).

In order to predict the emission performance of Ho3+ doped
ZnAlBiB glasses, the radiative parameters such as spontaneous
transition probabilities (AR), total transition probabilities (AT), radi-
ative lifetimes (sR) and luminescence branching ratios (bR) for all
the emission transitions have been evaluated by using the J–O
parameters obtained from the absorption spectral measurements
and are given in Table 6. In treating the fluorescence process, the
radiative transition probabilities (AR), total transition probability
(AT), radiative lifetime (sR) and branching ratios (bR) have been
evaluated using the relevant expressions given in our previous pa-
per [50]. The magnitude of fluorescence branching ratios (bR),
which defines the luminescence efficiency of transition involving
different levels are given in Table 6. In general branching ratio is
a critical parameter to the laser designer, because it characterizes
the possibility of attaining stimulated emission from any specific
transition. The fluorescence branching ratio which characterizes
and makes the transition as potential for laser emission, if its value
bR P 0.5. From Table 6, it is observed that among all the glasses
Glass C possess highest branching ratio for all the transitions. In
the present study the calculated branching ratios (bR) for the tran-
sitions 5F5 ? 5I7, 5F5 ?

5I8 and 5I7 ? 5I8 are found to be 0.285, 0.683
and 1.00 respectively. The experimental branching ratios are deter-
mined (bexp) from the emission spectra by measuring the area of
the corresponding emission and dividing it by the total integrated
area of all the emission bands and are given in Table 6. The exper-
imental and calculated branching ratios (bexp and bR) listed in
Table 6 are in good agreement with each other. Hence Glass C is
quite suitable to design red, near infrared and mid infrared laser.

The stimulated emission cross-section (rse) is an important
parameter and its value signifies the rate of energy extraction from
the optical material. From the observed emission bands rse can be
estimated by the following expression [50]:

rseðaj; bjÞ ¼
k4

p

8pcn2Dkp
ARðaj; bjÞ ð1Þ

where kp is the emission peak wavelength and Dkp is the full width
at half maximum which can be calculated by integrating the inten-
sity at the peak wavelength [51].
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Table 6
Transition probabilities (AR) (s�1), calculated and experimental branching ratios (bR &
bexp) total transition probability (AT) (s�1) and radiative lifetimes (sR) (ls) for the
emission transitions of Ho3+ ions in ZnAlBiB glasses.

Transition Glass A Glass B Glass C Glass D Glass E Glass F

5F5 ?
5I7 AR 353.76 550.51 775.65 532.86 414.73 288.11

bR 0.221 0.250 0.285 0.253 0.245 0.244
bexp 0.203 0.298 0.346 0.222 0.223 0.203
AT 1600.9 2197.6 2711.7 2103.5 1686.3 1180.2
sR 624 455 368 475 592 847

5F5 ?
5I8 AR 1062.4 1492.3 1863.6 1411.4 1124.2 756.41

bR 0.663 0.679 0.683 0.670 0.666 0.641
bexp 0.593 0.606 0.635 0.577 0.568 0.543
AT 1600.9 2197.6 2711.7 2103.5 1686.3 1180.2
sR 624 455 368 475 592 847

5I7 ?
5I8 AR 24.25 29.19 38.37 27.40 22.39 19.23

bR 1.00 1.00 1.00 1.00 1.00 1.00
bexp 1.00 1.00 1.00 1.00 1.00 1.00
AT 24.25 29.19 38.37 27.40 22.39 19.23
sR 4123 3430 2610 3650 4470 5200
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The large value of stimulated emission cross-section (rse) is an
attractive feature for low-threshold and high gain applications to
obtain continuous wave laser action and it is also used to identify
the potential laser transitions of rare earth ions in any host matrix.
The stimulated emission cross-section evaluated for all the ZnAlBiB
glasses using Eq. (1) are given in Table 7 along with the emission
peak wavelength (kp), effective band width (Dkp), gain band width
(rse � Dkp) and optical gain (rse � sR). From Table 7 it is observed
that Glass C possesses lowest effective band width (Dkp) for all
the transitions. The effective band width (Dkp) of the emission
spectra is mainly caused by splitting of the levels of transitions
and the site to site variation of the ligand field around Ho3+ ions
in the glass i.e, inhomogeneous broadening. The decrease in effec-
tive band width implied that the asymmetry of the ligand field be-
comes weaker. Among all the glasses, Glass C possess highest
stimulated emission cross-section (rse) for all the transitions
5F5 ?

5I8 (623 nm), 5F5 ?
5I7 (880 nm) and 5I7 ? 5I8 (1.91 lm).

Hence Glass C is suitable to emit red, near infrared and mid infra-
red lasers. Table 8 shows comparison of stimulated emission cross-
section (rse) of Glass C for the transitions 5F5 ? 5I8 (623 nm) and
5I7 ? 5I8 (1.91 lm) along with the reported values

[24,39,41,52,53,44,54–62]. The gain band width (rse � Dkp) and
optical gain (rse � sR) parameters are critical to predict the ampli-
fication of the medium in which the rare earth ions are situated. A
good optical amplifier should have larger stimulated emission
cross-section (rse), gain band width (rse � Dkp) and optical gain
(rse � sR) values. From Table 7 it is evident that among all the
glasses, Glass C possesses higher values of stimulated emission
cross-section (rse), gain band width (rse � Dkp) and optical gain
(rse � sR). Reasonably higher values of these parameters for the
transitions 5F5 ? 5I8, 5F5 ?

5I7 and 5I7 ? 5I8 suggest that Glass C
with 1 mol% of Ho3+ is suitable candidate for red, near infrared
and mid infrared laser and also for optical amplification.

3.6. CIE chromaticity co-ordinates

The color coordinates for the emission spectra excited by
586 nm are calculated by using the CIE 1931 color matching func-
tions [63,64] and are given in Table 7. Fig. 7 represents the CIE plot
with color co-ordinates calculated from the emission spectra for
1 mol% of Ho3+ in ZnAlBiB glass (Glass C) excited at 586 nm wave-
length. The emission spectra contain two parts. The first part is in

Table 7
Emission peak wavelength (kp) (nm), effective band widths (Dkp) (nm), stimulated emission cross-sections (rse) (�10�20 cm2), gain band width (rse � Dkp) (�10�26 cm3), optical
gain (rse � sR) (�10�23 cm2 s) and CIE co-ordinates (X, Y) for the emission transitions of Ho3+ doped ZnAlBiB glasses.

Transition Spectral parameters Glass A Glass B Glass C Glass D Glass E Glass F

Dkp 7.81 6.25 4.69 6.25 7.81 9.38
5F5 ?

5I8 rse 8.22 14.5 24.1 13.7 8.77 4.93
kp–623 nm rse � Dkp 0.64 0.90 1.13 0.85 0.68 0.46

rse � sR 5.13 6.58 8.88 6.52 5.19 4.17
Dkp 9.38 7.81 6.25 7.81 7.81 9.38

5F5 ?
5I7 rse 9.08 17.0 30.0 16.5 12.9 7.47

kp–880 nm rse � Dkp 0.85 1.33 1.87 1.29 1.01 0.70
rse � sR 5.66 7.73 11.0 7.84 7.63 6.33
Dkp 13.1 11.6 11.1 12.6 13.1 13.6

5I7 ? 5I8 rse 0.99 1.34 1.85 1.11 0.92 0.76
kp–1.91 lm rse � Dkp 1.29 1.56 2.06 1.47 1.21 1.04

rse � sR 4.08 4.06 4.81 4.27 4.12 3.98
CIE co-ordinates (X, Y) for the transition 5F5 ? 5I8 (0.59, 0.35) (0.60, 0.34) (0.62, 0.33) (0.60, 0.30) (0.60, 0.29) (0.59, 0.28)

Table 8
Comparison of stimulated emission cross-section of Glass C with different hosts for the visible (623 nm) and mid infrared (1.91 lm) transitions.

Sample 5F5 ?
5I8 kp–623 nm 5I7 ? 5I8 kp–1.91 lm References

DkP rse DkP rse

Glass C 4.69 24.1 11.1 1.85 Present Work
LBTAFHO10 56.76 0.32 – – [24]
Glass A (Li) – 2.31 – – [41]
Glass B (Na) – 0.89 – – [41]
Glass C (K) – 3.06 – – [41]
Glass D (Li–Na) – 1.22 – – [41]
Glass E (Li–K) – 2.21 – – [41]
Glass F (Na–K) – 1.85 – – [41]
Glass G (Ca) – 1.17 – – [41]
AH1 9 0.34 – – [52]
AH2 13 0.27 – – [52]
AH3 7 0.51 – – [52]
AH4 5 0.36 – – [52]
Lead phosphate – – – 1.110 [39]
Fluoro zirco aluminate – – – 0.398 [53]
Oxyfluoride tellrite – – – 0.880 [44]
Germanate glass – – – 0.469 [54]
Tellurite glass – – – 0.880 [55]
PG – – – 0.469 [56]
GCA – – – 0.518 [56]
GCB – – – 0.590 [56]
GCC – – – 0.664 [56]
PbO–Bi2O3–Ga2O3 – – – 0.544 [57,58]
Fluorophosphate – – – 0.406 [59]
Oxyfluoride 0.520 [60]
Tellurite 0.915 [61]
Silicate 0.710 [62]
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the bright red region and the second part is in the near infrared
(NIR) region. The evaluated color coordinates for all the ZnAlBiB
glasses falls in the red color region. Among all the glass samples,
particularly Glass C color co-ordinates (x = 0.6647, y = 0.3297) falls
in the bright red color region corresponding to 5F5 ? 5I8 transition.
Hence Glass C is best host to give bright red color laser at 623 nm.

4. Conclusions

The present study yields a complete picture of the spectroscopic
characteristics such as J–O intensity parameters, radiative transi-
tion probabilities, radiative lifetimes, branching ratios, stimulated
emission cross-sections and color co-ordinates of Ho3+ ions in
ZnAlBiB glasses. From the magnitude of J–O intensity parameter
(X2) it is concluded that, among all the glasses Glass C possess
highest X2 parameter which indicates the higher covalence of
HoAO bond in Glass C. The luminescence spectra recorded at an
excitation wavelength 586 nm exhibited two strong emission
bands at 623 nm and 880 nm corresponding to the transitions
5F5 ?

5I8 and 5F5 ? 5I7 respectively. These two transitions
5F5 ?

5I8 and 5I5 ? 5I7 observed in red and near infrared regions
are found to be more intense. The luminescence spectra recorded
at an excitation wavelength 980 nm exhibited a strong emission
band at 1.91 lm corresponding to the transition 5I7 ? 5I8 falling
in mid infrared region. For all the emission peaks observed the
experimental branching ratios, stimulated emission cross-sections
are measured and are found to be maximum for Glass C with
1 mol% of Ho3+ ions. Hence it is concluded that Glass C is suitable
to emit laser in bright red region (623 nm), near infrared region
(880 nm) and mid infrared region (1.91 lm). The CIE chromaticity
co-ordinates were also evaluated from the emission spectra for all
the glasses by exciting them at 586 nm to understand the feasibil-
ity of using these materials for Red emission. From the measured
emission cross-sections and CIE chromaticity co-ordinates, it was
found that 1 mol% of Ho3+ (Glass C) is quite suitable for the devel-
opment of visible red, near infrared and mid infrared lasers.
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