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Abstract 
 
Inpainting is the technique of filling in holes in an image to preserve its overall continuity. Applications of this 
technique include the restoration of old photographs and damaged film; removal of superimposed text like dates, 
subtitles, or publicity; and the removal of entire objects from the image like microphones or wires in special 
effects. In this paper, we analyze different digital inpainting algorithms for still images. The simultaneous 
propagation of texture and structure information achieved. The texture image repaired by the exemplar –based 
method; for the structure image, the Laplacian operator is used to enhance the structure information. The 
Laplacian image is inpainted by the exemplar-based algorithm and the Poisson equation based reconstruction is 
applied thereafter. In 8 pixel neighborhood method, central pixel value is identified by investigating surrounded 
8 neighborhood pixel properties like color variation, repetition, intensity and direction. Finally, in 2e based 
inpainting technique, original image analyzed at encoder side so that some blocks removed during encoding. At 
decoder side, the image is restored by 2e-based inpainting and texture synthesis. Finally, we compare the 
computational cost of all the algorithms. 

Keywords : Image inpainting; image restoration 
 
1. Introduction 
 
In real world, many people need a system to recover the damaged photographs, artwork, designs, drawings etc. 
Damage may be due to various reasons like scratches, overlaid text or graphics, scaled image etc. Traditionally, 
inpainting has been done by professional artists. However, we could not expect the accuracy and quality if it 
was done by human and time-consuming process. Image inpainting is an important element in image restoration 
study. It makes use of the information not lost of the image to fill the lost or damaged part according to certain 
rules, so that after the inpainting, the images are close to mathematical point of view, it is to repair image in the 
regions of blank area in accordance with the information around them. Digital repair technology was introduced 
earliest by Bertalmio [Bertalmio et al. (2000)]. After that, it is widely used in image processing, visual analysis 
and film industries. At present, the image inpainting technology is a hotspot in computer vision and computer 
graphics, and has an important value in heritage preservation, film and television special effects production, 
removing redundant objects. This paper presents various algorithms used either for removing objects from 
digital photographs and replacing them with visually plausible backgrounds or filling the holes in the images.  
Digital techniques are ranging from attempts to fully automatic detection and removal of scratches in film, all 
the way to software tools that allow a sophisticated but mostly manual process. In this paper, we com pares the 
computational cost following image inpainting algorithms:  
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 Object removal by exemplar based inpainting method  
 Poison Equation method  
 8-pixel neighborhood fast sweeping method. 
 2e-Based inpainting method 

 
2. Object Removal by Exemplar-Based Inpainting  

 
The algorithm is based on an isophote-driven image sampling process. The exemplar-based approaches perform 
well for two-dimensional textures and for propagating extended linear image structures[Criminisi et al. (2003)].  
 

 
Fig  1[Criminisi et al. (2003)]: Structure propagation by exemplar-based texture synthesis.(a) Original image, with the target region Ω, its 
contour δΩ and the source region Φ clearly marked. (b) We want to synthesize the area delimited by the patch Ψp centred on the point p ∈ 
δΩ. (c) The most likely candidate matches for Ψp lie along the boundary between the two textures in the source region, e.g., Ψq’ and Ψq’’ . 
(d) The best matching patch in the candidates set has been copied into the position occupied by Ψp, thus achieving partial filling of Ω. The 
target region Ω has, now, shrank and its front has assumed a different shape. 

 
A target region, Ω, is selected to be removed and filled. The source region, Φ, may be defined as the entire 
image minus the target region (Φ = I−Ω). The size of the template window Ψ must be specified. Each pixel 
maintains a colour value if in Φ region and empty if in Ω region and a confidence value, which reflects our 
confidence in the pixel value, and which is set once a pixel has been filled. Patches along the fill front are also 
given a temporary priority value to determines the order in which they are filled. The algorithm iterates the 
following three steps until all pixels are filled: 
 

2.1. Computing patch priorities 
 

 
Fig  2[Criminisi et al. (2003)]: Notation diagram. Given the patch Ψp, np is the norm ∇⊥al to the contour δΩ of the target region Ω and I  p 
is the isophote (direction and intensity) at point p. The entire image is denoted with I. 

 
The priority computation is partial toward those patches which are on the continuation of strong edges and 
which are surrounded by high-confidence pixels. Given a patch Ψp centred at the point p for some p  δΩ (fig. 
2), its priority P(p) is defined as the product of two terms: 

P(p) = C(p)D(p).                       (1) 
 

C(p) the confidence term and D(p) the data term are defined as follows[Criminisi et al. (2003)]: 
 

                          (2) 

C(p) approximately enforces the desirable concentric fill order.Those patches which have more of their pixels 
already filled are filled first. The data term D(p) defines function of the strength of isophotes on the front δΩ at 
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each iteration. This term boosts the priority of a patch. This factor tends to synthesized linear structures first, 
therefore propagated into the target region. 
 

2.2. Propagating texture and structure information 
 
The patch with highest priority is found. We then fill it with data extracted from the source region Φ. Search 
in the source region for that patch which is most similar to . 

                                 (3) 

 

2.3. Updating confidence values. 
 

 The C(p) is updated in the area enclosed by  after the patch  has been filled with new pixel values, by: 

 
                                (4) 

 

3. Poisson-based image inpainting 
 
3.1  Image decomposition 
 
Image I0 is decomposed into texture and structure image. For an image texture information is assumed to be 
noise as compared to structure information. A classical variational denoising algorithm i.e. total variation (TV) 
minimizing process [Shao et al. ] is used for decomposition of the image. This algorithm yields sharp edges in 
the output image I while maintaining the fidelity to the original noisy input image I0. The energy function with 
scalar fidelity controller λ is defined as[Shao et al. ]: 

                (5) 

According to Euler- Euler-Lagrange equation,  
 

                                     (6) 

 
The solution can be achieved by the gradient descent method, which means we solve 

                    (7) 

 
 

 
 
where I(n) is the result of the nth iteration, and ΔT is the step size. The structure image is extracted by increasing 
the number of iteration by assigning λ to a small value. Texture image can be extracted from the residual image. 
 

3.2. Method of Poisson-based Structure image inpainting 
 
The exemplar-based inpainting method performs well on texture information and is able to handle large holes. 
But, due to the direct patch duplication, the algorithm tends to produce block effect in processing of structure 
information degrading the visual effect of repaired images. To improve the performance of structure inpainting, 
the exemplar-based inpainting approach is combinedwith the Poisson equation. The theoretical foundation is 
that the Poisson equation is able to reconstruct a scalar function from a guidance field and a boundary 
condition[Shao et al. ]. The Poisson equation can also be used as a least-squares minimization method, so block 
effect introduced by block duplication can be removed via reconstruction. First apply the Laplacian operator to 
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the structure image and find the Laplacian field. In the Laplacian field edges are enhanced and backgrounds are 
almost completely removed. It provides a more accurate structure inpainting result when employing the 
exemplar-based method. Then the structure image is reconstructed by the Poisson equation taking inpainted 
Laplacian field as the guidance field.  
 

4. Inpainting algorithm based on the 8-neighborhood fast sweeping method 
 
Take a small neighborhood Bε(p) of size ε of the known image around p, for ε small enough, we consider a first 
order approximation Iq( p) of the image in point p, given the image I (q) and gradient I(q) values of point q[Xul 
et al. (2009)]: 
 

Iq( p) = I(q)+ I (q)( p- q)                                (8) 

Next, we inpaint point p as a function of all points q in Bε(p)  by summing the estimates of all points q, weighted 
by a normalized weighting function ω(p,q) . 
 

                           (9) 

The weighting function ω( p,q) , is designed such that the inpainting of p propagates the gray value as well as 
the sharp details of the image over . 
To inpaint the whole Ω, we iteratively apply Eqn.(9) to all the discrete pixels of , in increasing distance from 

’s initial position , and advance the boundary inside Ω until the whole region has been inpainted. 
Implementing the above requires a method that propagates  into Ω by advancing the pixels of  in order of 
their distance to the initial boundary  .  
 (1) Initialize: Set uij=∞ for (i, j) Γ .For each γ Γ set u(γ ) = 0 . For z Γ not in Ωd compute the exact solution 
at the vertices of the grid cell in which z lies. 
(2) For each sweep direction in {(x+, y+), (y-, x-),(x+, y-), (x, y+)} iterate through each grid pointaccording 
each of the sweep directions or according to the fast marching heap sort. 
(3) At each grid E with index (i, j) If all the neighbors are infinity, skip. If there is at least one non-infinity 
neighbor in both the x- and y- direction, Let P and Q are the smallest one in each direction. Inpaint (p,q). 
 

5. Edge-based inpainting 
 
Edge extraction is first performed on the original image. Then, according to exemplar selection, some blocks 
will be removed and the others will be encoded. Here, the coded blocks are called exemplars because they will 
be used as exemples in inpainting and synthesis. For the removed blocks, corresponding edges will be encoded 
and transmitted. At decoder side, edge-based inpainting and texture synthesis are 
 

 
 
Fig.  1 [dong liu et al. (2007)] Image coding scheme. 

 
edge-Based Inpainting is done in two steps.First, a linear interpolation, to generate the unknown pixels on the 
edge from the known ones on the same edge. Second, the neighborhood of an edge, known as influencing 
region, is progressively filled-in by pixel generation. 
 

Supriya Chhabra et al / Indian Journal of Computer Science and Engineering (IJCSE)

ISSN : 0976-5166 Vol. 3 No.3 Jun-Jul 2012 490



Conclusion 
 
We apply algorithm to damaged frames in old films. The experiment results show that the inpainted images are 
visually pleasant and computational efficiency is improved in Successive Elimination Method. Exemplar 
Method works well for large objects. For single dimensions like line, Arc then Poisson method is useful. To 
improve the efficiency of filling one dimension and two dimension objects Poisson method is best. If the picture 
is like natural scenario then 8 pixel is good for computation speed and accuracy than Exemplar method. In 8 
pixel -neighborhood fast sweeping method experimental result shows that there is substantive increase in the 
rate of image inpainting for small region i.e. One dimension and blur in large region. By using non-pixel based 
approach 2e based inpainting is better in visuals and acquire less memory space but the computation cost is high 
comparatively. 
 
 

 
Type 

The Computation Cost(sec) 

Examplar Poission 8-pixel 
neighhbourhood 

Edge-based 
Inpainting 

Natural 
Scenery 1 

454 612 57 689 

Natural 
Scenery 2 

319 454 38 513 

Batch 
Filling 1 

227 317 50 369 
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ABSTRACT 
Now, Blogs are getting popular day by day. 

Blogs are like an online dairy created by 

individuals and stored on the internet.  As Blog is a 

type of website, various blogging sites can provide 

excellent information on many topics, although 

content can be subjective. Blogs are one of the main 

components of Web 2.0. Paper consists of 

description of various Blog site designs and 

searching methods with their research gaps. The 

major characteristics and features of blogs are also 

highlighted.    

 

Keywords – Blogs, Internet, Searching, Web 2.0, 

Web Tools.  

 

I. INTRODUCTION 
In this growing world, Web services are the 

part of everyone’s life. From the traditional Web 1.0, 

read only web, which only includes chat, email, instant 

messaging, now switches to a new Web, named Web 

2.0. Web 2.0 consists various tools and services which 

provides read write interface to their users. There are a 

large number of Web 2.0 tools: Blogs, Discussion 

Forums, Wikis, Social Networks, Social Bookmarking 

sites, Podcasting, Online Communities, RSS and Atom 

feeds, and many more. But, apart from all these tools, 

Blogs are the only tool whose intent is personal, even 

a lot of expertise are also present there to share their 

ideas and views with other persons of similar interest.  

 

Blogs are websites that allow one or more 

individuals to write about things they want to share 

with others. The universe of all blog sites is referred to 

as Blogosphere [1]. Blog, a contraction of the term 

“web log” is a personal online diary that is frequently 

updated and intended for public consumption. Now to 

some extent it is a type of websites. People usually 

create a blog as a hobby to share their information and 

experience on a particular subject. Entries are 

commonly displayed in a reverse-chronological order 

[2]. Blogging software allows users to publish 

opinions, views, and ideas on any topic. Analysis of 

linkage between blogs has indicated that community 

forming in blogosphere is not a random process but is 

a result of shared interests binding bloggers together.  

 

 

 

 

Learning, analysis and usage of the user's interest and 

social linkage from the blog is therefore necessary to 

provide useful search faculty on the blogosphere to 

bloggers and revenue generation opportunities like 

advertising to the blog service providers [3]. The act of 

posting to a blog is called blogging and the distributed, 

collective, and interlinked world of blogging is the 

blogosphere [4].  

 

II. BLOGS 
Blogs are the type of websites. Personal 

interests create Blogs. Based on the working and 

designing of blogs, numbers of characteristics are 

defined below. Users can create a new blog post, add 

blog post, share, rate, and comment the blog posts. For 

all these operations, user has to login first. Purpose of 

Blog is to share ideas and views among a group of 

people all around the world. Intent of Blog is personal. 

Discussions are done in the form of comments. All the 

posts are shown in reverse chronological order i.e. 

latest blog post shown on top. There is a list of 

potential benefits of blogs, which is mentioned below: 

 Can promote analogical thinking. 

 Potential for increased access and exposure to 

quality information. 

 Combination of solitary and social interaction. 

 Can promote critical and analytical thinking. 

 Can promote creative, intuitive and associational 

thinking (creative and associational thinking in 

relation to blogs being used as brainstorming tool 

and also as a resource for interlinking, 

commenting on interlinked ideas). 

 

III. REVIEW TO BLOG DESIGNING AND 

SEARCHING METHODOLOGIES 
Beyond serving as online diaries, weblogs 

have evolved into complex social structures. Blogging 

software allows users to publish opinions on any topic 

without any constraints on the predefined schema.  

 

3.1 Designing of Blogs 

Blogs might be of many types. Personalized 

Blog is one of the most impressive categories of Blogs 

where the blog posts shown to the user are of his own 

interest. Some major works in this area are discussed 

below. 
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R. Adhikari et al. mentions that it is easy and 

simple to create blog posts and their free form and 

unedited nature have made the blogosphere a rich and 

unique source of data, which has attracted people and 

companies across disciplines to exploit it for varied 

purposes. The valuable data contained in posts from a 

large number of users across geographic, demographic 

and cultural boundaries provide a rich data source not 

only for commercial exploitation but also for 

psychological & sociopolitical research. Basically 

researchers tried to demonstrate the plausibility of the 

idea through clustering and opinion mining 

experiment on analysis of blog posts on recent socio-

political developments in the new democratic republic 

of Nepal; and to elaborate the broader technical 

framework & tools required for this kind of analysis 

[1].  

 

Similarly CHENG Tao et al. discusses about 

the Virtual enterprise (VE), which is an effective and 

collaborative way to jointly face the great pressures 

from quickly growing globalization and world–wide 

market competition. Furthermore, a wiki & blog-based 

knowledge-sharing mechanism and its prototype 

system are designed for supporting enterprises to inter-

communicate, share knowledge and manage 

knowledge within a VE environment [5]. 

 

Various models are already evolved related to 

the blogs and blogosphere. Tse-Ming Tsai et al. 

recommends applying the three dimensions of value, 

semantic, and the social models to the emerging 

Blogosphere and improving the user experience for the 

bloggers in gathering the featured items. As per the 

previous works done, approaches discussed may not 

be comprehensive enough since the way people use 

blogs continues to evolve [6].  

 

Bi Chen et al. proposed three models by 

combining content, temporal, social dimensions: the 

general blogging-behavior model, the profile-based 

blogging-behavior model and the socialnetwork and 

profile-based blogging-behavior model. These models 

are based on two regression techniques: Extreme 

Learning Machine (ELM), and Modified General 

Regression Neural Network (MGRNN). In paper, the 

empirical evaluation is done on DailyKos, a political 

blog, one of the largest blogs, which produce good 

results for the most active bloggers and can be used to 

predict blogging behavior [7]. 

 

Yin ZHANG et al. discussed that Clustered 

Web pages, such as blog posts, could be used to 

improve Web search. In the paper, authors proposed 

an extending framework using relations in the 

Blogosphere and demonstrate how the framework 

could be used to help clustering blog posts. Evaluation 

of the framework with content-based extending 

approach is done. Experiment results show that the 

framework does help the clustering process [8].      

 

ZHOU Ping proposed an algorithm of 

personalized blog information retrieval based on user’s 

interest model. The paper discusses the system 

architecture of personalized blog information retrieval 

and studies the identification module of blog webpage 

[2].  

 

As per Michael Chau et al., blogs are very 

dynamic, so it isn’t as straightforward to apply 

traditional Web mining techniques to them. They 

suggest that a general blog framework created for 

different tasks must consists of a blog spider, a blog 

parser, a blog content analyzer, a blog network 

analyzer, and a blog visualize [9].  

 

And a framework, BlogHarvest, for blog 

mining and search is demonstrated by Joshi et al. This 

framework extracts the interests of the blogger, finds 

and recommends blogs with similar topics and 

provides blog oriented search functionality [3]. 

 

3.2 Searching the blog posts 

Over the past decades, various searching 

techniques are come into existence with the growth of 

World Wide Web. From the starting of the Web era, 

various searching methods, techniques and types of 

searching algorithms are introduced and as per 

searching requirement, they are used. There are lots of 

searching methods in which search can be done on 

keywords, on queries, on topics, on phrases, on pages, 

etc. The query based and topic based search is used in 

forums, whereas the page search or phrase search is 

used in search engines where the exact finding is 

required. Rest of all websites use keyword based 

searching. Keyword based searching provides an 

easier way to search the contents on internet. In the 

same way, maximum number of websites use keyword 

based searching. A review of searching algorithms and 

methods in brief is given below.  

 

Initially, the searching is done using the 

Query Tree. Top-down Approach is followed to search 

the results. But it is a traditional method where 

indexing is use to Reduce the Complexity. In this, A* 

Graph algorithm is used which keeps track on visited 

node and distance travelled [10]. After this method, 

next approach was Proximity Search. In this method, 

analysis of textual proximity of keyword is done. 

Focus is on queries based on general relationship 
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among objects where proximity is defined based on 

shortest paths between objects. Figure 1 shows the 

working based on this proximity approach [11]. 

 

 
Fig. 1: Proximity Search Design [11]. 

 

To search the content on internet, the method 

introduced was “BANKS: Browsing & Keyword 

Searching” [12]. It is best to use for Relational 

databases and static data. In this method keyword 

search is used. When we talk about searching the 

content on web, the term semantics of data comes in 

mind. A semantic web portal for ontology searching, 

ranking and classification is the next approach. 

Chintan Patel et al. discuss a model for this. Model 

consists of crawling & classification of content. Then 

on the basis of page rank, Ranking has to be done. 

Searching is based on Context Oriented Query 

Language and a Machine Interface is well defined in 

the model [13]. The model has been implemented 

using statistics, recall numbers, etc.  Some minor 

changes has been done in this model which was 

discussed by Xing Jiang and Ah-Hwee Tan. They 

introduced Description Logic and Fuzzy Description 

Logic based on the queries [14]. 

 

In previous methods and approaches to search 

the keyword data, the problem was “keyword queries 

are week to express”. Gjergji Kasneci et al. discussed 

a framework which consists of Data Model, Query 

language, and Ranking Model. They called it NAGA, 

Network Assisted Genetic Algorithm. This performed 

both searching and ranking on the data [15]. The major 

thing is to understanding the user goals for Web 

Search. Daniel E. Rose and Danny Levinson discussed 

three parameters which concentrate on what the user 

exactly wants. Parameters are Navigation, 

Informational, and Resource [16].  

 

Keyword search queries might be in 

structured, unstructured or semi structured form. For 

unstructured queries, Pavel Calado et al. suggest 

Bayesian Networks. They suggest a Bayesian network 

approach to searching web databases through 

Keyword-based queries [17]. Guoliang Li et al. 

suggested an efficient 3-in-1 keyword search method 

which works for all types of data i.e. Unstructured, 

Semi-structured and Structured. Indexing & querying 

of large collections of heterogeneous data is used in 

this method. Authors implemented it using graphs and 

graph indices. They conclude that this is an efficient & 

adaptive keyword search of all kinds of data words 

[18]. 

 

Georgia Koutrika et al. discusses the 

searching of keywords over Structured Data in a 

cloud. Method uses a coupling of keywords. Tags used 

in this method are unstructured, whereas, clouds of 

data contains structured data, say, Data Cloud [19].  In 

2011, an effectively interpreting keyword queries on 

RDF databases is discussed by Haizhou Fu and 

Kemafor Anyanwu. Before this method, heuristics 

were used for interpreting the keyword queries. But 

heuristics fails to capture user dependent queries. 

Here, the sequences of structured queries are used and 

the main work is done by query interpretation. Only 

the Top-k-aware queries are considered and discussed 

approach is called context aware approach [20]. 

 

IV. FINDINGS 
Blogs are a source of enormous information. 

For a user it is very hard to get the relevant 

information from the huge network of World Wide 

Web. For bloggers and frequent blog readers, it is 

virtually impossible to keep track of the growing 

blogosphere and hence a service recommending the 

blogs matching their interests will seek high value. 

Blogs are the important source of information, but to 

get the relevant information in an efficient time is a 

typical task. Blog mining is an important way for 

people to extract useful information. Blogs are very 

dynamic, so it isn’t as straightforward to apply 

traditional Web mining techniques to them. The goal 

is to provide the user with reliable and accurate blog 

information conveniently.  

 

After taking a complete review, the gaps and 

problems are discussed in two parts. First is related to 

the designing and the architecture and working of 

Blog. Second is related to the problems and gaps in 

searching of content/blog posts in Blogs.  

 

4.1 Based on Blog designing 

Based on the design and the architecture of 

the blog, the efficient way to use blogs are as 

personalized blogs where the blog posts shown to the 

user are as per his own interest, irrelevant posts are not 

shown to the user. There is no as such system, which 

integrates both, an individual blog as well as a blog 

search engine. This kind of integration provides an 

additional facility to the user, which improves the 

knowledge and searching experience of the user. The 
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model of the blog must be easier to operate and handle 

by both, user and the developer.  

 

4.2 Based on Searching Methods 

Based on searching of blog posts, the 

searching method must be appropriate to search the 

results from all types of data i.e. structured, 

unstructured, and semi-structured. If a search method 

will search the results, only of single data type then 

user will not be able to fetch all relevant blog posts. 

The method discussed by Guoliang Li et al. is a better 

option to use in Blogs [18]. Search will be efficient 

and there must be an optimized query to search the 

Blog posts. Some minor changes and some add on 

services, will make the best searching results.   

 

V.  COLLABORATION OF BLOG WITH 

OTHER WEB TOOLS 
Blog is a web tool handled by an individual. 

There are various other web tools like Social 

Networking Sites (SNS), Discussion Forums, Wikis, 

Online Communities, etc. Each tool has its own 

important and provides better results as per user’s field 

of interest. Integration of these tools will provide an 

ease to the user to use best services of Web 2.0. Web 

2.0 is a term used for read – write Web.  User can read 

as well as write the content on the World Wide Web 

(WWW). The proper collaboration of these Web 2.0 

tools will provide a new platform to its users to learn 

things more easily, to search things, to communicate 

with others i.e. friends, expertise, guides, or people of 

similar interests. In present scenario, various RSS and 

Atom feeds are available to collaborate these external 

links to any other site, may be a Blog, Wiki, 

Discussion Forum, Online Community, or Social 

Networking Site. As Web 2.0 came as an evolution in 

internet world, the collaboration of its tools will be an 

evolution in informal eLearning world in the same 

way. 

 

VI. CONCLUSION 
The major part of knowledge and recent 

activities are shared using blogs. After taking a review 

of designing and searching methods of Blogs, various 

research gaps and their respective findings are well 

discussed in the section IV. An innovative idea of 

collaboration of various Web 2.0 tools with Blogs is 

given. These new ideas and suggestions will surely 

improve the knowledge and searching experience of 

bloggers. As Blogs is getting popularity day by day, 

so, in future Blogs will play an important role in 

increasing the informal learning. Moreover, the 

collaboration with RSS and Atom feeds, the power of 

blogs will become more than twice. Therefore, there is 

a need to improve the Blog designing and searching 

methodologies, so that the user can get what he exactly 

wants in an efficient manner and with ease of 

operability.   
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Abstract

A decade since the availability of Mycobacterium tuberculosis (Mtb) genome sequence, no promising drug has seen the light
of the day. This not only indicates the challenges in discovering new drugs but also suggests a gap in our current
understanding of Mtb biology. We attempt to bridge this gap by carrying out extensive re-annotation and constructing a
systems level protein interaction map of Mtb with an objective of finding novel drug target candidates. Towards this, we
synergized crowd sourcing and social networking methods through an initiative ‘Connect to Decode’ (C2D) to generate the
first and largest manually curated interactome of Mtb termed ‘interactome pathway’ (IPW), encompassing a total of 1434
proteins connected through 2575 functional relationships. Interactions leading to gene regulation, signal transduction,
metabolism, structural complex formation have been catalogued. In the process, we have functionally annotated 87% of the
Mtb genome in context of gene products. We further combine IPW with STRING based network to report central proteins,
which may be assessed as potential drug targets for development of drugs with least possible side effects. The fact that five
of the 17 predicted drug targets are already experimentally validated either genetically or biochemically lends credence to
our unique approach.
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Introduction

Proclaimed a global health emergency by the World Health

Organization (WHO) in 1993, Tuberculosis (TB) still remains the

leading cause of mortality and affects approximately 32% of the

world population [1]. The emergence of multi-drug-resistant

strains of Mycobacterium tuberculosis, the causative agent of TB, and

the vulnerability of the patients infected with HIV to tuberculosis

have not only fuelled the spread of the disease but also present a

challenging task of understanding the disease physiology and

discovering new drug targets. In this quest, Mtb was sequenced

and annotated in 1998 [2]. A subsequent re-annotation in 2002

successfully assigned functions to almost half of the approximately

4000 genes [3]. More recently, 20 more ORFs have been added to

this list and the annotations updated [4,5]. However a huge gap in

information exists between published literature and the genome

databases. The existing annotations in these databases are thus

insufficient to generate the protein interaction map or the

interactome, pivotal to understanding Mtb biology and identifi-

cation of novel drug targets. To this end, Open Source Drug

Discovery (OSDD) project (www.osdd.net) [6,7] launched the

Connect to Decode (C2D) program (http://c2d.osdd.net), an

innovative blend of crowd sourcing and social networking in a

virtual cloud space for a comprehensive collaborative re-

annotation of Mtb which is the primer for generating the

interactome. The ultimate objective is to identify drug targets

based on better understanding of the complex interactions of

various biological macromolecules in the pathogen.

Systems biology-based approaches have been applied to obtain

better insights into the pathogen biology [8]. This strategy may

help in identifying more than one potential drug targets and these

can be utilized as sets of targets for a polypharmacology approach.

A promising candidate in this category is bi-substrate acyl-

sulfamoyl analogues that simultaneously disrupt crucial nodes in

biosynthetic network of virulent lipid with dramatic effect on the

cell surface architecture of Mtb [9]. Also, a recent study on

genome-wide siRNA experiment has identified host factors that

regulate Mtb load in human macrophages and are crucial to

understand the dynamic interplay of molecular components of the

pathogen and the host [10]. There are many such studies that try

to capture the snapshots of the molecular interactions in Mtb in

different conditions. It is therefore imperative to capture and

curate data on experimentally validated interactions lying

scattered in diverse sources in the literature to generate a genome

scale network. This was achieved through the C2D program. The

C2D community started with initial registration of more than 800

researchers, which largely consisted of research scholars, graduate

students and under-graduate students. The participants were

trained, evaluated and filtered at various stages of online training

and assignments (https://sites.google.com/a/osdd.net/c2d-01/

pathwayannotationproject/results-of-the-exercise). More than

100 researchers were selected as curators to obtain the final

annotations (https://sites.google.com/a/osdd.net/c2d-01/

pathwayannotationproject).

Here we describe how C2D has implemented a community

annotation approach in a distributed co-creation mode for mining

literature and how the accuracies and scope of assigning functions

were enhanced using combined evidence approach. We have

enriched the annotations of the Mtb genome both in terms of

coverage and details (Table 1). Web2.0 collaborative online tools

enabled voluntary community participation for implementing this

task. An important part of the project was creating self-organized

communities to collectively learn and share the process and the

standards for reporting annotations. As per published estimates,

this innovative approach packed nearly 300 man-years into 4

months [11] and it has also established a novel way of collective

problem solving on a voluntary basis in a sustainable manner [12].

This is, to the best of our knowledge, lead to the creation of the

largest manually curated interactome of Mtb. Based on the varied

nature of interactions among proteins in vivo, we propose a new

network definition called ‘‘Protein-Protein Functional Network’’

(PPFN). This network encompasses a total of 1434 proteins

connected through 2575 functional relationships. In this paper, we

detail how the Interactome - PathWay (IPW), an open collabo-

rative platform was used to generate and analyze potential drug

targets. Using betweenness centrality [13] as a first indicator to

shortlist candidate drug targets, we zeroed into 73 proteins. We

have in the process also created a sustainable open innovation

platform.

Results and Discussion

C2D Annotation
An overview of the approach followed in ‘Connect to Decode’

(C2D) exercise is as illustrated in Figure 1. Broadly the approach

was designed based on the principles of the fourth paradigm of

science, encompassing data collation, curation and analysis [14].

Roughly ,4.4 Mbp genome of Mtb was re-annotated manually.

To streamline the annotation process and select a community of

researchers competent to implement this project, a series of online

assignments and training modules were assigned (see methods).

These steps ensured the selection of serious and dedicated

contributors thereby assuring the quality of data collation, curation

and analysis. Various standard operating protocols (SOPs) were

designed and shared with the participants for the consistency in

the steps followed for the annotation of genes (https://sites.google.

com/a/osdd.net/c2d-01/pathwayannotationproject/instructions-

for-annotation and https://sites.google.com/a/osdd.net/c2d-01/

pathwayannotationproject/example-annotation and https://sites.

google.com/a/osdd.net/c2d-01/pathwayannotationproject/steps

forproteinannotation ). Given the exponential increase in the

number of publications from about 300 per year since 1990’s to

a staggering 2000 per year in 2010, the challenging task of

collating and curating data was achieved through the formula-

tion of community editable interactive platform designed to

facilitate real time annotations and continuous updates. The

community scanned and retrieved information from nearly

10,000 published studies in addition to extracting information

from databases and transferred annotations using sequence and

structure analyses based approaches. The community has cited

more than 3000 papers in annotation process as on an average

3–4 manuscripts were referred or read in order to get the

relevant information to annotate a given protein.

The Mtb Genome Annotation and Interactome Curation
IPW has resulted in annotation of 87% of the genome in the

context of reporting gene products as compared to 52% in the re-

annotation reported in 2002. Moreover, less than 5% of the

interactions in IPW (Table S1) exist in other manually curated

interaction databases such as BIND [15], APID [16], IntAct [17],

DIP [18] and MINT [19] (Figure 2(b)). Thus, to the best of our

knowledge, Connect to Decode’s Interactome Pathway Annotation

(IPW) has generated the largest data set of manually curated

interactions in Mtb. These interactions not only include data from

large interaction databases such as IntAct, BIND, MINT, APID,

Crowd Sourcing for M. tuberculosis Interactome
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Table 1. The data structure that was used to capture the interactome data.

Field Description

GeneID The unique identifier for a given gene (Rv ID and NCBI Gene ID)

Gene Name Assigned name of the gene

Pathway Biological role of the gene

Gene function The biological function of the gene

Interacting Partners All the interacting partners for a given gene

Type of Interaction Type of interaction (protein-protein [p-p], protein-nucleotide [p-n])

Nature of Interaction This field contains nature of interaction, such as structural complex, regulatory, signaling etc.

Method of Inferring Interaction Contains information about the experimental or computational methods used for the inference of interacting partners

Type of Evidence Type of evidence, adopted from Gene Ontology (IDA, IPI, ISO, TAS, etc)

PUBMED/Link of source PubMed ID or any web based link from where the interaction and other annotation details were inferred

Email of author E-mail address of curator

There were 11 annotation fields for reporting annotations. The data is available in PSI MITAB format.
doi:10.1371/journal.pone.0039808.t001

Figure 1. From Social Network to Biological Network. The C2D annotation approach for manual annotation and curation of Mtb interactome
followed by network analysis to predict potential drug targets reported at various sequence and structural level filters. (A) Illustrates the overall
approach of crowd sourcing through social network implemented in C2D exercise (B)(a) Mtb Genome (b) Manual collation and sequence/structure
based curation for gene annotation (c) Collation of re-annotated genome into comprehensive data structure (d) Construction of protein-protein
interaction network based on the annotated data (e) Target identification using network analysis; Sequence level comparison of selected proteins
with that of human homologs, human gut flora and human oral flora; systems, sequence and structure level analysis of shortlisted proteins and
experimentally validated drug targets.
doi:10.1371/journal.pone.0039808.g001
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DIP, etc but also include a large amount of manually curated

information from literature.

Of the 1193 hypothetical proteins from TubercuList [4], the

IPW based annotations identify gene products for 770 proteins. Of

the 1480 hypothetical proteins reported in KEGG [20] database,

functional associations have been made to 1055 proteins, clearly

showing how IPW has bridged the wide gap that existed between

information captured in databases and that available in literature.

To ensure that IPW remains up to date, the data from IPW is

shared with members of the OSDD community in an ‘edit’ mode,

through which new interactions can be added using the SOP that

includes a rigorous quality check phase, specifically designed for

community contribution.

Interactome Construction: IPW and Combined Network
with STRING

Interactome as a whole constitutes various biological interac-

tions belonging to both structural and functional type of protein-

protein associations. To have an encyclopedic view of various

interactions that take place at protein functional level, we report

the construction of two types of networks. The first network,

termed IPW only (Figure 2(a)), was constructed on the basis of

the IPW curated data alone. The nodes in the network represent

the proteins whereas the edges represent the functional interac-

tions among those proteins. The nodes were scaled and color

coded in proportion to their degrees. Also, based on the common

interactions we derived a connectivity relationship between

various TubercuList functional classes [4]. Figure 2(c) shows

the connectivity among 10 broad functional classes of Tubercu-

List. The edge thickness was taken to be directly proportional to

the number of common proteins between the two TubercuList

functional classes for the given pair. Significant functional

dependencies are seen among the ‘Lipid Metabolism, Cell Wall,

Intermediary metabolism and Regulatory systems’ functional

classes, reflected in their edge thicknesses in the network.

Disruption of such linkages can lead to breakdown of crosstalk

between these biological processes and thus could be exploited to

identify new drug targets.

Secondly, in order to obtain insights on the complete functional

organization among all the possible proteins of Mtb, a combined

network termed, IPW-STRING (IPWSI), was constructed by

overlaying STRING network on the IPW network. The STRING

based network of Mtb was derived from STRING 8.0 [21]

database consisting of various interactions among proteins as

derived on the basis of extensive computational and limited

experimentally inferred interactions. Computational predictions

Figure 2. IPW interactome and comparison with existing annotation databases (a) IPW-Only protein-protein functional interaction network, (b)
Comparative analysis of IPW-Only proteins and interaction with existing manually curated databases, Ring represents all interactions and proteins in
IPW displaying the subsets which are obtained from other manually curated databases (b1) Comparative analysis of IPW-Only interactions to that of
existing manually curated databases (b2) comparative analysis of protein as curated in IPW-Only to that of proteins presents in other manually
curated databases (c) TubercuList functional class interaction relation based on the interactions as obtained from IPW-Only. The connectivity (lines)
represents the interacting proteins within these classes.
doi:10.1371/journal.pone.0039808.g002

Crowd Sourcing for M. tuberculosis Interactome

PLoS ONE | www.plosone.org 4 July 2012 | Volume 7 | Issue 7 | e39808



have been based on established methods such as phylogenetic

profiling, domain fusion, common gene neighborhood and operon

criteria. However, computational models over predicts interactions

since they do not account for spatio-temporal separation of the

interacting partners. Thus, in the combined network the accuracy

of interaction decreases whereas the coverage increases. It should

also be noted that there is an inherent bias for well-studied proteins

in IPW. A simple comparison shows that nearly 60% of IPW

interactions have experimental evidence codes as compared to 2%

existing in STRING. Also, about 29 additional proteins and 1762

new functional interactions apart from that reported by STRING

were included in the new IPW-STRING combined interactome.

The combined IPW-STRING interactome was further used to

decipher various possible drug targets using the concepts of graph

theory. The network analysis of these networks provides a means

to understand the functional organization of the organism from

the network topology point of view [22,23]. Various network

properties as computed for both the networks and their biological

relevance are discussed below.

Topological Organization of Interactome
In order to understand the functional organization of con-

structed interactome we further assessed the fundamental prop-

erties of this network from the graph theoretic point of view. Given

a vast interaction space encompassing the interactome as whole,

where the nodes represents proteins and interaction represents a

functional relation between them, it becomes imperative to

understand the functional organization of the network from its

topology. The most fundamental characteristic of a graph is the

connectivity of its constituent nodes as represented by the degree.

Degree, being a measure of interconnectedness of nodes highlight

the importance of a node (protein in this case) with respected to

other nodes in the network. A maximum degree of 44 and 289 was

observed for the IPW and IPWSI networks, respectively,

suggesting the level of maximum number of functional relation

of a given protein in both the networks.

Clustering coefficient for a node indicates the connectivity of

the neighbours of a given node to the other nodes in the network

[24]. This parameter was computed to elucidate the dependen-

cies of two or more proteins with respect to each other and to

rest of the proteins in the network. The clustering coefficient for

Figure 3. Network parameters (a) Characteristic path length of IPW-Only network and IPWSI network. In both the graphs the x-axis represents the
path length whereas the y-axis represents the frequency. 3(b) Log-Log plot of degree distribution of IPW network, the solid line was obtained by
fitting the power law for c = 1.99 and Log-Log plot of degree distribution of IPWSI network, the solid line represents the power law fit with c = 2.01.
doi:10.1371/journal.pone.0039808.g003
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IPW and IPWSI networks was observed to be 0.249 and 0.377,

respectively. The high clustering coefficient of both the networks

suggests the presence of well-connected hubs within the network,

which are important from the functional crosstalk between the

proteins of Mtb. Further, the characteristic path length of both

the networks was computed in order to comprehend the extent

of functional relation between any two given proteins in the

network. The characteristic path length of both the networks is

as shown in Figure 3(a). The characteristic path length in IPW

network was observed to be 7.2 whereas for IPWSI it was

observed to be 3.13. From the network navigability point of view

the characteristic path length can be inferred as the number of

steps that one has to take traversing from one node to other,

which from biological point of view could be inferred as the

amount of communication that is possible between any two

proteins. Pertaining to the high characteristic path length of IPW

alone, the absence of functional relation between any two

proteins can be inferred; however, the functional relation

between any two proteins increase when the IPW alone was

clubbed with STRING based network. The characteristic path

length, thus, can be used to understand the functional gap that

possibly exists in the protein-protein interaction network.

Emphasizing on the network communication further, the

network diameter was computed representing the length of the

‘longest’ shortest path in the network. The network diameter of

IPW and IPWSI networks was observed to be 18 and 10,

respectively. Akin to characteristic path length, the network

diameter can be used to interpret the overall navigability of the

network, the higher the diameter, the more distantly two nodes

are related and vice versa.

As discussed, understanding the topological organization of the

network could lead to better understanding of its underlying

principles. The network topology could also be used to

understand the number of possible modules (hubs) in the

network, which may help in identifying potential drug targets.

In order to obtain such insights, we tested the existence of power

law distribution on IPW and IPWSI networks, respectively. The

power law distribution can also be used to understand the scale

free nature of a network [23]. There is extensive literature that

reports the existence of scale free nature of biological networks.

The power law distribution on the node degree distribution of

IPW and IPWSI networks is shown in Figure 3(b). The value

of c was observed to be 1.99 for IPW and 2.01 for IPW-

STRING combined node degree distribution.

Target Identification
Apart from inferring fundamental principles of network

properties the availability of an interactome also enables predic-

tion of essential proteins from the network structure point of view.

The protein lethality within a network is usually obtained from the

degree distribution of the nodes in the networks. The nodes with

high degree are considered important and hence regarded as

probable drug targets. The degree distribution alone could lead to

improper putative drug target identification as it does not capture

the alternate routes in the network. Most of the biological networks

possess large number of shortest paths [25]. The large number of

shortest paths also suggests the availability of alternate routes

within the network which could be used to achieve a certain

biological objective. Removing such nodes from the network could

lead to maximum disruption in the network. In order to capture

these properties, important nodes as well as important edges, we

used betweenness centrality [24,26] as a metric system to infer

putative drug targets. The node betweenness centrality at a

threshold of $0.2 lead to identification of 17 and 64 central

proteins from IPW and IPWSI networks, respectively (Table S2).

Analysis of Putative Drug Targets: Identifying Probable
Non-toxic Targets

To design a viable drug it is essential to ensure least probability

of off-target interactions. A sequence, structure and systems based

analysis was performed in order to predict the druggability of the

shortlisted central proteins from the two networks so as to reduce

the chances of off-target interactions.

The list of 17 and 64 proteins (73 unique proteins as eight are

common in the two lists) was first filtered against human homologs

and human oral and gut flora [27]. Of the 17 targets identified by

IPW, none had a homolog in human proteome and in human oral

and gut flora. In the combined network IPWSI, 53 such targets

were identified (Figure 4). There are 62 unique central proteins

without any significant homology to human proteome, gut and

oral flora from IPW and IPWSI. We further analyzed this list of 62

proteins for absence of small peptides (octamer) since it has been

reported that a small fraction of peptide sequences are evolution-

arily conserved and invariant across several organisms [28]. These

peptide sequences can adopt similar conformation in different

protein structures [28]. A comparative analysis shows that one

protein Rv3221A does not share any common octapeptide with

human proteome, gut or oral flora. However, a closer and detailed

analysis needs to be performed for proteins sharing octapeptide

with human proteome and human microbiome in order to

evaluate their status for off-target binding. In order to understand

the binding pockets, an independent analysis has been performed

to predict and match binding pockets of central proteins with

human proteome. Of the 73 central proteins, 57 have either PDB

or ModBase [29] structure making them amenable to structural

analysis for druggability. We analyzed these proteins as per the

targetTB [30] pipeline where the top 10 binding sites for each of

these 57 proteins were identified using PocketDepth algorithm

[31]. The binding pockets of these proteins were then compared

with human proteome using PocketMatch [32]. Of the 57

proteins, 31 proteins have high structural similarity with human

proteome at binding site level whereas 26 proteins which do not

have binding site similarity with human proteome. It is interesting

to note that seven of these are experimentally validated drug

targets.

Rv3221A (RshA) (Figure 4 List d), an anti-sigma factor to the

primary stress response sigma factor SigH, passed all filters but is

neither reported as a potential drug target in literature nor in

targetTB predictions. The gene encoding RshA lies in the same

operon as SigH and is co-expressed with the same [33]. It has a

strong affinity to bind with SigH and attenuates its ability to bind

to the RNA polymerase holoenzyme under normal growth

conditions. Under conditions of oxidative stress, phosphorylation

of RshA by Rv0014c (PknB) abolishes its binding to SigH, which

in turn leads to the cascade of expression of several stress response

proteins [34] (Figure 5). SigH causes increased expression of two

other sigma factors Rv2710 (SigB) and Rv1221 (SigE), which are

also known to be stress related sigma factors that assist Mtb in its

survival during several stress conditions and are also central

proteins. The other interacting partners of RshA include heat

shock proteins and chaperones like Rv0384c (ClpB) and Rv0350

(DnaK), enzymes for oxidative stress response Rv1471 (TrxB1),

Rv3913 (TrxB2) and Rv3914 (TrxC) which are also part of the

sigH regulon. sigH also induces enzymes involved in cysteine

biosynthesis and in the metabolism of ribose and glucose for the

production of mycothiol precursors, which assist in cellular

protection under oxidative stress. The SigB and SigE signaling

Crowd Sourcing for M. tuberculosis Interactome
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cascade downstream interacts and regulate other central proteins

(Figure 5). RshA is at the beginning of this cascade and seems to

play in crucial role in regulating the stress response proteins,

starting with sigH.

The objective of the interactome construction and analyses

was to identify central proteins, which have significant roles in

maintaining growth and survival of the bacterial pathogen. We

identified 17 such central proteins (Table 2), five of which (PknB,

NuoG, PhoP, EccCb1, HspX) have been previously functionally

characterized and shown to be essential by gene deletion and

mutation and thus are considered as validated drug targets. The

target gets further validated if there are inhibitors which inhibit

the function of the target enzyme or protein as well. PknB

(Rv0014c) is an essential serine-threonine protein kinase in Mtb

and has role in a number of signaling pathways in cell division

and metabolism. Several inhibitors have been reported for this

kinase [35] and is also one of the targets being pursued by

Working Group on New TB Drugs (http://www.newtbdrugs.

org/project.php?id = 81). NuoG (Rv3151) is a subunit of type I

NADH dehydrogenase playing an important role in growth in

macrophage and pathogenesis in animal models [36]. PhoP

(Rv0757), a response regulator and part of the two component

system, when mutated leads to growth defects in macrophages

and in mouse models [37]. eccCb1 (Rv3871) is a part of the RD1

Figure 4. Illustrates the comprehensive analyses of central proteins as potential drug targets. The various filters include comparison with
validated drug targets, sequence and structural level comparison with Human proteome, gut and oral flora (a) The list of 73 central ORFs wherein Rv
Ids in bold represent IPW central ORFs, Rv IDs in regular font represents IPWSI central ORFs and the italicized-bold represent common Rv Ids to both
IPW and IPWSI. (b & b’) Five of the 17 IPW and six of 64 central ORFs with experimental validation as drug targets. (c) Sequence homology comparison
with human proteome and human microbiome results in 62 ORFs with no significant similarity (d) Octamer analyses against human proteome and
human microbiome results in one ORF with no hits (e) Comparative binding site analysis with human proteome results in 26 ORFs with no significant
similarity (lists b, b’, c, d and e available in Table S2).
doi:10.1371/journal.pone.0039808.g004
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region and mutation leads to attenuated growth and toxicity in

THP-1 cells. The mutants cannot export CFP-10 and are

avirulent [38]. hspX (Rv2031c) encodes for a alpha-crystallin-like

protein and plays a significant role in retaining a non-replicating

state in latency [39,40]. The fact that five of the 17 putative drug

targets from IPW are already validated drug targets, lends

credence to our approach of annotating the genome and

interactome construction of Mtb for system level understanding

towards novel drug target identification.

Despite the efforts over a number of years, discovering novel,

fast acting drugs for TB has been a major challenge. However,

recently introduced combination drug Risorine designed on the

principles of Ayurveda has been shown to cut down rifampicin use

leading to very high compliance [41]. Understanding the biology

of the pathogen through a systems level approach can help in

identifying the Achilles heel for Mtb. Towards this, Interactome

Pathway annotation has captured the updated relevant informa-

tion on Mtb genes and has tried to unravel the puzzle. We have

amalgamated crowd sourcing with social networking to compre-

hensively reannotate the Mtb genome, generated its largest ever

interactome and propose potentially efficacious drug targets. In

the process, we have set up an open collaborative platform and a

dynamic community to ensure regular updates.

Materials and Methods

Crowd Sourcing for Data Curation
Data capture. Two annotation standard operating protocols

(SOPs), in the presence of literature and in the absence of

literature, were designed in order to capture the maximum

amount of relevant data. Wherever the protein was not studied in

Mtb, the annotations were transferred from other organisms based

on conservative statistical measures in sequence and structure-

based analysis as discussed below (i and ii). To ensure consistency

and integrity of the data added to the resource, Standard

Operating Protocols (SOPs) were created and followed by the

community. These SOPs and tutorials may be accessed at (http://

c2d.osdd.net and https://sites.google.com/a/osdd.net/c2d-01/

pathwayannotationproject).

Annotation SOP in presence of literature. The first step

was to retrieve information on Mtb proteins with experimental

evidence from literature. PubMed and Google based literature

searches were carried out using suitable keywords, such as the

respective Rv number, gene name, Mycobacterium tuberculosis, along

with suitable Boolean expressions, such as AND and OR (for

example, [Rv1018c] AND [mycobacterium tuberculosis], [epox-

ide hydrolase] AND [mycobacterium tuberculosis]). While

Figure 5. Illustration of 17 putative drug target interaction from IPW interactome depicting the cascade of how the central proteins
interact with each other in a spatio-temporal manner under different conditions like growth, stress and survival in macrophages
including virulence. Under normal conditions, PknB phosphorylates RshA which inhibits SigH. However, under oxidative stress, RshA is not
phosphorylated and this abolishes its binding to SigH, rendering it free. SigH in turn upregulates expression of SigE and SigB which regulates MprA
(bacterial persistence regulator). MprA also regulates SigB and SigE. SigB plays important role in adaptation to stationary phase and nutritionally poor
conditions and SigE is upregulated in mycobacterial growth within human macrophages and is transcribed from three different promoters under
different conditions. sigB is also regulated by SigF, which regulates the expression of genes involved in the biosynthesis and structure of the
mycobacterial cell envelope, including complex polysaccharides and lipids, particularly virulence- related sulfolipids and several transcription factors.
Rv0516c is an anti-anti sigma factor and regulates anti-sigma factor SigF (upregulated during infection culture of human macrophages and in
nutrient starvation condition; regulates transcription of genes involved in cell wall biosynthesis, sulfolipid metabolism, nucleotide metabolism, energy
metabolism and several transcription factors) on getting phosphorylated by PknD which in turn is regulated by Rv0020c phosphorylated by PknB and
PknE. SigF also regulates sigC and regulates hspx that is also regulated by dosR regulon. dosR regulon in turn is again regulated by PhoP which is a
transcription factor for nuoG, eccCb1, esxb/cfp10 [48].
doi:10.1371/journal.pone.0039808.g005
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manually scanning the available literature, emphasis was placed

on the references, which dealt with Mycobacterium tuberculosis

H37Rv followed, by evidence in other mycobacterial species. If

the protein was an enzyme, the corresponding reaction, along

with the EC number, and the pathway(s) in which the protein

participates was also recorded.

SOP for annotation in the absence of direct information

from literature. In absence of direct literature information,

annotations were derived based on sequence, structure and profile

based information and analyses. To begin with, NCBI-BLAST

[42] was used to obtain homology information of the query

protein. Hits with e-value of #0.0001 and identity of $35%, with

$75% sequence coverage were considered as significant hits.

Annotations of the closest homologue were transferred and

recorded in the template against each annotation. Similarity

search in the Pfam [43] database was carried out to support

BLAST results and also to annotate in the absence of high query

coverage with BLAST analysis. If both BLAST and Pfam

similarity search failed to give a significant hit, Phyre [44], an

automatic fold recognition tool was used for predicting the

function of the Mtb proteins through high confidence fold

associations. Appropriate evidence codes have been used to

distinguish between transferred annotations and experimental

based annotations.

Data curation. Multiple rounds of collaborative data quality

checks were carried out to ensure that the data has been correctly

captured and reported. A set of instructions (SOPs) were devised

for the same (https://sites.google.com/a/osdd.net/c2d-01/

pathwayannotationproject/data-qc-guide) where the annotations

curated by the members were systematically crosschecked

iteratively by other members. It was interesting to note that high

quality curation was achieved by this approach of ‘many eyeballs

make the bug shallow’, a common phenomenon in open source

software projects.

Data organization. The collated data was organized into a

defined data structure as depicted in Table 1 with two columns,

field and description. The PSI MI (Proteomics Standards Initiative

Molecular Interactions) was used as the community standard for

reporting protein-protein interactions in MITAB format (Table

S3). This helps in improving the representation of molecular

interaction data and its accessibility to the user community.

Interactome Construction and Network Parameter
Estimation

IPW and IPWSI network. The IPW-only network was

constructed based on the annotations and curation of the data

from IPW. The combined network of IPW and STRING termed,

IPWSI, was constructed by combining the IPW network with that

from STRING. All the interactions in STRING with high and

medium level confidence score (above 400) were used to construct

STRING based protein-protein interaction network. Methods

used to compute network parameters are discussed below.

Network properties. To understand the functional organi-

zation of interacting proteins in both the networks, an analysis of

various network topologies was performed. These network

properties were computed using Boost Graph library in MATLAB

(David Gleich; http://www.stanford.edu/,dgleich/programs/

matlab_bgl/).

Connectivity or degree. The most elementary characteristic

of a node in the network is its degree k, which represents, for a

given node the number of other nodes it is connected to.

Clustering coefficient. The clustering coefficient was first

defined by Watts and Strogatz [24]. The clustering coefficient, C,

for a node is a notion of how connected the neighbours of a given

node are to the other nodes (cliquishness) [45]. The average

clustering coefficient for all nodes in a network is taken to be the

network clustering coefficient. In an undirected graph, if a vertex vi

has ki neighbors, k i (k i - 1)/2 edges could exist among the vertices

Table 2. The list of all the 17 central proteins as predicted from the betweenness centrality of .0.2 through IPW network with
their gene products.

Accession Gene Name Description (Gene Product)

Rv0014c*[35] pknB TRANSMEMBRANE SERINE/THREONINE-PROTEIN KINASE B PKNB (PROTEIN KINASE B)

Rv0020c fhaA CONSERVED HYPOTHETICAL PROTEIN WITH FHA DOMAIN, TB39.8

Rv0516c Rv0516c ANTI-ANTI SIGMA FACTOR

Rv0757*[37] phoP POSSIBLE TWO COMPONENT SYSTEM RESPONSE TRANSCRIPTIONAL POSITIVE REGULATOR

Rv0931c pknD TRANSMEMBRANE SERINE/THREONINE-PROTEIN KINASE D PKND (PROTEIN KINASE D)

Rv0981 mprA MYCOBACTERIAL PERSISTENCE REGULATOR MRPA (TWO COMPONENT RESPONSE TRANSCRIPTIONAL REGULATORY PROTEIN)

Rv1221 sigE ALTERNATIVE RNA POLYMERASE SIGMA FACTOR SIGE

Rv2031c*[39,40] hspX HEAT SHOCK PROTEIN HSPX (ALPHA-CRSTALLIN HOMOLOG) (14 kDa ANTIGEN) (HSP16.3)

Rv2069 sigC PROBABLE RNA POLYMERASE SIGMA FACTOR, ECF SUBFAMILY

Rv2710 sigB RNA POLYMERASE SIGMA FACTOR

Rv3151*[36] nuoG PROBABLE NADH DEHYDROGENASE I (CHAIN G) NUOG (NADH-UBIQUINONE OXIDOREDUCTASE CHAIN G)

Rv3221A Rv3221A POSSIBLE ANTI-SIGMA FACTOR RSHA

Rv3223c sigH ALTERNATIVE RNA POLYMERASE SIGMA-E FACTOR (SIGMA-24)

Rv3286c sigF ALTERNATE RNA POLYMERASE SIGMA FACTOR

Rv3871*[38] Rv3871 ESX CONSERVED COMPONENT ECCCB1 (ATPase activity)

Rv3874 esxB 10 KDA CULTURE FILTRATE ANTIGEN ESXB (LHP) (CFP10)

Rv3911 sigM RNA POLYMERASE SIGMA FACTOR

RvIDs superscripted with asterisk are essential proteins as evidenced by genetic and biochemical studies.
doi:10.1371/journal.pone.0039808.t002
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within the neighbourhood (Ni ). The clustering coefficient for an

undirected graph G(V, E) (where V represents the set of vertices in

the graph G and E represents the set of edges) can then be

defined as

Ci~
2D ejk

� �
D

ki ki{1ð Þ ; vj ,vk[Ni,ejk[E

The average clustering coefficient characterizes the overall

tendency of nodes to form clusters or groups. C(k) is defined as the

average clustering coefficient for all nodes with k links.

Characteristic path length. The characteristic path length,

L, is defined as the number of edges in the shortest path between

two vertices, averaged over all pairs of vertices. It measures the

typical separation between two vertices in the network. Intuitively,

it represents the network’s overall navigability [45].

Network diameter. The network diameter d is the greatest

distance (shortest path, or geodesic path) between any two nodes in

a network. It can also be viewed as the length of the ‘longest’

shortest path in the network.

d~ max
u,v[G

dG u, vð Þ

where dG (u, v) is the shortest path between u and v in G [45].

Power law distribution. For a given network the power law

distribution states the probability that a given node has k links,

which is given by equation p(k) , k-c, where c is degree exponent.

For smaller values of c, the role of the ‘hubs’, or highly connected

nodes, in the network becomes more important. For c .3, hubs

are not relevant, while for 2,c ,3, there is a hierarchy of hubs,

with the most connected hub being in contact with a small fraction

of all nodes. Scale-free networks have a high degree of robustness

against random node failures, although they are sensitive to the

failure of hubs [23]. The probability that a node is highly

connected is statistically more significant than in a random graph

[45].

Betweenness centrality. The betweenness centrality is the

measure of vertex within a graph. For a given graph G(V,E), with

n vertices, the betweenness CB (v) of a vertex v is defined as.

CB vð Þ~
X

s=v=t [V

sst(v)

sst

where sst is the number of shortest path from s to t, and sst (v) is

the number of shortest paths from s to t that passes from vertex v.

The betweenness centrality analysis was performed for both the

networks [45–46].

Drug Target Identification
Sequence homology with human proteome, oral and gut

flora. The complete human proteome was downloaded from

NCBI and BLAST was used to filter out the proteins, which had

homology of greater than 45% with human protein. Human gut

and oral flora constitutes the microbes that are considered to

influence the physiology, nutrition, immunity and development of

host. The complete proteome of 8-gut flora and 27 oral floras were

downloaded. CD-HIT with similarity of 60% and a word size of 4

was used to compare the predicted proteins [27].

Binding site similarity with human proteome, oral and

gut flora. We analyzed these proteins as reported in targetTB

[30] pipeline where the top 10 binding sites for each protein was

identified using PocketDepth algorithm [31]. The binding pockets

of these proteins were then compared with human proteome using

PocketMatch [32].

Peptide level conformation comparison with human

proteome, oral and gut flora. We analyzed the proteins for

absence of small peptides (octamer) [28] across human proteome,

gut or oral flora using in house PERL scripts.

Literature based target validation. The predicted targets

were further validated based on presence of existing functional

evidence in literature. Data-mining and manual curation was

performed to identify and document validated drug targets in Mtb.

In addition to this, it was also documented whether the central

protein is also reported to be essential or non-essential in context of

Mtb growth and survival.

Web Server for Accessing and Searching IPW
The IPW data has been posted on http://sysborg2.osdd.net, the

semantic web-based platform of Open Source Drug Discovery

(OSDD) project [47]. For ease of access and search, the data is

provided through a web-based server available at http://crdd.

osdd.net/servers/ipw built using PHP and Mysql. This also works

as the annotation and curation interface for the community. Any

new submission to this web servers requires http://sysborg2.osdd.

net open ID for authentication so that appropriate credits may be

given to the members submitting updated information.

Supporting Information

Table S1 The annotations in the data structure format
described in Table 1. This data may be searched in customized

manner using the IPW web-interface (http://crdd.osdd.net/

servers/ipw).

(XLSX)

Table S2 Rv Ids in lists b, b’, c, d and e as obtained
from various sequence and structural level analysis of
central proteins as potential drug targets from IPW and
IPWSI as depicted in Figure 2.

(XLSX)

Table S3 Central proteins predicted from analysis of
the IPW interactome with details of interacting partners
in PSI MITAB format.
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ABSTRACT 

In the capital city of Baghdad, The surface water suffering from effect of conservative pollutants. Baghdad city has two 
rivers, the main river Tigris River and Diyala River in boundary of Baghdad city (Jassir Diyala) eastern of Baghdad. 
The present study deals with the evaluation of water quality of Tigris River within Baghdad. In the case of Tigris River 
the concentrations of TH, TDS, PO4 and SO4 were found to lie outside the acceptable range of WHO standards by using 
WQI analysis and C++ program. 
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1. Introduction 

The main rivers of Iraq, the Tigris and the Euphrates 
which cover an area of 126,900 km2 and 177,600 km2 
respectively, cross Iraq by their middle and lower reaches, 
eventually to confluence in the river Shatt Al-Arab, be- 
fore flowing into the Arabian Gulf. The Tigris provides 
all the main tributaries within Iraq (Greater Zab, Lesser 
Zab, Adhaim and Diyala) with no tributaries sourced 
from the Euphrates. The arid regions along the watershed 
are characterized by the existence of “wadis” in the upper 
reached of Iraq. More than 90% of Iraq’s water depen- 
dent needs are met by surface water and 80% of this wa- 
ter flow comes from its three neighboring countries [1]. 

The Tigris is 1,850 km long, rising in the Taurus 
Mountains of eastern Turkey about 25 km southeast of 
the city of Elazig and about 30 km from the headwaters 
of the Euphrates. The river then flows for 400 km through 
Turkish territory before becoming the border between 
Syria and Iraq. This stretch of 44 km is the only part of 
the river that is located in Syria. The remaining 1,418 km 
are entirely within the Iraqi borders [2]. Since 1965, 
when Horton (1965) proposed the first water quality in- 
dex (WQI), a great deal of consideration has been given 
to the development of ‘water quality index’ methods with 
the intent of providing a tool for simplifying the report- 
ing of water quality data. However, there is no reliable 
water quality index has been developed in Iraq to assess 
water suitability of irrigation [3]. WQI is a set of stan- 
dards used to measure changes in water quality in a par- 
ticular river reach over time and make comparisons from 

different reaches of a river. A WQI also allows for com- 
parisons to be made between different rivers. This index 
allows for a general analysis of water quality on many 
levels that affect a stream’s ability to host life [4]. WQI 
is an arithmetical tool used to transform large quan- tities 
of water quality data into a single cumulatively de- rived 
number. It represents a certain level of water qua- lity 
while eliminating the subjective assessments of such qua- 
lity [5-7]. It is intended as a simple, readily understand- 
able tool for managers and decision makers to convey 
information on the quality and potential uses of a given 
water body, based on various criteria [6]. Further more it 
turns complex water quality data into information that is 
understandable and usable by the public. It gives the 
public a general idea of the water quality in a particular 
region. Water Quality Index (WQI) is a very useful and 
efficient method for assessing the suitability of water 
quality. It is also a very useful tool for communicating 
the information on overall quality of water to the con- 
cerned citizens and policy makers. It, thus, becomes an 
important parameter for the assessment and management 
of water quality (both surface and groundwater). WQI 
reflects the composite influence of different water quality 
parameters and is calculated from the point of view of 
the suitability of (both surface and groundwater) for hu- 
man consumption [8]. Table 1 showing Water Quality 
Index Ranges is [9,10]: 

2. Objectives and Approach 

The objectives are important tools, used in a framework  
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Table 1. Water quality index categories. 

WQI 0 - 25 26 - 50 51 - 75 76 - 100 >100 

Water  
Quality 

Excellent Good Poor Very poor Unsuitable

Source: Brown et al., 1970 [10]. 

 

 

Figure 1. Map of Tigris River within Baghdad city. (无引用) 
 
of provincial and federal environmental assessment, risk 
management, and the application of best available treat- 
ment technology, which support the management, pro- 
tection and enhancement of the surface water resources 
of the province [11]. The main objective of this paper is 
to develop an index method for assessing water quality to 
use this method to assess the general water suitability of 
irrigation for use in agriculture. Monitoring water quality 
parameters in Tigris River and calculate overall water 
quality index (WQI) for evaluate Tigris River water in 
study area by using C++ program for this Calculation.  

3. Materials and Methods 

3.1. Study Area 

Both Tigris and the Euphrates are international rivers 
originating from Turkey. The Tigris river basin in Iraq 
has a total area of 253,000 km2, or 54% of the total river 
basin area. For the Tigris, average annual runoff as it 
enters Iraq is estimated at 21.2 km3. All the Tigris tribu- 
taries are on its left bank. From upstream to downstream 
[12]: 
 The Greater Zab, which originates in Turkey and is 

partly regulated by the Bakhma dam. It generates 
13.18 km3 at its confluence with the Tigris; 62% of 
the 25,810 km2 of river basin is in Iraq; 

 The Lesser Zab, which originates in Iran and is 
equipped with the Dokan dam (6.8 km). The river ba-
sin of 21,475 km2 (of which 74% is in Iraqi territory) 
generates about 7.17 km, of which 5.07 km3 of annual 

safe yield after the Dokan construction; 
 The Al-Adhaim (or Nahr Al Uzaym) which drains 

about 13,000 km2 entirely in Iraq. It generates about 
0.79 km3 at its confluence with the Tigris. It is an in- 
termittent stream subject to flash floods; 

 The Diyala, which originates in Iran and drains about 
31,896 km2 of which 75% in Iraqi territory. It is 
equipped with the Darbandikhan dam and generates 
about 5.74 km3 at its confluence with the Tigris; 

 The Nahr at Tib, Dewarege (Doveyrich) and Shehabi 
Rivers, draining together more than 8,000 km2. They 
originate in Iran, and bring together in the Tigris 
about 1 km3 of highly saline waters; 

 The Al-Karkha, whose course is mainly in Iran and, 
from a drainage area of 46,000 km2, brings about 6.3 
km3 yearly into Iraq, namely into the Hawr Al Ha- 
wiza during the flood season, and into the Tigris 
River during the dry season. 

Turkey shares the waters of the Tigris River with the 
states of Syria and Iraq. Particularly Iraq relies on the 
water of the Tigris River and could almost not have any 
agriculture and water supply of urban centers without the 
water of Tigris and Euphrates. The fact that the storage 
capacity of the proposed Ilisu Dam and other dam pro- 
jects is larger (at least 21 Cubic Kilometers) than the 
annual water flow of the Tigris (17 Cubic Kilometers) 
from Turkey to Iraq, explains the high impact of this 
project [13]. The Tigris collects 43% of its flow in Tur- 
key and 57% of its flow within Iraq from left-bank tribu- 
taries including the Greater Zab, Lesser Zab, Adhaim and 
Diyala Rivers. Usage of Tigris water within Iraq includes 
agricultural irrigation, and municipal water supply; the 
Tigris also has several water storage facilities for flood 
control and power generation within Iraq. Between 1928 
and 1946, the average stream flow of the Tigris as it en- 
tered Iraq was 18 bcm/yr; stream flow in the Tigris in- 
creased to 42 bcm/yr (billion cubic meters per year) past 
its confluence with the Diyala River; discharges south of 
this point reduced flow in the Tigris to 37 bcm/yr at Kut. 
Past Kut, the Tigris supplies water for irrigation and pub- 
lic water supply and also discharges to the Central Marsh. 
Combined, these discharges reduced its flow to 7 bcm/yr 
at Amarahh and 3 bcm/yr at Qalat Salih during this same 
time period [14]. 

3.2. Samples Collection 

Water samples were collected from selected eight sta- 
tions in Tigris River from January 2004 to December 
2010. The samples were collected from just under water 
surface for analysis of selected parameters included: pH, 
biological oxygen demand (BOD5), nitrate (NO3), phos- 
phate (PO4), Total Dissolved Solids (TDS), Total Hard- 
ness (TH), Magnesium (Mg), Calcium (Ca), Chlorides 
(Cl), Sulphates (SO4), Sodium (Na) and electrical con- 
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ductivity (EC).  

3.3. Application of C++ Program 

3.3.1. Introduction 
C++ is a statically typed, free-form, multi-paradigm, 
compiled, general-purpose programming language. C++ 
is sometimes called a hybrid language. It is regarded as 
an intermediate-level language, as it comprises a combi- 
nation of both high-level and low-level language features 
[15]. It was developed by Bjarne Stroustrup starting in 
1979 at Bell Labs as an enhancement to the C language. 
Originally named C with Classes, the language was re- 
named C++ in 1983 [16]. C++ is one of the most popular 
programming languages [17,18] with application do- 
mains including systems software, application software, 
device drivers, embedded software, high-performance 
server and client applications, and entertainment software 
such as video games [19]. Several groups provide both 
free and proprietary C++ compiler software. C++ has 
greatly influenced many other popular programming lan- 
guages, most notably C# and Java. After years of deve- 
lopment, the C++ programming language standard was 
ratified in 1998 as ISO/IEC 14882:1998. The standard 
was amended by the 2003 technical corrigendum, ISO/ 
IEC 14882:2003. The current standard extending C++ 
with new features was ratified and published by ISO in 
September 2011 as ISO/IEC 14882:2011 (informally 
known as C++11) [20]. 

3.3.2. Algorithms and Steps 
In my work using language C++ under window to execu- 
tion, and perform some steps to implementation this pro- 
gram: 
 Create Project File consist of number of files. 
 Create dialog boxes that perform to dialog with users.  
 Read and input Data to system for all stations from 

users. 
 Select type of process from menu (Normality Test, 

Z-Test, t_Test, ANOVA (analysis of variance) Test 
and Water Quality Index). 

 Execution algorithm and calculate mathematics for all 
process after enter data. 

 Display Result with high speed (Less than 1 second). 
As showing in diagram below: 

3.3.2. Water Quality Index Calculation 
The WQI was calculated using the standards of drinking 
water quality recommended by the World Health Or- 
ganization (WHO). The weighted arithmetic index me- 
thod [10] was used for the calculation of WQI of the sur- 
face water. Further, quality rating or sub index (qn) was 
calculated using the following expression. 

qn = 100 [Vn – Vio ]/[Sn – Vn] 

Input Data 

↓ 

Select Process 

↓ 

Execution Algorithms 

↓ 

Display Results 

Figure 2. C++ diagram. (无引用) 
 

(Let there be n water quality parameters and quality 
rating or sub index (qn) corresponding to nth parameter 
is a number reflecting the relative value of this parameter 
in the polluted water with respect to its standard, maxi- 
mum permissible value). 

qn = Quality rating for the nth water quality parameter 
Vn = Estimated value of the nth parameter at a given 

sampling point. 
Sn = Standard permissible value of the nth parameter. 
Vio = Ideal value of nth parameter in pure water (i.e. 0 

for all other parameters except the parameter pH and 
Dissolve Oxygen (7.0 and 14.6 mg/L respectively). 

Unit weight was calculated by a value inversely pro- 
portional to the recommended standard 

value Sn of the corresponding parameter. 
Wn = K/Sn  
Wn unit weight for the nth parameters. 
Sn = standard value for the nth parameters 
K = constant for proportionality. 
The overall WQI was calculated by aggregating the 

quality rating with the unit weight linearly. 

WQI qnWn Wn    

4. Results 

Table 2 presents the result of the physical parameters of 
surface water quality. The result showed that Total Hard- 
ness (TH) in very high range and cross WHO limit 
(344.4 mg/l) and phosphate (PO4) in highest value and 
cross WHO standard (0.3 mg/l). Also we found the elec-
trical conductivity (EC) in high value (1175.7 mg/l) and 
that more than WHO standard. WQI for the year of 2004 
it was 589.1552 > 100 this means unsuitable for use. 

Figure 3 shows all the years (2004, 2005, 2006, 2007, 
2008, 2009 & 2010) the result almost same all results of 
WQI was above 100 and that makes surface water in 
Tigris River unsuitable for use. 

5. Conclusions 

The year of 2004 has three parameters out of WHO 
standard values, it was TH (344.4 mg/l), PO4 (0.3 mg/l) 
and EC (1170.1 mg/l), WQI in total was (589.1552). For 
the year of 2005, 2008 & 2009 it has five parameters out 
of WHO standard values and that parameters is TH  
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Table 2. Water Quality Index Result by C++ Program for 
the year2004. 

 
 

 

Figure 3. Water Quality Index (WQI) values for the years 
(2004-2010). 
 
(389.975, 421.225 & 416.575 mg/l), respectively, T.D.S 
(611.89, 616.1373 & 626.74 mg/l), SO4 (237.5, 201 & 
201.1 mg/l), PO4 (0.325, 0.325 & 0.375 mg/l) and EC 
(1170.1, 1175.78 & 1170.1 mg/l), WQI in total was 
(638.1017, 638.0811 & 735.7739). In 2006 & 2007 there 
is four parameters out of WHO standard values, it was 
TH (337.2 & 321.55 mg/l), respectively, T.D.S (618.1 & 
583.525 mg/l), SO4 (245.975 & 244.775 mg/l) and PO4 
(0.45 & 0.525 mg/l), WQI in total was (881.8434 & 
1028.4301). Finally in year of 2010 has two parameters 
out of WHO standard limit values, the parameters was 
TH (285.6 mg/l) and PO4 (0.463 mg/l), WQI in total 
(907.1375).  

From all above result we can see all of WQI > 100 and 

that’s means WQI type is unsuitable for use. 
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Abstract—An understanding of quality attributes is relevant for the software organization 
to deliver high software reliability. An empirical assessment of metrics to predict the 
quality attributes is essential in order to gain insight about the quality of software in the 
early phases of software development and to ensure corrective actions. In this paper, we 
predict a model to estimate fault proneness using Object Oriented CK metrics and 
QMOOD metrics. We apply one statistical method and six machine learning methods to 
predict the models. The proposed models are validated using dataset collected from 
Open Source software. The results are analyzed using Area Under the Curve (AUC) 
obtained from Receiver Operating Characteristics (ROC) analysis. The results show that 
the model predicted using the random forest and bagging methods outperformed all the 
other models. Hence, based on these results it is reasonable to claim that quality models 
have a significant relevance with Object Oriented metrics and that machine learning 
methods have a comparable performance with statistical methods 

 
Keywords—Empirical Validation, Object Oriented, Receiver Operating Characteristics, 
Statistical Methods, Machine Learning, Fault Prediction  

 
 

 
1. INTRODUCTION 

Software reliability is a critical field in software engineering and an important facet of soft-
ware quality. Every organization wants to assess the quality of the software product as early as 
possible so that poor software design leading to lower quality product can be detected and hence 
be improved or redesigned. This would lead to significant savings in the development costs, 
decrease the development time, and make the software more reliable. The quality of the software 
can be measured in terms of various attributes such as fault proneness, maintenance effort, test-
ing effort, etc. In this study, we have used fault proneness as the quality predictor. Fault prone-
ness is defined as the probability of fault detection in a class [1-4]. Due to high complexity and 
constraints involved in the software development process, it is difficult to develop and produce 
software without faults. High cost is involved in finding and correcting faults in software pro-
jects. Thus, we need to identify or locate the areas where more attention is needed in order to 
find as many faults as possible within a specified time and budget. To address this issue, we 
predict fault proneness model using statistical and machine learning methods in this paper. One 
of the approaches to identify faulty classes early in the development cycle is to predict models 
by using software metrics. In the realm of an object oriented environment, object oriented soft-
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ware metrics have become increasingly popular with researchers. There are various object-
oriented metrics available in the literature [5-11] to predict software quality attributes.  

Hence, the main contributions of this paper are: (1) To establish relationship between object 
oriented metrics and fault proneness. There are a number of object oriented metrics such as CK 
metrics [5], MOOD [7], QMOOD metrics [8], etc., but not all the metrics are good predictors of 
fault proneness. Thus, it is very important to understand the relationship of object oriented met-
rics and fault proneness. In other words, we must find out which of the metrics are significant in 
predicting the faulty classes. Then, these significant metrics can be combined into one set to 
build the multivariate prediction models for predicting fault proneness. Identified metrics will 
help software practitioners to focus on fault prone classes and ensure a higher quality software 
product with the available resources. Software researchers may use these metrics in further stud-
ies. (2) To analyze machine learning methods (method of programming computers to optimize 
performance criterion using example data or past experience). Nowadays, machine learning is 
widely used in various domains (i.e., retail companies, financial institutions, bioinformatics, 
etc.) There are various machine learning methods available. We have used six machine learning 
methods to predict the accuracy of the model predicted. These six machine learning methods 
have been widely used in literature and have shown good results [4, 12-14]. Amongst the vari-
ous models predicted, we must determine one of the models to be the best model, which can be 
used by researchers in further studies to predict the faulty classes.  

In order to achieve this aim we have used dataset collected from open source software, poi 
[15]. This software was developed using Java language and consists of 422 classes. The differ-
ent dataset used by us will provide an important insight to researchers for identifying the rele-
vance of metrics with a given type of dataset. Since it is Open Source software, the users have 
freedom to study and modify the source code (written in Java) without paying royalties to previ-
ous developers. We have used one statistical method (logistic regression) and six machine learn-
ing methods (random forest, adaboost, bagging, multilayer perceptron, support vector machine, 
and genetic programming).  

We have analyzed the performance of the models by calculating area under the Receiver Op-
erating Characteristic (ROC) curve [16]. ROC curve is used to obtain a balance between the 
number of classes predicted as being fault prone, and the number of classes predicted as not 
being fault prone.  

The paper is organized as follows: Section 2 reviews the key points of available literature in 
the domain. Section 3 explains the independent and dependent variables used in our study. The 
description of the metrics is also provided. Section 4 discusses the research methodology and 
gives the details of the data used for analysis. It also explains the various methods used and the 
performance evaluation measures. Section 5 analyzes the univariate and the multivariate results. 
We have compared our results with the results of the previous results in this section. The model 
predicted is evaluated using the ROC curve in Section 6. Finally, the work is concluded in Sec-
tion 7. 

 
 

2. LITERATURE REVIEW 
Significant work has been done in the field of fault detection. The complete survey of fault 

prediction studies till 2008 is provided in the paper by C. Catal [17]. Highlights of select papers 
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have been discussed in this section, including papers published post 2008. There are various 
categories of methods to predict faulty classes such as machine learning methods, statistical 
methods, etc. We have observed that much of the previous work used traditional statistical 
methods [18, 20, 21, 16] to bring out the results, but very few studies have used machine learn-
ing methods. Recently, the trend is shifting from traditional statistical methods to modern ma-
chine learning methods. The most common statistical methods used are univariate and multi-
variate logistic regression. A few key points of the papers using statistical methods are discussed. 
The paper by N. Ohlsson et al.[18] has worked on improving the techniques used by Khos-
goftaar [19] (i.e., Principal Component Analysis and Discriminant Analysis). This paper [18] 
has discussed some problems that were faced while using these methods and thus suggested 
remedies to those problems. Another approach to identify faulty classes early in the develop-
ment cycle is to construct prediction models. The paper [20] has constructed a model to predict 
faulty classes using the metrics that can be collected during the design stage. This model has 
used only object oriented design metrics. Tang et al. [21] conducted an empirical study on three 
industrial real time systems and validated the CK [5] object oriented metric suite. They found 
that only WMC and RFC are strong predictors of faulty classes. They have also proposed a new 
set of metrics, which are useful indicators of object oriented fault prone classes. It has been seen 
that most of the empirical studies have ignored the confounding effect of class size while vali-
dating the metrics. Various studies [6, 11, 22] have shown that class size is associated with 
many contemporary object oriented metrics. Thus, it becomes important to revalidate contempo-
rary object oriented metrics after controlling or taking into account the effect of class size [16]. 
The two papers by El. Emam et al. [16, 23] showed a strong size confounding effect and thus 
concluded that the metrics that were strongly associated with fault proneness before being con-
trolled for size were not associated with fault proneness anymore after being controlled for size. 
Another empirical investigation [11] by M.Cartwright et al. conducted on a real time C++ sys-
tem discussed the use of object oriented constructs such as inheritance and therefore polymor-
phism. M. Cartwright et al. [11] have found high defect densities in classes that participated in 
inheritance as compared to classes that did not. The probable reasons for this observation have 
been discussed in the paper. Briand et al. [1] have empirically investigated 49 metrics (28 cou-
pling measures, 10 cohesion measures, and 11 inheritance measures) for predicting faulty 
classes. There were 8 systems being studied (consisting of 180 classes in all), each of which was 
a medium sized management information system. They used univariate and multivariate analysis 
to find the individual and the combined effect of object oriented metrics and fault proneness. 
They did not examine the LCOM metric and found that all the other metrics are strong predic-
tors of fault proneness except for NOC. Another paper by Briand et al. [24] has also validated 
the same 49 metrics. The system used for this study was the multi-agent development system, 
which consists of three classes. They found NOC metric to be insignificant, while DIT was 
found to be significant in an inverse manner. WMC, RFC, and CBO were found to be strongly 
significant. Yu et al. [25] empirically tested 8 metrics in a case study in which the client side of 
a large network service management system was studied. The system is written in Java and con-
sists of 123 classes. The validation was carried out using regression analysis and discriminant 
analysis. They found that all the metrics were significant predictors of fault proneness except 
DIT, which was found to be insignificant.  

Recently, researchers have also started using some machine learning techniques to predict the 
model. Gyimothy et al. [12] calculated CK [5] metrics from an open source web and email suite 



  
Fault Prediction Using Statistical and Machine Learning Methods for Improving Software Quality 

  

244 

called Mozilla. To validate the metrics, regression and machine learning methods (decision tree 
and artificial neural networks) were used. The results concluded NOC to be insignificant, 
whereas all the other metrics were found to be strongly significant. Zhou et al. [26] have used 
logistic regression and machine learning methods to show how object oriented metrics and fault 
proneness are related when fault severity is taken into account. The results were calculated using 
the CK metrics suite and were based on the public domain NASA dataset. WMC, CBO, and 
SLOC were found to be strong predictors across all severity levels. Prior to this study, no previ-
ous work had assessed severity of faults. The paper by S. Kanmani et al. [13] has introduced two 
neural network based prediction models. The results were compared with two statistical methods 
and it was concluded that neural networks performed better as compared to statistical methods. 
Fenton et al. [27] introduced the use of bayesian belief networks (BBN) for the prediction of 
faulty classes. G.J. Pai et al. [2] also built a bayesian belief network (BN) and showed that the 
results gave comparable performance with the existing techniques. I. Gondra [14] has performed 
a comparison between the artificial neural network (ANN) and the support vector machine 
(SVM) by applying them to the problem of classifying classes as faulty or non-faulty. Another 
goal of this paper was to use the sensitivity analysis to select the metrics that are more likely to 
indicate the errors. After the work of Zhou et al. [26], the severity of faults was taken into ac-
count by Shatnawi et al. [28] and Singh et al. [4]. Shatnawi et al. used the subset of CK [5] and 
Lorenz & Kidd [9] metrics to validate the results. The data was collected from three releases of 
the Eclipse project. They concluded that the accuracy of prediction decreases from release to 
release and some alternative methods are needed to get more accurate prediction. The metrics, 
which were found to be very good predictors across all versions and across all severity levels, 
were WMC, RFC, and CBO. Singh et al. [4] used the public domain NASA dataset to determine 
the effect of metrics on fault proneness at different severity levels of faults. Machine learning 
methods (decision tree and artificial neural network networks) and statistical method (logistic 
regression) were used. The predicted model showed lower accuracy at a high severity level as 
compared to medium and low severities. It was also observed that performance of machine 
learning methods was better than statistical methods. Amongst all the CK metrics used CBO, 
WMC, RFC, and SLOC showed the best results across all the severity levels of faults. Malhotra 
et al. [29] have used LR and 7 machine learning techniques (i.e., artificial neural networks, ran-
dom forest, bagging, boosting techniques [AB, LB], naive bayes, and kstar) to validate the met-
rics. The predicted model using LB technique showed the best result and the model predicted 
using LR showed low accuracy. 

 
From the survey we have conducted, the following observations were made:  
 
• We observed that among the number of metrics available in literature, the CK metric suite is 

most widely used. It has been seen that most of the studies have also defined their own met-
ric suite and they have used them for carrying out the analysis.  

• Among the various categories of methods available to predict the most accurate model such 
as machine learning methods, statistical methods, etc. the trend is shifting from the tradi-
tional statistical methods to the machine learning methods. It has been observed that ma-
chine learning is widely used in new bodies of research to predict fault prone classes. Re-
sults of various studies also show that better results are obtained with machine learning as 
compared to statistical methods. 
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• Papers have used different types of datasets, which are mostly public datasets, commercial 
datasets, open source, or students/university datasets. We have observed that the public 
datasets, which have been mostly used in the studies, are from the PROMISE and NASA 
repositories.  

 
 

3. DEPENDENT AND INDEPENDENT VARIABLES 
In this section, we present the independent and dependent variables used in this study along 

with a summary of the metrics studied in this paper. 
In this paper, we have used object-oriented metrics as independent variables. A summary of 

the metrics used in this paper is given in Table 1. The dependent variable is fault proneness. 
Fault proneness is defined as the probability of fault detection in a class [1, 2, 3, 4]. We have 

Table 1.  Metrics Studied 

S.No. Metric Definition 
1. WMC - Weighted methods 

per class 
The WMC metric is the sum of the complexities of all methods in a class. 
Complexity can be measured in terms of cyclomatic complexity, or we can 
arbitrarily assign a complexity value of 1 to each method. The Ckjm pro-
gram assigns a complexity value of 1 to each method. Therefore, the value 
of the WMC is equal to the number of methods in the class. 

2. DIT - Depth of Inheritance 
Tree 

The Depth of Inheritance Tree (DIT) metric for each class is the maximum 
number of steps from the class node to the root of the tree. In Java, where 
all the classes inherit the object, the minimum value of the DIT is 1. 

3. NOC - Number of Children A class’ Number of Children (NOC) metric measures the number of im-
mediate descendants of the class. 

4. CBO - Coupling Between 
Object classes 

The CBO for a class represents the number of classes to which it is cou-
pled and vice versa. This coupling can occur through method calls, field 
accesses, inheritance, arguments, return types, and exceptions. 

5. RFC - Response for a Class The value of RFC is the sum of the number of methods called within the 
class' method bodies and the number of the class' methods.  

6. LCOM - Lack of Cohesion in 
Methods 

LCOM measures the dissimilarity of methods in a class by looking at the 
instance variables used by the methods in that class.  

7. Ca - Afferent couplings  
(not a C&K metric) 

A class’ afferent couplings are the number of other classes that use a spe-
cific class.  

8. Ce - Efferent couplings  
(not a C&K metric) 

A class’ efferent couplings are the number of other classes that are used by 
the specific class. 

9. NPM - Number of Public 
Methods (not a C&K metric; 
CIS: Class Interface Size in 
the QMOOD metric suite) 

The NPM metric counts all the methods in a class that are declared as 
being public. 

10. LCOM3 -Lack of cohesion in 
methods Henderson-Sellers 
version 

LCOM3 varies between 0 and 2. 
m - number of procedures (methods) in class 
a - number of variables (attributes in class 
µ(A) - number of methods that access a variable (attribute) 

 
The constructors and static initializations are taken into account as sepa-
rate methods. 
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used logistic regression and machine learning methods, which are based on predicting probabili-
ties [1-4] 

The program Ckjm calculates six object oriented metrics specified by Chidamber and 
Kemerer by processing the bytecode of compiled Java files. It also calculates a few of the other 
metrics. Ckjm follows the UNIX tradition of doing one thing well. [30] 

 
 

4. RESEARCH METHODOLOGY 
In this section we present the descriptive statistics for all the metrics that we have considered. 

We have also explained the methodology used (i.e., one statistical method and six machine 

Table 1.  Metrics Studied 

S.No. Metric Definition 
11. LOC - Lines of Code (not a 

C&K metric) 
The lines of code is calculated as the sum of the number of fields, the num-
ber of methods, and the number of instructions in a given class. 

12. DAM: Data Access Metric 
(QMOOD metric suite) 

This metric is the ratio of the number of private (protected) attributes to the 
total number of attributes declared in the class. A high value is desired for 
DAM. (Range 0 to 1) 

13. MOA: Measure of Aggre-
gation (QMOOD metric 
suite) 

The count of the number of data declarations (class fields) whose types are 
user defined classes. 

14. MFA: Measure of Func-
tional Abstraction 
(QMOOD metric suite) 

This metric is the ratio of the number of methods inherited by a class to the 
total number of methods accessible by member methods of the class. The 
constructors and the java.lang.Object (as parent) are ignored. (Range 0 to 1) 

15. CAM: Cohesion Among 
Methods of Class 
(QMOOD metric suite) 

The metric is computed using the summation of the number of different 
types of method parameters in every method divided by a multiplication of a 
number of different method parameter types in whole class and the number 
of methods. A metric value close to 1.0 is preferred. (Range 0 to 1). 

16. IC: Inheritance Coupling 
(quality oriented extension 
for the C&K metric suite) 

This metric provides the number of parent classes to which a given class is 
coupled. A class is coupled to its parent class if one of the following condi-
tions is satisfied: 

• One of its inherited methods uses a variable (or data member) that is de-
fined in a new/redefined method.  

• One of its inherited methods calls a method that is defined in the parent 
class.  

• One of its inherited methods is called by a method that is defined in the 
parent class and uses a parameter that is defined in that method. 

17. CBM: Coupling Between 
Methods (quality oriented 
extension for the C&K 
metric suite) 

The metric measures the total number of new/redefined methods to which all 
the inherited methods are coupled. 

18. AMC: Average Method 
Complexity (quality ori-
ented extension to C&K 
metric suite) 

This metric measures the average method size for each class. The size of a 
method is equal to the number of Java binary codes in the method. 

19. CC - McCabe's Cyclomatic 
Complexity 

It is equal to the number of different paths in a method (function) plus one. 
The cyclomatic complexity is defined as: 
CC = E - N + P 
where: 
E - the number of edges of the graph 
N - the number of nodes of the graph 
P - the number of connected components 
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learning methods). The performance evaluation measures are also presented. 
 
4.1 Empirical Data Collection 

This study makes use of an Open Source dataset "Apache POI" [15]. Apache POI is a pure 
Java library for manipulating Microsoft documents. It is used to create and maintain Java API 
for manipulating file formats based upon the office open XML standards (OOXML) and Micro-
soft OLE2 compound document format (OLE2). In short, we can read and write MS Excel files 
using Java. In addition, we can also read and write MS word and MS PowerPoint files using 
Java. The important use of the Apache POI is for text extraction applications such as web spi-
ders, index builders, and content management systems. This system consists of 422 classes. Out 
of 422 classes, there are 281 faulty classes containing 500 numbers of faults. It can be seen from 
Fig. 1 that 71.53% of classes contain 1 fault, 15.3 % of classes contain 2 faults and so on. As 
shown in the pie chart, the majority of classes consist of 1 fault. Table 2 summarizes the distri-
bution of faults and faulty classes in the dataset.  

 

 
 
4.2 Descriptive Statistics 

Table 3 shows the “mean," “median," “min," “max," “std dev," “25% quartile," “50% quar-
tile,” and “75% quartile” of all the independent variables used in our study. We can make the 
following observations from Table 3. 

 
Fig. 1.  Distribution of Faults 

 
Table 2.  Data Description 

No. of faulty classes 281 
% of faulty classes 63.57 

No. of faults 500 
Language used Java 



  
Fault Prediction Using Statistical and Machine Learning Methods for Improving Software Quality 

  

248 

The size of a class measured in terms of lines of source code ranges from 0 to 9886. We can 
observe that the NOC metric values are 0 in 75% of the classes. Also, the DIT metric values are 
low, the biggest DIT metric value is 6, and 75% of the classes have 2 levels of inheritance at 
most. This shows that inheritance is not used much in the system. Similar results were also ob-
served by other authors [1, 11].There is a high cohesion observed in the system. The cohesion 
metrics (i.e., LCOM and LCOM3) have high values. The value of LCOM metric ranges from 0 
to 7,059 and the LCOM3 metric ranges from 0 to 2 (which is the maximum LCOM3 value). 

 
4.3 Methods Used 

In this study, we have used one statistical model and six machine learning models to predict a 
fault proneness model. 

 
4.3.1 The statistical model 
Logistic regression is the commonly used statistical modelling method. Logistic regression is 

used to predict the dependent variable from a set of independent variables (a detailed description 
is given by [3, 31, 32]). It is used when the outcome variable is binary or dichotomous. We have 
used both univariate and multivariate regression. Univariate logistic regression finds the rela-
tionship between the dependent variable and each independent variable. It finds whether there is 

Table 3.  Descriptive Statistics 

Percentiles 
Metric Mean Std. Error of Mean Median Std. Deviation Minimum Maximum 25 50 75 

WMC 13.501 0.698 10 14.677 0 134 5 10 16 

DIT 1.869 0.040 2 0.850 1 6 1 2 2 

NOC 0.738 0.331 0 6.963 0 134 0 0 0 

CBO 10.120 0.932 6 19.585 0 214 4.75 6 9 

RFC 30.351 1.763 21 37.067 0 390 13 21 36.25 

LCOM 100.464 21.017 22 441.849 0 7059 1 22 53.25 

CA 5.233 0.838 2 17.620 0 212 1 2 4 

CE 5.224 0.431 4 9.059 0 133 2 4 6 

NPM 11.600 0.606 9 12.747 0 101 4 9 14 

LCOM3 0.999 0.025 0.85 0.534 0 2 0.749 0.85 1.129 

LOC 292.595 30.046 124.5 631.675 0 9886 59.75 124.5 321.25 

DAM 0.459 0.019 0.5 0.404 0 1 0 0.5 0.889 

MOA 0.814 0.121 0 2.551 0 34 0 0 1 

MFA 0.358 0.015 0.361 0.318 0 1 0 0.361 0.572 

CAM 0.376 0.010 0.311 0.208 0 1 0.253 0.311 0.467 

IC 0.577 0.026 1 0.555 0 3 0 1 1 

CBM 1.952 0.116 1 2.439 0 20 0 1 4 

AMC 19.362 1.880 12.192 39.516 0 616.375 6.375 12.192 20.544 

MAX_CC 3.704 0.367 2 7.713 0 126 1 2 3 

AVG_CC 1.188 0.052 0.976 1.090 0 17.125 0.814 0.975 1.289 
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any significant association between them. Multivariate logistic regression is done to construct a 
prediction model for the fault proneness of classes. It analyzes which metrics are useful when 
they are used in combination. Logistic regression results in a subset of metrics that have signifi-
cant parameters. To find the optimal set of independent variables (metrics), there are two step-
wise selection methods, which are forward selection and backward elimination [32]. Forward 
selection examines the variables that are selected one at a time for entry at each step. The back-
ward elimination method includes all the independent variables in the model and the variables 
are deleted one at a time from the model until the stopping criteria is fulfilled. We have used the 
forward stepwise selection method. 

 
The general multivariate logistic regression formula is as follows [3]: 
 

Prob (X1 , X2, …, Xn) =  

 
where g(x) = B0 + B1*X1 + B2* X2 + … + Bn* Xn 
         ‘prob’ is the probability of a class being faulty 
      Xi, (1≤ i ≤ n) are independent variables 
 
The following statistics are reported for each metric from the above formula: 
 
1. Odds Ratio: The odds ratio is calculated using Bi's. The formula for the odds ratio is R= 

exp (Bi). This is calculated for each independent variable. The odds ratio is the probability 
of the event divided by the probability of a non-event. The event in our study is the prob-
ability of having a fault and the non- event is the probability of not having a fault [4]. 

2. Maximum Likelihood Estimation (MLE) and coefficients (Bi's): MLE is the likelihood 
function that measures the probability of observing a set of dependent variables [4]. MLE 
finds the coefficient in such a way that the log of the likelihood function is as large as pos-
sible. The more the value of the coefficient the more the impact of the independent vari-
ables on predicted fault proneness is. 

 
4.3.2 Machine Learning Models 
Besides the statistical approach, we have used six machine learning methods. All the methods 

can be used to predict fault proneness by using just one metric or by using a combination of 
metrics together for prediction [12]. We have used machine learning techniques to predict the 
accuracy of the models when a combination of metrics is used. Not much of the work in the area 
of fault prediction is done using machine learning techniques. There are various machine learn-
ing techniques available. From amongst all of the methods, artificial neural networks (ANN) 
[33] and decision trees (DT) [34] have been widely used in literature [12, 13, 14, 4].The use of 
decision trees in predicting fault proneness has been proposed in Porter & Selly [35]. The paper 
[14] has used ANN to predict the value of a continuous measure of fault proneness. For per-
forming the classification of classes as fault prone and non-fault prone, the paper [14] has used a 
support vector machine (SVM). The application of SVMs to the fault proneness prediction prob-
lem has been explained by Xing et al. [36]. The paper [29] has used ANN, random forest, bag-
ging, boosting, and some more machine learning techniques in order to predict the faulty classes. 
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There are various variants of boosting algorithms available, but the authors have used two vari-
ants (i.e., AB [37] and LB [38]), which have been designed for classification purposes. In litera-
ture, boosting algorithms were not evaluated, but this paper [29] shows that the boosting tech-
nique LB gave the best results in terms of AUC. Thus, the authors concluded that boosting tech-
niques may be effective in predicting faulty classes.  

To predict the fault proneness of classes, we have used the following machine learning meth-
ods, and these machine learning algorithms are available in the WEKA open source tool [39]: 

 
a. Random Forest: A random forest is made up of a number of decision trees. Each decision 

tree is made from a randomly selected subset of the training dataset using replacement. For 
building a decision tree, a random subset of available variables is used. This helps us to 
choose how best to partition the dataset at each node. The final result/outcome is chosen by 
the majority. Each decision tree in the random forest gives out its own vote for the result 
and the majority wins. In building a random forest, we can mention the number of decision 
trees we want in the forest. Each decision tree is built to its maximum size. There are vari-
ous advantages of a random forest. Very little pre-processing of data is required. Also, we 
do not need to do any variable selection before starting to build the model. A random forest 
itself takes the most useful variables [40]. 

b. Adaboost: Adaboost is short for adaptive boosting. It is a machine learning algorithm that 
can be used along with many other learning algorithms. This leads to an improvement in 
efficiency and performance. Adaboost is adaptive as it adapts to the error rates of the indi-
vidual weak hypothesis. Also, adaboost is a boosting algorithm as it can efficiently convert 
a weak learning algorithm into a strong learning algorithm. Adaboost calls a given weak 
algorithm repeatedly in a series of rounds. The important concept for an adaboost algorithm 
is to maintain a distribution of weights over the training set. Initially all the weights are 
equal but on each round the weights of incorrect classified examples are increased so that a 
weak learner is forced to focus on the hard examples in the training set. This is how a weak 
learning algorithm is changed to a strong learning algorithm. Adaboost is less susceptible 
to an over fitting problem than most learning algorithms [40]. 

c. Bagging: Bagging, which is also known as bootstrap aggregating, is a technique that re-
peatedly samples (with replacement) from a data set according to a uniform probability dis-
tribution [41]. Each bootstrap sample has the same size as the original data. Because the 
sampling is done with replacement, some instances may appear several times in the same 
training set, while others may be omitted from the training set. On average, a bootstrap 
sample Di contains approximately 63% of the original training data because each sample 
has a probability 1- (1- 1/N)N of being selected in each Di. If N is sufficiently large, this 
probability converges to 1-1/e = 0.632. After training the k classifiers, a test instance is as-
signed to the class that receives the highest number of votes [42]. 

d. Multilayer Perceptron: Multilayer Perceptron (MLP) is an example of an artificial neural 
network. It is used for solving different problems, example pattern recognition, interpola-
tion, etc. It is an advancement to the perceptron neural network model. With one or two 
hidden layers, they can solve almost any problem. They are feedforward neural networks 
trained with the back propagation algorithm. Error back-propagation learning consists of 
two passes: a forward pass and a backward pass. In the forward pass, an input is presented 
to the neural network, and its effect is propagated through the network layer by layer. Dur-
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ing the forward pass the weights of the network are all fixed. During the backward pass the 
weights are all updated and adjusted according to the error computed. An error is composed 
from the difference between the desired response and the system output. This error infor-
mation is fed back to the system and adjusts the system parameters in a systematic fashion 
(the learning rule). The process is repeated until the performance is acceptable [42]. 

e. Support Vector Machine: A Support Vector Machine (SVM) is a learning technique that is 
used for classifying unseen data correctly. For doing this, SVM builds a hyperplane, which 
separates the data into different categories. The dataset may or may not be linearly separa-
ble. By "linearly separable" we mean that the cases can be completely separated (i.e., the 
cases with one category are on the one side of the hyperplane and the cases with the other 
category are on the other side). For example, Fig. 3 shows the dataset where examples be-
long to two different categories - triangles and squares. Since these points are represented 
on a 2-dimensional plane, a 1-dimensional line can separate them. To separate these points 
into 2 different categories, there are an infinite number of lines possible. Two possible can-
didate lines are shown in Fig. 3. However, only one of the lines gives a maximum separa-
tion/margin and that line is selected. "Margin" is defined as the distance between the 
dashed lines (as shown in Fig. 3), which is drawn parallel to the separating lines. These 
dashed lines give the distance between the separating line and closest vectors to the line. 
These vectors are called support vectors. SVM can also be extended to the non-linear 

 
Fig. 2.  Multilayer Perceptron 

 
Fig. 3.  Support Vector Machine 
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boundaries by using the kernel trick. The kernel function transforms the data into a higher 
dimensional space to make the separation easy. [16] 

f. Genetic Programming: Genetic Programming is a branch of genetic algorithms. It is in-
spired by biological evolution. Genetic Programming creates computer programs that can 
perform a user defined task. For doing this, the following 4 steps are used: 

 
i. First, all the computer programs are made. 

ii. Then, each program is executed and assigned a fitness value according to how well it 
solves the problem. 

iii. Then, a new population of computer programs is created: 
• From among all the programs the best existing programs are copied. 
• Mutation is carried out to create new programs. 
• Crossover is also carried out to create new programs. 

iv. Finally, the best computer program created so far in any generation is the result of Ge-
netic Programming. 

 
4.4 Performance Evaluation Measures 

To measure the performance of the predicted model, we have used the following performance 
evaluation measures: 

 
Sensitivity: It measures the correctness of the predicted model. It is defined as the percentage 

of classes correctly predicted to be fault prone. Mathematically, 
Sensitivity = ((Number of modules correctly predicted as fault prone) / (total number of actual 

faulty modules)) * 100  
 
Specificity: It also measures the correctness of the predicted model. It is defined as the per-

centage of classes predicted that will not be fault prone. Mathematically, 
Specificity = ((Number of modules correctly predicted as non- fault prone) / (total number of 

actual non faulty modules)) * 100  
 
Precision or Accuracy: It is defined as the ratio of number of classes (including faulty and 

non- faulty) that are predicted correctly to the total number of classes. 
 
Receiver Operating Characteristic (ROC) analysis: The performance of the outputs of the 

predicted models was evaluated using ROC analysis. It is an effective method of evaluating the 
performance of the model predicted. The ROC curve is defined as a plot of sensitivity on the y-
coordinate versus its 1-specificity on the x-coordinate [16]. While constructing ROC curves, we 
selected many cutoff points between 0 and 1, and calculated sensitivity and specificity at each 
cutoff point. The ROC curve is used to obtain the required optimal cutoff point that maximizes 
both sensitivity and specificity [16, 4]. 

 
The validation method used in our study is k-cross validation (the value of k is taken as 10) in 

which the dataset is divided into approximately equal k partitions [43]. One partition at a time is 
used for testing the model and the remaining k-1 partitions are used for training the model. This 
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is repeated for all the k partitions.  
 
 

5. RESULT ANALYSIS 
In this section, we have analyzed the results of our study. In this study, we have validated the 

CK metric suite. To begin with the data analysis, the first step is to identify the subset of the 
object oriented metrics that are related to fault proneness and that are orthogonal to each other. 
The statistical modeling technique used for this purpose is univariate logistic regression. After 
identifying a subset of metrics, we have used the multivariate logistic regression technique to 
construct a multivariate model that can be used to predict the overall fault in the system. To pre-
dict the best model that gives the highest accuracy we have used various machine learning tech-
niques. We performed the analysis of an Open Source software, poi [15], which consisted of 422 
classes (see Section 4.1). The performance of each of the predicted models was determined us-
ing several performance measures (i.e., sensitivity, specificity, precision, and the ROC analysis). 

 
5.1 Univariate LR Analysis Results 

We conducted univariate analysis to find whether each of the metrics (independent variables) 
is significantly associated with fault proneness (dependent variable). Table 4 represents the re-
sults of univariate analysis. It provides the coefficient (B), standard error (SE), statistical signifi-
cance (sig.), and odds ratio (exp (B)) for each metric [4]. The parameter "sig" tells whether each 
of the metric is a significant predictor of fault proneness. If the "sig" value of a metric is below 
or at the significance threshold of 0.01, then the metric is said to be significant in predicting the 

Table 4.  Univariate Analysis 

S.no Metric B SE Sig. Exp(B) 
1 WMC 0.123 0.018 0.000 1.131 
2 DIT -0.188 0.115 0.102 0.828 
3 NOC 0.003 0.015 0.835 1.003 
4 CBO 0.056 0.020 0.004 1.057 
5 RFC 0.055 0.008 0.000 1.056 
6 LCOM 0.012 0.003 0.000 1.012 
7 CA 0.007 0.007 0.354 1.007 
8 CE 0.251 0.043 0.000 1.285 
9 NPM 0.109 0.018 0.000 1.115 

10 LCOM3 -0.943 0.192 0.000 0.389 
11 LOC 0.004 0.001 0.000 1.004 
12 DAM 1.477 0.264 0.000 4.381 
13 MOA 0.495 0.128 0.000 1.641 
14 MFA -0.004 0.311 0.991 0.996 
15 CAM -3.844 0.568 0.000 0.021 
16 IC 1.460 0.206 0.000 4.307 
17 CBM 0.511 0.065 0.000 1.668 
18 AMC 0.013 0.006 0.036 1.013 
19 MAX_CC 0.187 0.045 0.000 1.206 
20 AVG_CC 0.828 0.192 0.000 2.289 
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faulty classes [4]. Table 4 shows the significant values in bold. The coefficient "(B)" shows the 
strength of the independent variable. The higher the value, the higher the impact of the inde-
pendent variable is. The sign of the coefficient tells whether the impact is positive or negative. 
We can see that DIT, NOC, Ca, and MFA metrics are not significant and are therefore not taken 
for any further analysis. Thus, in this way we can reduce the number of independent variables 
and select only the best fault predictors. The following notations used in tables 5-9 shows the 
degree of the significance: 

++ shows the significance of the metric at 0.01, + shows the significance of the metric at 0.05, 
-- shows the significance of the metric at 0.01 but in an inverse manner, − shows the signifi-
cance of the metric at 0.05 but in an inverse manner, and 0 shows that the metric is insignificant.  

Table 5.  Univariate Results of Size Metrics 

Metric Notation 
WMC ++ 
NPM ++ 
LOC ++ 
DAM ++ 
MOA ++ 
AMC + 

 
Table 6.  Univariate Results of Coupling Metrics 

Metric Notation 
RFC ++ 
CBO + 
CA 0 
CE ++ 
IC ++ 

CBM ++ 
 

Table 7.  Univariate Results of Cohesion Metrics 

Metric Notation 
LCOM ++ 

LCOM3 -- 
CAM -- 

 
Table 8.  Univariate Results of Inheritance Metrics 

Metric Notation 
DIT 0 
NOC 0 
MFA 0 

 
Table 9.  Univariate Results of the Complexity Metric 

Metric Notation 
CC ++ 
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5.2 Multivariate LR Analysis Results 

Multivariate analysis is done to find the combined effect of all of the metrics together on fault 
proneness. For doing multivariate analysis, we have used forward stepwise selection to deter-
mine which variables should be included in the multivariate model. Out of all the variables, one 
variable in turn is selected as the dependent variable and the remaining others are used as inde-
pendent variables [44]. In univariate analysis 16 metrics were found to be significant. Table 10 
shows the results of the multivariate model. The coeff (B), statistical significance (Sig.), stan-
dard error (SE), and odds ratio (Exp (B)) are also shown in the table for all the metrics included 
in the model. We can see that only 3 metrics (i.e., DIT, RFC, and CBM) are included in the 
model. 

 

 
 

5.3 Obtaining a Relationship Between Object Oriented Metrics and Fault Prone-
ness 

In this section, we have discussed our results and also we have compared our results with the 
results of previous studies shown in Table 11.  

Table 10.  Multivariate Model Statistics 

Metric B SE Sig. Exp(B) 
DIT -0.522 0.165 0.002 0.594 
RFC 0.031 0.007 0.000 1.032 
CBM 0.531 0.078 0.000 1.701 

CONSTANT -0.089 0.328 0.785 0.914 

Table 11.  Results of Different Validation 
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5.3.1 Discussion about our results 
All the size metrics, except AMC, are significant at 0.01. AMC is significant at 0.05. 

Amongst the cohesion metrics, we can see that LCOM3 and CAM have negative coefficients 
indicating that they have a negative impact on fault proneness. By definition, if LCOM, LCOM3, 
and CAM are significant, it means that fault proneness increases with a decrease in cohesion. 
Since CAM and LCOM3 are negatively related to fault proneness, we can conclude that fault 
proneness decreases with the decrease in cohesion. We can observe that out of 3 cohesion met-
rics, the majority (i.e., 2) of the metrics are negatively related. All the coupling metrics, except 
CA, are found to be strongly relevant to determine the fault proneness of the class. CBO is not 
strongly related but it still has a positive impact. CA is not significant to fault proneness, mean-
ing it has neither a positive nor a negative impact. None of the inheritance metrics is found to be 
significant. The complexity metrics CC is found to be strongly and positively related to fault 
proneness. 

  
5.3.2 Discussion of previous studies 
We have done the comparison of our results with the results of the previous studies. CBO was 

found to be a significant predictor in the majority of the studies except by Tang et al. (1999) [21], 
El Emam et al. (2001) [23], and Olague et al. (2007) [45]. In El Emam et al. [20], the results 
were analyzed for the projects with and without size control. When size control was not taken 

Table 11.  Results of Different Validation (cont'd…) 

 
++, Denotes the metric is significant at 0.01; +, denotes the metric is significant at 0.05; --, denotes the metric is 
significant at 0.01 but in an inverse manner; -, denotes the metric is significant at 0.05 but in an inverse manner; 0,
denotes that the metric is not significant.  
A blank entry means that our hypothesis was not examined or that the metric was calculated in a different way. 
LR, logistic regression; UMR, Univariate Multinomial Regression; UBR, Univariate Binary Regression; OLS,
Ordinary Least Square; ML, Machine Learning; DT, Decision Tree; ANN, Artificial Neural Network; RF, Random
Forest; NB, Naı¨ve Bayes ;MLP, Multilayer Perceptron; Ab,  Adaboost; SVM, Support Vector Machine; GP,
Genetic Programming; LSF, Low Severity Fault; USF, Ungraded Severity Fault; HSF, High Severity Fault; MSF, 
Medium Severity Faults; #1, without size control; #2, with size control; 2.0, Eclipse version 2.0; 2.1, Eclipse ver-
sion 2.1; 3.0,Eclipse version 3.0; 1., iBATIS system; 2., HealthWatcher application; 3., MobileMedia system; 
R3,Rhino 15R3; R4, Rhino 15R4; R5, Rhino 15R5; comm.,commercial; univ., university 
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into account, then CBO was found to be insignificant. Similarly, Olague et al. [45] predicted the 
fault prone classes for various versions of RhiNo.For one of the versions, the CBO was found to 
be insignificant. RFC was also found to be a significant predictor of fault proneness in all the 
studies except by El Emam et al. (2001) [23] when size control was not considered. Most of the 
studies (i.e., Tang et al. (1999)[21], Briand et al. (2000) [1], Briand et al. (2001)[24], Yu et 
al.(2002)[25], Shatnawi et al. (2008)[28], English et al.(2009)[44], Zhou et al. (2010)[46], and 
Burrows et al. (2010)[47]) did not examine the LCOM metrics or they calculated it in a very 
different manner. Among the studies that examined LCOM, it was insignificant with Basili et al. 
(1996) [31] and Singh et al. (2009) [4] for the Low Severity Fault (LSF) prediction model. The 
metric NOC, which is not found to be a significant predictor in our study, showed a negative 
impact on fault proneness by Basili et al. (1996) [31], Briand et al. (2000) [1], and Zhou et al. 
(2006) [46] for the LSF prediction model and by Singh et al. (2009) [4] for the Medium Severity 
Fault (MSF) and Ungraded Severity Fault (USF) prediction model. For the remaining previous 
studies, NOC was not considered to be significant. NOC was found to be very significant in 
predicting faulty classes by Yu et al. (2002) [25] and English et al. (2009) [44]. SLOC is found 
to be strongly relevant to fault proneness in all the studies. Various studies (i.e. Tang et al. 
(1999) [21], El emam et al. (2001) [23], Yu et al. (2002) [25], Zhou et al. (2006) [46], Singh et 
al. (2009) [4], Burrows et al. (2010) [47], and Aggarwal et al. (2008) [3]) showed DIT results 
that were similar to our results. For Basili et al. (1996) [31], Briand et al. (2000) [1], Gyimothy 
et al. (2005) [12], and English et al. (2009) [44] was found to be positive significant predictor. 
WMC is also found to be quite significant in all the previous studies. Thus, we can conclude that 
WMC and SLOC have always been significant predictors. DIT is not much useful in predicting 
the faulty classes.  

 
 

6. MODEL EVALUATION USING THE ROC CURVE 
This section presents and summarizes the result analysis. We have used various machine 

learning methods to predict the accuracy of fault proneness. The validation method which we 
have used is k cross-validation, with the value of k as 10.  

Table 12 summarizes the results of 10 cross-validation of the models predicted by using ma-
chine learning methods. It shows the sensitivity, specificity, precision, AUC, and the cutoff 
point for the model predicted using all the machine learning methods. We have used ROC 
analysis to find the cutoff point. The cutoff point is selected such that a balance is maintained 
between the number of classes predicted as being fault prone and not fault prone. The ROC 

Table 12.  Results of 10-cross Validation 

S.No. Method Used Sensitivity Specificity Precision Area under curve Cut-off point 
1 Random Forest 78.6 80.7 78.90 0.875 0.61 
2. Adaboost 80.8 78.3 79.86 0.861 0.62 
3. Bagging 82.9 80.1 81.99 0.876 0.57 
4. Multilayer Perceptron 77.6 77 77.25 0.799 0.54 
5. Support Vector Machine 89.3 51 76.30 0.70 0.5 
6. Genetic Programming 82.8 72.7 79.38 0.808 0.5 
7. Logistic Regression 74.7 73.9 74.4 0.791 0.59 
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curve is plotted with sensitivity on the y-axis and (1-specificity) on the y-axis. The point where 
sensitivity equals (1-specificity) is called the cutoff point. The ROC curves for the machine 
learning models are presented in Fig. 4. 

We can see that the random forest and bagging give quite similar results. They show good re-
sults as compared to the results of the other methods. The specificity and AUC for both the 
models are quite similar. The specificity for the random forest is 80.7% whereas for bagging it is 
80.1%. These values are quite high when compared to the values of the other methods. Also the 
ROC curve for the random forest and bagging gives high AUC values i.e. 0.875 and 0.876 re-
spectively. The sensitivity of the random forest is 98.6%, whereas bagging shows a high sensi-
tivity of 82.9%. The highest sensitivity is shown by the SVM method, which is 89.3%, but it 

  
                   (a)                          (b)                           (c) 
 

 
                   (d)                          (e)                          (f) 
 

   
                  (g) 

 
Fig. 4.  ROC curve for (A) Adaboost, (B) Random Forest, (C) Bagging, (D) Multilayer Perceptron,  

(E) Genetic Programming, (F) SVM, (G) Logistic Regression 
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gives the lowest specificity of 51%. Also the AUC for the SVM model is 0.70. Thus, this 
method is not considered to be good. Adaboost and Genetic Programming show average results 
with a sensitivity of 80.8% and 82.8% respectively, with a specificity of 78.3% and 72.7%. Be-
sides these machine learning models, we have also used a statistical method (i.e., logistic regres-
sion). We can observe that the sensitivity of logistic regression is the lowest as compared to 
other machine learning methods. Also, specificity is quite low when compared with most of the 
other machine learning methods. Thus, we can conclude from the discussion that the machine 
learning methods give better results as compared to the statistical methods. From amongst the 
machine learning methods under consideration, random forest and bagging are the best predicted 
models.  

 
 

7. CONCLUSION 
In any software project, there can be a number of faults. It is very essential to deal with these 

faults and to try to detect them as early as possible in the lifecycle of the project development. 
Thus, various techniques are available for this purpose in the literature, but previous research 
has shown that the object oriented metrics are useful in predicting the fault proneness of classes 
in object oriented software systems. The data is collected from an Open Source software Apache 
POI, which was developed in Java and consists of 422 classes. In this study, we have used object 
oriented metrics as the independent variables and fault proneness as the dependent variable. We 
have studied 19 object oriented metrics for predicting the faulty classes. Out of 19 metrics, we 
have identified a subset of metrics, which are significant predictors of fault proneness. For doing 
this, we have used univariate logistic regression. It was found that the metrics DIT, NOC, Ca, 
and MFA are not significant predictors of fault proneness and the remaining metrics that we 
have considered are found to be quite significant. We have also compared our results with those 
of previous studies and concluded that WMC and SLOC are significant predictors in the major-
ity of the studies. After identifying a subset of metrics, we constructed a model that could pre-
dict the faulty classes in the system. Using multivariate analysis, we constructed the model in 
which only 3 metrics were included (i.e., DIT, RFC, and CBM). To predict the best model, we 
used six machine learning techniques that measured the accuracy in terms of sensitivity, speci-
ficity, precision, and AUC (Area Under the Curve). The cutoff point was also selected such that 
a balance is maintained between the number of classes predicted as fault and not fault prone. 
The ROC curve was used to calculate the cutoff point. We observed that the random forest and 
bagging gave the best results as compared to other models. Thus, we can conclude that practi-
tioners and researchers may use bagging and the random forest for constructing the model to 
predict the faulty classes. The model can be used in the early phases of software development to 
measure the quality of the systems. 

More similar type of studies can be carried out on different datasets to give generalized results 
across different organizations. We plan to replicate our study on larger datasets and industrial 
object oriented software systems. In future studies, we will take into account the severity of 
faults to get more accurate and efficient results. In this study, we have not taken into account the 
effect of size on fault proneness. In future work, we will also take into account some of the 
product properties such as size, and also process and resource related issues like the experience 
of people, the development environment, etc., which all effect fault proneness. 
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 

Abstract—Web applications have mushroomed  a great deal 

from static web pages to interactive web services. It has thus 

become important to engineer these applications 

methodologically.   Goal integration from the early stages 

maximizes the product quality and prevents giving 

“requirements” amiss.  We propose a Goal based Requirement 

Analysis for creating the web application. Both functional and 

non-functional requirements have been studied specific to the 

web applications. The requirements can be analysed according 

to the type of application being constructed. The web 

classification model aids in the understanding of web 

applications. 

 

Index Terms—Goals, requirements, web classification, web 

engineering, goal oriented requirements engineering. 

 

I.  INTRODUCTION AND MOTIVATION 

Goals are the objectives whose satisfaction requires the 

cooperation of the active components in the software and its 

environment.  Goals may refer to functional concerns or 

quality attributes. A functional goal typically captures some 

desired scenarios; it can be established very clearly. 

Functional goals are used to build operational models such 

as use cases, state machine models, and the like. A quality 

goal typically captures some preferred behaviors among 

those captured by functional goals; in general it cannot be 

established in a clear-cut sense. In other words, Goals 

combine functional and non-functional Requirements.  

Functional Requirements are easily envisioned, the non-

functional requirements can’t be established or visualized 

with clarity but they are desirable requirements. The non-

functiional requirements have significant impact on the Web 

web system projects[1]. The Goal oriented Requirement 

Engineering for web applications is therefore important. In a 

GORE process, quality goals are used to compare alternative 

options and select preferred ones, and to impose further 

constraints on goal operationalizations. Goal-oriented 

requirements engineering (GORE) is concerned with the use 

of goals for eliciting, elaborating, structuring, specifying, 

analyzing, negotiating, documenting, and modifying 

requirements [2]. Goals and scenarios are thus intrinsically 

interrelated, and RE activities may be articulated on them. 

 

During the requirement engineering process the business 

and technology issues are tangled in such a way that these 

can’t be considered in isolation and an integrated approach 

is required for web system development. The content in the 

websites has to  be provided in an organized manner so that 

they can be usable. The commercial websites are 
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constructed after careful analysis of competitive or similar 

websites using Web mining approaches [3]. Whatever the 

kind of websites, their development has to be based on an 

integration of the goal of the website and the technical 

issues.  It becomes important to take notice that web 

community is enormous in size and several families of web  

applications exist which may be classified according to 

different criteria like domain, goals, content etc. The 

transistion from conceptual model to requirements 

engineering is a major step towards building a good web 

application[4]. However, a classification base on which the 

models for requirement engineering can be applied doesn’t 

formally exist.  

Goal oriented Requirement Engineering for web 

applications has been explored in [5]-[8]. They partly cater 

to the web applications. The work in this paper is in 

continuation of [9], wherein the Web Classification Model 

was proposed. We explore how this model aids in 

requirement analysis keeping in mind both functional and 

non-functional requirements. The next section explains 

different web application requirements and how they can be 

specified. 

 

II. WEB APPLICATION REQUIREMENTS 

For web application development, the requirements can 

be mapped with the web category from the 

multidimensional classification model and accordingly 

manifestation of requirements will be done.  The web 

application requirements can be categorized as follows as 

specified in [10]: 

A. Functional Requirements 

The requirements that must be exhibited by the system in 

order to be complete. The functional requirements can be 

sub-categorized into the following: 

Data Requirements: The contents or subject matter of the 

web site can either be fixed i.e. content is same from the 

server side or variable which means the content can be 

changed for different users by the server or the user himself. 

Formally,  D is the set of Data Requirements s.t  

D={Fixed, Variable} 

Interface Requirements: The presentation of the website 

for delivering its information or services can be 

accomplished by three ways:- text, multimedia or form. 

Multimedia includes all kinds of media files, image files, 

audio files etc. The purpose of form in the interface is for 

receiving user input and interaction. This can be represented 

as  

I={text:string, multimedia:set, form:html} 

where multimedia is a subset of {image, video, audio}  

Navigational Requirements: The navigation through the 

web pages can be performed via hyperlinks or form 

elements. Form elements like buttons, drop down menus, 

submit buttons can also be used for navigation. Formally, 
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Shailey Chawla and Sangeeta Srivastava 

192

International Journal of Modeling and Optimization, Vol. 2, No. 3, June 2012



navigation requirement set, N can be specified as 

N={hyperlink:string, hypermedia:multimedia, form:html} 

Personalization Requirements: The web applications can 

be personalized according to users profile/ intersests either 

by the user himself or the server based on the past behavior 

or web mining techniques. In the context of semantic web, 

meta search plays a very important role in personalization 

requirements. We can describe this as a set P. 

P={user, server, metasearch} 

Transactional Requirements The users might need to 

access the database for its applications. These requirements 

appear when there is some user operation that requires some 

action/change on the server side. The transaction can be for 

getting information from the database or financial. In 

context of the semantic web, meta-database can also be 

accessed for retrieving certain linked information. 

Example:For financial transactions like for purchase of  

products from a website , we have to specify the list of 

products purchased along with their quantity and price, total 

amount and the payment mode. The payment mode can be 

either through credit card, net banking or the user may opt 

for Cash on Delivery. This can be specified as follows: 

f={s_list : set, amount: numeric, mode: set}  

where 

s_list={product_id : string, quantity : numeric, price : 

numeric}  

mode={creditcard : numeric || netbanking : link || COD : 

boolean}  

The database transactions can also be specified as 

DT = {name: string, location: string, query: string} 

Thus for representing the transaction requirements, set T 

can be used 

T={database : set, financial : set, meta-database : set} 

Any web site must exhibit a combination of the functional 

requirements. If FR denotes a set of functional requirements, 

then any website W having functional requirements say fr 

can be denoted as 

fr ⊆ { FR | FR ={D ∪ I ∪ N ∪ P ∪ T} } 

B. Non-Functional Requirements 

The softgoals or non functional requirements are the 

constraints or the quality parameters that are desirable from 

the system. Assuming quality parameters are represented by 

set Q={q1,……..,qn} and T={t1,……..,tn} be the set of 

threshold values for the corresponding quality attributes. 

Non functional requirements or softgoals can be represented 

by a set G. 

G = { q - t  |  q Є Q & t Є T} 

Any web application to be developed can be first 

categorized according to the classification model and its 

requirements can also be explored as mentioned above. 

Hence, a web application W can be created with a set of 

requirements R such that its functional requirements can be 

specified as a subset of FR and non functional requirements 

expressed as a subset of G. 

R ⊆ {FR ∪ G} 

The next unit describes the web classification model 

proposed in [9] with the application of the model according 

to web application requirements. 

 

III. WEB CLASSIFICATION MODEL 

The websites can be categorized according to the 

following criteria Fig. 1  

a) Content: The content here refers to type and 

management of the content.  

b) Service: The service the website is rendering and 

the goal is the criteria here.  

c) Technology: The design and publishing techniques 

also keep evolving. This criteria classifies websites 

according to the technical aspects.   

 

 
Fig. 1.  Web classification model 

A. CONTENT 

The content on the web application can be classified 

broadly as static or dynamic in terms of the change in 

content. Most of the internet pages existing nowadays are 

dynamic in nature. Further refinement on how the change in 

content is managed results in further categorization also 

expressed in Table I. 

 

 
TABLE I: REQUIREMENTS IN CONTENT DIMENSION 

CONTENT 

 

FUNCTIONAL REQUIREMENTS GOALS 

/NFRs 
REMARKS 

D I N P T 

D
Y

N
A

M
IC

 

Query based 

 
Var-iable 

Text 

multimedia 

form 

Link, form Server, User Database 

Relevance, 

precision, Recall, 

Flexible 

Search engines 

Server managed 

 
Va-riable 

Text 

multimedia 
Link Server n/a 

Interesting 

Organized 

User friendly 

News websites 

 

User managed 

 
Va-riable 

Text 

Multimedia 

form 

Link, form User n/a 

Flexible 

Adaptable 

Light weighted 

Blogs 

S
T

A
T

IC
 

 Fixed 
Text 

multimedia 

Link 

 
n/a n/a 

Clarity 

Readability 

 

Personal 

Websites 

 

 

193

International Journal of Modeling and Optimization, Vol. 2, No. 3, June 2012



Managed at the server:  The content of the web site is 

managed at the server. Owing to the changeable nature of 

the content the content keeps on changing. Example of such 

web pages are stock market websites, weather or news 

websites. 

User driven: the content of the web pages is managed by 

the users. Community websites like discussion forums, 

usegroups, chatrooms, socializing websites are very good 

examples of such web pages. Here except for the basic 

design of the web sites the contents are managed by the 

users. Also personalized pages provided by various portals 

like yahoo and google (aka igoogle.com) are also user 

driven. 

Query based web sites: the content of the web page in 

this case is in response to the query posted by the user. The 

main example being the search engine. Within other 

websites also like shopping or information oriented websites 

some web pages are a result of query based interaction with 

the user. 

B. SERVICE 

The second criteria for classifying the website are goal 

with which the website is being created. The purpose of web 

application development and the utilization of the web site 

come under this perspective. The utilization is classified as 

follows Table II. 

 
TABLE II: REQUIREMENTS IN SERVICE DIMENSION 

SERVICE 
 

FUNCTIONAL REQUIREMENTS GOALS 
/NFRs 

REMARKS 
D I N P T 

C
O

M
M

E
R

C
IA

L
 

Product 
based 

Variable 
Text 

Multimedia, form 
Form 
Link 

Server, User 
Financial 
Database 

Security 
quality 

reliab-lility usability 
speed of 
delivery 

Shopping web sites 

Service 
based 

Variable 
Text 

multimedia 
form 

Form, link Server, User 
Financial 
Database 

Security, 
reliability, 

user friendly 

Banking 
Stock market 

IN
F

O
R

M
A

T
IO

N
 

 
Fix 
ed 

Text 
multimedia 

Link 
Server, 
User 

Database 
Clarity, 

User friendly, 
Trust 

Personal websites 
 

C
O

M
M

U
N

IT
Y

 

 Variable 
Form, multimedia 

text 
Link, form Server, user Database 

Security, 
personalization 

Blogs 
Social networking 

sites 
Newsgroups 

IN
T

E
R

A
C

T
IV

E
 

 Variable 
Multimedia, form, 

text 
Link, form User, server n/a 

User friendly, 
personalization, 
fast response 

time 

Gaming websites 

 
TABLE III: REQUIREMENTS IN TECHNOLOGY DIMENSION 

TECHNOLOGY 
FUNCTIONAL REQUIREMENTS GOALS 

/NFRs 
REMARKS 

D I N P T 

W
E

B
 1

.0
 

Fixed 
Text,  

Multimedia 
Link n/a n/a User friendly 

Html based 

websites/ without 

interaction 

W
E

B
 2

.0
 

Variable 
Form, text,  

multimedia 
Link, form User, server 

Database 

financial 

Personaliz- 

ation, 

Utility, 

usability 

Interactive websites 

W
E

B
 3

.0
 

Variable 
Form, text, 

 multimedia 
Link, form 

User, server,  

 Web Crawler 

Linked web data 

 database, 

 

Personalization, 

Linking/networking 

Xml, 

Rdf, owl, 

Semantic web 

publishing 

 

a) Information The main purpose of web application is to 

provide information. The information can be in any 

format including multimedia or textual. Information can 

be received in response to queries like search engines. 

The personal or corporate web pages that only provide 

information about some entity also come under this 

category. Website containing articles from magazines, 

newspapers or any domain knowledge also fall in this 

class.  

b) Commercial All e-commerce web sites have a 

commercial motive. The business here can be based on 

either product or services. Shopping web sites come 

under the product based business. Banking, stock market 

websites are service based businesses. Most of the 
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commercial websites involve transaction oriented 

interaction, where in there is transfer of money through 

some means. 

c) Community The community web sites provide 

platforms for socializing, discussions forums, blogs, 

networking etc. These are for bringing people around the 

world closer who share common interests.  

d)  Interactive These web sites are for live interaction, 

though other website categories also have some form of 

interaction but it has been kept as separate category 

keeping in mind the web sites being build specifically 

for live interactions like online gaming, video 

conferencing wherein people from different parts of 

world can play the same game. Also the response of the 

web site is spontaneous for various actions. 

C. TECHNOLOGY 

The third criteria have been chosen to classify the 

websites according to the techniques used for publishing and 

installing the websites. Depending upon the usage of the 

website the technology of its creation also differs. Also with 

time the technologies have evolved and the way internet is 

used has also made a magnificent shift. The websites fall 

under the category of the categories Web 1.0, Web 2.0 or 

Web 3.0[13][14][15] (Table 3). These three terms represent 

the evolution of web in terms of technology and  usage.  

a) Web 1.0 – That initial world wide web era  was all about 

read-only content and static HTML websites. People 

preferred navigating the web through link directories of 

Yahoo! and dmoz. The applications here are native 

internet applications using HTML, XHTML, and basic 

javascript and vbscript etc. Web 1.0 is a retronym that 

refers to the state of the Web, and any website design 

style used before the advent of the Web 2.0 

phenomenon.  

b) Web 2.0 – This is about user-generated content and the 

read-write web. People are consuming as well as 

contributing information through blogs or sites like 

Flickr, YouTube, Digg, etc. The line dividing a 

consumer and content publisher is increasingly getting 

blurred in the Web 2.0 era.  The websites in category 

involve rich internet applications. A rich Internet 

application (RIA) is a Web application designed to 

deliver the same features and functions normally 

associated with desktop applications. The technologies 

used are flash, java etc. 

c) Web 3.0 – This is a new concept. This will be about 

semantic web (or the meaning of data), personalization 

(e.g. iGoogle), intelligent search and behavioral 

advertising among other things.  The Semantic Web is 

the extension of the World Wide Web that enables 

people to share content beyond the boundaries of 

applications and websites. It has been described in  

different ways:  utopic vision, web of data, or a natural 

paradigm shift in our daily use of the Web. The term was 

coined by Tim Oreilly who coined the term web 2.0 as 

well in a talk. Active research is going on in this area for 

converting the World Wide Web into a semantic web 

database, this will increase the utility of web manifolds. 

 

IV. GOALS AND WEB APPLICATIONS 

To capture declarative, behavioral and interactive aspects 

of systems, goal-oriented requirements analysis have been 

proposed [11]. Rather than just focusing on the Functional 

requirements in the initial phases, if goals are taken into 

consideration then the product achieved will be more closer 

to the user’s expectations. Analysis of Goals that include 

both Functional and non functional requirements and the 

long term motives of the stakeholders allow exploration of 

alternatives, decision spaces, and tradeoffs by considering 

questions such as “why”, “how” and “how else” instead of 

only considering functional concerns. A non functional 

requirement is an attribute of or a constraint on a 

system[12]. According to the work in [12], the attributes can 

be performance requirements like timing, speed, throughput 

or specific quality requirements like reliability, usability. 

The constraints can be physical, legal, cultural, interface 

related etc. The amalgamation of Goal oriented requirement 

engineering with web applications has enormous benefits. It 

is apparent that web applications are a necessity for every 

business. The incorporation of goal oriented approach for 

engineering such applications will reap assorted benefits and 

the final product will be fairly closer to the stakeholders 

expectations. There are models for building business 

applications like in [2], [5].  

The above web site classification model helps in 

identifying the type of website that the user is asking for. 

The website category can be chosen for all the three 

dimensions according to the requirements. The web 

applications can be a hybrid category as well. The 

requirements listed according to the web category provide a 

basic framework for the requirement analysis. The non 

functional requirements that are more important in that 

category are also listed. This formulation helps the user also 

to clarify in their minds what they want. 

Example: An Educational Institute Web application has 

to be developed that provides information about various 

courses running in the institute and other details like faculty, 

infrastructure etc. The web applications might have one or 

two web pages for accepting applications from students or 

job opportunities. The organization might even like to have 

an internal email or notice board system in form of web 

application.  

After understanding the basic requirements, the 

Requirement Engineer might take help of the Web 

requirement classification model. The details can be 

furnished as Table 4. The example shown here is very basic, 

but eventually work can be done to create templates for each 

kind of category and web designers will have great help in 

choosing the requirement models, if required merging them 

and designing the web applications. 
 

TABLE IV: REQUIREMENTS FOR EDUCATIONAL WEB SITE 

Dimension/ 
Requirements 

D I N P T NFR’
S 

CONTENT  
Dynamic/server 
managed 

variable Text, 
multimedia, 

 form 

Link, 
form 

n/
a 

n
/a 

Interesting, 
Organized, 
user 
friendly SERVICE 

Information 

TECHNOLOGY 
Web 2.0 

 

V. CONCLUSION AND FUTURE WORK 

We have presented a framework for goal analysis for Web 
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application development. The analysis is coherent with the 

web classification model. Also, its being established that 

integration of goals with web requirement engineering 

would improve the quality and usability of web applications.   

Future work includes development of a goal oriented 

requirement model that suffices all kinds of websites 

provided in the classification and develop its tool support for 

engineering it automatically. 
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Abstract There have been two efforts earlier on evolving

CFOA-based fully-uncoupled oscillators i.e. circuits in

which none of the resistors controlling the frequency of

oscillation (FO) appear in the condition of oscillation and

vice versa. However, a non-ideal analysis of the earlier

known circuits reveals that due to the effect of the parasitic

impedances of the CFOAs, the independent controllability

of FO is completely destroyed. The main objective of this

paper is to present two new fully-uncoupled oscillators in

which the independent controllability of the FO remains

intact even under the influence of the non-ideal parameters/

parasitics of the CFOAs employed. The workability of the

proposed circuits has been confirmed by experimental

results using AD844-type CFOAs.

Keywords Sinusoidal oscillators � Current

feedback-operational-amplifiers � Analog circuit design �
Current mode circuits

1 Introduction

Sinusoidal oscillators find numerous applications in

instrumentation, measurement, control and communication

systems. During the past four decades, a class of sinusoidal

oscillators referred as single resistance controlled oscilla-

tors (SRCO) have been of particular interest because of

their applications in variable frequency oscillators in gen-

eral and voltage controlled oscillators (VCO) in particular

(which are obtainable by replacing the frequency-control-

ling resistor with FET-based or CMOS voltage controlled

resistor). In fact, SRCOs have been a very prominent area

of analog circuit research and a large number of circuits

using a variety of commercially available devices such as

op-amps, current conveyors (CC), current feedback op-

amps (CFOA) and operational transconductance amplifiers

(OTA) as well as using a number of newly proposed active

building blocks (see [1]) have been reported in the earlier

literature, for instance, see [2–44] and the references cited

therein.

Interest in realizing sinusoidal oscillators using CFOAs

grew when it was demonstrated by Martinez et al. [10, 26]

that using a CFOA, rather than a VOA, in the classical

Wien bridge oscillator configuration results in an oscillator

which offers important advantages such as: (i) more

accurate adjustment of oscillation frequency (ii) much

wider frequency span of frequency of operation (iii) higher

frequency and larger amplitudes because of much higher

slew rates than VOAs and (iv) lower sensitivity of the

frequency to the bandwidth variation of the active element
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thereby resulting in higher frequency stability. This stim-

ulated considerable interest among the researchers to

extend the realization of oscillators to the more popular and

important class of SRCO with the hope that such oscillators

when realized with CFOAs will, therefore, offer significant

advantages over their VOA-based counterparts as well as

with the hope that the 4-terminal CFOA-based new SRCOs

may possess additional interesting features not available in

3-terminal VOA-based SRCOs known earlier. Conse-

quently, there has been a widespread interest on CFOA-

based SRCOs [10–15, 18, 20, 21, 23, 25, 26, 30, 31, 33–39,

41, 42, 44].

CFOA-based canonic SRCOs which employ a minimum

of five passive components, namely, three resistors and two-

grounded capacitors, as desirable from the view point of IC

implementation and possessing tuning laws are such that

both the condition of oscillation (CO) and frequency of

oscillation (FO) can be controlled/adjusted by two inde-

pendent resistors, require at least two CFOAs. A major

drawback of such topologies is that as soon as various non-

idealities/parasitic of the active building blocks are

accounted for, the theoretically derived independence of CO

and FO vanishes due to the frequency-controlling resistor

also getting involved in the non-ideal expression for the CO.

However, in contrast to the class of SRCOs mentioned-

above, the class of ‘fully-uncoupled’ SRCOs has not been

considered adequately in the literature earlier; the only

exception being the works reported in [20] and [44]. Note

that CO and FO may be called fully-decoupled only when

CO and FO are decided by two completely different sets of

components, that is none of the components involved in CO

are also involved in FO and vice versa. Such SRCOs would,

therefore, be characterized by tuning laws of the type

CO:ðR1 � R2Þ� 0 ð1Þ

and

FO: f0 ¼
1

2p

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

1

C1C2R3R4

r

ð2Þ

which shows that such circuits would, thus, need four

resistors along with two capacitors. Such ‘fully-uncoupled’

SRCOs, however, are not feasible with only two active

elements and call for the employment of at least three

active elements as in [20, 44].

Due to the failure of two-CFOA-based SRCOs in

maintaining the independence of CO and FO under the

influence of non-ideal parameters and/or parasitic of the

CFOAs (see Appendix A), a question was, therefore, asked

as to whether ‘fully-uncoupled’ oscillators may (possibly)

lead the intended property of retaining the independent

control of FO even under the influence of non-ideal

parameters or parasitic of the CFOAs? To this end, sur-

prisingly we found (see Appendix A) that the quoted

fully-uncoupled oscillators from [20, 44] also fail to retain

the independent controllability of FO under the influence of

non-ideal parasitic impedances of CFOAs as all the four

resistors employed in the oscillators appear in the non-ideal

expressions of both CO and FO, thereby completely dis-

turbing the intended property.

This lead to the important question as to: could there be

any alternative three CFOAs-two-GC-four- resistor fully-

uncoupled oscillator circuits which can retain independent

controllability of FO even under the influence of non-ideal

parameters/parasitic of the CFOAs employed?

The main object of this paper is, therefore, to present

two new ‘fully-decoupled’ SRCOs employing only three

CFOAs, four resistors and two GCs and to show that the

answer to the above question is, indeed, in the affirmative.

To the best of authors’ knowledge, any oscillators using

CFOAs, which retain the independent single element

controllability of FO even under the influence of non-ideal

parameters or parasitic of the CFOAs, have not been

reported in the literature earlier.

The practical workability of the proposed new circuits

has been established by experimental results obtained from

their realizations using commercially available AD844-

type CFOAs.

2 The proposed fully-uncoupled SRCOs

The proposed new circuits are shown in Fig. 1. The

circuits have been devised by using a cascade of three

C

y

x z
w

1

1 y

x z
2 w x

zy
3 w

3R

2C2R

R1

R0

C

y

x
z

w

1

1 x

y z
2 w y

zx
3 w

3R2C

2R

R1

R0

(a)

(b)

Fig. 1 Fully-uncoupled SRCOs
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sub-circuits in a closed loop. These sub-circuits are as

follows:

(i) One CFOA is employed as lossless non-inverting/

inverting integrator see CFOA2 in Fig. 1(a, b).

(ii) Another CFOA is employed as a non-inverting/

inverting voltage controlled current source (VCCS)

see CFOA3 in Fig. 1(a, b).

(iii) The third CFOA is acting as a VCCS provides a

current feedback/a summing operation at the z termi-

nal of CFOA acting as lossy integrator (see CFOA1).

It may be visualized that using the various kind of sub-

circuits arranged as a cascade in closed loop many other

structures appear feasible however, those alternative cir-

cuits which do not yield the intended properties have not

been included in the set of Fig. 1.

Assuming that the CFOAs are characterized by:

iy = 0, vx = vy, iz = ix and vw = vz, both the circuits are

governed by a common characteristic equation (CE) given by:

s2 þ s

C1

1

R0

� 1

R1

� �

þ 1

C1C2R2R3

¼ 0 ð3Þ

From this CE, the CO and FO can be seen to be

CO: R1 � R0ð Þ� 0 ð4Þ

and

The oscillators of Fig. 1(a, b) can be respectively

modeled by the flow diagrams shown in Fig. 2 below each

of which consists of a major closed loop with two inte-

grators (one inverting and the other non-inverting, thus,

forming a resonator) and two minor closed loops (around

one of the integrators). Alternatively, if we look into the

z terminal of the first CFOA and determine the total

admittance it turns out that both the circuits are composed

of a ±RLC resonators from where also it turns out that the

FO is controlled only by C1, C2, R2 and R3 whereas the

negative resistor R0 provides the energy to compensate for

the losses created by the positive resistor R1.

For both the circuits, the major loop (resonator) sets

The FO at

f0 ¼
1

2p

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

1

C1C2R2R3

r

while the minor loops implement, respectively, the

amplitude compressing and expanding mechanism which

are required for any practical oscillator to work properly.

Thus, the loop implemented by R0 models the resonator

losses and is, hence, responsible of the making the ampli-

tude to decrease whenever its exceeds the equilibrium

value corresponding to the oscillation amplitude On the

other hand, the loop implemented by R1 compensates the

resonator losses by introducing energy into the system and

is, hence, responsible of making the amplitude increasing

when it becomes smaller than the equilibrium. At equi-

librium, the amplitude adaptation mechanism should,

therefore, make R1(A) = R0(A). Also, stability of this

mechanism requires R1(A) [ R0(A) for A [ A0, where A0 is

the oscillation amplitude.

3 Analysis including the parasitic input and output

impedances of the CFOAs

For an evaluation of the non-ideal performance of the new

circuits, we consider the finite input resistance Rxi at the

x port, i = 1–3, parasitic components Ryi in parallel with

1/sCyi at the y port and parasitic components Rzi in parallel

with 1/sCzi at the z port of all the CFOAs i = 1–3. Analysis

reveals that in both the cases the non-ideal CE of both the

circuits continues to remain second order. The non-ideal

CO and FO for both the circuits from the respective non-

ideal CEs have been found to be as under:

For the circuits of Fig. 1(a, b)

CO: C2 þ Cz2ð Þ 1

R0

� 1

R1 þ Rx1

þ 1

Ry1

þ 1

Rz1

þ 1

Rz3

� �

þ C1 þ Cz1 þ Cy1 þ Cz3

Rz2

� 0 ð6Þ

Fig. 2 The signal flow-graph representation of the proposed

oscillators of Fig. 1

FO:f0 ¼
1

2p

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

1

C1C2R2R3

r

ð5Þ

Analog Integr Circ Sig Process

123



f 00 ¼
1

2p

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

1

C1C2R2R3

r

1

1þ Cy1þCz1þCz3

C1

� �

1þ Cz2

C2

� �

0

@

1

A

1=2

� 1

1þ Rx2

R2

� �

1þ Rx3

R3

� �

2

4

þR2R3

Rz2

1

R0

þ 1

Ry1

þ 1

Rz1

þ 1

Rz3

� 1

R1 þ Rx1

� �

#1=2

ð7Þ

From Eqs. (6–7), it may be observed: that in both the

proposed new circuits, the frequency-controlling resistors

R2 and R3 do not come into the non-ideal expressions for

CO; therefore, the independent controllability of FO

remains intact even under the influence of the non-ideal

parameters/parasitic of the CFOAs employed.

To further confirm this, we have carried out a more

elaborate analysis taking into account the non-unity current

gains between ix and iz of the CFOAs as b1, b2 and b3 and

then modeling the relation between vz and vw of each

CFOA by the equation vwi = vzi = iwi � Rwi, i = 1–3 also

(in addition to the various x port, y port and z port parasitic

impedances already mentioned earlier). By considering all

the three CFOAs to be identical (for the sake of simplicity)

it has been found that CE for both the circuits then becomes

same and is given by:

a4s4 þ a3s3 þ a2s2 þ a1sþ a0 ¼ 0

where

a4 ¼ c1 þ 2czð Þ c2 þ czð Þc2
y

The above complex equation clearly does not lend itself to

any easy meaningful interpretation other than the obser-

vation that the two frequency-controlling resistors R2 and R3

still do not appear in any of the coefficients a4, a3, a2 or a1 and

appear only in a0! However, when numerical values are

substituted corresponding to the typical practical design

(later dealt with in Sect. 5) with component values taken as

R3 = 1, R0 = 10, R1 = 7.95 kX, C1 = C2 = 1 nF, with R2

taken as variable along with nominal parameter values taken

as Rx = 50 X, Ry = 2 MX, Rz = 3 MX, Rw = 50 X,

Cy = 2 pF, Cz = 4 pF and bi = 1 (i = 1–3), it has been

found that the contribution of the coefficients of fourth and

third powers of s is infinitesimally small over the frequency

range of interest (in fact, MATLAB program rounded these

coefficients to exactly zero !). It is hence, concluded that the

resulting dynamics of the circuit is dominantly second order

from which the real and imaginary parts of the complex

conjugate roots of the resulting equation have been

determined by varying R2 and keeping R3 fixed. These are

shown in Table 1 from where it is seen that although the

imaginary part representing the oscillation frequency keeps

on changing (as should be), however, the real part,

representing the oscillation condition, remains invariant (as

expected).

It is worth mentioning that if the circuits are to be

converted into VCO by replacing the frequency-controlling

resistors R2 and/or R3 by FET-based or CMOS voltage

controlled-resistors (VCR), this does not pose any diffi-

culty since it is well known that grounded/floating VCRs

using any of the above mentioned devices could be realized

with exactly the same amount of hardware, for instance,

see [45–48].

a3 ¼ 2cy c1 þ 2czð Þ c2 þ czð Þ 1

Ry
þ 1

Rw

� �

þ c2
y

c1 þ 2cz

Rz
þ c2 þ czð Þ 1

R0==
Rz

2

 !( )

a2 ¼ c1 þ 2czð Þ 1

Ry
þ 1

Rw

� �

c2 þ czð Þ 1

Ry
þ 1

Rw

� �

þ 2
Cy

Rz

� �

þ cy c2 þ czð Þ 2
1

Ry
þ 1

Rw

� �

1

R0==
Rz

2

 !

� b1

R1 þ Rx

� �

1

Rw

� �

( )

þ
c2

y

Rz

1

R0==
Rz

2

 !

a1 ¼
1

Ry
þ 1

Rw

� �2 c1 þ 2cz

Rz
þ c2 þ cz

R0==
Rz

2

( )

þ 2cy

Rz

1

Ry
þ 1

Rw

� �

1

R0==
Rz

2

 !

� c2 þ czð Þb1

R1 þ Rxð ÞRw

1

Ry
þ 1

Rw

� �

� cyb1

RzRw

1

R1 þ Rx

� �

þ cyb2b3

Rw

� �

1

R2 þ Rx

� �

1

R3 þ Rx þ Rw

� �

a0 ¼
1

Ry
þ 1

Rw

� �

1

Ry
þ 1

Rw

� �

1

Rz

1

R0==
Rz

2

 !

� b1

RzRw

� �

1

R1 þ Rx

� �

þ b2b3

Rw

1

R2 þ Rx

� �

1

R3 þ Rx þ Rw

� �

( )
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4 Frequency stability

Frequency stability is an important figure of merit for

sinusoidal oscillators. Using the definition of frequency

stability factor (SF) as per [14] to be SF ¼ du uð Þ
du

	

	

	

u¼1
where

u ¼ x
xo

is the normalized frequency and u(u)denotes the

phase function of the open loop transfer function, with

C1 = C2 = C, R0 = R1 = R2 = R and R3 = R/n, SF for

the proposed oscillators is found to be SF ¼ 2
ffiffiffi

n
p

: While

varying both the resistors simultaneously i.e., R2 = R3 =

R/n, SF becomes 2n. This figure appears to be the highest

(like that of [44]) attained so far as compared to all SRCOs

[10–18, 20, 21, 23, 25, 26, 30–39, 41, 42] known earlier.

Thus, both the new circuits offer very high frequency sta-

bility factors for larger values of n.

5 Experimental results

To verify the workability of the new oscillators, they

were constructed from AD844-type CFOAs biased with

±12 volts DC power supplies along with R3 = 1 kX,

R0 = 10 kX, C1 = C2 = 1 nF and were found to work

satisfactorily in accordance with the theory. Some

sample experimental results are shown in Figs. 3 and 4

respectively. Figure 3 shows the variation of oscillation

frequency with R2 for the oscillator of Fig. 1(b) whereas

Fig. 4 shows a typical waveform obtained from the cir-

cuit of Fig. 1(a). The workability of the proposed new

configurations has, thus, been confirmed experimentally.

It may be mentioned that no external amplitude sta-

bilization/control circuitry has been devised for the pro-

posed oscillators so far. In the absence of this, the

oscillation amplitude is limited by the nonlinearities of

the CFOAs.

6 Concluding remarks

A large number of CFOA-based SRCOs are known in the

earlier literature that requires two CFOAs and three resis-

tors to provide independent controls of both CO and FO

through separate resistors while employing both grounded

capacitors as preferred for IC implementation. In all such

circuits, the independent controllability gets lost when the

effect of parasitic impedances of CFOAs are accounted for.

Independence of FO also gets lost even in the three-CFOA-

two-GC-four-resistor fully- uncoupled oscillators of [20,

44] when the effects of the parasitic impedances of CFOAs

are accounted for.

Table 1 Variation of real and imaginary parts of the roots of CE for

the proposed circuits of Fig. 1

R2 (kX) Real part Imaginary part FO (kHz)

1 0.0061 922 9 103 146.598

2 0.0061 659 9 103 104.781

3 0.0061 539 9 103 85.701

4 0.0061 467 9 103 74.253

5 0.0061 417 9 103 66.303

6 0.0061 380 9 103 60.420

7 0.0061 351 9 103 55.809

8 0.0061 328 9 103 52.152

9 0.0061 309 9 103 49.131

10 0.0061 292 9 103 46.428

Fig. 3 Plot of R2 versus FO for the oscillator of Fig. 1(b)

Fig. 4 A typical waveform obtained from the oscillator circuit of

Fig. 1(a)
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In this paper, two new fully-uncoupled oscillators have

been introduced in which independent controllability of FO

remains intact even under the influence of non-ideal

parameters of the CFOAs employed. To the best of the

authors’ knowledge, no CFOA-based oscillators possessing

this property have been published in the literature earlier.

Another notable property of the new circuits is the high

value of frequency stability factor. The workability of the

new circuits has been established by experimental results

based on the hardware implementation of the proposed

circuits using commercially available AD844-type CFOAs.

This paper has, thus, added two new circuits with practi-

cally important properties not available in any of the earlier

known CFOA-based SRCOs of [10–18, 20, 21, 23, 25, 26,

30–39, 41, 42, 44].

Lastly, it must be mentioned that the generation of any

new three-CFOA-two-GC-four-resistor fully-uncoupled

oscillators which, apart from retaining independent con-

trollability of FO, can also retain independent controlla-

bility of CO even under the influence of the non-ideal

parameters/parasitic of the CFOAs, appears to be an

interesting but challenging problem and is open to

investigation.
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Appendix A

Analysis of the previously known CFOA-based

grounded capacitor SRCOs taking into account

the effect of parasitic impedances of the CFOAs

In the earlier literature, there appear to be only two circuits

employing CFOAs which belong to the category of fully-

uncoupled oscillators, namely, the circuit presented by

Soliman [20] and the circuit presented by Bhaskarc [44],

which are shown here in Figs. 5 and 6 respectively.

Both these circuits employ exactly the same number of

active and passive components as in the circuits presented

in this paper. Ideal CO and FO for the circuits of Figs. 5

and 6 are respectively given by:

R3 ¼ R4 ðfor Fig. 5Þ
R1 ¼ R2 ðfor Fig. 6Þ

ð8Þ

f0 ¼
1

2p

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

1

C1C2R1R2

r

ðfor Fig. 5Þ

f0 ¼
1

2p

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

1

C1C2R3R4

r

ðfor Fig. 6Þ
ð9Þ

From a non-ideal analysis, CE, CO and FO of the oscillator

of Fig. 5 are respectively given by:

s3 C
0

1C
0

2Cz2Rx3

� �

þ s2 C
0

1C
0

2 1þ Rx3

R
0
3

� �

þ C
0

2Cz2

Rx3

Rz1

� �

þ C
0

1Cz2

Rx3

R
0
4

� 1

� �� �

þ s C
0

1 1þ Rx3

R
0
3

� �

1

R
0
4

� �

� 1

R
0
3

� �

þ C
0

2 1þ Rx3

R
0
3

� �

1

Rz1

� �

þ Cz2

Rx3

R
0
4

� 1

� �

1

Rz1

� �
 �

þ 1

Rz1

1þ Rx3

R
0
3

� �

1

R
0
4

� �

� 1

R
0
3

� �

þ 1

R
0
1R

0
2


 �

¼ 0 where

C
0

1 ¼ C1 þ Cz1ð Þ; C
0

2 ¼ C2 þ Cz2ð Þ; R
0

1 ¼ R1 þ Rx1ð Þ; R
0

2 ¼ R2 þ Rx2ð Þ; R
0

3 ¼ R3 Rz2kð Þ; R
0

4 ¼ R4 Rz3kð Þ

ð10Þ

1� R04
R03
þ C02R04R2

x3

C01R023 Rz1

þ 2C02R04Rx3

C01R03Rz1

þ C02R04
C01Rz1

þ C02R04R2
x3Cz2

C021 R03R2
z1

þ C02R04Rx3Cz2

C021 R0z1

� 2R04Rx3Cz2

C01R03Rz1

� 2R04Cz2

C1
1Rz1

þ R2
x3

R023
þ 2Rx3

R03

þ 2R2
x3Cz2

C01R03Rz1

þ 2Rx3Cz2

C01Rz1

þ R2
x3Cz2

C02R03R04
þ Rx3Cz2

C02R04
� 2Rx3Cz2

C
0
2R

0
3

� Cz2

C
0
2

� R04Rx3

R023
þ Rx3Cz2

C01Rz1

� �2

þ Rx3Cz2ð Þ2

C01C02R04Rz1

�
2Rx3C2

z2

C01C02Rz1

þ R04Cz2

C02R03
�

R04Rx3C2
z2

C021 R2
z1

þ
R04C2

z2

C
0
1C

0
2Rz1

� R04Rx3Cz2

C01R01R02
¼ 0

ð11Þ
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The CE, CO and FO for the oscillator of Fig. 6 are

respectively given by:

f
0

0 ¼
1

2p

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

1

C1C2R1R2

r

1

1þRx1
R1

� �

1þRx2
R2

� �þ R1R2

Rz1

1
R4
þ 1

Rz3

� �

1þ Rx3

R3
þ Rx3

Rz2

� �

� 1
R3
� 1

Rz2

n o

1þ Cz1

C1

� �

1þ Cz2

C2

� �

1þ Rx3

R3
þ Rx3

Rz2

� �

2

6

6

6

4

þCz3Rx3

1þ Cz2

C2

� �

C1Rz1

þ
1þ Cz1

C1

� �

1
R4
þ 1

Rz3

� �

C2

8

<

:

9

=

;

� Cz2

C2

1þ Cz1

C1

� �

3

7

7

7

5

1=2
ð12Þ
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0

1C
0

2Cz3

� �

þ s2 C
0

1C
0

2

1
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þ 1

Rz3

� �
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0

1Cz3

1

Rz

� �
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0

2Cz3

1

Rz1
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þ s C
0

1

1

Rz

� �

1

R1

þ 1

Rz3

� �

þ C
0

2

1

Rz1

� �

1

R1

þ 1

Rz3

� �

þ 1
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0
3

� �

1

R1

� 1

R
0
2

� �� �

þ Cz3

1

R
0
3R

0
4

� �
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þ 1

RzR
0
3

1

R1

� 1

R
0
2

� �

þ 1

R
0
3R

0
4

1

R1

þ 1

Rz3

� �
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¼ 0 where C
0

1 ¼ C1 þ Cz1ð Þ; C
0

2 ¼ C2 þ Cz2 þ Cy1

� 


;

R
0

2 ¼ R2 þ Rx2ð Þ; R
0

3 ¼ R3 þ Rx1ð Þ; R
0

4 ¼ R4 þ Rx2ð Þ; Rz ¼ Ry1 Rz2k
� 


ð13Þ
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From Eqs. (10–12), and (13–15) it may be seen that in both

the circuits of Figs. 5 and 6, all the four resistors employed

therein are present in the CO as well as in FO. It is,

therefore, concluded that in both these circuits the fully-

uncoupled nature of CO and FO is completely disturbed

when the effect of parasitic of the CFOAs is accounted for.

For the sake of comparison with previously known con-

ventional type of CFOA-based SRCOs, a similar non-ideal

analysis has been carried out for an exemplary two-CFOA-

two-grounded capacitors (GC) SRCO from [31] shown in

Fig. 7. In this context it may be noted that none of the single-

CFOA SRCOs known till date employ both grounded

capacitors while two-CFOA-based SRCOs do employ both

grounded capacitors. However, out of various such two-

CFOA-GC SRCOs, the closest to the present class appears to

be the one proposed in [31] which also provides control of FO

through two resistors (like the circuits proposed in this paper)

and hence, the choice.

The circuit of Fig. 7 is ideally characterized by the

following CO and FO:

CO : 1þ C2

C1

� �

¼ R1

R2

f0 ¼
1

2P

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

R3

2C1C2R1R2R4

r

However, a re-analysis of this circuit reveals that its

non-ideal CE is given by:
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where R
0 ¼ Ry2 Rz2k ; C

0
2 ¼ C2 þ Cz2; C

0
1 ¼ C1 þ Cy1;

R
0
2 ¼ Rw1 þ R2 þ Rx2.

From above equation it is, thus, seen that, as expected,

in this circuit also, when the various parasitic non-ideal

effects of the CFOAs are accounted for, both the fre-

quency-controlling resistors R3 and R4 creep into all the

coefficients of the CE and hence, also in the CO.
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Abstract A new CFOA-based lossy/loss-less floating

inductance circuit is introduced which, in contrast to pre-

viously known configuration requiring three to four

CFOAs, employs only two CFOAs along with only five

passive components. The workability of the new FI circuit

has been demonstrated by using it to design a second order

notch filter and a fourth order Butterworth low pass filter

by realizing the circuit using commercially available

AD844-type CFOAs.

Keywords Current feedback op-amps � Floating

inductance simulation � Analog circuits

1 Introduction

Although a number of Current feedback op-amps (CFOA)

based circuits are known for realizing lossless/lossy

grounded inductance simulation have been made see [1–5],

the number of CFOA-based circuits capable of simulating a

lossless floating inductance (FI) have been rather limited

and only the earlier works [6–9] can be cited in this con-

text. A critical survey of CFOA-based FI circuits from the

quoted references reveals that the FI circuits known so far

require three (as in [6] and [7]) or four (as in [8] and [9])

CFOAs. To the best knowledge of the authors, any circuit

for realizing a lossless FI using less than three CFOAs has

not been reported in the open literature so far.

It may be mentioned that two dual outputs CCII

(DO CCII) (characterized by iy ¼ 0; vx ¼ vy; izþ ¼ ixþ;

iz� ¼ ix�) along with only two resistors and a capacitor can

be used to simulate a loss-less inductance, however, such a

device, unfortunately, is not yet available commercially as

an off-the-shelf IC. By contrast, the CFOA which embodies

a three-terminal CCII ? (characterized by iy ¼ 0; vx ¼
vy; iz ¼ ix) with its second output as a voltage output

thereby leading to the fourth terminal ‘w’ providing

vw ¼ vz, is commercially available as an off-the-shelf IC. It

is widely recognized that a CFOA with an externally

excessive z-pin such as AD844 provides more versatility

and flexibility in analog circuit design as demonstrated in

[7, 10, 11].

The main objective of this paper is, therefore, to

present a new circuit which employs only two CFOAs

along with only five passive components (namely two

capacitors and three resistors) to realize a lossy/loss-

less FI. To verify and demonstrate the practical work-

ability of the new FI circuit, two application examples,

well supported by appropriate hardware implementation

and SPICE simulation results based upon AD844- type

CFOAs, have been presented.

2 The proposed circuit configuration

The proposed new FI configuration is shown in Fig. 1.

Assuming CFOAs to be characterized by iy ¼ 0; vx ¼
vy; iz ¼ ix and vw ¼ vz; a straight forward analysis of the

circuit reveals its y- matrix to be given by
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Y½ � ¼ 1

R1

� 1

R2

� �
þ 1

sC1R1R2

� �
1 �1

�1 1

� �
ð1Þ

Thus, with R1 \ R2, the circuit simulates floating par-

allel-RL admittance with equivalent resistance Req and

equivalent inductance Leq are given by

1

Req
¼ 1

R1

� 1

R2

; Leq ¼ C1R1R2: ð2Þ

On the other hand, with R1 ¼ R2 ¼ R0, the circuit

simulates a lossless FI with

Leq ¼ C1R2
0 ð3Þ

3 Sensitivity analysis

For determining the classical sensitivity coefficients, the

circuit is re-analyzed for unequal values of passive com-

ponents where the resistor R1 between w-terminal of the

first CFOA and y-terminal of the second CFOA has been

renamed as R3 while the capacitor C1 connected between

the y-terminal and z-terminal of second CFOA has been

renamed as C2. This leads to the following y-parameters:

y11 ¼
1

R1

� 1

R2

� �
þ 1

sC2R1R2

which gives

R11 ¼
R1R2

R2 � R1

; L11 ¼ C2R1R2

ð4Þ

y12 ¼ �
1

R1

� 1

R2

� �
þ 1

sC2R1R2

� �
which gives

R12 ¼
R1R2

R2 � R1

; L12 ¼ C2R1R2

ð5Þ

y21 ¼ �
1

R3

� 1

R2

� �
þ 1

sC1R3R2

� �
which gives

R21 ¼
R3R2

R2 � R3

; L21 ¼ C1R3R2

ð6Þ

y22 ¼
1

R3

� 1

R2

� �
þ 1

sC1R3R2

which gives

R22 ¼
R3R2

R2 � R3

; L22 ¼ C1R3R2

ð7Þ

The various sensitivity coefficients with respect to

passive elements are given by

SR11

R1
¼ R2

R2 � R1

; SR11

R2
¼ � R1

R2 � R1

; SR11

C1
¼ SR11

C2
¼ SR11

R3
¼ 0

SL11

R1
¼ SL11

R2
¼ SL11

C2
¼ 1; SL11

C1
¼ S L11

R3
¼ 0

SR12

R1
¼ R2

R2 � R1

; SR12

R2
¼ � R1

R2 � R1

; SR12

C1
¼ SR12

C2
¼ SR12

R3
¼ 0

SL12

R1
¼ SL12

R2
¼ SL12

C2
¼ �1; SL12

C1
¼ SL12

R3
¼ 0

SR21

R2
¼ R3

R3 � R2

; SR21

R3
¼ � R2

R3 � R2

; SR21

C1
¼ SR21

C2
¼ SR21

R1
¼ 0

SL21

R3
¼ SL21

R2
¼ SL21

C1
¼ �1; SL21

C2
¼ SL21

R1
¼ 0

SR22

R2
¼ R3

R3 � R2

; SR22

R3
¼ � R2

R3 � R2

; SR22

C1
¼ SR22

C2
¼ SR22

R1
¼ 0

SL22

R3
¼ SL22

R2
¼ SL22

C1
¼ 1; SL22

C2
¼ SL22

R1
¼ 0

From the above, it may be seen that although the

sensitivities of the inductive parts of all the four

y-parameters are very small, on the other hand, the

sensitivities of equivalent resistive parts could be quite

large for R1 & R2 and R2 & R3. However, the magnitudes

of these sensitivities can be made less than or equal to 1 by

either taking R1 � R2 and R3 � R2 (i.e. using the circuit

as a non-ideal FI with positive series resistance) or else by

taking R1 � R2 and R3 � R2 (in which case the

realization will still be non-ideal but the associated series

resistance will be negative). It may, however, be pointed

out that using appropriate network transformations

presented earlier in [19, 20] even non-ideal simulated

inductances can be employed directly as elements in the

design of higher order ladder filters. Also, it must also be

kept in mind that classical sensitivity coefficients give an

idea about the incremental changes in the functions/

parameters of interest with respect to incremental

changes in one component value at a time, assuming that

incremental changes in all other component values are zero

and hence, do not give a realistic picture. In practice, to

realize a lossless FI from the proposed circuit, perfectly-

matched (verified by actual measurements) resistors R1, R2

and R3 have been employed and the performance of the

low pass Butterworth filter, employing two lossless FIs of

the proposed kind, has been found to be quite satisfactory.

It can be easily checked that even with 1 % mismatch in

resistance values say R2 = 1.01 kX and R1 = 1 KX, the

equivalent parallel resistance, instead of infinity, would

still be of the order of 101 KX and hence, fairly larger than

the inductive reactance at the frequency of interest so that

x
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w

x

yz

w
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R1
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_
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Fig. 1 Proposed new FI configuration
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the behavior of the circuit would remain dominantly

inductive and due to this, the performance of the circuit in

which the proposed kind of FIs are employed will not be

having any noticeable degradation. In view of this, a more

realistic assessment about the effect of mismatches of

identical component values used in the proposed FI, on the

performance of the circuit in which the proposed FIs have

been employed, can be obtained through MONTE CARLO

(MC) analysis, the results of which (included in Fig. 6 of

Sect. 5) corroborate the above inference.

4 The non-ideal effects

With the parasitic impedances of the CFOAs accounted for,

i.e. considering the finite input impedance looking into

terminal-X as Rx and the output impedance looking into

terminal-Z consisting of a parasitic resistance Rp in parallel

with a parasitic capacitance Cp, it is found that in view of

the symmetry of the circuit, the non-ideal y-parameters are

such that Y 011 ¼ Y 022 and Y 012 ¼ Y 021: The values of these

admittance parameters are found to be.

Y 011 ¼ Y 022

¼ 1

R1

þ sC1

1þ sC1Zp

� �� sC1Zp

1þ sC1Zp

� �
R2 þ 2Rxð Þ

þ Zp

1þ sC1Zp

� �
R1R2 þ 2R1Rxð Þ

ð8Þ

Y 012 ¼ Y 021 ¼ �
sC1Zp

R1 1þ sC1Zp

� �� sC1Zp

1þ sC1Zp

� �
R2 þ 2Rxð Þ

"

þ Zp

1þ sC1Zp

� �
R1R2 þ 2R1Rxð Þ

#
ð9Þ

It may be seen that with Zp!?, Rx!0, the y-parameters

in Eqs. (8) and (9) reduce to those in (1). From the non-

ideal expressions of the y-parameters of the proposed circuit

it may be easily visualized that the high frequency
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Fig. 2 Frequency response of Y11j j ¼ Y22j j and Y12 ¼ Y21jjjj

Fig. 3 Experimentally obtained frequency response of the notch filter

realized from the proposed FI

1

1.8478

0.7654 1.8478

Vin V0

+

_

+

_

0.7654 1
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performance would be affected because of these parasitic

impedances. However, this is a common limitation exhib-

ited by all inductance simulation circuits known so far and

hence, is not a drawback with our circuit only. Also, it may

be readily visualized that the equivalent non-ideal inductive

and resistive components resulting from all the four

y-parameters of Eqs. (8) and (9) would be frequency-

dependent. With Rx ¼ 50X;Rp ¼ 3MX;Cp ¼ 4:5pF and

the circuit designed with C1 ¼ 1nF;R0 ¼ 1kX to realize a

lossless FI of 1mH, from MATLAB frequency responses of

Y11j j ¼ Y22j j; Y12j j ¼ Y21j j have been obtained which are

shown in Fig. 2. The MATLAB plots of non-ideal

y-parameters of the proposed circuit shown in Fig. 2

(Sect. 4) show that in the proposed circuit, the y-parameters

remain intact (and hence, the circuit is useable) up to a

frequency of around 10 MHz which is reasonably good. This

frequency range of the circuit has also been confirmed from a

SPICE simulation of the circuit for the same component

values using a macro model of AD844.

5 Application examples

To demonstrate the workability of the new lossless FI

circuit, we present here two application examples.

Fig. 6 Simulation results of MONTE CARLO analysis
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(i) As the first application of the new FI circuit, it was

used to realize in hardware, a second order RLC

notch filter1 consisting of a parallel combination of

Leq and C0 and a shunt resistor R0, with component

values taken as C1 = 1 nF, C0 = 0.1 lF, R1 =

R2 = 1 kX, R0 = 0.1 kX corresponding to the design

parameters of the filter as f0 = 15.9 kHz, H0 = 1 and

bandwidth = 15.9 kHz. The experimentally observed

frequency response of the notch filter using AD844-

type CFOAs, biased with ± 15 volts DC power

supplies, is shown in Fig. 3 which is found to be in

reasonable good agreement with the ideal one and

thus, confirms the workability of the circuit as an FI.

(ii) To check the usability of the new lossless FI circuit in

a higher order filter design, a fourth order Butterworth

low pass filter with a cutoff frequency of 500 kHz

was designed using the normalized proto-type shown

is Fig. 4. The component values, after appropriate

frequency and impedance scaling, were taken as Rs =

RL = 1 kX, L1d = 0.2437 mH (R1 = R2 = 1 kX
and C1 = C2 = 0.1 nF), C1d = 0.5884 nF, L2d =

0.5884 mH (R1 = R2 = 1 kX and C1 = C2 = 0.1

nF), C2d = 0.2437 nF. AD844 were biased with DC

power supplies ± 12 volts. The experimental fre-

quency response obtained by MATLAB and the

simulated through PSPICE simulations by realizing

the two lossless FIs by AD844-type CFOAs is shown

in Fig. 5.

The results demonstrated in Figs. 2, 3, 4, 5, thus, con-

firm the practical applicability of the new FI configuration.

To study the effect of mismatches in the component

values within the FIs, on the performance of the circuit of

Fig. 4, MC simulations have been carried out by allo-

cating 1 % tolerances to the component values within

both FIs and performing 100 runs in each case. The

results for the case of 1 % tolerance have been shown in

Fig. 6. It has been found that while SPICE-determined

cut-off frequency for nominal design was fo = 463.291

kHz, the MC analysis shows the median value as

462.267 kHz which indicates that the mismatches in the

component values within the proposed FIs do not have

large effect on the realized cutoff frequency (which is

seen to be in contrast to the inference emerging from the

classical sensitivity analysis) and are well within the

acceptable limits.

6 Comparison of proposed FI with previously known

CFOA and OTA based FIs

A comparison of the various salient features of the pro-

posed circuit as compared to other previously known OA-

based, CFOA-based and OTA-based FI simulators has been

carried out in Table 1.

It may be noted that Ref. [14] has described two FI

circuits using the so-called modified CFOA (MCFOA).

Each circuit therein employs two MCFOAs, two resistors

and a single (grounded) capacitor. However, a MCFOA is

not available commercially. On the other hand, when an

MCFOA is implemented with AD844 type CFOAs, as

many as three AD844 type CFOAs are needed for each

MCFOA. Thus, each of the proposed FI circuit of Figs. 4

and 5 of [14] would require six CFOAs of the normal kind.

Thus, whereas the circuits of Figs. 4 and 5 of [14] have the

advantage of employing only one (grounded) capacitor, on

the other hand, the proposed circuit, although requires two

identical capacitors and three resistors, it has the advantage

of employing only two AD844 type CFOAs.

Table 1 Comparison of the proposed configuration with earlier published FIs using CFOAs, OTAs and OAs

Reference

Number

Building

block used

Number of

resistors used

Number of

capacitors used

Number of active

building blocks used

Commercial availability

of the building block

Chang and Hwang [6] CFOA 02 01 03 Yes

Senani [7] CFOA 02 01 03 Yes

Senani et al. [8] CFOA 02 01 04 Yes

Psychalinos et al. [9] CFOA 04 01 05 Yes

Yuce and Minaei [14] MCFOA 02 01 02 (equivalently

06 CFOAs)

No

Nandi [15] OTA Nil 01 03 Yes

Senani [16] OA 07 01 03 Yes

Singh [17] OA 16 01 04 Yes

Senani [18] OA 12 01 02 Yes

Proposed CFOA 03 02 02 Yes

1 For single CFOA-based biquadratic filter realizations, the reader is

referred to [12], [13].
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7 Concluding remarks

A new configuration for realizing a lossy/loss-less FI

using commercially available CFOAs is introduced which

provides the following advantages, not available in the

previously known FI circuits of [6–9]:

(i) employment of only two CFOAs in contrast to

previously known CFOA-based FIs of [6–9] requiring

three to four CFOAs.

(ii) the flexibility of realizing either lossless or lossy FI

from the same circuit.

(iii) employment of a small number (only five) of passive

components and.

(iv) requirement of simple component-matching condi-

tion (only in case of lossless FI realization).

The workability and the applications of the new FI

configuration have been demonstrated through implemen-

tation of a second order notch filter and a 4th order But-

terworth low pass filter using SPICE simulations (including

Monte Carlo analysis) and hardware implementation results

using AD844 type commercially available IC CFOAs.
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Observational constraints on a cosmological model with variable

equation of state parameters for matter and dark energy

Suresh Kumar ∗ Lixin Xu †
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Abstract

In this work we consider a spatially homogeneous and flat Friedmann-Robertson-Walker (FRW)
space-time filled with non-interacting matter and dark energy components. The equation of state (EoS)
parameters of the two sources are varied phenomenologically in terms of scale factor of the FRW space-
time in such a way that the evolution of the Universe takes place from the early radiation-dominated
phase to the present dark energy-dominated phase. We constrain the derived model in two cases with
the latest astronomical observations, and discuss the best fit model parameters in detail. First, we
explore a special case of the model with WMAP+BAO+H0 observations by synchronizing the model
with the ΛCDM model at the present epoch. An interesting point that emerges from this observational
analysis is that the model is not only consistent with the ΛCDM predictions at the present epoch but
also is indistinguishable from the ΛCDM model in revealing the future dynamics of the Universe. In
the second case, we find observational constraints on general class of the model from Supernova+BAO
observations. The derived model, in the general case, predicts age of the Universe, Hubble constant,
density parameters and equation of state parameter of dark energy consistent with the ones obtained
from seven year WMAP observations. The model advocates cosmological constant as a candidate of
dark energy, which is consistent with the WMAP observations. Finally, we conclude that the derived
model offers a unified description of the evolution of Universe from the early radiation-dominated phase
to the present dark energy-dominated phase in accord with the current astronomical observations. The
model is physically viable and is applicable to the real Universe.

Keywords: FRW space-time · Accelerating Universe · Varying equation of state parameters · Dark
energy · Cosmological Constant.

1 Introduction

It is not a matter of debate now whether the Universe is accelerating at the present epoch since it is
strongly supported by various astronomical probes of complementary nature such as type Ia supernovae
data (SN Ia)[1, 2], galaxy redshift surveys [3], cosmic microwave background radiation (CMBR) data [4, 5]
and large scale structure [6]. Observations also suggest that there had been a transition of the Universe
from the earlier deceleration phase to the recent acceleration phase [7]. We do not have a fundamental
understanding of the root cause of the accelerating expansion of the Universe. We label our ignorance
with the term “Dark Energy” (DE), which is assumed to permeate all of space and increase the rate
of expansion of the Universe [8]. On the other hand, the inclusion of DE into the prevailing theory of
cosmology has been enormously successful in resolving numerous puzzles that plagued this field for many
years. For example, with prior cosmological models, the Universe appeared to be younger than its oldest
stars. When DE is included in the model, the problem goes away.
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The most recent WMAP observations indicate that DE accounts for around three fourth of the total
mass energy of the universe [9]. However, the nature of DE is still unknown and various cosmological
probes on theoretical and experimental fronts are in progress to resolve this problem. The simplest
candidate for the DE is the cosmological constant (Λ) or vacuum energy since it fits the observational
data well. During the cosmological evolution, the Λ-term has the constant energy density and pressure
pde = −ρde. However, one has the reason to dislike the cosmological constant since it always suffers
from the theoretical problems such as the “fine-tuning” and “cosmic coincidence” puzzles [10]. That is
why, the different forms of dynamically changing DE with an effective equation of state (EoS), wde =
pde/ρde < −1/3, have been proposed in the literature. Other possible forms of DE include quintessence
(wde > −1)[11], phantom (wde < −1) [12] etc. Using the first year Sloan Digital Sky Survey-II (SDSS-II)
supernova results, Lampeitl et al. [13] found that −0.99 < wde < −0.65 while the seven year WMAP
results put wde in the range −1.55 < wde < −0.7 (see, Jarosik et al. [14]).

In cosmology, the evolution of the Universe is described by the Einstein’s field equations together with
an EoS (p = wρ) for the matter content. Usually the field equations are solved and analyzed separately
for different epochs, i.e., for inflationary phase, radiation-dominated phase and matter-dominated phase.
Some authors have presented unified solutions for these epochs. For instance, Israelit and Rosen [15, 16]
presented a unified EoS, where the pressure varies continuously from pre-matter period (p = −ρ) to the
radiation-dominated phase (p = ρ/3) and then radiation to matter-dominated period (p = 0) for spatially
closed, flat and open FRW models. They also described a transition between pre-matter to radiation
and radiation to matter-dominated epoch. Similarly, Carvalho [17] studied a flat FRW model, where the
Universe undergoes a transition from an inflationary phase to a radiation-dominated phase. However,
in the models presented by Israelit and Rosen [15, 16], only ordinary matter was taken into account
while Carvalho [17] studied the model with cosmological constant. In a recent paper [18], a physically
reasonable and mathematically tractable cosmological model is studied by assuming time-varying EoS
parameters for matter and DE. Here, we intend to study a cosmological model based on a special case of
EoS parameters proposed in [18].

In this paper, we consider non-interacting matter (dark matter plus baryonic) and DE energy com-
ponents within the framework of a spatially homogeneous and flat FRW space-time in general relativity.
Following Ref. [18], the EoS parameters of the two sources have been varied phenomenologically in terms
of scale factor of the FRW space-time in such a way that the evolution of the Universe takes place from
the early radiation-dominated phase to the present DE-dominated phase. The paper is structured as fol-
lows. The model and field equations are presented in Section 2. In Section 3, we present the cosmological
model with time-varying EoS parameters for the matter and DE components. In Section 4, we explore
a special case of the model with WMAP+BAO+H0 observations by synchronizing the model with the
ΛCDM model at the present epoch. Section 5 is devoted to find the best fit model constrained with latest
SN Ia+BAO observations. The findings of the paper are summarized in Section 6.

2 Model and field equations

We consider a spatially homogeneous and flat FRW line element that applies to the real Universe. It is
written as

ds2 = −dt2 + a2(t)
[

dr2 + r2(dθ2 + sin2θdφ2)
]

, (1)

where a(t) is cosmic scale factor and other symbols have their usual meanings.
The Einstein’s field equations in case of a mixture of matter and DE components, in the units 8πG =

c = 1, read as

Rµν −
1

2
gµνR = −Tµν , (2)

where Tµν = T
(m)
µν + T

(de)
µν is the overall energy momentum tensor with T

(m)
µν and T

(de)
µν as the energy
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momentum tensors of matter and DE, respectively. These are given by

T (m) µ
ν = diag [−ρm, pm , pm, pm]

= diag [−1, wm , wm, wm]ρm (3)

and

T (de) µ
ν = diag [−ρde, pde , pde, pde]

= diag [−1, wde , wde, wde]ρde (4)

where ρm and pm are, respectively the energy density and pressure of the matter fluid while wm = pm/ρm
is its EoS parameter. Similarly, ρde and pde are, respectively the energy density and pressure of the DE
fluid while wde = pde/ρde is the corresponding EoS parameter.

In a comoving coordinate system, the field equations (2) for the space-time (1), in case of (3) and (4),
read as

2Ḣ + 3H2 = −wmρm − wdeρde, (5)

3H2 = ρm + ρde. (6)

Here an over dot indicates ordinary derivative with respect to t, and H = ȧ/a is the Hubble parameter.
The energy conservation equation T µν

;ν = 0 yields

ρ̇m + 3(1 + wm)ρmH + ρ̇de + 3(1 + wde)ρdeH = 0. (7)

We assume that the matter and DE components are non-interacting. Therefore, the energy momentum
tensors of the two sources may be conserved separately.

The energy conservation equation T
(m) µν

;ν = 0, of the matter fluid leads to

ρ̇m + 3(1 + wm)ρmH = 0, (8)

whereas the energy conservation equation T
(de) µν

;ν = 0, of the DE component yields

ρ̇de + 3(1 + wde)ρdeH = 0. (9)

3 Cosmology with varying EoS parameters

In order to construct a model for unified description of the evolution of the Universe from the early
radiation-dominated phase to the recent DE-dominated phase, we assume the following forms for the EoS
parameters of matter and DE (see [18] for more general EoS parameters):

wm =
1

3 (xα + 1)
, (10)

wde =
w̄xα

xα + 1
, (11)

where x = a/a∗ with a∗ being some reference value of a. Further, α is some positive constant parameter
while w̄ is a negative constant.

Substituting (10) into (8), we find

ρm =
C1 (x

α + 1)1/α

x4
, (12)
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pm =
C1 (x

α + 1)(1−α)/α

3x4
, (13)

where C1 is a positive constant of integration.
Similarly, substituting (11) into (9), we obtain

ρde =
C2 (x

α + 1)−3w̄/α

x3
, (14)

pde =
w̄C2 (x

α + 1)−(3w̄+α)/α

x(3−α)
, (15)

where C2 is a positive constant of integration.
• For x ≪ 1, we have

ρm ≈
C1

x4
, pm =

1

3
ρm, ρde ≈

C2

x3
,

which means that for x ≪ 1 matter dominates over DE, as expected. Besides, in this limit we find

pde ≈
w̄C2

3x(3−α)
.

• For x ≫ 1, we get

ρm ≈
C1

x3
, pm =

C1

3x(3+α)
.

Since α > 0, the matter pressure decreases with the expansion of the Universe much faster than the
density. Thus, ρm ≫ pm as required by a matter dominated Universe. Note that ρm decreases exactly as
in cosmological dust models.

In addition, in this limit we obtain

pde = w̄ρde, ρde ≈
C2

x3(1+w̄)
.

Since w̄ < 0, it follows that ρde ≫ ρm and |pde| ≫ pm for x ≫ 1.
Now from (6), it follows that

H =

√

C1 (xα + 1)1/α

3x4
+

C2 (xα + 1)−3w̄/α

3x3
. (16)

Using (10)-(12), (14) and (16) we find that (5) is satisfied identically, as expected. For a detailed classical
treatment of the above equations in case of more general EoS parameters, the reader is referred to Ref.
[18]. Here, we are interested in finding the observational constraints on the cosmological model in hand.

The effective EoS parameter is obtained as

weff =
peff
ρeff

=
pm + pde
ρm + ρde

=
3C2w̄x

1+α + C1(1 + xα)
1+3w̄

α

3(1 + xα)
[

C2x+ C1(1 + xα)
1+3w̄

α

] . (17)

In terms of the cosmological redshift z we can write a = a0/(1 + z), where a0 is the present day value
of a, which corresponds to z = 0. Thus,

x =
1 + z∗
1 + z

. (18)

It follows that x varies from 0 to ∞ as z varies from ∞ to −1.
In the following section, we consider a special class of the proposed model and compare it with the

ΛCDM model by subjecting the model to WMAP+BAO+H0 observations.
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4 Observational constraints on a special class of the model

Table 1 shows the variation of the EoS parameters as z varies from ∞ to −1.

Table 1: Extreme values of EoS parameters

EoS Parameter z → ∞ z → −1

wm 1/3 0
wde 0 w̄
weff 1/3 w̄

It is interesting to observe that the constant w̄ is decisive in future dynamics of the Universe. Also
this constant is at our discretion. Thus, if we choose −1 < w̄ < −1/3, the dynamically evolving DE will
never cross the phantom divide line (PDL) (wde = −1) and the accelerated expansion of the Universe
will continue in future with quintessence form of DE. If we set w̄ < −1, the PDL will be crossed and
the Universe will enter the phantom regime. Choosing w̄ = −1, we ensure that dynamics of the future
Universe will be purely governed by cosmological constant. In what follows we shall carry on with the
choice w̄ = −1. Also, in the proposed model it seems reasonable to interpret a∗ as the value of a for
which ρm = ρde. Then, from (12) and (14) it follows that C1 = C22

2/α.
Taking into account the above considerations and restoring the SI units with M2

P = ~c/8πG (MP

being the reduced Planck mass), equations (12)-(17) reduce to

ρm =
C22

2/α (xα + 1)1/α

x4
, (19)

pm =
C2c

222/α (xα + 1)(1−α)/α

3x4
, (20)

ρde =
C2 (x

α + 1)3/α

x3
, (21)

pde = −
C2c

2 (xα + 1)(3−α)/α

x(3−α)
, (22)

H =

√

C2~c

3M2
Px

4

[

22/α (xα + 1)1/α + x (xα + 1)3/α
]

, (23)

weff =
−3x1+α + 22/α(xα + 1)−2/α

3(xα + 1)
[

x+ 22/α(xα + 1)−2/α
] . (24)

The deceleration, jerk and snap parameters of the model are respectively given by

q = −
ä

aH2
= −1− x

H
′

H
=

22/α(xα + 2)− x(2xα − 1)(xα + 1)2/α

2(xα + 1)
[

22/α + x(xα + 1)2/α
] , (25)

j =

...
a

aH3
= 1 + 4x

H
′

H
+ x2





(

H
′

H

)2

+
H

′′

H



 , (26)
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s =

....
a

aH4
= 1 + 11x

H
′

H
+ x2



11

(

H
′

H

)2

+ 7
H

′′

H



+ x3





(

H
′

H

)3

+ 4
H

′
H

′′

H2
+

H
′′′

H



 , (27)

where a prime stands for the derivative with respect to x, and H is given by (23).
The matter density parameter (Ωm) and DE density parameter (Ωde) read as

Ωm =
~cρm

3M2
PH

2
=

22/α

22/α + x(xα + 1)2/α
, (28)

Ωde =
~cρde

3M2
PH

2
=

x(xα + 1)2/α

22/α + x(xα + 1)2/α
. (29)

In view of (6), it is observed that Ωm +Ωde = 1.
In order to examine where the unified model stands with respect to the so called standard ΛCDM

model, we produce the kinematics of the standard ΛCDM model in Appendix I.
In what follows, we find observational constraints on the parameters of the derived model and ΛCDM

model using the following observational results from WMAP7+BAO+H0 given in Ref.[14]:

H0 = 70.4+1.3
−1.4 km s−1Mpc−1, Ωde0 = 0.728+0.015

−0.016 .

At 1 σ level, the parameter Λ in the ΛCDM model is constrained as Λ =
(

1.25+0.08
−0.07

)

×10−52 m−2 while

the constraints on deceleration parameter of the ΛCDM model are qΛ0 = −0.59+0.02
−0.02. WMAP observations

suggest that the flat ΛCDM model is most suitable to describe the Universe at the present epoch. So
it would be useful to synchronize the derived model with the values of Hubble parameter, deceleration
parameter and DE density parameter as given above. With the best fit values of dark energy density
parameter and deceleration parameter, we immediately find α = 18.15 and z∗ = 0.42. It may be noted
that the values of α and z∗ are highly sensitive with respect to the values of Ωde and q in their permissible
domains from WMAP. For instance, choosing Ωde0 = 0.743 and qΛ0 = −0.57, we obtain α = 8.06 and
z∗ = 0.50. However, in what follows, we shall utilize only the best fit values of the parameters derived
above.

Table 2 displays the extreme values of various parameters of the derived model along with their best
fit values in contrast with those of the ΛCDM model. For the sake of completeness and to examine how
the derived model differs from the ΛCDM model, we show the variation of various parameters for the
derived model and the ΛCDM model in Fig. 1 to Fig. 8. After a careful and straightforward analysis of
the values of various parameters displayed in Table 2 and the graphics (Fig. 1 to Fig. 8), we conclude
that the model in hand is not only consistent with the ΛCDM model at the present epoch but also is
indistinguishable from the ΛCDM model in revealing the future dynamics of the Universe. Next, it differs
significantly from the ΛCDM model at the earlier epochs of evolution dictating its advantages over the
usual ΛCDM one. For instance, the ΛCDM model accounts only for pressureless matter even in the early
stages of evolution. On the other hand, the derived model successfully describes the evolution of the
Universe from the early radiation-dominated matter phase to the current pressureless matter phase (see
Fig. 1 and values of wm in Table 2). One may also observe the significant difference in the values of the
parameters q, j and s for the two models (see Table 2 and Fig. 6 to Fig. 8).
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Table 2: Extreme and the best fit values of various parameters pertaining to the derived model and the
ΛCDM model

Model → Derived Model ΛCDM

Parameter z → ∞ z = 0 z → −1 z → ∞ z = 0 z → −1

wm 1/3 0.0005 0 0 0 0

wde 0 −0.998 −1 −1 −1 −1

weff 1/3 −0.726 −1 0 −0.728 −1

pm (10−10 Pa) ∞ 0.001 0 0 0 0

pde (10
−10 Pa) 0 −6.073 −6.081 −6.083 −6.083 −6.083

peff (10−10 Pa) ∞ −6.072 −6.081 −6.083 −6.083 −6.083

ρm (10−27 kg m−3) ∞ 2.525 0 ∞ 2.525 0

ρde (10
−27 kg m−3) ∞ 6.759 6.757 6.759 6.759 6.759

ρeff (10−27 kg m−3) ∞ 9.284 6.757 ∞ 9.284 6.759

Ωm 1 0.272 0 1 0.272 0

Ωde 0 0.728 1 0 0.728 1

Ωeff 1 1 1 1 1 1

H (km s−1 Mpc−1) ∞ 70.4 60.1 ∞ 70.4 60.1

q 1 −0.59 −1 0.5 −0.59 −1

j 3 1.03 1 1 1 1

s −15 −0.79 1 −3.5 −0.22 1
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Figure 1: EoS parameters wm (dashed blue curve), wΛm (solid blue curve), wde (dashed red curve), wΛde (solid red curve)
, weff (dashed green curve), wΛeff (solid green curve) vs z. The vertical dashed line is for z = 0.
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Figure 2: Pressures pm (dashed blue curve), pΛm (solid blue curve), pde (dashed red curve), pΛde (solid red curve) , peff
(dashed green curve), pΛeff (solid green curve) vs z. The vertical dashed line is for z = 0. The curves related to pΛde and
pΛeff are overlapping as pΛde = pΛeff for all z.
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Figure 3: Energy densities ρm (dashed blue curve), ρΛm (solid blue curve), ρde (dashed red curve), ρΛde (solid red curve) ,
ρeff (dashed green curve), ρΛeff (solid green curve) vs z. The vertical dashed line stands for z = 0.
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Figure 4: Density parameters Ωm (dashed blue curve), ΩΛm (solid blue curve), Ωde (dashed red curve), ΩΛde (solid red curve)
, Ωeff (dashed green curve), ΩΛeff (solid green curve) vs z. The vertical dashed line is for z = 0. Since Ωeff = ΩΛeff = 1
for all z, the green curves related to these parameters are overlapping.
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Figure 5: Hubble parameters H (dashed blue curve), HΛ (solid blue curve) vs z. The vertical dashed line is for z = 0.
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Figure 6: Deceleration parameters q (dashed blue curve), qΛ (solid blue curve) vs z. The horizontal and vertical dashed
lines respectively stand for q = 0 and z = 0. The transition redshift for the derived model is zT = 0.35 while for the ΛCDM
model the transition takes place at zT = 0.75.
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Figure 7: Jerk parameters j (dashed blue curve), jΛ (solid blue curve) vs z. The vertical dashed line stands for z = 0. The
jerk parameter j of the derived model attains its maximum value 5.42 at z = 0.43.

9



-1.0 -0.5 0.0 0.5 1.0 1.5 2.0
-40

-30

-20

-10

0

10

S
n
ap

P
ar
am

et
er

z

Figure 8: Snap parameters s (dashed blue curve), sΛ (solid blue curve) vs z. The horizontal and vertical dashed lines
respectively stand for s = 0 and z = 0. The snap parameter s of the derived model attains its maximum value 7.67 at
z = 0.54 and minimum value −37.26 at z = 0.33.

5 Observational constraints on general class of the model

The Friedmann equation of the derived model, in the general case, can be rewritten as

H2(a) =
8πG

3

[

ρm0
{(aα + aα∗ )/(1 + aα∗ )}

1/α

a4
+ ρde0

{(aα + aα∗ )/(1 + aα∗ )}
−3w̄/α

a3

]

= H2
0

[

Ωm0
{(aα + aα∗ )/(1 + aα∗ )}

1/α

a4
+Ωde0

{(aα + aα∗ )/(1 + aα∗ )}
−3w̄/α

a3

]

, (30)

where

Ωi0 =
8πGρi0
3H2

0

, Ωm0 +Ωde0 = 1. (31)

and a is the scale factor.
To test the viability and to obtain the parameter space of this model, we use SN Ia and BAO data

sets and the Markov Chain Monte Carlo (MCMC) method. Our code is based on the publicly available
package cosmoMC [24]. At first, we modified the code to add three new parameters α, w̄ and a∗. The
following 4-dimensional parameter space is adopted

P ≡ {wc, α, w̄, a∗} (32)

where wc = Ωch
2 is the physical cold dark matter density. We take the following priors to model

parameters: ωc ∈ [0.01, 0.99], α ∈ (0, 100], a∗ ∈ [0, 0.1] and w̄ ∈ [−3, 0]. In addition, the hard coded prior
on the comic age 10Gyr < t0 < 20Gyr is imposed. Also, we fixed the physical baryon density ωb = 0.022
[25] from big bang nucleosynthesis and the new Hubble constant H0 = 74.2 ± 3.6 km s−1 Mpc−1 [26].

To get the distribution of parameters, we calculate the total likelihood L ∝ e−χ2/2, where χ2 is given
as

χ2 = χ2
BAO + χ2

SN . (33)

The 557 Union2 data [27] with systematic errors and BAO [28, 29] are used to constrain the background
evolution. For the detailed description, see Refs. [30].

After running 8 independent chains and checking the convergence to stop sampling when the worst
e-values [the variance(mean)/mean(variance) of 1/2 chains] R − 1 is of the order 0.01, the global fitting
results are summarized in Table 3 and Fig. 9. For the sake of comparison and to see the viability
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of the derived results, we also show the values of various parameters in Table 3 based on WMAP and
WMAP+BAO+H0 observations (see Jarosik et al. [14]).

One may see that the derived model is in close agreement with the results predicted by WMAP and
WMAP+BAO+H0 observations. It may be noted that the values of α can be taken in a large range, and
current cosmic observations from SN Ia and BAO cannot give a tight constraint to the parameter α. For,
smaller values of a∗ and values of α ≥ 1, in view of (30), lead to the DE model with EoS w = w̄ via

H2(a) ≈ H2
0

[

Ωm0a
−3 +Ωde0a

−3(1+w̄)
]

. (34)

Further, in view of (10) it deserves mention that smaller values of a∗ and values of α ≥ 1 yield values of
wm closer to 0. This is turn implies that the observations from SN Ia and BAO force the model to describe
the evolution of the Universe from relatively later phase of radiation to the current phase dominated by
some sort of DE with EoS w̄ ≈ −1. Thus, the model puts forward cosmological constant as a candidate
of DE. This is consistent with the WMAP observations.

Table 3: Best fit values of the derived model parameters along with error bars at 68% and 95% levels,
and values of some relevant parameters based on WMAP and WMAP+BAO+H0 observations

Parameter SN Ia+BAO WMAP WMAP+BAO+H0
(This paper) (Jarosik et al. [14]) (Jarosik et al. [14])

α 42.832+15.164+37.349
−42.832−42.832 — —

a∗ 0.000138+0.000038+0.000109
−0.000138−0.000138 — —

Ωm 0.287+0.0200+0.0427
−0.0197−0.0368 — —

Ωch
2 0.133+0.0115+0.0254

−0.0112−0.0188 0.1109+0.0056
−0.0056 0.1123+0.0035

−0.0035

ΩΛ 0.713+0.0197+0.0368
−0.0200−0.0427 0.734+0.029

−0.029 0.728+0.015
−0.016

w̄ −1.0758+0.0943+0.186
−0.0944−0.186 −1.12+0.42

−0.43 −0.980+0.053
−0.053

Age (Gyr) 13.119+0.499+0.640
−0.480−0.983 13.75+0.13

−0.13 13.75+0.11
−0.11

H0 (km s−1 Mpc−1) 73.617+2.870+5.990
−2.775−5.0607 71.0+2.5

−2.5 70.4+1.3
−1.4
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Figure 9: The 1D marginalized distribution on individual parameters and 2D contours with 68% and
95% confidence limits obtained by using SN Ia+BAO data points. The shaded regions show the mean
likelihood of the samples.

6 Concluding remarks

In this work, we have investigated a cosmological model within the framework of a spatially homogeneous
and flat FRW space-time filled with non-interacting matter and DE components. Following Ref. [18], the
model is derived by assuming time-varying EoS parameters of the two sources, which in turn provides an
elegant evolution of the Universe from the early radiation-dominated phase to the present DE-dominated
phase. We have explored a special case of the model with WMAP+BAO+H0 observations by synchroniz-
ing the model with the ΛCDM model at the present epoch. The observational analysis suggests that the
model is not only consistent with the ΛCDM predictions at the present epoch but also is indistinguishable
from the ΛCDM model in revealing the future dynamics of the Universe. Thus the derived model, in the
special case, has already revealed what ΛCDM model has to offer. In addition, it accounts for radiation-
dominated matter phase at early epochs. Thus, the derived model has an advantage over the usual
ΛCDM one. We have also tested the viability of the general class of the model by constraining the model
with SN Ia and BAO data sets. In the general case also the derived model yields parameters consistent
with the WMAP and WMAP+BAO+H0 observations. The model advocates cosmological constant as a
candidate of DE, which is consistent with the WMAP observations. Finally, we conclude that the derived
model offers a unified description of the evolution of Universe from the early radiation-dominated phase
to the present DE-dominated phase in accord with the current astronomical observations. The model is
applicable to the real Universe, and is supposed to yield more accurate results with the advancement of
cosmic data. It would be interesting to find observational constraints on the cosmological model based
on generalized EoS parameters for matter and DE reported in Ref. [18].
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Appendix I. Elements of ΛCDM cosmology

The standard ΛCDM Universe is governed by the scale factor

aΛ = a1 sinh
2

3

(
√

3Λc2

4
t

)

, (35)

where a1 is a constant.
Using the relation aΛ = a0/(1 + z), the Hubble parameter, deceleration parameter, jerk and snap

parameters in terms of the redshift are obtained as

HΛ =

√

Λc2[a31(1 + z)3 + a30]

3a30
, (36)

qΛ =
−2a30 + a31(1 + z)3

2[a30 + a31(1 + z)3]
, (37)

jΛ = 1, (38)

sΛ =
2a30 − 7a31(1 + z)3

2[a30 + a31(1 + z)3]
. (39)

The pressure and energy density of the ordinary matter in ΛCDM cosmology are

pΛm = 0, (40)

ρΛm =
M2

PΛca
3
1(1 + z)3

~a30
, (41)

while the pressure and density of the vacuum energy associated with the cosmological constant read as

pΛde = −
M2

PΛc
3

~
, (42)

ρΛde =
M2

PΛc

~
. (43)

The density parameters and effective EoS parameter in the ΛCDM cosmology is given by

ΩΛm =
a31(1 + z)3

a30 + a31(1 + z)3]
, (44)
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ΩΛde =
a30

a30 + a31(1 + z)3]
, (45)

wΛeff = −
a30

a30 + a31(1 + z)3]
. (46)

Obviously, the EoS parameters of ordinary matter and vacuum energy in the ΛCDM Universe are
wΛm = 0 and wΛde = −1, respectively.
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Abstract—Channel Assignment is a very important issue in the 

field of Wireless Networks. In this paper, we have evaluated the 

performance of a Multiple Channel TDMA/CSMA spectrum 

sharing scenario. We have combined the TDMA and the 

non-persistent CSMA system with multiple channels and analyzed 

the throughput and the throughput performance of the individual 

systems as a function of the actual offered traffic level. In this 

paper we have analyzed TDMA and CSMA in Cognitive Radio, 

where the primary users have higher priority than secondary users 

and secondary users need to monitor the channel in order to avoid 

the interference to the primary users.  TDMA users are considered 

as primary users who can access the channel at any time and 

CSMA users are considered as secondary users who can share the 

channel when it is free. 

 
Index Terms—TDMA, CSMA, Cognitive Radio, Genetic 

Algorithm. 

I. INTRODUCTION 

Cognitive Radio is a promising technology to alleviate the 

increasing stress on the fixed and limited radio spectrum [1]. 

An important issue in the design of a cellular radio network is 

to determine a spectrum efficient and conflict free allocation 

of channels among the cells while satisfying both the traffic 

demand and the electromagnetic compatibility (EMC) 

constraints. This issue is commonly referred to as channel 

assignment. Several Cognitive Radio Medium Access control 

(MAC) Protocols[2] have been proposed to take advantage of 

the vacant channels that are not used by the primary users in 

the context of the wireless Time division multiple access 

(TDMA)- based networks [3]-[5]. Authors of [4] proposed a 

cognitive MAC protocol to improve the channel utilization 

for the TDMA based cellular systems. IEEE 802.22 local area 

network (LAN)/metropolitan area network (MAN) standard 

is being developed for constructing a wireless regional area 

network (WRAN) utilizing white spaces (channels that are not 

being utilized) in the allocated TV frequency spectrum [6]. 

The two main approaches for spectrum sensing techniques for 

CR networks are [7]: primary transmitter detection and 

primary receiver detection. The primary transmitter detection 

is based on the detection of the weak signal from a primary 

transmitter through the local observations of CR users. The 

primary receiver detection aims at finding the PUs that are 

receiving data within the communication range of a CR user. 

The primary network and the secondary network are 

independent with each other. In the primary network the 
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primary users which are licensed to use the wireless spectrum 

have the highest priority to utilize the wireless channel. The 

primary users do not conceive the existence of the secondary 

network. The primary users communicate with the base 

stations with a single transmit and receive antenna. The 

primary users share the wireless resource in a time division 

manner i.e. the plink/ downlink is on the basis of TDMA 

scheduling. In particular, the time axis is divided into 

periodical frame periods, each of which consist of a constant 

number of time slots each with a length of Ts time units. In 

every frame period, each time slot is owned by a distinct 

primary user. On the other hand, the secondary users, each of 

which is equipped with a cognitive radio, are synchronized 

with the primary users. The secondary users know when every 

time slot of the primary network starts. From the perspective 

of the secondary users, there may be vacant time slots that are 

not used by the primary users. With the Cognitive Radio, the 

secondary users can periodically scan and identify vacant 

time slots in the spectrum [8]. In [9], apart from the sensing 

time on a single spectrum band, the time for searching 

multiple spectrum bands is also optimized  

In this paper, we propose yet another approach – the genetic 

algorithms (GAs) [10] – for solving this channel assignment 

problem. The CR works in an observe, decide and act cycle, 

so the knowledge observed from the radio environment needs 

a proper representation in the GA to get an optimized 

solution. This representation will allow the CR to 

accommodate the GA into them and this will help developing 

the CR adaptation ability [11]. In the spectrum allocation 

optimization problem in CR, the convergence behavior of the 

GA is of great benefit. 

II. SYSTEM MODEL 

This model will introduce two common multiple access 

techniques: Time Division Multiple Access (TDMA) for the 

Primary System and Carrier Sense Multiple Access for the 

secondary system. It is proposed that TDMA is used for 

primary users to access the channel and secondary users use 

slotted CSMA to sense the time slots of TDMA and transmit 

their packets during idle time slots. A CSMA based protocol 

is proposed in [12] that uses a single transceiver and in-band 

signaling. This protocol ensures coexistence among the CR 

users and the PUs by adapting the transmission power and rate 

of the CR network. 
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Figure 1- TDMA for Primary Users and CSMA for 

Secondary Users in a Cognitive Radio 
 

The cellular radio network to be considered consists of n 

arbitrary cells. Without loss of generality, it is assumed that 

channels are evenly spaced in the radio frequency spectrum. 

Using an appropriate mapping, channels can be represented 

by consecutive positive integers. 

o Single Channel Primary (TDMA) User –  

With the traditional TDMA scheme, the primary user 

transmits the packets (if any) once its assigned time slots 

arrive. Under the wireless fading channel environment, the 

number of packets that can be sent in a time slot depends on 

the number of buffered packets and the channel condition. It 

can be expected that in some time slot, the number of sent 

packets is small because either the number of buffered packets 

is small or the channel condition is poor. In this sense, such 

time slots are not utilized efficiently and the wireless resource 

is wasted. The wasted wireless resource can be utilized by the 

secondary users if we carefully design the TDMA scheduling 

scheme for the primary network. TDMA will evaluate the 

performance of the primary user system with single frequency 

channel. TDMA is contusion free multiple access scheme 

which employs a central entity (e.g. Base Station) to allocate 

capacity to individual users. 

The fundamental requirements for the sensing based 

opportunistic spectrum usage is to protect the PU i.e ensure 

non-interference beyond some very limited scope. To 

quantify this scope, each PU has to specify a so called 

maximum interference time (tmax) which specifies the 

maximum time a reoccurring PU can tolerate from an SU 

before the interference is considered to be harmful. After this 

period the PU should be sure that no interference from SUs 

will take place. Obviously, tmax heavily depends on the 

service provided by the PU –it is e.g set to 2s for usage of 

white spaces in the TV bands. Complementary to tmax, the 

probability of not detecting the PU although it is present is 

defined. To ensure the proper protection of the PU a 

strict-very small- limit on the acceptable probability of these 

false negatives of the sensing process and tmax have to be 

specified- it is frequently postulated to fix these parameters by 

a legal act.  

o Secondary (CSMA) User-  

The secondary (CSMA) user operates as follows. For an 

idle/busy time slot of TDMA, if a new packet of a secondary 

user is generated during a mini slot within the carrier sensing 

period, the corresponding secondary user will sense the 

channel at next sensing point. If the channel is idle, the packet 

will be transmitted immediately. If the channel is busy, the 

secondary user backs off and re-senses the channel with 

probability σmi at each sensing point during the remaining time 

of the current carrier sensing period until point c in the Figure 

2. . If the channel is always sensed busy in carrier sensing 

busy period, this channel sensing process continues at each 

sensing point with probability σmi of following idle/busy 

successfully transmitted.  

 
Figure 2 - Time slot structure of TDMA for primary users 

and CSMA for secondary users. 

If a new packet of a secondary user is generated during a 

mini-slot outside carrier sensing period of an idle/busy time 

slot, it will keep the packet and sense the channel at each 

sensing point with probability σmi of the following carrier 

sensing periods until the channel is sensed idle and the packet 

is transmitted successfully. Here, we introduce that the 

transmission of a secondary user could begin from any 

sensing point of the carrier sensing period if the channel is 

sensed idle. If a transmission begins before the final sensing 

point of the carrier sensing period, some idle mini-slot could 

remain after the packet transmission. If a transmission begins 

from the final sensing point c, the transmission will finish at 

the end of current time slot and no idle mini-slots will remain. 

Therefore, a secondary user can sense a time slot of TDMA to 

determine if it is occupied or not by primary users, avoid busy 

time slots of the primary network and transmit its packet in 

idle time without introducing interference to the primary 

network [3]. 

III. GENETIC ALGORITHM 

   GA is search algorithm based on the mechanics of natural 

selection, genetics and evolution. They work with a 

population of solutions that are known as chromosomes or 

individuals or strings. Strings consist of genes that are usually 

binary numbers. At first, an initial population is provided 

either at random or by using problem specific   formation. 

Then the fitness of each chromosome in the population is 

measured according to an optimization criterion and the fitter 

individuals are selected. Some of them undergo 

transformations to produce offspring for the next generation. 

The main transformations are crossover and mutation. 

Crossover creates two children by combining material from 

the initial chromosomes (parents) whereas mutation alters one 

or more genes. After that, the new population is ready for its 

next evaluation. The process is repeated and when a 

termination criterion is reached, the best chromosome is 

selected [14] [15]. 
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GA has the following components: 

 A  genetic representation of solutions 

 An evaluation or fitness function that plays the role of the 

optimization criterion 

 Genetic operators 

 Values for various parameters that GA uses(population 

size, probabilities of genetic operators etc) 

 A termination criterion 

 

GA is applied to solve the following characteristics [16]: 

 Representation – A chromosome represents a cell from 

the cellular system where a call is referred and a binary 

gene corresponds to a channel. The number of bits in a 

chromosome is the number of channels that the cell may 

serve. 

 Evaluation function – The evaluation function that 

determines the fitness of the chromosomes is the energy 

function of the model. 

 Genetic operators: Biased random selection together with 

two point crossover and simple mutation are used. The 

probability P(i) of any individual to be selected from the 

population is defined as : 




j
jf

if
iP

)(

)(
)(

                                    (1) 

Where f(i) is the fitness of the ith chromosome in the 

population. This method favors the selection of the fittest 

individuals. Two point crossover selects two random 

chromosomes: 

 

(b1 b2 … bpos1-1 bpos1…bpos2bpos2+1…bm)                 (2) 

 

(c1c2…cpos1-1 cpos1…cpos2cpos2+1...cm)                    (3) 

 

And replace them with the pair of their offspring : 

 

(b1 b2 … bpos1-1 cpos1… cpos2bpos2+1…bm)                 (4) 

 

(c1c2… cpos1-1 bpos1… bpos24cpos2+1...cm)                 (5) 

 

where pos1 , pos2 are random uniform numbers. Mutation 

simply alters the value of a selected bit from 0 to 1 or vice 

versa. 

 GA parameters: A population size of 50 chromosomes is 

used. The population is initialized randomly. The 

probability of crossover (pc ) was set to 0.75 whereas the 

probability of mutation(pm) to 0.05. These values are in 

line with the common Gas’ parameters and were chosen 

after many experimental trials. 

 Termination Criterion: The whole search is terminated 

after a maximum number of iterations where there are not 

presented significant changes in the energy value of the 

best chromosome between successive generations. For 

our case 100 generations were used. The best individual 

is the solution to the DCA problem and corresponds to 

the problem variable. 

IV. METHODOLOGY 

Throughput of the slotted CSMA network due to secondary 

terminals is analyzed. We suppose that all Ns secondary 

terminals, are independent from each other and we have the 

following joint probability distribution function [17] [18]. 

 

f(xs,z1,...zIs-1) = 
ee

X
Zs

ziIs

i

Xs
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s
Zs









1

1
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              (6) 

The capture probability of a secondary terminal, Pscap(Is) can 

be derived as  

Pscap(Is) = Pr

)(
1

1

R
Is

i i

s

z

x





                        (7) 

 

The throughput of slotted CSMA due to secondary terminals 

Sc is defined as the time taking rate of successful information 

carrying for secondary terminal during a time slot of primary 

TDMA network.  

The conditional probability of occurrence of an idle time slot 

can be derived as  

Pidle = π0(1-σp)
Np                                                     

(8) 

 

V. RESULTS AND DISCUSSIONS 

   The performance evaluation of Single Channel combined 

TDMA/CSMA system shows that the two systems can operate 

together. With a total traffic load of 1 Erlang (the maximum 

the channel can support) the total throughput was close to 

0.55 Erlangs, showing only 55% of the channel capacity is 

being used. 

 

 
 

Figure 3 TDMA throughput for Single Channel combined 

System 

 
 

Figure 4 CSMA throughput for Single Channel combined 

System 
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The primary user system as shown in Figure 3 dominates 

channel access, although the throughput of the primary user 

system is reduced slightly by the presence of the secondary 

user system, indicating that the secondary users cannot 

completely avoid interfering with primary user transmissions. 

The throughput of the secondary user system as shown in 

Figure 4, is reduced significantly by the primary user system. 

At high offered traffic levels, the channel becomes heavily 

occupied by primary user transmissions. The secondary users 

have very little opportunity to transmit on the channel and so 

the throughput of the CSMA system is extremely low. At 

offered traffic levels, the throughput of the CSMA system is 

still very low, despite the channel being free a significant 

portion of the time.  

 

 
 

Figure 5 Total throughput for Single Channel combined 

System 

 
Figure 6 Throughput Analysis 

 

The reduction in throughput of both systems as shown in 

Figure 6   is due to the following possible collision conditions: 

 A TDMA user starts to transmit a packet during a CSMA 

transmission. 

 A CSMA user transmits a packet during the vulnerable 

period (a) of a TDMA or CSMA packet transmission, 

which means that the channel is sensed idle but it is 

actually busy. This vulnerable period is a direct 

consequence of the propagation delay. 

VI. CONCLUSION 

   In this paper, we outlined TDMA technique which is used 

by the primary users to access the channel and CSMA which 

is used by the secondary users in Cognitive Radio technology 

with the help if Genetic Algorithm. Specific 

recommendations include incorporating more formalized 

prediction algorithms into the cognitive engine loop in order 

to create more proactive operations; develop interdisciplinary 

architectures with cognitive scientists and investigate lesser 

known AI algorithms. This proposed model  gives better 

performance in comparison with the model which do not uses 

Genetic Algorithm.  

    One of the main objectives of this research is to open a new 

view of intelligent agents using one of the Soft Computing 

Techniques for Cognitive Radio Multiple Access Schemes, 

which gives a degree of utilisation of this paradigm of 

intelligent agents, but that more practical research is needed in 

order to defend this idea as innovative. Future work of this 

research includes several lines of development, which are: 

Using other Soft Computing Techniques and Integration of 

those as well, for the Cognitive Radio performance analysis. 

Multiple Channel Combined system can also by analyzed on 

the same scenario to have better performance. 
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ABSTRACT 
The assigned frequency spectrum to the wireless mobile 

systems has become a scarce resource as the number of 

mobile users has increased tremendously. So there is a need of 

using the allotted bandwidth efficiently. Distributed RME 

assigns channels to various cells and increases bandwidth 

utilization and at the same time reduces co- channel 

interference. Various algorithms exist which help in attaining 

mutual exclusion. Quorum based algorithms is one such class 

of algorithms where the requesting site asks permission from a 

set of smaller number of participating sites called a quorum. 

Quorums help reduce the message complexity in mobile 

systems. 

Keywords 
Co-channel interference, Minimum reuse distance, Euclidean 

distance, Relaxed Mutual Exclusion, Dynamic channel 

allocation, Quorum, Coterie, Timestamps. 

1. INTRODUCTION 
The assigned frequency spectrum to the wireless mobile 

systems has become a scarce resource as the number of 

mobile users has increased tremendously. So there is a need of 

using the allotted bandwidth efficiently. A general idea about 

geographical division of cellular communication network 

consists of clusters of hexagonal cells each having a fixed 

base station called mobile service station (MSS)[2],[5],[7]. All 

the MSS‟s are connected to each other through a fixed 

communication network. When a mobile host (MH) wants to 

establish a call, it sends a request to MSS. If a free channel is 

available with the MSS, it grants the channel to the MH which 

then proceeds with the call. If a particular channel is being 

used by more than one MH at the same time in a cell or the 

neighbouring cells, the calls will interfere with each other. 

Such interference is called co-channel interference [1], [8]. 

The use of particular frequency in a cell for communication 

session establishment can be viewed as equivalent to entering 

the critical section by the cell in which the channel is being 

used. In mobile communication, frequency channels are the 

common resource. Each cell has to attain a frequency channel 

for communication. Since two or more neighbouring cells can 

try to attain the same channel at the same time, this can be 

viewed as similar to Mutual Exclusion Problem where the 

processes wait for a shared resource currently being used by 

some other process in order to complete their task. 

The main challenge, the mobile technology is facing today is 

the effective utilization of bandwidth as the number of mobile 

users are increasing at an electrifying speed. To enable large 

number of users to communicate efficiently without call 

blocks/drops, frequencies can be reused between cells 

separated by a minimum reuse distance Dmin. An x*y cellular 

network has x rows and y columns of cells. Cell at ith row and 

jth column is denoted as (i, j). The distance between the cells is 

defined as the Euclidean distance between the centres of two 

cells [2]. The distance between any two cells C1= (i1, j1) and 

C2= (i2, j2) is  

Dist (C1, C2) =√ (i1-i2)² + (i1-i2)(j1-j2) + (j1-j2)² (eqn. 1) 

Let the centres of two cells be (0, 0) and (a, b). Then distance 

between them 

 Dmin =√ (a² + a*b + b²) using eqn. 1 

This distance is called the minimum reuse distance [2]. The 

nearest co-channel cells to a cell are those cells whose 

separating distance is exactly Dmin. The distance between two 

cells is defined as the distance between the centres of the cells. 

A channel can be reused in any two cells if the distance 

between them is at least Dmin. This means that two channels 

having a separation of greater than or equal to Dmin can use the 

same frequency channel at the same time without any 

interference in order to achieve good quality communication 

between the mobile users. This enhances the use of allotted 

bandwidth. Two cells having a separating distance< Dmin 

cannot use the same frequency as their calls would interfere 

with each other. So adjacent cells are not allotted same 

frequencies. 

Frequency reuse leads to the idea of relaxed mutual exclusion 

(RME) since multiple distinct critical sections can be executed 

concurrently in the cells separated by distance greater than or 

equal to Dmin. In mobile communications, RME is used 

instead of Mutual Exclusion (ME) since some cells can use 

particular channel concurrently while others are not allowed to 

do so. Thus ME can be considered as a special case of RME. 

In ME two processes cannot use the same resource at the same 

time. 

The bandwidth assignment in a mobile cellular system can be 

static, dynamic or the hybrid of the two. Static channel 

allocation means fixed channels are permanently assigned to 

each cell in order to handle the calls. When a MH requests for 

a call establishment, free channels in the allotted band are 

searched. If such a channel is available, call can be 

established. If no free channel is available in the cell, the call 

is dropped. Such a scheme cannot handle the increasing traffic 

load. So dynamic channel allocation is used where channels 

can move between the cells according to the traffic load in the 

cells. As cells can use each other‟s free channels, each cell 

must maintain a list of its own available channels and also that 

of its neighbours. In order to maintain such huge database for 

implementing dynamic channel allocation, either centralized 

or distributed dynamic channel allocation schemes are used. 

In centralized dynamic channel allocation, the mobile 

switching centre (MSC) is the centralized authority which 
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contains all information about available channels in the 

mobile system. It assigns the channels from this pool and later 

on when the channels are released after usage, they are 

returned back to this common pool of available channels. As 

centralized scheme suffers from a single point of failure at the 

MSC, distributed dynamic channel allocation (DDCA) 

schemes are used. In DDCA each cell maintains lists of 

available and busy channels of itself and its neighbours. When 

a call needs to be established, a channel is searched from these 

lists. If a free channel is available, it is assigned to that call. 

This scheme is called DDCA since message passing is used to 

exchange the status of channels at any instant among various 

cells. In hybrid scheme, some channels in a cell are 

permanently allotted while others are dynamically assigned. 

2. DME ALGORITHMS 
DDCA can be considered as an application of RME. Here a 

cell wants to be assigned a channel for call establishment. It 

does not matter from where the channel is obtained as long as 

there is no interference between various calls. 

In distributed RME (DRME), the critical resources need to be 

assigned to different sites such that at a particular site, two or 

more processes cannot use the same critical resource at the 

same time. Also such a resource can be used among various 

different sites at the same time as long as they are non- 

interfering. So distributed RME assigns channels to various 

cells and increases bandwidth utilization and at the same time 

reduces channel interference. 

Since RME is a generalization of ME, a DME algorithm can 

be generalized to design a DRME algorithm. 

There are two classes of DME algorithms: 

1. Token based 

2. Permission (non-token) based 

 

The permission based DME algorithms are further classified 

as voting based and coterie based algorithms 

 

Token based algorithms achieve ME using a privilege 

message called token which is shared among all the 

participating sites. Since there is a single token for the entire 

system ME is guaranteed. No two sites can possess the token 

at the same time. The token based algorithms do not find 

effective use in channel allocation as frequency reuse is being 

done in order to maximise bandwidth utilization. A single 

token should exist in a system is the basis of token based 

algorithms which is violated in channel allocation (as 

frequency reuse is applicable here). 

 

Permission based algorithms need permission from 

participating sites in order to execute critical section (CS). 

When a process in a site wants to enter CS, it has to acquire 

permission from all the participating sites. If all these sites 

agree, only then can a process enter CS. When some of the 

participating sites themselves want to enter CS, timestamps 

are used to avoid conflict. If the timestamp of requesting site 

is higher than any of the participating sites which also want to 

execute CS, it is not granted permission. 

 

Permission based algorithms can further classified as voting 

based and coterie based algorithms. In voting based 

algorithms each participating site is assigned a non- negative 

integer called a vote. Permission needs to be taken from the 

participating sites such that the sum total of votes acquired by 

a requesting site is simple majority to the total number of 

votes in the system. Thus the voting algorithms use majority 

voting to achieve ME. A site asking for permission to execute 

CS does not worry as to which sites vote for it. What it really 

worries is that it should get majority votes in the system. Such 

a scheme of majority voting given by Thomas [13] assigns 

uniform votes (i.e. equal weight age) to the entire system. 

Another scheme given by Gifford uses weighted voting in 

which some of the participating sites in the system are 

assigned different votes than other sites [12]. This technique is 

called quorum consensus method. 

 

In coterie based permission algorithms, a sub-group of sites is 

constituted according to some rule and the requesting site 

needs to acquire grant messages from this sub group only 

rather than the entire system. Such a sub- group is called a 

quorum. A set of quorums constitutes a coterie. For example, 

{{1, 3}, {1, 4}, {2, 3}, {2, 4}} is a set of four quorums and is 

called a 2-coterie [11].  In this coterie, {{1, 3}, {2, 4} or {1, 

4}, {2, 3}} are two mutually disjoint quorums and thus a 

property called minimality property is satisfied. This property 

suggests that no quorum is a superset of another quorum in the 

coterie. This property helps in multiple entries to CS for 

mutually disjoint quorums.   Thus quorums decrease the 

message complexity in the system which is limited to the size 

of the quorum. Different algorithms exist for constructing 

quorums. 

 

Lamport gave an algorithm which is perhaps the first DME 

algorithm with message complexity of 3(N-1) [14]. If number 

of sites are N, a site would send a request message to N-1 sites 

which would (if willing) grant their messages to this site. 

Since N-1 sites received the request message and all these 

sites are willing to grant the resource, N-1 grant messages 

would be received by this requesting site. Now the requesting 

site would send the release message to these N-1 sites who 

granted it the permission to use the resource. So total number 

of messages communicated in the system are 3(N-1).  

 

An algorithm given by Ricart and Agarwala is also an earliest 

known DME algorithm [9]. Here a requesting site is granted 

permission to enter the CS if the participating sites themselves 

do not want to execute CS at the time the requesting site sends 

request message. If any of the participating sites is interested 

in entering the CS, it checks the timestamp [10] of its 

requested message and the incoming request message. Lower 

time stamped site gets the chance to enter the CS. In this 

algorithm, the participating sites do not lock themselves 

exclusively after granting a particular request. They keep on 

granting permission to any number of sites till the resource is 

used. The message complexity of request- reply messages is 

2(N-1) as N-1 request messages are sent and N-1 reply 

messages received by the requesting site. This algorithm is 

free of deadlocks and starvation but it is expensive in 

communication cost as the requesting sites communicate with 

all other sites in the system to enter the CS [11]. This 

algorithm by Ricart and Agarwala is based on „self- conflict‟. 

The participating site is worried only for the conflict between 

itself and the requesting site for entering the CS.  

 

Since the participating sites do not grant exclusive locks to the 

requesting site, Maekawa proposed a DME algorithm where 

exclusive locks were granted for a requesting site and no other 

requests were entertained further. Only after obtaining 

RELEASE message from the requesting site would a 

participating site grant permission to enter CS to other 

requesting sites, based on the priority. Certain properties of 
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constructing quorums must be satisfied so that ME is 

guaranteed [4]. The properties include 

 

1. Qi is contained in Si ∀  i ∈1, 2, 3... N 

2. Si ∩ Sj ≠ ∅ ∀ 𝑖, 𝑗 ∈ 1,2,…  𝑁 

3. |Si | =k ∀ i ∈1, 2, 3... N where k<N.  This is called 

equal work property as each site will send and 

receive equal number of messages for achieving 

ME. 

4. Qi is contained in k Sj‟s ∀  i ∈1, 2, 3...N. This is 

called equal responsibility property. 

N is the number of sites, Qi refers to the ith site of 

the communication network. 

Si is a set of k Qj‟s ∀ 𝑖, 𝑗 ∈ 1,2,…  𝑁  

 

Maekawa explained that for a fixed k, maximum possible 

value of N would be k(k-1)+1 with the assumption that any 

two quorums have only one intersection site. Hence the 

theoretical lower bound of quorum size is approximately √N 

[6].  Theoretically quorums can be generated by trying all 

combinations of the requesting sites which satisfy the above 

properties. Maekawa‟s original paper explains the 

construction of finite projective plane but not all projective 

planes exist [6]. So Maekawa gave another algorithm called 

grid based algorithm which avoids the construction of finite 

projective planes. Here the sites are organized as a grid of 

squares as shown in the figure. A quorum can be constructed 

by the union of row and column containing the requesting site. 

In this algorithm two sites Si and Sj intersect each other in two 

sites  ∀ 𝑖, 𝑗. So any two quorums have two intersections. The 

quorum size is roughly twice the theoretical lower bound as 

proposed in the finite projective planes i.e. 2√N – 1. Though 

this algorithm is simple to understand, but any two quorums 

have two intersections here. So it is not properly optimized.  

 

A better option has been suggested by Wai- Shing Luk and 

Tien- Tsin Wong is to construct a quorum using either a row 

or a column. Here N is no longer a perfect square. The sites 

can be organized in the form of a right angled triangle as 

shown in the figure. Starting from the leftmost node on the 

first row, move farthest right horizontally along the row and 

take a 90 degree turn (when no more nodes exist) to the 

bottom along the column. The line joining such a row and 

column contains the sites of a quorum. All such quorums can 

be formed starting at different rows. This scheme is called the 

row based scheme [4]. 

 

Another similar scheme is the column based triangle 

configuration [4]. Here a line is drawn starting from the 

rightmost and the bottommost node.  This node takes a 90 

degree turn to the left and covers the entire row (if there is no 

other node along its path in the column). Thus the line reaches 

the leftmost node staring from the farthest bottommost node. 

The nodes joined by this line constitute a quorum.  Any two 

such lines meet at exactly one node. Therefore, any two 

quorums have exactly one intersection (property 2) in both the 

row and the column based schemes. 

 

The size of the quorum is smaller near the top of the grid 

(only entire row included) in the row based scheme. Similarly, 

the size of the quorum is smaller at the bottom of the grid 

where only column of the sites is included. This causes a 

violation to the Property 4 which is the equal responsibility 

property. To solve this problem, a combination of row based 

and column based schemes is used. Here the requesting site 

does not have to tell other sites about whether it is using a row 

based scheme for quorum construction or the column based 

one. The quorum size is approximately √2N [4]. 

 

Another method to construct quorums assumes that the 

cellular system is organized as a binary tree. The quorum 

consists of a branch from the root node to the leaf node. This 

method is called the tree-quorum algorithm and has been 

given by Agrawala and Abbadi [15]. The size of the quorum is 

√ N here. 

 

A comparison of various permission based algorithms is given 

on the basis of performance metrics in table 1.  

 

Table 1. Comparison of various permission based 

algorithms 

Algorithm Message 

complexity 

Synchronization 

delay 

Lamport 3(N-1) 1 

Ricart and 

Aggrawal 

2(N-1) 1 

Maekawa grid 2√N 2 

Luk Wong row- 

column 

√2N 2 

Agrawala and 

Abbadi Tree 

√N 2 

Where N is the number of sites in the system  

 

3. CONCLUSION 
Many different methods to construct the quorums have been 

discussed in this paper. The advantage of permission based 

mutual exclusion algorithms is that they exhibit excellent 

fault-tolerance and load-balancing characteristics. The main 

drawback of permission based mutual exclusion algorithms is 

that the communication cost to enter critical section is directly 

proportional to the size of quorums.  It is hard to decide which 

algorithm is the best to achieve mutual exclusion and thus 

reduce the co-channel interference. Choice of a particular 

algorithm depends on the network topology, system 

requirements, performance measures viz., message 

complexity, communication delay, availability etc. The 

designer has to look at the implementation aspects also when 

zeroing down on a particular algorithm apart from the 

performance of the algorithm on various metrics.  A 

performance metric, message complexity is dependent on the 

size of the quorum. The smaller the quorum size, the lesser is 

the message complexity. In the above mentioned quorum 

algorithms, Agrawala and Abbadi‟s tree based quorum 

algorithm has the lowest message complexity.      
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Abstract—Choice of a combinational circuit among large 
number of circuits having same functionality has been always a 
complex and time consuming task for digital designers. 
Different circuits (where they are initially proposed) were 
optimized using different techniques and objectives. Moreover 
there merits vary as per optimization methodology and 
technique variations. Hence every time when there is a 
requirement of particular functionality circuit, choosing best 
one amongst available circuits requires re-characterization. The 
paper presents a thorough investigation of existing optimization 
techniques while presenting their merits and demerits over each 
other. Based on same, the paper proposes a standard test bench 
for optimization and characterization of combinational circuits. 
Finally using the proposed methodology a combinational 
circuitry has been successfully characterized. 

Keywords- Combinational circuit;  low power;  VLSI; optimization; 
Logic Effort. 

I.  INTRODUCTION 
Digital devices are indispensible components of modern 
world. To make modern electronic devise better as compared 
to their predecessors, constant effort have been made in past 
either to come up with a new circuit or to optimize the 
existing one in terms of power, area and performance[1-2]. 
Due to the same quest today we have large number of 
circuits available for any single functionality. Now every 
time a new circuit is proposed, it is either for a particular 
application or is compared to the existing ones for a limited 
set of inputs. Now when there is requirement of particular 
functionality circuit, all the available circuits are needed to 
be re optimized keeping objective in mind. This process 
itself is time consuming and error prone[3-5]. Hence there is 
clearly requirement of some standard test bench for 
optimization and characterization. For this it is required to 
ascertain existing optimization techniques, power, area and 
performance requirements. Optimization and 
Characterization of digital circuits mainly involves 
computation of transistor width values only (since length is 
generally fixed). Moreover performance of particular circuit 
may vary depending on load driven [6-7]. Hence the 
transistor width values are dependent on loading conditions. 
Generally transistor widths are optimized based on 

performance (delay ). Once all these conditions are taken 
care of, we obtain a set of transistor width values that 
produces minimum delay. Now the real merit of a circuit is 
not only dependent on delay, instead power dissipation is 
also a major issue. Hence the real performance parameter is 
power delay product i.e. PDP. Moreover the width 
optimization can be done using various algorithms and 
methodologies. It can be clearly understood that there is 
requirement of a standard methodology by virtue of which 
aforementioned requirement s can be taken care off. The 
paper proposes a standard test bench for optimization and 
characterization of combinational circuits. Rest of the paper 
has been divided into five sections. Section I presents 
Introduction. Section II presents standard test bench for 
optimization of combinational circuits. Section III presents a 
comparative analysis between existing optimization 
techniques, their merits and demerits over each other. 
Section IV presents standard power measurement. Section V 
presents a case study based on proposed methodology and 
finally at the end references are presented.     

II. STANDARD TEST BENCH   
         Since performance of any circuit is dependent on 
loading conditions. To obtain the real performance of 
particular combinational circuit, it must be operated in 
loading conditions. 

 
 

Figure. 1. Standard test bench.  
 
The combinational circuit can be optimized for different 
input and output loads [8]. Choice of input and output 
capacitance values are dependent on required application.  
 



 

 

III. EXISTING OPTIMIZATION ALGORITHMS  
The existing optimization methodologies can be broadly 
divided into three parts:- 

A.) Logical Effort theory based optimization. 
B.) LM algorithm based optimization. 
C.) MATLAB and SPICE interface based 

optimization. 

A. Logical Effort Theory based optimization 
Logical effort theory is based on delays caused by the 
capacitive loads that the logic gate drives and by the 
topology of the logic gate. It is well known as the load 
increases, the delay increases and again the delay is also 
dependent on logical function of gate. Logical effort theory 
uses inverters as basic block and compares the driving 
capabilities of other gates with it. Hence a logic gate which 
requires some transistors in series will be slow as compared 
to inverter having similar transistor width and loading 
conditions. Therefore NAND gate will have more delay as 
compared to inverter [11]. 
 
Logical effort theory expresses the absolute delay as the 
product of unit less delay (d) of the gate and the basic delay 
unit (t) characterized by particular fabrication process. ‘t’ can 
also said to be delay of transistor at that process.  

            dabs = d*t                        (2) 
 

typically t is about 50ps for 0.6u process[11]. Now again d 
can be divided into two parts:- 

1.) Fixed delay i.e. parasitic delay. 
2.) Delay due to load on gates output (called effort 

delay or stage effort ‘f’). 

           d = f + p                        (3) 
The effort delay ‘f’ is dependent on load and properties of 
logic gate driving that load.  

        
          f = g*h                        (4) 

Where ‘g’ is the logical effort and ‘h’ is the electrical effort. 
The logical effort ‘g’, hence represents how much worse the 
gate is in producing output current as compared to inverter, 
given that all other parameters are same. Electrical effort ‘f’ 
defines the effect of electrical environment of logic gate on 
performance and effects of size of  transistors on load driving 
capability. 

        h = cout/cin                        (5) 
where cout is the output load capacitance and cin is the 
capacitance presented by logic gate at one of its input 
terminal. Hence, 

 d = g*h + p                       (6) 
The backbone of complete logical effort theory is the 
calculation of logic effort ‘g’. Its calculation is based on the 

fact that it gives inverter a logical effort equal to one. Logical 
effort ‘g’ is unit less quantity i.e. all the delays are measured 
relative to delay of simple inverter. The logical effort equal 
to one for an inverter is based on the following equation by 
Ivan Sutherland. 
“The logical effort of a logic gate is defined as the ratio of its 
input capacitance to that of an inverter that delivers equal 
output current” 

   gb = Cb/Cinv         (7) 
where, gb is logical effort of input ‘b’; Cb is the input 
capacitance of every signal in input ‘b’; and Cinv is the input 
capacitance of inverter having same driving capability as the 
logic gate. Capacitance of transistor gate is proportional to 
width ‘w’ and so its ability to produce output current. Since 
mobility of electrons is more as compared to holes, in 
CMOS, pull up transistors must be wider as compared to pull 
down transistors to have same conductance.  In case of 
inverter for simplicity the ratio of PMOS to NMOS transistor 
width is chosen equal to two. So the total sum of widths of 
PMOS and NMOS becomes equal to three. Hence by 
definition:- 

 g = 3/3 = 1                       (8) 
Similarly two input NAND gate will have g = 4/3 for both 
pins and two input NOR gate will have g = 5/3 for each 
input. Hence for an inverter having ‘c’ as its input load and 
‘4c’ as its output load the delay can be calculated as: 

 h =  4c/c = 4; p = 1 (for 0.6u process [11]);         
               g = 1 for inverter 
 d = gh +p = 5; since t = 50ps (for 0.6u 
process) 

B. LM algorithm based optimization 
LM algorithm embedded in SPICE was originally proposed 
by K. Levenberg [9] and D.W. Marquardt [10]. The 
algorithm is based on iterative procedure that finds minimum 
of a multivariable function, that is expressed as sum of 
squares of non-linear real valued functions (It is commonly 
used for non-linear real valued functions)[12-14].  
LM algorithm is largely a combination of steepest descent 
and Gauss-Newton method.  If the current solution is far 
from the correct value, the algorithm behaves like steepest 
descent method: hence it is slow, but guaranteed to converge. 
If the current solution is closer to correct solution it behaves 
like Gauss-Newtonian method. Consider ‘f’ to be an 
assumed functional solution which maps a parameter 

mRP ∈  to an estimated measurement vector X=f(p), 
nRX ∈ . An initial value parameter estimate Po and a 

measured vector ‘X’ are provided and it is desired to find 
vector P+  that best satisfies the functional relation f, so as to 
minimize squared distance  ete. where 

                     
∧

−= XXe                            (1)     
The very basis of LM algorithm is a linear approximation to 
‘f’ in the neighbourhood of ‘P’. The in depth solution of LM 
algorithm can be obtained from [12-14]. 



 

 

 

C. MATLAB and SPICE interface. 
This methodology is in its development phase. Until now 
only interface has been achieved successfully. The 
MATLAB and PSPICE interface provides greater flexibility 
to optimize designs [19]. Since MATLAB provides scripting 
capabilities to designer, hence the customization of 
algorithms is very easily done. The basic MATLAB and 
PSPICE simulation approach is based on Figure.1. PSPICE 
can calculate the behavior of circuit based on KCL. It gives 
current and voltage waveform as output. Since PSPICE does 
not have any provision to analyze output waveforms it is 
unable to do so. Now in case of MATLAB and PSPICE 
interface MATLAB invokes PSPICE and then it analyzes the 
output waveforms; depending on requirements it does the 
necessary changes and recalculates the circuit behavior. This 
process is repeated until satisfactory results were obtained. 
Since MATLAB and PSIPCE are two different software 
packages; and this interface requires both of them to work 
simultaneously. Besides the fact that the setup (MATLAB 
and PSPICE interface) has high initial cost, the computing 
system is also heavily loaded. Since most of the SPICE 
tools wok on Linux operating platform and generally TCL is 
available with it, hence there is no need to purchase another 
software package if interface is made between SPICE tools 
and TCL.     
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

 
 
 
 
 

Figure 2. MATLAB and PSPICE interface[19] 
In future using this interface the algorithms like LM can be 
modified. 

IV. STANDARD POWER MEASURMENT 
Power dissipation of  can be divided into three parts i.e. 
static power dissipation, Dynamic power dissipation and 
leakage power dissipation. We have considered 
pseudorandom data sequence for the calculation of power 
dissipation [15]. 
 

V. CASE STUDY  
The LM algorithm as explained earlier has requirement of 
minimum (Wmin) and maximum (Wmax) transistor widths for 
optimization algorithm. These values are determined by 
designer depending on area and delay trade off i.e. as Wmax 
increases the circuit delay decreases and vice versa. 
Moreover in case of logical effort theory the width values are 
dependent on input and output capacitive loads. Once the 
input and output capacitive values are fixed, the LE theory 
will give only a single unique solution for width values to 
achieve minimum delay. 

A. Simulation Parameters 
Transistor width range for optimization: 
 
Wmin - Wmax is the Width Range for LM Algorithm. The 
paper utilizes LE theory for the fixation of Wmin and Wmax 
values to be used in LM algorithm for optimization. The 
Wmin and Wmax are fixed as follows:- 

Wmin = 2u 
Wmax = (2 * maximum transistor width obtained by 
LE theory) 

 
Input and Output Capacitances: 
1. For LM algorithm 

Cin = 10fF 
Cout= 20fF 

2. For LE algorithm 

Cin = 10 units 
Cout= 20 units 

 
Technology 

180nm BSIM 3v3 model parameter (for LM algorithm), 
whereas P = 1 (for LE algorithm). The paper chooses 
combinational logic gates for optimization and 
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Figure. 3. NAND and NOR gates with variable 
transistor widths. 

Table I.  Simulation results obtained from both 
algorithms. 

Circuit/Gate LE algorithm 
automation 

LM algorithm 
automation; 
When o/p is 

falling 

LM 
algorithm 
automatio

n; 
When o/p 
is rising 

NOR 2X1 S1 = 4; S2 =4; 
S3 =1; S4 = 1; 
Delay = 4.6666 

units 

S1 = 4u; S2 
=2u; S3 =4u; S4 

= 4u; 
Delay = 8.3 ps 

S1 = 8u; S2 
=8u; S3 

=2u; S4 = 
2u; 

Delay = 
105.05 ps 

XOR 2X1 S1 = 2; S2 = 1; 
S3 =4; S4 = 4; 
S5 = 4; S6 =4; 
S7 = 2; S8 = 1; 
S9 = 9; S10 = 

2; S11 = 2; S12 
= 2; 

Delay = 5 units 

S1 = 3u; S2 = 
2u; S3 = 2u; S4 
= 2u; S5 = 2u; 
S6 = 2u; S7 = 

8u; S8 = 8u; S9 
= 6u; S10 = 2u; 
S11 = 2u; S12 = 

5u; 
Delay = 93.95ps 

S1 = 2u; S2 
= 5.25u; S3 
=2u; S4 = 
2.9u; S5 = 
2u; S6 = 
2u; S7 = 

3.73u; S8 = 
2u; S9 = 

2u; S10 = 
2u; S11 = 
2u; S12 = 

2u; 
Delay = 

62ps 
NAND 2X1 S1 = 2; S2 =2; 

S3 =2; S4 = 2; 
Delay = 3.6666 

units 

S1 = 2u; S2 = 
2u; S3 = 4u; S4 

= 4u; 
Delay = 8.8916 

ps 

S1 = 4u; S2 
= 4u; S3 = 
2u; S4 = 

2u; 
Delay = 22 

ps 
 

 

It can be seen that the results obtained by LE 
automation algorithm are in agreement with electronics 
fundamentals i.e.  the width of PMOS transistors are 
more as compared to those of NMOS. Whereas the LM 
algorithm has random width values i.e. in case of NOR 
2X1 transistors S3 and S4 have widths equal to 4, 
whereas S2 has width equal to 2.  Moreover there is 

difference in transistors widths and delay time when 
optimized for rising/falling output signals (since during 
rising output signal the algorithm optimizes PMOS 
transistor widths while for falling output signals the 
algorithm optimizes NMOS transistor widths). Hence it 
requires additional number of iterations to achieve 
same delay values for both rising and falling output 
signals. 

 

VI. DISCUSSION AND CONCLUSION 
 

Since logical effort theory is based on electronics 
fundamentals, the obtained results are near to correct 
values with only +- 5% error. Whereas the results 
obtained from LM algorithm based automation are 
correct but not efficient. The transistor widths values 
obtained with LM algorithm gives desired results but 
obtained results are not in accordance with electronics 
fundamentals. Both the LE theory and LM algorithm 
have their own advantages and limitations. The 
algorithm based on LE theory is very efficient for 
working with gate driven logics but it is inefficient in 
working with pass transistor logic (PTL). Whereas the 
algorithm based on LM theory optimizes both gate 
driven and PTL logic but the results are inefficient. 
The shortcomings of both the algorithms can be 
removed by introducing limitations in LM algorithm 
as per electronics principles and by introduction of 
source/drain capacitance effects in LE theory. 
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Distinguished Speakers

Prof. L.M. Patnaik obtained his Ph.D in 1978 in the area of Real-Time 
Systems,  D.Sc.  in  1989  in  the  areas  of  Computer  Systems  and 
Architectures, both from the Indian Institute of Science, Bangalore. 
During  March  2008  –  August  2011,  he  was  the  Vice  Chancellor, 
Defence Institute of Advanced Technology, Deemed University, Pune. 
Currently he is an Honorary Professor with the Centre for Electronic 
Design Technology,  Indian Institute of  Science,  Bangalore.  He has 
published  over  635  papers  in  refereed  International  Journals  and 
refereed  International  Conference  Proceedings  and  authored  27 
technical reports. He is a co-editor/co-author of twenty one books 
and authored 12 chapters in other books in the areas of VLSI System 
Design and Parallel Computing. He has supervised 22 Doctoral theses and over 160 Masters 
theses in the above areas. As a recognition of his contributions in the areas of Electronics, 
Informatics, Telematics and Automation, he was awarded the Dr. Vikram Sarabhai Research 
Award in  1989; the IEEE Computer  Society's  "1999 Technical  Achievement Award"  for  his 
contributions in the field of parallel, distributed, and soft computing, and high performance 
genetic algorithms; the Fourth Sir C V Raman Memorial Lecture Award in 2000; the Pandit 
Jawaharlal Nehru National Award for Engineering and Technology, in 1999; the Om Prakash 
Bhasin Award for contributions in the areas of Electronic and Information Technology for the 
year 2001; the FICCI Award for Innovation in Material Science, Applied Research and Space 
Science, 2001-2002; the IEEE Computer Society’s Meritorious Service Award, 2002; Alumni 
Award  for  Excellence  in  Research  for  Engineering,  the  Indian  Institute  of  Science,  2003, 
Distinguished Engineer Award of The Institution of Engineers(India),  2004; Goyal  Prize for 
Applied Science, 2005; Honorary Fellow, the Indian Society for  Technical  Education, 2006; 
Indian  Science  Congress  Association’s  Srinivasa  Ramanujan  Birth  Centenary  Award,  2007-
2008. He is Fellow of the IEEE, The Academy of Sciences for the Developing World (TWAS), 
The Computer Society of India, Indian National Science Academy, Indian Academy of Sciences, 
National Academy of Sciences, and Indian National Academy of Engineering. 

  Jai Navlakha received his Ph.D. in Computer Science from Case Western 
Reserve University in December 1977. Since then, he has been associated 
with the School of Computer Science (initially, part of the Department of 
Mathematical  Sciences)  at  Florida  International  University.  He  was 
promoted to the rank of Full Professor in Fall 1987, and served as the 
Director of the School from 1988 to 1992. Since Fall 1996, he has been 
the Director of the Center for Computational Research in the School. He 
has  published  widely  in  the  areas  of  software  engineering,  algorithm 

analysis, expert systems and neural network applications.

K  Rajani  Kanth  has  an  extensive  experience  both  in  industry  and 
academia.  He obtained his Masters and Ph.D from Indian Institute of 
Science,  Bangalore.  He  served MSRIT  as  Vice  Principal,  Principal  and 
Advisor (Academics and Research). He has chaired various high profile 
committees in the University. An voracious reader and eloquent speaker 
his area of interest spans many areas across the systems, electronics, 
computing, pedagogy and education management spectrum. 



09 July 2012 (11.30 – 1.00)
Text Mining and Question Answering 

IBM built a deep question answering system called Watson which defeated the best players of 
an American television quiz game show, Jeopardy! The quiz deals with clues from various 
topics like history, literature, the arts, pop culture, science, sports, geography, wordplay. The 
show has a unique answer-and-question format in which contestants are presented with clues 
in the form of answers, and must phrase their responses in question form. Watson system 
uses a combination of advanced topics from language understanding, machine learning and 
game  theory.  In  this  talk,  I  review various  text  mining  and  natural  language  processing 
techniques that are useful in building such a deep question answering system. 

Krishna Kummamuru is a software architect in Watson Labs – India, a part 
of  IBM  India  Software  Labs,  working  on  IBM  Watson  applications  to 
financial sector. Before assuming this role in April 2012, he has been with 
IBM India Research Lab (IRL) since 1998. During his tenure at IRL, he has 
worked on building technologies to deliver services in emerging markets 
based on Spoken Webtechnology; led Research Collaboratory for Service 
Science  at  ISB,  Hyderabad;  led  a  group  on  Services  Information 
Management and Analytics working on problems addressing KM issues in 
IT Service Delivery centers. 

He received the B.Sc degree in Physics from Nagarjuna University in 1986. He received the M.E 
degree and the Ph.D in Electrical Engineering from IISc, Bangalore, India in 1993 and 1999 
respectively. He received Alfred Hay Medal for the best graduating student in EE in 1993 from 
IISc. He has 11 patents granted by USPTO and about 30 publications in refereed conferences 
and journals (a citation count of about 960 as on April 2012). His research interests include 
Text & Data mining, Machine learning, User interfaces and Service science.

09 July 2012 (2.00 – 3.30)
Introduction to Statistics and Probablity

  N  V  R  Naidu  graduated  in  Mechanical  Engineering  from  Sri 
Venkateswara University, Tirupathi in the year 1980. He further pursued 
his M.Tech in Industrial Engineering in the year 1982 and obtained his 
Ph.D from the same university. Dr. NVR Naidu has been serving the 
teaching profession with a great devotion for 30 long years. He started 
his  career  in  1982  as  a  Lecturer  in  the  prestigious  M.S.  Ramaiah 
Institute of Technology, Bangalore. He is currently the Vice-Principal, 
Professor & Head of the Department of Industrial Engineering at the 
same institute. Dr NVR Naidu is a recipient of Dr J Mahajan Award for 

the year 2008-09 awarded by Indian Institution of Industrial Engineering for his outstanding 
contribution in the field of education and research  and also his name is listed in Marquis Who 
is Who in the World, USA in the year 2011. Dr. NVR Naidu is well recognized for his research.  
He has presented and published over 80 research papers in various National and International 
referred Journals and conferences. Dr.NVR Naidu is the adjudicator for Ph.D thesis for various 
universities  across  India.  He  has  produced  3  doctorates  and  is  currently  guiding  5  Ph.D 
scholors in the areas of robust design, design and development of production systems, supply 
chain network and design of experiments. Dr. NVR Naidu has visited various countries including 
the USA, Japan and Sri Lanka to collaborate and enhance the Industry-Institution interaction. 



10 July 2012 (9.30 – 11.00)
What and How of Machine Learning – Leveraging Machine Learning on Web Data

This talk will introduce Machine Learning concepts and techniques, and discuss various new 
data mining and machine learning applications being developed for  the Internet.   Recent 
advances in cloud computing and big data processing have led to renewed interest in machine 
learning  applications.   Machine  Learning  can  not  only  enhance  automation  and  increase 
efficiency within various Web related systems and processes, it can also spawn a new range of 
services and products which would not have been possible otherwise.   We will highlight a few 
real-world  examples  of  such  applications  and  explain  the  underlying  machine  learning 
technology which enables such systems.

Arati has a Ph.D. in Electrical  and Computer Engineering (specializing in 
Robotics) from Rice University, Houston.  Arati is currently Senior Manager 
for  Machine  Learning  at  Amazon  Bangalore,  leading  development  of 
applications  leveraging  machine  learning  techniques  for  a  variety  of 
business problems within Amazon. Prior to this, Arati led the A9 Bangalore 
development and operations teams owning multiple product features for 
Amazon’s Ad Technology products.     Before joining Amazon in 2005, Arati 
was Director for Analytics at FICO in San Diego.   Arati  has experience 
developing  predictive  software  solutions  in  various  industries  including  online  advertising, 
credit card fraud, credit risk and healthcare. 

 Madhu is currently an architect with the Junglee.com team working on making 
seller  onboarding  zero-touch.  He  started  at  Amazon  in  2005  with  the 
Associates/Traffic  team where  he  was  responsible  for  building  the  Widgets 
Platform  (Large  scale  Adserver  which  serves  Rich  Media  Ads  for  online 
advertising  and  affiliates),  a  contextual  recommendation  engine,  product 
classifier, and the Publisher Analytics Platform. Madhu graduated with a B.E. in 
Computer Science from PESIT, worked with ThoughtWorks for 2 years and did 
a startup on spend-management for a year before joining Amazon. Madhu has 

expertise in building large scale distributed systems, recommendation and similarities engine.

10 July 2012 (11.30 – 1.00)
The Big Picture of Big Data Analytics 

Big Data Analytics deals with problems and solutions emanating from large volumes,varieties 
and velocity of data. In the present Internet era there is a lot of digitization and data is being 
exchanged across the world. This leads to peta bytes or exabytes of data exchanges across the 
Internet. Imagine if we wanted to mine or analyze this volume of data, What technical aids are 
available and how do we solve it? Big Data is the answer to such large scale analysis and is an 
information interchange platform. 
The session aims at answering questions like What is Big Data?, How do we tackle information 
interchange in Big Data?, How is analysis of data at rest and In flight analytics done? etc... 
thereby providing a big picture of Big Data.  A case study of social media analytics will be used 
to help audience appreciate the need and power of Big Data Analytics. 

    Mohan N Dani is a lead for Infosphere Streams Big Data efforts in IBM-
ISL. He has extensive knowledge in implementation of large enterprise 
solutions and has more than 11.5 Years experience in IT.  He has played 
multiple roles in IBM as a IBM Business Analyst, Development lead and a 
Solution Architect. His specialization is Streams, He  consults for IBM Internal 
teams for Pre-sales,Post-sales, Delivery Excellence and Thought leadership 
on Streams/Big Data. He is an MS Caltech and a Banking IT Specialist from 
Mortgage Bankers Association.  

Manasa K. Rao has 3 years of experience in IT and has dealt extensively with Data 
Quality challenges of Indian Clients. She was part of the cloud computing Data as a 
Service project and is now working as a Toolkit  Lead  in the Big Data Streams 
computing software. She has done her BE from MSRIT (VTU).



10 July 2012 (2.00 – 3.30)
Viral Marketing Through Social Networks 

Viral marketing through social networks is a phenomenon of word-of-mouth marketing of news 
products that exploits the social connections among individuals in an appropriate fashion. This 
area of research has got significant attention from the research community recently. In this 
talk, I will introduce the viral marketing problem and then highlight various versions of this 
problem. I will appropriately discuss the solution techniques to address the different versions 
of viral marketing problem. I will also present several experimental results to appreciate this 
notion. 

   Ramasuri Narayanam is currently a researcher in IBM Research, India. His 
research interests are social networks and game theory. At IBM, he works on 
large scale social network data analytics. Prior to joining IBM Research, he 
obtained both  masters degree and Ph.D. degree in Computer Science from 
Indian Institute of Science (IISc) in 2006 and 2011 respectively.  He is  a 
recipient of Microsoft Research Ph.D. Fellowship for the period 2007-2011.  A 
proposal based on his Ph.D. Thesis got an Honorable mention award and a 
research grant from Yahoo! Key Scientific Challenges Program, 2010.

11 July 2012 (9.30 – 11.00 & 11.30 – 1.00)
Role of Statistical Tests of Hypothesis and Regression Analysis for Handling 

Large Scale Data Analysis.

    Prof.K.K.Chowdhury, presently faculty, SQC & OR unit, Indian Statistical 
Institute, Bangalore, comes with 30 + years of experience. He comes with 
Bachelor  of  Statistics  and also,  Master  of  Statistics  from Indian Statistical 
Institute, Kolkata. He is also having Post Graduate Diploma in SQC & OR from 
Indian Statistical Institute, Kolkata to his credit. 

Prof.Chowdhury is engaged in providing Consultancy and Training Services in 
the field of Quality Management Science to both IT and Non-IT companies in 
India & abroad,  to  name a few,  Wipro,  Ashok Leyland,  Saint  –Gobain,  Grasim Industries, 
Larsen & Toubro, Reliance Industries, HAL, BHEL, BEL, HMT, etc, Bander Imam Petrochemical 
Complex  & SAIPA Iran,  Asian  Paints,  Johnson & Johnson,  Indorama Synthetic,  Indonesia; 
Premisys consulting, Indonesia etc. His consulting assignments are on achieving bottom-line 
business result improvement through using Six Sigma Programme as well as application of 
Statistical  methods.  He  conducted  several  training  programs  on:  Statistical  Techniques 
including Taguchi Methods & Reliability; Six Sigma Green Belt, Black Belt and Master Black Belt 
programme; for both IT/ITES and non IT/ITES companies

Prof.Chowdhury has many professional laurels to his credit that include: Visiting Faculty of IIM, 
Indore;Indian institute of Plantation management( IIPM),Bangalore; Head, SQC & OR Division, 
Indian Statistical Institute during 2008-2010; Proctor for the Certification Programme of ASQ; 
Contributed more than 20 Technical Papers in National & International Journals e.g. Quality 
Engineering of ASQ, TQM, UK etc. and also in conference proceeding, Organizing Secretary for 
the 8th National Convention of National Institution for Quality & Reliability,1998; Audited more 
than 50 organizations for certification of Quality Management system –QS-9000/ISO – 9000 in 
India, Indonesia, Malaysia, Philippines, Thailand and Iran on behalf of KEMA, Netherlands.



11 July 2012 (2.00 – 3.30)
Large Volume User, Transaction & Data Management in Government 2 Citizen for 

Transport Application 

We  are  presenting  the  implementation  and  management  of  User,  Transaction  and  Data 
Management  a large Government 2 Citizen (G2C) Application in Transportation Domain. We 
will demonstrate the vision and goals of this application and how our solution addressed the 
requirements and how the solution has been able to provide significant value adds and benefits 
to  different  stakeholders  of  this  project.  Our  Transportation  Solutions  have  assisted  in 
improving the efficiency  and effectiveness of  our  Transportation Clients.  They have shown 
tremendous growth in the passenger volumes, Transaction and Revenue Growth for our clients. 
More importantly the solutions have made the travel and itinerary management user friendly 
and convenient for the passengers.

  Srikar. Y. V is currently the Delivery Head and manages the delivery 
function at Radiant Info Systems Ltd, an IT Services firm in Bangalore, 
India. He's responsible for the delivery management and handles mid-
sized  development  team  stationed  across  multiple  locations.  He's 
involved  in  the  project  lifecycle  from  the  pre-sales  process  to 
implementation and support phase there of.  Radiant provides solutions 
and  services  in  the  Online  Reservation  Space  for  Transportation 
Segment, eGovernance Solutions, Smart Card & Biometric Solutions & 
FMCG segment  primarily  on Web & eBusiness  Technologies.  Radiant's 
transportation solutions are powering the reservation systems of the 7 of the India's largest 
road transport service providing organizations like KSRTC, TNSTC, GSRTC, OSRTC, PUNBUS, 
PEPSU, MEGHALAYA etc. Radiant is a leader and pioneer in the Online Reservation Space in 
India. Srikar has more than 15 years of experience in the Information Technology space and 
has experience and expertise in the IT Product and Solutions Life cycle management. He is a 
certified Project  Management  Professional  (PMP)  with  multiple  large end to  end product  / 
project development life cycles during my professional career.

 

12 July 2012 (9.30 to 11.00)
Machine Learning for Large Scale Data Analysis

The session intends to cover:
1. Machine Learning: what?
2. Machine Learning Techniques: Clustering, Classification, Recommender examples
3. Supervised and Unsupervised Learning, Reinforcement Learning
4. Trees and Machine Learning
5. Recommender Systems and Machine Learning
6. Applications: Where do you see machine Learning in the real world?

Dr. Srinivasa K G received his PhD in Computer Science and Engineering from 
Bangalore University  in  2007 in the are  of  Soft  Computing for  Data Mining 
Applications. He is now working as a professor in the Department of Computer 
Science and Engineering, M S Ramaiah Institute of Technology, Bangalore. He is 
the recipient of All  India Council  for Technical Education - Career Award for 
Young Teachers, Indian Society of Technical Education – ISGITS National Award 
for Best Research Work Done by Young Teachers, Institution of Engineers(India) 
– IEI Young Engineer Award in Computer Engineering, IMS Singapore – Visiting 

Scientist Fellowship Award. He has published more than fifty research papers in International 
Conferences and Journals. He has visited many Universities abroad as a visiting researcher – 
He has visited University of Oklahoma, USA, Iowa State University, USA, Hong Kong University, 
Korean University, National University of Singapore are few prominent visits. He has authored 
two books namely File  Structures using C++ by TMH and Soft  Computer  for  Data Mining 
Applications LNAI Series – Springer. He has been awarded BOYSCAST Fellowship by DST, for 
conducting collaborative Research in University of Melbourne in the area of Cloud Computing.



12 July 2012 (11.30 to 1.00)
Statistical Machine Learning for Large Scale Data Analysis

This session intends to cover:

1. The paradigm of Machine Learning using statistical methods.
2. Different Statistical machine Learning models and techniques: The math and description 

of each of these techniques
3. Exploring real-time tools and programming techniques to employ learning in statistical 

data.
4. What changes when the data is large? An Insight onto Statistical Learning and Large 

scale data.

Pramod N is working as an application developer in ThoughtWorks Inc. He 
has completed his engineering degree from Department of Computer 
Science and engineering, M. S. Ramaiah Institute of Technology. Having 
worked as a research assistant under Dr Srinivasa K G, he has experience 
in applying Machine Learning onto various computer science problems. 
Recent works Include gNIDS- Rule based intrusion detection system 
employing Genetic Algorithms, Statistical Approach to Network Intrusion 
detection Using SVM, Hybrid approach to Spoken Language Identification 
employing Gaussian Mixtures and SVM.

12 July 2012 (2.00 – 3.30)
Game Theory and its applications in Social Network Formation

Game theory is the science of strategy. According to Prof. Roger Myerson, the 2007 Nobel Prize 
winning economist, game theory may be defined as the study of mathematical models of 
conflict and cooperation between 'rational', 'intelligent' decision makers. It attempts to 
determine mathematically and logically the actions that 'players' should take to secure the best 
outcomes for themselves in a wide array of 'games'. In this talk, we will discuss some of the 
fundamental concepts of game theory through a number of examples motivated from simple 
real-world scenarios.  Further, we will investigate a particular application of game theory in the 
context of social network formation.

 Rohith  received his  BE in  CSE from Visvesvaraya Technological  University, 
Bangalore in 2002. He has worked for three years in the software industry in 
the domain of  Intelligent Networks.  He has completed his  MS(Research) in 
Wireless Networks from Dept of CSE, IIT Madras, India. He is pursuing his PhD 
at Dept. of CSA, IISc. His current research focus is to apply game theory and 
mechanism  design  models  in  the  areas  of  prediction  markets  and  social 

networks.



13 July 2012 (9.30 – 11.00 & 11.30 – 1.00)
Big Data Big Analytics 

The talk will showcase using open source technologies in statistical computing for big data, 
namely the R programming language and its use cases in big data analysis. It will review case 
studies using the Amazon Cloud, custom packages in R for Big Data, tools like Revolution 
Analytics RevoScaleR package, as well as the newly launched SAP Hana used with R.  We will 
also review Oracle R Enterprise. In addition we will  show some  case studies using BigML.com 
(using Clojure) , and approaches using PiCloud. In addition it will showcase  some of Google 
APIs for Big Data Analysis.  Lastly we will talk on social media analysis ,national security use 
cases  (I.e. cyber war) and privacy hazards of big data analytics. 

Ajay Ohri has been an analytics professional since 2004. He has worked 
mostly within India and a bit in USA with some very large organizations on 
leveraging data for business benefits. He is the author of the forthcoming 
book  “R for Business Analytics” (Springer Sept 2012). 
For the past five years he has been running his own consulting firm in 
analytics as well as very focused blog called Decisionstats.com where he 
has interviewed more than 95 technology leaders. 
His research interests are in R and SAS languages with a focus on business 
analytics. He is a graduate from Delhi College of Engineering and Indian 
Institute of Management,  Lucknow and has also attended  graduate courses at University of 
Tennessee,Knoxville. 
In addition to his writing on technology, Ajay has written and co-authored 4 electronic  books 
of poetry and runs a poetry blog. 

13 July 2012 (2.00 – 3.30)
Mechanism Design: In Theory and Practice 

Ever wondered how Google makes money, or how organizations benefit from outsourcing tasks 
to experts? Mechanism Design is a tool from Microeconomics that provide solutions to many 
problems  in  Internet  monetization.  In  this  talk,  I  am  going  to  give  a  brief  overview  of 
Mechanism Design theory and present some of the challenging problems and their solutions in 
strategic outsourcing. 

  Swaprava did his  Masters  in  Telecommunication  Engineering in 2008 from 
Dept.  of  Electrical  Communication  Engineering,  Indian  Institute  of  Science, 
Bangalore, where he is currently a PhD Candidate at the Dept. of Computer 
Science and Automation. His current research interest is in the Game Theoretic 
questions  arising  in  the  area  of  Internet  Economics,  Outsourcing, 
Crowdsourcing,  Machine  Learning  etc.  Swaprava's  work  encompass  different 
areas  of  strategic  task  outsourcing.  He  has  completed  internships  at  Xerox 
Research Centre,  Europe (XRCE),  in  2010, where he had worked on Incentive  Compatible 
Learning for E-Services, and in EconCS, Harvard University, in 2011, where he has worked with 
Prof. David C. Parkes, and worked on Economics of Opensource Networks. He is a recipient of 
the Honorable Mention Award of Yahoo! Key Scientific Challenges Program, 2012. His research 
is supported by the Tata Consultancy Services PhD Fellowship, 2010. Details about his research 
and publications are available here: http://swaprava.byethost7.com/



9 - 13 July 2012 (3.45 – 5.15)
Lab Sessions - Large Scale Data Analysis with R

R is a powerful, free software framework which can be used for doing myriad jobs of data 
mining,  statistical  analysis  and  advanced  visualisation.  It  also  comes  with  programming 
interface and rich set  of  extendible libraries.  Used widely in  the research and commercial 
environment today, R has given rise to a host of tools like Rattle, Gretl which use R engine to 
do intensive computations in specific domains.

The laboratory sessions spread over five days will cover the following topis
Session 1 : Introduction to GNU Linux and installing R with all options
Session 2 : Basic data handling in R
Session 3 : Advanced data operations and graphics in R
Session 4 : Statistics, Regression and Hypothesis Testing in R
Session 5 : Data Mining Algorithms in R

  Krishna Raj obtained his Engineering degree from M S Ramaiah Institute of 
Technology, Bangalore. He completed his Masters through research working 
in the area of Free and Open Source Software Engineering. He is  pursuing 
his doctoral studies examining the developmental patterns in Free and Open 
Source  Software.  He  is  currently  working  as  Assistant  Professor  in  the 
Department of Information Science and Engineering, M S Ramaiah Institute 
of Technology, Bangalore. He has co-authored a text book on File Structures 
published by Tata Mc-Graw Hill. 

His current interests are Ramayana, Aesthetic Computing and Philosophy of Technology. His 
technical and general writings can be found at http://krishnarajpm.com

 



Statistical Machine Learning and Game Theory Approaches for 
Large Scale Data Analysis 

Lab Session I – July 09, 2012

What is R? R is a free software environment for statistical computing and 

graphics. 

What is Free Software? Free Software is the one governed by GPL compatible licences.

What is GNU Linux? GNU Linux is the free operating system environment.

Where can we get R? http://www.r-project.org/

How to install R? In UBUNTU – sudo apt-get install r-base

In Fedora – yum install R

How to start R? Type R in command prompt to start interactive prompt

How to install packages? install.packages(“package name”) 

How to use a library? library(“package name”)

How to quit R? q()

Tools with R Engine Gretl, Rattle

Alternates for R WEKA, Orange, RapidMiner



Statistical Machine Learning and Game Theory Approaches for 
Large Scale Data Analysis 

Lab Session II – July 10, 2012

Basic Commands 2+2 , log(10), sqrt(25)

ls(), system("cat sample.txt")

Variables a=10, b=a+10;b 

Vectors A = c(1,3,5,7,9) 

a = (1:5) 

a1 = seq(-2,1, by=0.25)

Read data to vector data.entry(a) 

a = scan()

a= rnorm(10) 

a = sample(1:6,5,replace=T)

RollDie = function(n){ sample(1:6,n,replace=T)};

a =RollDie(5)}

Vector Operations a, a[1], a[-1]

max(a), min(a), length(a)

which(a==2)

sort(a), diff(a)

sum(a> 3), sum(a), mean(a), median(a), var(a), sd(a)

sample(a,2)

cbind(a,A), rbind(a,A)

log(a), log10(a)

sqrt(a), exp(a)

Matrices b = matrix(c(2,5,6,3), nrow=2, ncol=2, byrow=FALSE)

Matrix Operations Transponse – t(b)

Inverse – solve(b)

Dimension - dim(b)



Statistical Machine Learning and Game Theory Approaches for  Large 
Scale Data Analysis 

Lab Session III – July 11, 2012

See Available Data Sets Data(), women , ?women, names(women) 

Explore Data summary(women)

sd(women)

var(women)

cor(height, weight) 

Use a data for this session attach(women)

See only a column height or women$height

Graphs boxplot(women)

hist(height)

plot(height, weight)

pie(height) 

X = matrix(rnorm(300),100,3); pairs(X) 

hist(height, col="green") 

hist(height, col=heat.colors(length(height))) 

pareto.chart()

plot(ecdf(rnorm(10)) 

library(scatterplot3d);scatterplot3d(height,weight) 

pie(table(Species))

Export graph to file x11(); postscript(file=“fig.eps”) OR 

png(file=“fig.png”); plot ();graphics.off()

Bivariate Data b1 = c("a", "b", "a", "b", "b") 

b2 = c (1,2,3,4,5) 

table(b1, b2)

Multivariate Data b3 = c(10:14) 

b = data.frame(b1, b2, b3)

Import Data x =read.table(file="sample.txt",header=T) 

x = read.table(file="sample.csv",header=T, sep=",")

Export Data x<-matrix(c(1.0, 2.0, 3.0, 4.0, 5.0, 6.0), 2, 3) 

write (x, file="sample1.txt", ncolumns=3)



Statistical Machine Learning and Game Theory Approaches for  Large 
Scale Data Analysis 

Lab Session IV – July 12, 2012

Programming Constructs if i==10 {b=1} else {b=0} 

for (i in 1:10){ b[i] = i+100; j[i] = b[i]+1} 

i=1; while(i<=10) {b[i]=i;i=i+1} 

ect=function(x) {r = sqrt(x); return(r)} ; s=ect(25); s

Linear Regression x=c(0,10,20,30,40) 

y=c(4,22,44,60,82) 

l=lm(y~x) 

summary(l)

fitted(l)

layout(matrix(1:4,2,2));plot(l)

Prediction x1 = c(5,15,25,35,45) 

predict(l,data.frame(c = c1), level = 0.9, interval = "confidence")

plot(c,s);abline(l)

Hypothesis Testing 

Chi- Square Test

freq = c(22,21,22,27,22,36) 

probs = c(1,1,1,1,1,1)/6

chisq.test(freq,p=probs)



Statistical Machine Learning and Game Theory Approaches for  Large 
Scale Data Analysis 

Lab Session V – July 13, 2012

Association Rule Mining titanic<-read.table("Datset.data",header=F) 

names(titanic)<-c("Class","Sex","Age","Survived") 

summary(titanic) 

library(arules) 

rules<-apriori(titanic) 

inspect(rules)

rules <- apriori(titanic, 

parameter = list(minlen=2, supp=0.005, conf=0.8), 

appearance = list(rhs=c("Survived=no", 

"Survived=yes"), 

default="lhs"), 

control = list(verbose=F)) 

inspect(rules)

K-Means Clustering iris2 <- iris 

iris2$Species <- NULL 

kmeans.result <- kmeans(iris2, 3) 

kmeans.result 

kmeans.result["centers"] 

table(iris$Species, kmeans.result$cluster) 

plot(iris2[c("Sepal.Length", "Sepal.Width")], col = 

kmeans.result$cluster)

Hierarchical Clustering idx <- sample(1:dim(iris)[1], 40) 

irisSample <- iris[idx,] 

irisSample$Species <- NULL 

hc <- hclust(dist(irisSample), method="ave") 

plot(hc, hang = -1, labels=iris$Species[idx])


