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Abstract 

In this study we investigate the fast image filtering algorithm 
based on Intro sort algorithm and fast noise reduction of infrared 
images. Main feature of the proposed approach is that no prior 
knowledge of noise required. It is developed based on Stefan-
Boltzmann law and the Fourier law. We also investigate the fast 
noise reduction approach that has advantage of less computation 
load. In addition, it can retain edges, details, text information 
even if the size of the window increases. Intro sort algorithm 
begins with Quick sort and switches to heap sort when the 
recursion depth exceeds a level based on the number of elements 
being sorted. This approach has the advantage of fast noise 
reduction by reducing the comparison time. It also significantly 
speed up the noise reduction process and can apply to real-time 
image processing. This approach will extend the Infrared images 
applications for medicine and video conferencing.  
Keywords: Image filtering, Intro Sort, infrared Images, Noise 
reduction, Digital Image Processing. 

1. Introduction 

In Infrared images, impulse noise detection and removal is 
an important process as the images are corrupted by those 
noise because of transmission and acquisition. The main 
aim of the noise removal is to suppress the noise when 
preserving the edge information. Images and videos 
belong to the most important information carriers in 
today’s world (e.g., traffic observations, surveillance 
systems, autonomous navigation, etc.). However, the 
images are likely to be corrupted by noise due to bad 
acquisition, transmission or recording. Such degradation 
negatively influences the performance of many image 
processing techniques and a preprocessing module to filter 
the images is often required. 

The sensitive spectrum of an IR camera is about 3–5µm 
and8–14µm. So, the IR images are robust under a wide-
range of lighting conditions. However, the low signal-to-
noise (S/N) ratio [1,2] is the inherent limitation of IR 
images that affect their quality and hinder their 
deployment. The low S/N ratio results in low signal and 
high noise that degrades the quality of IR images. This is 
significant for un-cooled IR camera, even though the un-
cooled IR camera is much cheaper than the cooled one and 
more prevalently used to capture IR images in recent 
years. The high noise is caused by the IR sensors and read-
out circuits of IR cameras, and the low IR signal detected 
by IR sensors is due to the bad atmospheric weather’s 
degrading the IR signal radiating from objects. To enhance 
image quality and improve the adoption of IR-based 
applications, image preprocessing is necessary. 
Improvement in noise  reduction is the crucial task of IR 
image preprocessing. 
In this paper, a Fast Image Filtering approach to Infrared 
images is developed that is based on Infrared imaging  
mechanism to detect noise and median-based to remove 
noise with low computation load. It is performed without 
any prior knowledge about the IR image noise is necessary 
and any parameters must be preset. This property is quite 
different from some state-of-the-art noise reduction 
methods [5–8] which performance relies on one or more 
external heuristically preset parameter. 

2. Previous Research 

The standard median filter (MF) [3] has been prevalently 
used in for noise reduction of image preprocessing. 
However, there are two inherent limitations of the MF. 
The first is high computation load. The second is that it 
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removes the thin lines and small objects of interest and 
blurs the details even at low noise densities, while the size 
of the filter window increasing. The later makes it worse 
when the objects of interest are with few pixels in IR 
images. The MF will consider the few pixel objects as 
noise and remove them. The weighted median filter and 
the center-weight median filter (CWMF) [3,4] which are 
modified the MF to alleviate the inherent limitations of 
MF at the expense of reduced noise removal performance. 
In addition, there are many methods [5–20] combine the 
MF with impulse detection have been proposed to remedy 
the MF’s limitations. Their performances inherently rely 
on the performance of the impulse detector. Mean-based 
filters [21–24] are the alternative approach to remedy the 
limitations of MF. These filter usually exhibit good filter 
performance at the cost of increased computational 
complexity. In recent years, a number of literatures [25–28] 
proposed the impulse noise reduction based on fuzzy  
technologies. However all these literatures mentioned 
previously considered on visual images. 

3. Fast noise reduction  approach 

There is a main difference between visual image and 
infrared image imaging mechanism. The visual sensor 
receives the visual light reflected from object’s surface to 
image visual image. It needs an external light source to 
offer a sufficient light power. This approach is called 
active imaging mechanism. An object reflects the light 
power based on the texture, color, roughness and other 
factors of its surface. These factors induce the reflected 
light power irregularly. Median filter filters the impulse 
noise from visual images based on an assumption that 
signal pixels have high correspondence with their neighbor 
pixels inside a small area. This assumption is reasonable 
but not theoretical. Because of this, the images processed 
by median filter will possibly lose some thin lines, textures 
or details. On the other hand, the IR sensor receives the 
infrared emitted from objects themselves to image IR 
images. It does not need external light sources to offer the 
IR to illuminate objects. This approach is called passive 
imaging mechanism. The temperature distribute on 
object’s surface monotonically. Thus, object’s surface also 
emits infrared power to IR sensor monotonically. The 
gray-level of signal pixels on the same object surface will 
vary monotonically while noise pixels cannot do it. The 
proposed algorithm developed based on the infrared image 
imaging mechanism theoretically. The details are 
described in following. 
 
3.1 Stephen-Boltzmann law 
 
The imaging mechanism is derived based on the Stefan–
Boltzmann law [29] (heat radiation law) and the Fourier 

law (heat conduction law). The heat radiation law is shown 
in Eq. (1): 
PW =  є σ Τ4            (1) 
where PW is the radiant emittance (W/cm2), є is the 
emissivity, σ is the Stefan–Boltzmann constant 
(≈5.6705×10-12W/cm2 K4 ), T is the temperature (K) of the 
object surface. The intensity of IR radiation emitted by the 
objects in the range of 3–14 µm [30] is dependent on the 
emissivity of the object surface, the surface temperature, 
the air molecules, the humidity of the air, and the distance 
between the IR camera and the objects. The IR 
transmission spectrum for the atmosphere is about 3–5 µm 
and 8–14 µm [31], which means that the radiant emittance 
of the IR spectrum at 3– 5 lm and 8–14 lm has only 
minimum attenuation in the atmosphere. In Eq. (1), σ is a 
constant and e is also a constant for objects The 
temperature T of the object surface is the only variable that 
dominates the PW that significantly affects the thermal 
image contrast and quality. 
 
3.2 Fourier law (heat conduction law) 
 
the gray-level of pixels has a positive relationship with the 
temperature T of the object surface. Moreover, heat 
conduction affects the temperature distribution on the skin 
surface. Based on the Fourier law (heat conduction law 
(2)), the temperature gradient will vary over the surface of 
an object, and the direction of the temperature gradient 
changes slowly from high to low. 
Ql = -kA (dT/dl),                  (2) 
where Ql  is the rate of heat flow through area A in the 
positive l direction, and the constant k is the thermal 
conductivity of the material. The heat conduction law 
means that the rate of heat flow is proportional to the area 
and the temperature gradient in a given direction. Thus, the 
temperature T of the object varies monotonically on a 
surface. 
 

3.3 Noise detection 
In order to explain how to perform the noise detection, we 
must define some parameters of image pixels. x and y  
represent the horizontal and vertical coordinates of a pixel, 
respectively. p(x, y) is the pixel with coordinates x and y. 
g(x, y) is the gray-level of the pixel p(x, y). Sxy is the set 
that includes g(x, y) and its neighbor pixels. For example, 
a 3×3 window, Sxy = {g(x -1,y - 1), g(x, y - 1),  g(x + 1, y-
1), g(x -1, y), g(x, y), g(x + 1, y), g(x -1, y + 1), g(x, y + 
1), g(x + 1, y + 1)}, gm is the median gray-level of the Sxy, 
g(x, y) represents the gray-level of the central  position 
pixel that will be  processed, (s, t) denotes the coordinates 
of the pixels belonging to Sxy, and g(s, t) represents the 
gray- level of the pixels belonging to Sxy.  
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Fig. 1. Comparisons of central pixel to its two neighbors pixels in 3×3     
            Window 
 
we propose the noise detection algorithm to find noisy 
pixels inside the filter window in IR images based on two 
steps. First, the noise detection method employs Eq. (3a) 
and (3b) to find the maximum and minimum gray-level 
inside the filter window. Next, we check the gray-level 
g(x, y) with g min  and g max. to consider whether the pixel 
p(x, y) is noise or signal. This process can be performed in 
the following steps. 
 
Step 1. Determine the maximum and minimum gray-level 
inside the filter window. 
g max = Arg max{g(s,t)} 
             (s,t) є Sxy                                                        (3a)       (3a) 
g min  = Arg min{g(s,t)} 
              (s,t) є Sxy                                                      (3b) 
 
Step 2. Based on the IR imaging mechanism, check g(x, y) 
with gray-level g min  and g max to determine whether the 
pixel p(x, y) is noise or signal. 
If g(x, y) =  g min  or g max  then p(x, y) is a noisy pixel 
Otherwise p(x, y) is considered as a signal pixel . 

3.4 Noise removal based on Intro sort algorithm 
 
In order to reduce noise, a pixel is considered as a noisy 
pixel which has to be removed from the IR image. 
According to the property of IR imaging mechanism, the 
pixel with median gray-level inside the window is adopted 
replacing the noisy pixels. In the proposed approach, the 
procedure to find out median gray-level is performed by 
the sort algorithm with a low computation complexity. In 
addition, it only processes the noisy pixels, but not the 
signal pixels. 
Sorting is the main computation load of the noise removal. 
So, in order to speed up the noise removal, reducing the 
computation load is critical. This paper adopts a sort 
algorithm with low computation load. Sort algorithms are 
normally divided into two groups called internal sort and 
external sort. The former is suitable to small databases, 
and the latter is usually used on large databases. Hence, 
the number of pixels inside the filter window is small that 
may be 3 ×3, 5 ×5, 7 ×7, and so on. Based on the 

properties of the sort algorithm and the number of pixels 
sorted, we adopt the internal sort algorithm to sort the 
pixel gray-levels inside a filter window. The internal sort 
algorithm includes Bubble sort, Insertion sort, Selection 
sort, Shell sort, Quick sort, Heap sort, Radix sort, and so 
on. [32,33]. From an analysis of the properties of the 
versatile sort algorithms, a Intro sort with suitable 
parameters should run faster even than Quick sort or Heap 
sort. The complexity of Intro sort is described as Eq. (4). 
 
Complexity of Intro sort  = O(n log n)                  (4) 
Where n is the number of data. 
It begins with Quick sort and switches to Heap sort when 
the recursion depth exceeds a level based on the number of 
elements being sorted. It is the best of both worlds, with a 
worst-case O(n log n) runtime and practical performance 
comparable to Quick sort on typical data sets. Since both 
algorithms it uses are comparison sorts, it is a comparison 
sort too. Then the Intro sort algorithm is performed on bits 
to select the pixel with the median gray-level gm inside a 
filter window. The selected pixel with gray-level gm is 
utilized to replace the noisy pixel in the central position 
inside the filter window and the noise removal is 
accomplished. The Fast noise reduction approach does not 
act like the Median Filter in sorting each pixel in a whole 
Infrared image; it only processes that on noisy pixels. In 
general, there are far fewer noisy pixels than signal pixels. 
The FNR approach has to spend extra computation load to 
determine the maximum and minimum gray-level in the 
noise detection procedure. 

4. Experimental Results 
 
4.1 Platform for evaluation 
  
The platform utilized to evaluate the proposed approach 
includes a dual core CPU, the Intel Core 2 E6600 with 
clock rate 2.4 GHz and memory 1 Gbytes DDR2 667. The 
display card has GPU GeForce 7600 GT of NVIDIA Inc. 
and 256 MB memory. The program to simulate the 
approach was developed by Matlab. One noisy life-time IR 
images are used as test samples to assess the effect on the 
proposed approach. Their details are described in the 
following section. 
 
4.2 Test samples of the IR image  
 
In order to validate the proposed approach, one gray-scale 
noisy life-time IR images are collected as test sample, as 
shown in Fig. 2. There are 364 × 244 pixels in the images, 
respectively, and each pixel is represented by 8-bits in 
gray-scale. Fig. 2 shows people walking on the street on a 
rainy day. The people (objects) are small compared with 
the street scenery rendered as background. 
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         Fig. 2 An Infrared image taken of some people walking on the street       
                   on a rainy day. 
  

       
 
        Fig. 3 Shows Fig. 2 with impulse noise processed by FNR iteratively   
                 with 20% impulse noise. 
 

      

       Fig. 4 Shows Fig. 2 with impulse noise processed by FNR iteratively     
                with 30% impulse noise. 
 

     
 
      Fig. 5 The result of Fig. 3. iteratively processed by Fast noise           
                 reduction approach two times. 
 
 

     

 
        Fig. 6 The result of Fig. 4. iteratively processed by Fast noise    
                   reduction approach two times. 
 

      

 
 
       Fig. 7 The result of Fig.3. iteratively processed by MF two times,. 
 

    
 
       Fig. 8 The result of Fig.4. iteratively processed by MF two times,. 
   
 
In order for the small objects of interest in these IR images 
to be observed easily, quickly, and accurately, they have to 
be preprocessed using a noise reduction. 
The performances of FNR approach are address in this 
paragraph. Fig. 3 & 4 show the Fig. 2 with impulse noise 
20%, 30%. Fig. 5 & 6  exhibit the result of performing 
FNR to iteratively filter two times. the impulse noise is 
filtered out and preserve the edges, textures and detail 
information simultaneously Fig.7 & 8 iteratively processed 
by MF two times they show the more noises are not 
filtered out and more edges, textures and detail 
information are lost. In addition, the proposed FNR 
approach can preserve the edge and texture information 
regardless of increases in filter size while removing noise. 
When the filter size increases, the image processed by the 
MF is blurred, and the edges and texture information are 
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lost. The experimental results of performing the MF and 
FNR Table 1 illustrates the different performances 
between utilizing the MF and FNR approach on Fig. 3 and 
4 one time. The MF processes each pixel in a whole image 
so it has to perform a sorting algorithm 88,816 times for 
Fig. 3 and spend 24 ms. On the other hand, the FNR 
approach performs a sorting algorithm for noisy pixels 
only, performing the sorting algorithm 24,587 times for 
Fig. 3 and spending 15 ms, which includes finding the g 
max and g min  88,816 times. Hence, the computation load is 
reduced 37.5% by the proposed FNR approach. The FNR 
reduces the computation load 25%. 
A typical noise measure used is peak signal-to-noise ratio 
(PSNR) [3], defined as. 
 
PSNR =  10 log10(MAX2/ MSE)   (5) 
where MSE is the mean square error between the original 
and processed image and Max is the maximum gray scale 
of pixels, e.g., 255 for 8 bits. We use the PSNR to assess 
the noise reduction performance of the FNR approach and 
MF. 
 
Table 1 : The differences in performance between utilizing the MF and          
                the FNR approach on Fig. 3&4. 
 
Image Size (Pixels)       364×244 (88, 816) 

Noise Image  Fig.3(20% 
noise) 

Fig.4(30% 
noise) 

Noisy image PSNR(db) 34.11 32.26 

Processed by 
MF 

Sort times 88,816 88,816 
Process 

time(ms) 
24 24 

PSNR(db) 40.23 38.79 
Processed by 

FNR approach 
Time of 

finding g max 
& g min 

88,816 88,816 

 Sort times 24,587 30,832 
 Process 

Time(ms) 
15 18 

 PSNR(db) 43.45 41.39 
Process time 
improved by 

FNR (%) 

 37.50% 25% 

PSNR improved 
by FNR (dB) 

 3.22 2.60 

 
5. Conclusions 
 
In this paper, we present an effective FNR approach to 
reduce the noise of IR images. Based on the results shown 
in Figs. 5,6,7 and 8 and in Tables 1 the FNR approach 
possesses three main advantages. The first is that FNR 
approach utilizes noise detection based on IR imaging 
mechanism to identify noisy pixels in IR images, and 
median-based noise removal performed by Intro sorting 
with bits decomposition effectively decreases the 

computation load for performing noise reduction. It can be 
applied to real-time video processing by software. The 
second advantage of FNR approach is that remedies the 
shortcomings of MF while increasing the filter window 
size. Finally, no prior knowledge about the IR images. 
necessary and no parameter must be manually preset to 
perform the proposed approach. 
Experimental results demonstrate that the proposed 
approach can improve the performance of noise reduction 
and enhance quality IR images. In the applications of IR 
images, it is a considerable challenge to provide a removal 
on noise but not on the edges, text information and small 
objects of interest. In order to conquer the challenge, we 
propose an FNR approach consisting of the noise detection 
and noise removal. Experimental results demonstrate that 
the proposed approach can meet this challenge. 
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ABSTRACT 
Security Requirements prioritization is one of the important 

Processes in the Software engineering, which aims at 

identifying and prioritizing the most crucial security 

requirements for the software project. In order to 

systematically perform this activity, many approaches have 

been introduced so far. Despite of the functionalities offered, 

these techniques have got certain pitfalls imbibed in them 

such as inefficient and inappropriate requirement gathering 

prioritization and hike in the specified project budget that 

leads to degradation in the software quality and security. So 

there is an imperative need for the efficient solution to 

overcome them. Thus In this paper, we have proposed a new 

methodology to prioritize the software security requirements 

generation process. This methodology improves the security 

in software applications of the business environment by 

gathering the properly processed requirements, identifying the 

vulnerabilities and their corresponding threats. Thus, it leads 

to the reduction in the estimated budget of the software 

application along with the security implication.  

Keywords 

Security Requirements, Threats, Vulnerabilities, Assets, 

Prioritization, Security. 

 

1. INTRODUCTION 
Software applications have become frequently ubiquitous, 

heterogeneous and susceptible. As reported in CERT [26], a 

lot of threats are being directed towards software community. 

These threats are too dangerous and harmful in nature. We 

need to extend such systems which would be threat–free. 

Thus, our major focus is to identify all the vital threats and 

prioritize them. Insecure software system increases the cost, 

time and may lead to the loss of customer’s confidential data, 

which result into customer’s dissatisfaction about using 

software. 

To develop secure software, a lot of investments have to be 

done. In order to ensure safe and effective capital investment, 

we need to develop a threat-free system. If we don’t develop a 

secure system then losses will be imparted on the software 

industry and hence, other industries will also be affected [31]. 

In general, any software can easily be targeted by viruses, 

outside attackers, application threats and intruders, etc [31]. If 

redundant applications are embedded within our main 

software, then its efficiency will not only be degraded but 

may even be vanished. Consequently, its reliability and 

performance gets deteriorated. To avoid failure of software 

applications, most of the software engineers generate software 

security requirements. This stage identifies, captures all the 

major threats to the system  

                                                                                                   

and then constructs a firewall that can defend the system from 

all such threats. System Requirements have been developed 

by software generators to avoid failure of cost potential 

system [11, 12, 14, 23] which could get priority to be 

detected, sustained and further applied. Same principle may 

be applied to derive security mechanism. Our study shows 

that current software-development processes implement 

security events during design phase. In order to ensure safety 

of the software system, we must detect and collect the security 

requirements during early phase of SDLC. It thus intervenes 

with the efficient implementation by specifying the security 

related constraints. Contrastingly, the performance may be 

improved if we opted for some other mechanisms [10]. 

Security requirements are in sync along with functional 

requirements and hence are required to be captured along 

with. Security requirements should be accurate, adequate, 

absolute and non- conflicting with other requirements. Once 

they have been explicitly specified, they can then be 

implemented and maintained [33]. 

These requirements are associated with assets that must be 

protected and managed. Security requirements should be 

properly completed. If the assets are damaged, then it will be 

highly critical for the system and moreover, the value of the 

assets will also be increased. Some security systems (power 

point, Banking, Army plan, Science project) are more critical 

and their security is vital, because even a single threat can 

cause the complete failure of the system which may force the 

whole process to start from the scratch. 

We aim to develop a well-defined process for security 

prioritization. Our study shows that we need to use the 

requirement prioritization which will prioritize each security 

requirement according to asset value, vulnerability and threat 

to decrease the cost and hence reducing the application 

development time. 

2. RELATED WORK  
There are numbered of proposals for eliciting security 

requirements using techniques like an abuse case [4], misuse 

case [1, 2, 21, 22] common criteria [3, 24] or attack trees [6]. 

These had been implemented using templates [19] but do not 

signify integrated with the traditional requirement engineering 

process. There have been proposed certain methods of 

modeling languages and methodologies like secure tropos, 

extension of tropos methodology [29]. Intentional anti model 

extension of KAOS methodology with security requirement 

oriented to construct [30]. However, these proposals do not 

account for the cost effectiveness to ensure security.  

According to Fire Smith [7], the security requirements had 

been defined as being a necessary and fundamental 

component of the system that rendered detailed specification 
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of uncharacterized system behavior. He also distinguished 

security requirements had been discriminated from security 

related architectural constraints so that true security 

requirements can be figured out by the requirement engineer. 

Different types of security requirements as proposed by 

Firesmith [7] are given in [25]. Many vulnerability and 

security assessment tools have been developed [17, 19]. 

However, nearly all these efforts are collocated in finding 

vulnerabilities in the software that have been developed and 

deployed. Moreover, most of these tools [17] figured out 

security breaches in network-based systems. Clear point [20] 

is one of the methodologies to assess the overall security state 

of a software system that also takes into account the 

organizational security policies. 

Various Risk Management approaches are AHP method [5], 

Impact validation method [7], cost-value approach [8] and 

OCTAVE [28]. DREAD [26] has been signified, which 

enhance security measurement levels in accordance with 

applied risk levels. An approach has been proposed recently 

by N.Mayer in order to integrate security constructs and risk 

management techniques for information system development 

method. According to AHP method, Karlsson and Ryan [8] 

proposed cost-value approach. It suggests that the comparison 

of requirement pairs is based on their significance and 

applicable costs. The percentage proportion in accordance 

with each requirement with total value and total cost related to 

all requirements are manipulated [3]. 

Karlsson and Regnell [8] have defined the proposed Ordinal 

cost-value approach. They categorized requirements into three 

groups in accordance with their value to customers and their 

implementation costs.  

Impact validation method [7] suggested that every proposed 

requirement has an influence over acquired high level project 

targets. The most influencing requirement becomes the most 

critical one, and accordingly, the others may be given less 

priority. 

Octave model [32] made the organizations understand, assess 

and address their information security risks from the 

organization’s point of view. The analysis team had been 

formed of the people from operational, business and IT 

department and deals with addressing the security needs of the 

organization so that the risk of critical assets had been 

reduced. There had been no consideration of which security 

prioritization strategy to be applied for prioritizing the 

vulnerability and security requirements. OWASP does not 

anticipate [13] that OCTAVE will be used widely by 

application designers or developers, because it fails to take 

threat risk modeling into consideration, which is useful during 

all stages of development by all participants, to reduce the 

overall risk of an application becoming vulnerable to attack. 

Security Quantification Methodology [9] provided the proper 

steps to prioritize the vulnerability based upon security 

requirements. But this model lags to identify the security 

requirements and their counterpart vulnerabilities. In the 

absence of proper values, the project might be executed but 

failure triggered [15]. 

The proposed framework is hybrid of Octave and Security 

Quantitative model. First, we are going to address Octave 

model to identify the security requirement, assets, threats and 

organizational vulnerability. Then we have applied the 

Security Quantification Methodology to address vulnerability 

and security prioritization [32][16][9]. 

 

3.  PROPOSED FRAMEWORK   FOR 

EARLY   SECURITY   REQUIREMENT 

PRIORITIZATION 
The block diagram (see fig1) given below describes the major 

components and work flow of Hybrid Security Requirement 

Prioritization framework. 

3.1 Workshop-based approach 

The Workshop–based approach [7, 32] is used for gathering 

information and making decisions for organization. 

Knowledge elicitation workshops are facilitated by the 

analysis team of senior management, operational area 

management, project manager and staff. The purpose of the 

knowledge elicitation workshops is to identify the following 

information which could differ from organization to 

organization, depending on the perspective of business:  

 Important assets and their relative values.  

 Perceived threats to the assets. 

 Security requirements. 

 Organizational vulnerabilities.  

 

3.2 Relationship between vulnerability and 

error                                                                 

We need to gather all the vulnerabilities and respective error, 

which can cause these vulnerabilities in a particular software 

system [9]. 

3.3 Relationship between vulnerability and 

Security Requirement 

The next step is to identify a relationship between security 

requirements and vulnerability so that after ranking these, we 

can remove all the vulnerabilities from the security 

requirements [28]. 

3.4 Relationship between assets and 

vulnerability 
The relationship between assets and vulnerability [9] defines 

the impact of the vulnerability over the assets and then 

mentions the potential damage cost ((DANVXOY ((where 

DAiVjOk is the damage caused to the ith asset by the kth 

occurrence of the jth vulnerability))) to each asset caused by 

vulnerability occurrence. Then it defines the implementation 

cost. 

3.5 Calculate total damage 

Here we have been computing the total damage cost 

(TDVXOY) [9] which may be caused by vulnerability as per 

the assets. We need to get the total of all the assets damage 

values as per vulnerability occurrence. 

               𝑇𝐷𝑉𝑋𝑂𝑌 =  𝐷𝐴𝑛
𝑚
𝑛=1 𝑉𝑋𝑂𝑌                (1) 
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Fig 1:  Hybrid Security Requirement Prioritization Block Diagram 

 

3.6 Vulnerability Prioritization         

Vulnerability prioritization [9] is based on the difference 

between the total possible damage cost (TDVXOY) to each 

asset and the implementation cost (CVXOY) to remove errors 

which causing a vulnerability occurrence.  

    𝑃𝑉𝑋𝑂𝑌  = 𝑇𝐷𝑉𝑋𝑂𝑌  -𝐶𝑉𝑋𝑂𝑌                                  (2)  

 

 

Fig 2: Modified Security Quantification Methodology 

3.7 Security Requirement Prioritization 
Security requirements have been prioritized according to the 

value of vulnerability prioritization. First, we have to identify 

a relationship between security requirement and 

vulnerabilities. According to that relationship the value of 

vulnerability priority will be assigned to corresponding 

security requirement. 

 

Case1 – It is the sum of the priority values of all 

vulnerabilities, if corresponding to one security requirement 

there are more than one vulnerabilities. 

Case2 – If there is only vulnerability corresponding to 

security requirement than what so ever is the value of 

vulnerability priority that will be assigned to the security 

requirement. 

4. A HYPOTHETICAL SECURITY 

REQUIREMENT PRIORITIZATION 

ANALYSIS        
In this section, we will implement the proposed framework 

using a case study of “Online Banking system (OBS)”.                       

In this application, the customer can create an account 

electronically through internet and can get the account id on 

their email-id. The customer can perform online transactions 

through electronic payment gateways and can also inquire 

about account details viz canceled transaction details, etc. 

4.1 Implementation and Results  
In order to elicit the software requirements for OBS we have 

used the Workshop–based approach. After applying this, we 

have collected the number of Assets, Vulnerabilities, Threats 

and Security Requirements and defined the relationship 

between each other.  

 

We have summarized six assets and their corresponding 

vulnerabilities in the following table. 

 

 

 

 

 

Workshop- based 

approach 

Identification of Assets  

Identification of Security 

Requirement  

Identification of Threats 

Identification of 

Vulnerability, 

Identification of Assets 

value  

Identification of error 

Identify relationship 

b/w Vulnerability 

&error 

Identify relationship 

b/w assets & 

vulnerability and apply 

asset damage cost and 

removing vulnerability 

cost   Calculate total damage 

caused by vulnerability  

Prioritize Vulnerabilities  

Identify relationship b/w 

Security requirement & 

vulnerability  

Security Requirement 

Prioritization 

Project report 

Old Database 

Prioritized 
Prioritized 

 Security 

 

3.1 Identify 

relationship 

between 

vulnerability 

and error 

3.2 Identify 

relationship btw 

security 

requirement and 

vulnerability 

      3.3 

Relationship 

between 

asset and 

vulnerability  

3.4 Calculate total 

damage cast that 

caused by the 

each vulnerability 

           3.5 

Vulnerability 

Prioritization 

3.6   Security 
Requirement 

Prioritization 
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Table 1: Measure of Relationship between assets and 

vulnerability occurrences 

Assets Sql 

injection 

Vulnerabil

ity 

Buffer 

overflow  

Vulnerability 

Missing 

resource 

file 

Vulnerabil

ity 

Security 

issues 

Vulnerab

ility 

User 

Login IP 

 

DAuVsqlO1 

=2.000, 

CVsqlO1=1,
000 

  DAuVsiO1

=7.000, 

CVsiO1=1,
000 

Credit 

card IP 

 

 DAciVbovO1=4.

000,CVbovO1 
=1,000 

 DAciVsiO

=8.000, 
CVsiO1=1,

000 

Debit 

card IP 

 DADcVbovO1=6.

000,CVbovO1=1,
000 

 DADcVsiO

1=10.000, 
CVsiO1=1,

000 

Communi

cation  

page  

  DAccVms 

O1=4.000 
CVmsO1=1

000 

 

Cancellat

ion IP 

DAciVsql

O1= 1.000, 

CVsqlO1=1

,000 

DACiVbovO1 

=2.000,CVbov 

O1=1,000 

  

Make 

payment 

IP 

   DAMpVsi 
O1 =9.000 

CVsiO1=1

,000 

TDVXO

Y 

3,000 12,000 3,000 34,000 

 

The Total damage cost per assets for the OBS is (3,000, 12, 

000, 3000, 34000). Thus Information content with the highest 

value of total damage cost is most valuable and it has got the 

first priority. 

 

Graph 1: Measure of Vulnerability Prioritization 

Graph1 shows the prioritization of different vulnerabilities. As 

per result, after applying the equation2, Vulnerability 

Prioritization has been ordered. Security issues vulnerability 

has first priority then buffer overflow vulnerability has second 

priority and so on. 

Finally, we have arrived at our real task that is the calculation 

of priority of security requirement. We calculate the priority 

of security requirement just from the value of vulnerability 

priority. 

Table 2: Measure of Security Requirement Prioritization 

Security 

Requirem

ent  

Assets 

Name 

Vulnerabil

ities  

Vulnerab

ility 

prioritiza

tion value  

Security 

Require

ment 

Prioritiza

tion 

Authorizat
ion 

Requirem

ent  

Ussr login 
page, Credit 

card info, 

Debit card 
info, 

Communicat

ion channel, 
Make 

payment 

page 

Security 
issues  

Missing 

Resources  

33,000 
3,000 

36,000 

Authentic

ation 

Requirem
ent  

Communicat

ion channel, 

User login 
page,Cancell

ation page 

Sql 

injection 

Security 
issues 

2,000 

33,000 

35,000 

Privacy 

Requirem
ent  

Communicat

ion channel 

Missing 

Resource 

3,000 3,000 

Integrity 

Requirem
ent  

Credit card 

info page  
Debit card 

info page  

Cancellation 
page 

Sql 

injection 
Buffer 

overflow  

2,000 

11,000 

13,000 

Identificat

ion 
Requirem

ent  

User login 

page  
Communicat

ion channel 

page  

Missing 

Resources 

3,000 3,000 

 

Table 2 shows the different requirements and the values of 

their associated vulnerabilities, that we used for the process of 

prioritization of security requirements. 

 

 

Graph 2: Measure of Security Requirement Prioritization 
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Graph2 shows the prioritization of different security 

requirements viz authorization, authentication, integrity, 

privacy and identification with respect to the occurrence of 

different vulnerabilities such as buffer overflow, sql injection, 

missing resources and security issues. It has come to notice 

that the Authorization Requirement has got the first priority, 

Authentication Requirement has second, Integrity 

Requirement comes at Third level; Privacy and Identification 

Requirement have fourth priority.  

 

5. CONCLUSION                                          
In this paper, we have presented the techniques for 

discovering security requirements along with functional and 

non-functional requirements. In addition, we have shown a 

method first to prioritize the vulnerabilities and based on that 

we prioritize the security requirements. We have illustrated 

this method with the help of example. Further complexities in 

these techniques are under processing. We are also 

implementing a system-based tool to incorporate these steps. 

In the future, try to be extend this work to incorporate the 

security characteristics, besides the CAME tool MERU [9 will 

be initiated in the construction of method, which includes the 

security engineering.  
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Abstract— Appropriate solution to illustrious Cache 

Coherence Problem in shared memory multiprocessors 

system is one of the crucial issue for improving system 

performance and scalability. In this paper we have 

surveyed various cache coherence mechanisms in 

shared memory multiprocessor. Various hardware 

based and software based protocol have been 

investigated in depth including recent protocols. We 

have concluded that hardware based cache coherence 

protocol are better than software based protocol 

according to presently available protocols, but 

hardware based protocol have added the cost to 

implement them. In comparison analysis of protocols on 

SMP Cache simulator by varying certain parameters 

we noticed that the Dragon Protocol is giving the best 

results in terms of number of hits at great extent. As 

software based cache coherence protocol are more 

economical therefore more devotion is needed for 

software based protocol as they show great promise for 
future work. 

Keywords—Shared Memory, Multiprocessors, Cache 

Cohernce Problem, Hardware Based Protocol, Software 

Based Protocol. 

I. INTRODUCTION 

These days the speed of processor is increasing 
exponentially. Multiprocessors are the best type of 
computer responsible for continuously increasing 
computing power. Among these multiprocessors with 
shared memory is the most efficient class of 
multiprocessors. In 2000, the sales of shared-memory 
systems with more than eight processors passed $16 
billion [1].  In multiprocessors system with shared 
memory, work load can be divided among these 
processors therefore, they work faster than 
uniprocessor. These systems allow the easier 
development of parallel software and also can 
increase the system throughput, reliability and they 
are economical too.  

The shared memory multiprocessors suffer with 
significant problem of accessing shared resources in a 
shared memory it will result in longer latencies 
consequently the performance of the system will get 
affected. With the object of solving the problem of 
increased access latency due to large number of 
processors with shared memory, Cache is being used. 

Every processor has its own private cache, now they 
can update or access the data comfortably but again it 
leads to another serious issue i.e. cache coherence 
problem. 

Cache coherence problem arises when multiple 
processes are trying to access the same data for 
updating purpose or one processor is trying to modify 
the data and rest processors are trying to read 
simultaneously. It may lead to inconsistent state of 
data at cache of different processors and the main 
memory. We will discuss the solutions of cache 
coherence problem in detail. 

In shared memory multiprocessors system where 
we can have multiple copies of same data in the 
private cache of processor. If all the processors are 
allowed to independently update the data then it will 
lead to malfunction. This is the well-known 
impression of cache coherence problem. We call the 
cache of the system coherent only if every read 
operation results in the value which is updated by 
previous write operation, even by the process at any 
other processor of that system. To resolve this 
problem the system must comprise of some 
mechanisms to maintain the coherent view of 
memory and assures execution of program with 
correct version data.  

Cache coherence problem has attracted the 
attention of various universities and companies in last 
two decades. In fact the researchers had come out 
with lots of solutions to this problem. This problem is 
not only forcing the mal-functioning of the program 
but also impacting the system performance 
drastically. Efficiency of cache coherence depends on 
system  

II. BACKGROUND 

On the basis of write operation Cache Coherence 
Protocol can be categorized as [2]: 1.Write Update 
2.Write invalidate. Difference between these two is 
that when one processor issues write operation 
Invalidate protocol modifies the copy of cache and 
invalidates all other copies of that data block. In case 
of update protocol it will not only write on that 
processor’s cache which is trying to update but also 
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will forward this change to other existing copies. In 
1993, Gee et al. compared invalidate, update, and 
adaptive protocols for cache coherence in [3][4]. 
They showed that invalidate protocols were best for 
vector data, update protocols were best for scalar 
data, and adaptive protocols were the best on 
average.  

On the basis that how memory is updated we can 
categorize these protocol as [2] : 1.Write Through 
Protocol 2.Write Back Protocol. In write through 
protocol, when processor tries to update the shared 
data block, it will update in memory too. But in 
write-back protocol when processor tries to update, 
the main memory can be updated as:  

 When the only valid copy of data block is 
available in the processor and it replaces that 
block 

 When processor reads it from another 

processor’s cache. 

We can classify cache coherence mechanisms as: 

1.Software-based solutions: These solutions 
generally rely on compiler or operating system 
dealing with coherence problem. Hardware-based 
solution:  This approach can deal with coherence 
problem at run time. 

If we compare these two strategies then we see 
that though hardware based solutions are expensive 
as it adds up new hardware cost but it is scalable up 
to hundreds or thousands of processors [5]. But when 
it come to software based solution, since it is not 
adding any hardware so cost is not getting enhanced 
but its scalable up to 32 processors only. And 
software based protocol are not capable to deal with 
coherence problem at run time.  

III. HARDWARE BASED PROTOCOL 

A. Snoopy Protocol 

Snoopy Cache Coherence Protocol is primarily 
suited for multiprocessors system with shared 
memory that has bus with global interconnect, as the 
shared bus provide very inexpensive and fast 
broadcast to exchange coherence information among 
processors. It strictly maintains consistent view of 
data as any update done by the processor is 
immediately visible to all other processors of that 
system. But the shared bus becomes bottleneck for 
large number of processors. Though it can be 
resolved by increasing the bandwidth of the bus but 
consequently it will increase the memory delay. 
Therefore this protocol can be scaled up to 32 
processors only[6]. 

B. Directory Based Protocol 

In Directory Based Protocol the global system-
wide status information relevant for coherence 
maintenance is stored in some kind of directory [7]. 
The responsibility of coherence is predominately 
delegated to centralized directory controller. On 
individual request from local cache controller, the 
centralized controller checks the directory and issue 
necessary command for transfer of data between 
caches or cache and memory. It also keeps the 
information about status, so that any local action 
which can impact the global state of block must be 
acknowledged to the central controller. 

There is also a private cache, which keeps local 
state information about cached block. We can 
organize this global directory as [8]: 

 Full Map Directory: In this all the 
cache can have a copy of every data block, 
i.e. each directory entry has P pointers 
where P is a number of processors of that 
multiprocessor system. The first protocol of 
this class was developed in IBM 3081[ 9]. 

 Limited Directory: This scheme 
reduces the size of directory by having 
limited number of pointers for each entry in 
the directory without any concern with 
number of processors. The organization of 
limited directory scheme is described in [10]  

 Chained Directory: Chained 
directory imitates the full map directory 
scheme by distributing the directory among 
caches. This scheme does not restrict the 
number of copies of shared data block. It 
actually keeps the track of shared data block 
by maintaining a chain of directory pointers 
and it does not use broadcast too that mean 
it does not introduce any increase in the 
traffic 

These days many commercial multiprocessor 
systems implement directory-based coherence 
including the new SGI Origin which can have 1,024 
processors in a maximal configuration.[11] Many 
versions of directory schemes have been proposed 
and many machines with hardware cache coherence 
have been built [12] [13] [14] [15]. 

C. Hybrid Cache Coherence Protocol  

As we know that different data block present 
different access behavior, for this we require Cache 
Coherence Protocol which is capable of applying 
more than one protocol, is known as Hybrid Cache 
Coherence Protocol. This protocol has potentially 
enhanced the performance of multiprocessor system. 
It uses two basic protocol viz. invalidate protocol and 
update protocol[16][ 17 ]. 
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In Hybrid Cache Coherence Protocol we have 
decision function as quintessence, which selects the 
appropriate protocol prior to or during execution of 
the program. The decision function is classified as:1.  
Online Decision function. 2. Offline Decision 
Function. In Dynamic or Adaptive Hybrid Cache 
Coherence protocol, the shared data block residing in 
specific cache might get updated during the execution 
of an application. Hybrid Cache Coherence Protocol 
is also known as Competitive Update Protocol. The 
performance of this protocol is not good when we 
have migratory data i.e. data which is read or 
modified by multiple processors. 

D. Lock Based Protocol  

This Lock Based Cache Coherence Protocol is 
improvement of Directory based protocol presented 
in [18]. This is more promised towards scalability 
than directory based scheme by implementing scope 
consistency. The scope consistency is a compromise 
between lazy release consistency and entry 
consistency [18]. In this mechanism we do not have 
directory. All the memory coherence actions are 
taken through reading and writing to and from lock, 
which takes care of shared memory. When lock gets 
released it sends all the write notices to the home of 
the lock and all the modified memory lines. On 
acquisition of lock, processor knows from the home 
of the lock that which lines have been modified and 
can also access those modifications. This mechanism 
is more scalable as no directory is required but this 
scheme is slow as processor has to wait until lock is 
released and for all the writes to be transmitted and 
acknowledged. 

 

IV. Software Based Protocol 

A. MSI Protocol 

This is basic protocol for write-back cache. It has 
three states, used for write-back cache to determine 
the valid data block which is not modified (dirty 
blocks). These states are: 

 Modified: This is also known as 
dirty state. This cache has the only valid 
copy of data blocks, even main memory has 
incoherent copy of that shared data block. 

 Shared: This means it is consistent 
copy of data. 

 Invalid: This means that it is 
inconsistent copy of shared data block. In 
this protocol before write operation, all other 
copies of data shared data block must be 
invalidated. 

 

B. MESI Protocol 

It is also known as Illinois protocol, due to its 
development in university of Illinois at Urbana- 
Chanpaign [19]. This protocol is very renowned, 
supports write-back cache. It is better than MSI 
protocol as for every write operation there are two 
transitions, even when that data block is not shared 
then too. In the first transition it gets the memory 
block in shared state and in second transition causes 
write it also changes the state of that data block to 
shared state from modified state. It adds a new state 
to MSI protocol i.e. Exclusive state which reduces 
the traffic because of write operation of shared data 
block. 

C. MOSI Protocol 

MOSI is also an extension of basic MSI protocol. 
One new state has been added to it i.e. Owned state. 
When the cache line is in owned state has the most 
recent and correct copy of data. This new state:  (i) is 
like shared state of data. (ii) it is also like modified 
state as main memory can have the stale copy of the 
data. At a time only one cache can be in owned state 
and all other cache hold the data in shared state. After 
writing, it changes to shared state by modifying the 
main memory. 

D. MOESI Protocol 

MOESI protocol encompasses all of the possible 
states used in other protocols. It has five states. The 
Owned state represents the data which is modified 
and shared. This avoids the need to write modified 
data back to main memory before sharing it. 

E. Dragon Protocol 

Dragon protocol was first time proposed by 
researchers at Xerox PARC for their dragon 
multiprocessor system [19]. It consists of four states: 

 Exclusive Clean (Exclusive): It’s 
like exclusive state of cache. In this case 
maim memory is up to date. 

 Shared Clean: More than one cache 
can have this data block but it may or may 
not be consistent with main memory. 

 Shared Modified: More than one 
cache can hold this data block, but main 
memory does not have the recent copy of 
that data The responsibility of updating this 
data block has been delegated to cache. At a 
time only one cache is in this state. 

 Modified: It is like modified state 
of MSI protocol, which can modify shared 
data block and at this time main memory has 
stale copy of that data block which is 
updated by cache. 
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It does not have any explicit invalid state like 
MOSI, since it is an update-based protocol. It keeps 
the cache up-to-date, therefore we can use the data 
present in this cache at any time if the tag match is 
successful. 

V. CSC(Coherent with Shared Cache) Protocol 

This is the most recent cache coherence protocol, 
introduced in 2010 [20]. In this processor has three 
cache memories: 1.Current processor’s private cache 
(local cache), 2.Remote processor’s private cache 
(remote cache),   3.  SC-cache. The SC-cache (Shared 
Coherence cache) is a small capacity cache, placed 
between private cache and the bus. This protocol is a 
combination of write-through and write-back 
mechanisms. This includes four states: 1.PI (Private 
Invalidate) 2. PD(Private Dirty) 3. PE (Private 
Exclusive) 4. SS (Share Shared). 

The first three states are for local and remote 
cache but the fourth state exists in SC-cache only. In 
CSC protocol processor first access the local cache, if 
miss occurs then it searches at remote cache and if 
again miss occurs then local cache controller 
broadcast this request in the bus. The simulation 
results showed that as compared to Dragon protocol 
and MESI protocol, CSC protocol has reduced the 
number of times the write back to main memory and 
number of times the read operation and also total 
execution time is also reduced by nearly 10% [20]. It 
is better to employ CSC protocol with SC-cache then 
traditional protocol.  

VI. MECSIF Protocol 

MECSIF is recently developed hybrid cache 
coherence protocol which takes advantage of both 
directory based and snoopy protocol. This protocol 
introduced a small volume directory—DCache, 
which has overcome the problem of the shortcoming 
of undifferentiated broadcasting in snoopy protocol. 
[21]. It has seven states given as following: 1. E: 
Exclusive, 2. PC: Primary Clean, 3. SC: Slave Clean, 
4. M: Modified, 5. S: Shared, 6. F: Forwarding, 7. I: 
Invalid. Simulation results show that the MECSIF 
protocol extent improves the efficiency of processor 
data access comparing with MESI  protocol [21]. 

VII. Related Work 

We have used SMP Cache simulator, by varying 
some parameters and keeping certain parameters fix 
we have drawn various results. As shown in table1. 
The Dragon Protocol is giving the best result in terms 
of increased number of hits and by reducing number 
of misses at great extent. The best results are shown 
in table 1. On whole we can conclude that if we want 
the best performance than SMP Cache simulator says 

that the selection of dragon protocol will be the best 
decision. 

TABLE I.  COMAPRISON ANALYSIS. 

Sr. 

No. 

 Cache Miss Ratio 

Set Associative MSI MESI DRAGON 

1 2- Way 0.8794 0.1418 0.0095 

2 4-Way 0.1387 0.1337 0.0313 

VIII. Conclusion  

This survey tries to give a comprehensive 
overview of hardware and software-based solution to 
cache coherence problem in shared memory 
processor. Both approaches perform well but their 
selection depends on the type of access pattern of 
shared data block and also number of processors we 
want to connect. Cache coherence significantly 
impacts the performance of the processor. The 
performance includes latency, bandwidth and 
protocol overhead.  

Despite of considerable advancement in this 
discipline it’s still very active research area. There 
exist many research topics like verification of 
protocol correctness, performance evaluation, 
comparison, size of the directory, minimization of 
protocol overhead. And more, which are needed to 
digged in the future. 
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Abstract—In the current financial crisis and the growing need for 
quality education, the educational institutions are under 
increasing pressure to deliver more from less. Both public as well 
as private institutions can use the potential benefit of cloud 
computing to deliver better services even with fewer resources. 
Application of Cloud Computing in Education not only relieve 
the educational Institutions from the burden of handling the 
complex IT Infrastructure management as well as maintenance 
activities but also lead to huge cost savings. Government of India 
is having the ambitious plan to raise the present 16 million 
enrolments in higher education to 42 million by 2020 as well as 
interconnect electronically India’s 572 universities, 25,000 
colleges and at least 2,000 polytechnics for enabling e-learning 
and content sharing across country. The lunch of low cost, 
affordable Aakash tablet PCs for the student community is likely 
to increase the number of users’ for educational online resources 
exponentialy. In this paper we have studied about the benefit of 
use of cloud computing by educational institutions.

Keywords-National Knowledge Network (NKN);Virtual Computing 
Lab(VCL;Meta-University; Cloud Computing & Total Cost of 
Ownership(TOC).

I. INTRODUCTION

Financial crisis as well as the exponential demand for 
quality education has put the educational institutions is under 
increasing pressure to deliver more from less. By sharing IT 
services and resources among themselves educational 
institutions can better concentrate on their core academic and 
research activities.  

Cloud computing is an evolutionary step in computing that 
unifies the resources of many computers to function as single 
entity, allowing the construction of massively scalable systems 
that can take in and store, process and analyze all the  data[2] 
of an organization. With cloud computing as part of IT 
strategy, an organization can increase their capacity without 
compromising security or requiring the educational 
institutions to make heavy infrastructure investments while 
helping to lower the Total Cost of Ownership (TCO). 
Therefore they need to find ways to offer rich and inexpensive 
services and tools [1] for academic and research activities with 
the right balance of on-premise and cloud services.

By combining the best practices of Virtualization, Grid 
computing, Utility computing and Web technologies the 
Cloud computing is a resultant computing infrastructure that 
inherits the agility of Virtualization, scalability of Grid 
computing and simplicity of Web 2.0.  

Cloud Computing is a recurring expenditure model and is 
much like telephone or electricity expenditure and hence it is 

accounted as standard Operating Expense (OpEx). OpEx is 
beneficial as it gives the flexibility to terminate costs at will. 
With a capital purchase, the server or software being acquired 
is fully committed to regardless of whether it is being utilized 
or not. The ongoing costs by way of depreciation or financing 
costs still need to be borne contrast to OpEx, where, in case 
the item is no longer required, payments can cease 
accordingly. Due to this reason many organizations prefer 
leasing vehicles in place of purchasing them outright. 

In this paper we have compared the costs of Total Cost of 
Ownership (TCO) versus Cost per User per Month model 
for an organization of 30 users for a period of 3 years. 
Another analysis for replacing 5 PCs for an Office 
environment by shifting to cloud computing for an analysis 
period of 3 years was also found very impressive in terms of 
cost savings as well as other benefits like relieve from the 
burden of maintenance of computing infrastructure etc.  

The rest of this paper is organized into 9 Sections. Section-
2 is about cloud computing application in education while 
section-3 is about the virtual computing lab. In Section-4 we 
have made a comparative study on Cloud versus Total Cost of 
Ownership. In section-5 we have mentioned about cloud 
initiative in Singapore Polytechnic. Section-6 is about the 
India cloud scenario in education. Section-7 is about the 5 
steps for integrated cloud management. Section-8 is a case 
study on Ben-Gurion University, Israel. Finally section-9 is 
our observations & conclusion. 

II. APPLICATION OF CLOUD COMPUTING IN EDUCATION

Cloud computing offers the educational institution the 
opportunity of concentrating more on teaching and research 
activities rather than on complex IT implementation. 

Many universities have already utilized the potential and 
efficiency of cloud computing in higher education. Among 
which we mention University of California, Washington State 
University’s School of Electrical Engineering and Computer 
Science, higher education institutions from UK, Africa, U.S 
and others. By utilizing the cloud services, North Carolina 
State University achieved substantially decreasing expenses of 
software licensing as well as reduced the campus IT staff from 
15 to 3 employees with full working schedule [3].  

Florida Atlantic University (FAU) established in1964 is 
the first public university in southeastern Florida with intake 
capacity of more than 29,000 students from a main campus in 
Boca Raton and 6 other campuses across southern Florida. 
Students are offered more than 170 degree programs. The 
faculty researchers use more than 40 research centers and the 
university offers hundreds of cultural and educational events 



every year [4]. By virtualizing its data center using Hyper-V (a 
hypervisor based server virtualization product that allows 
consolidating workloads onto a single physical server), the 
University has been able to trim IT costs by at least U.S. 
$600,000 and deliver new IT services without expanding its 
staff. The University was able to run Blackboard on Linux in 
the Hyper-V [22] environment, simplifying administration and 
delivering increased performance. By distributing computing 
power across campus locations and adding virtual machines 
on demand, the university can deliver higher availability of IT 
services and give students and staff a better computing 
experience [5]. 

Aga Khan University in Pakistan found that cloud 
computing helped strengthen security and improve protection 
against viruses, resulting in 66% reduction in calls to the IT 
department. 

Cloud computing environment teaching resource library has 

the following characteristics: 

• Stable with a powerful, convenient, fast search and 
query capabilities  

• Standardization, classification specifications, user edit 
and use. Conducive to building the sustainability of the 
repository 

• All information and data are in the clouds, local no 
need to retain and backup 

• All types of users at all levels can be quickly and easily 
find the resources and the corresponding functions, and 
can be easily controlled cloud and treatment. 

A. SaaS for Higher Education 

Microsoft Live@edu is a program that provides students, 
staff, faculty and alumni long-term, primary e-mail addresses 
and other applications that they can use to collaborate and 
communicate online etc free of cost to educational Institutions. 
Students will be using Microsoft products similar to those 
used in many workplaces that help to prepare them for jobs 
after college. Microsoft’s new customers include Portland 
Public Schools, Oregon; University at Albany, Fashion 
Institute of Technology, Vanderbilt University, City of 
Alexandria, Va [6] etc.  

B. Cloud Computing in Distance Education 

Modern Distance Education goal is to achieve 4A, namely 
Anyone, Anytime, Anyplace & Anything i.e. any person at 
any time, any place can be any content learning [7]. However, 
the services that current distance education sites to the leaner’s 
are far away from 4A.The organizations of educational 
resources are basically still in the information level, far short 
of the level of knowledge etc. 

With the development of distance education network, the 
experiment has played an important role in learning. 
Experimental teaching is conducive to individualize learning 
for specific individual students with different learning 
requirement. Experimental teaching plays unique role as it has 
nonverbal communication and evaluation functions in the 
process of teaching. The basic requirements of students’ 
hands-on practice are possible in experimental teaching while 
the distance learning mode cannot meet this requirement. 

Collaborative Learning creates a community in which 
students can get emotional support as well as build trust 
among students [21]. 

Distance education based on Cloud Computing services 
will change this situation. With broadband Internet access the 
users are able to get all kinds of materials required for 
personal study environment by simply signing into their 
account. The cloud computing enhanced network flexibility 
and agility to learn and reduce the cost and difficulty of Web 
learning resources and services .It can supply a way of agile 
and flexible learning and a rich learning environment, helping 
to improve learning productivity and ultimately improve 
learning outcomes. 

By combining the resources of different educational 
Institutions in the cloud will cut the resources investment to 
single [8]. The personal terminal devices which may be not a 
high quality to access the internet, the users can enjoy the 
cloud service and they don't need to upgrade the software. In 
order to avoid reconstruction and upgrade, there exists service 
or many services to store the resources [9].  

In Cloud Computing teachers and students and students 
and students can implement collaborative learning such as the 
online exchange, online document editing, On-line using the 
concept map tool like Google Collaboration Platform [10]. 
Students will receive some emotional support in this 
community and there will formulate incentives to overcome 
the lazy in self-study between companies. 

III. THE VIRTUAL COMPUTING LAB(VCL):A CLOUD COMPUTING 

SOLUTION FOR EDUCATION

Universities that are deploying a cloud expect some 
interesting benefits not associated with traditional labs and/or 
student workstations [11]. Some look forward to the increased 
personal safety of their students and the associated reduced 
security costs due to the ability to close those labs at night or 
even permanently. Students can access VCL using their 
laptops or workstations from their dorms or from home. Some 
universities are redefining those spaces for student 
collaboration environments or for other purposes and 
activities, saving construction costs etc. 

Some of the benefits of VCL are summarized in the table: 

TABLE I 

Beneficiaries Benefits 
Students • Raises computing resource accessibility, even in 

underserved districts 

• Increases availability and integrity of data, 
applications and research materials 

• Adds mobility 

• Reduces client application and system resource 
footprint 

• Amplifies application and computing performance 

• Improves server and data storage capacity 

• Offers convenient web access to the VCL

Faculty • Grants accessibility to virtual machines 

• Schedules delivery of assignment instructions, 
study materials, syllabi or software 

• Enables faculty to create custom images for 
specific course, independent of (and not conflicting 
with) other faculty course images 

• Unites departments and campuses to eliminate 
information silos to deliver comprehensive 



educations

Administration • Standardizes applications and processes 

• Provisions software, resources and management of 
data

• Lightens the burden of software version control 

• Reduces total cost of ownership by nearly 50% to 
90% 

• Lowers the need for in-house IT staff 

• Cuts resource management costs including power 
and cooling 

• Raises server utilization and software licenses, 
reducing purchasing requirements 

• Brings greater virtualization 

• Optimizes resource allocation

IV. CLOUD VERSUS TOTAL COST OF OWNERSHIP (TCO) 

Storage is a considerable part of any desktop 
virtualization solution. Desktop virtualization software allows 
deploying and managing desktop environments and 
applications centrally. User access can be provided to a virtual 
desktop over standard network infrastructure without affecting 
the users’ level of control over their desktop environments. 
The following table(survey by cloudservices@dincloud.com) 
gives the comparative cost for Total Cost of Ownership (TOC) 
for 3 years and Cost per user per month (Cloud Computing) 
for 30 users for virtual Desktop [12]. 

TABLE II 

Items 3 Years 
TCO

Cost/User/month 

Hardware $ 761,892 $ 622.45 

Cables $ 480 $ 0.4 

IP Address $ 59,018 $ 48.21 

Management Nil Nil 

MDS(Multilayer Director Switch) $ 17,895 $ 14.62 

Server $ 117,811 $ 96.24 

Storage $ 227,178 $ 185.6 

Switch $ 338,660 $ 276.69 

Thin PC $ 850 $ 0.69 

Software $ 210,019 $ 171.57 

Hosted Virtual Desktop( HVD) 
Software 

$ 43,414 $ 35.47 

Monitoring & Alerting $ 5,524 $ 4.51 

Office Standard $0 $0 

Patch Management $ 2,618 $ 2.14 

Profile Management $ 2,166 $ 1.77 

Profile Mobility $ 5,083 $ 4.15 

Security $ 3,507 $ 2.87 
Server License $ 116,429 $ 95.12 

Virtual Desktop Infrastructure( 
VDI) Assessment 

$ 1,666 $ 1.36 

Security Manager $ 8,000 $ 6.53 

Server Security $ 1,200 $ 0.98 

Virtual Desktop $ 14,746 $ 12.04 

Security Nil Nil 

Email Security $ 2,611 $ 2.13 

Virtual Firewall $ 3,055 $ 2.5 

Support $ 46,930 $ 38.34 

Administration $ 28,215 $ 23.05 
Deployment $ 3,465  $ 2.83 

Help Desk $ 10,800 $ 8.82 

Power & Cooling $ 4,450 $ 3.64 

Grand Total $ 1,018,841 $ 832.36
Hence the total savings is $ 10, 18,009/-  

A. Cloud vs. On-Premise Calculator 

The following table shows the cost of On-premises versus 
Cloud computing environment [13] for an analysis period of 
36 months (3 years) which is considered standard life of 
computing infrastructure. However, the analysis period and 
the number of PC to be replaced can be increased or decreased 
as per the requirement of the user. The calculations are for an 
identical office environment for 5 computers(10 users) 
developed by Uptime Systems, 708 South 3rd Street, 
Suite 110E, Minneapolis, MN 55415. 

TABLE III 

UP-FRONT COSTS

Direct/Indirect Cost On-premises Cloud 
Hardware: Server ,End points $ 5,500 

Nil Server  OS & Client Access License $ 1,500 

Backup Hardware & Software $ 2,000  

Auxiliary Server Equipment $ 500  

Installation/Migration Costs $ 4,000 $ 3000 

                                                                  Total $ 13,500/- $ 3000
MONTHLY COSTS

Proactive Maintenance & Monitoring $ 300 Included 

Backup Costs ( Offsite/Online) $ 50 Included 
Spam Filtering/POP3 Nil Nil 

Hosting Costs Nil $ 450 

Total Monthly Costs $ 350 $ 450 
Source: www.uptimesystems.net/Cloud

TABLE IV 

Variable costs
 Unplanned Repair Costs $ 2000 Nil 

SAVINGS ON PC'S
No. PC's to Replace Over Analysis Period Nil 5* 

Savings per PC on Hardware Nil $ 200 

Savings per PC on Setup Labor Nil $ 200 

Savings per PC on Microsoft Office Nil $ 200  

Total Savings on PC's Over Analysis Period     
=($200+$200+$200) x 5 

Nil $ 3,000 

*No of PCs & analysis period can be increase/decrease as per 
requirement.  

Total cost over estimated life of 36 months for On-
premise=$13,500/- + (36x $350) +$2000-0=$28,100/- 

Total cost over estimated life for cloud=$3000/-+ (36 x 
$450) +0-$3000/-=$16,200/- 

Hence the saving for moving to cloud by replacing 5 PCs 
was $11,900/-. 

TABLE V 

OTHER FACTORS On-premises Cloud 
Accessible from Anywhere Maybe Yes  

Subject to Facility Problems *Yes No 

Built-In Business Continuity No Yes  

Scalable No Yes 
Built-In Branch Office Support No Yes 

Consistent Desktop Environment No Yes 

Microsoft Office Built-In No Yes 

Secure & Private Maybe Yes 

Likelihood of Outage Low-Medium Very low 

Financing Necessary Maybe No  

*An on premise server is subject to problems with the building, power, 
Internet, etc.  

*With the business in the Cloud, the user has a built-in Business 
Continuity/Disaster Recovery plan.  

*Owning a server is rigid and expensive to scale.  

 *Cloud allows flexibility and scalability. 



*Virtual WORKPLACE provides a consistent desktop environment no matter 
where you are.  

*Office licensing can be built into users plan and they are automatically 
entitled to new versions. 

*Virtual WORKPLACE is protected by state-of-the art security and privacy 
systems.  

*Virtual WORKPLACE guarantees 99.99% uptime. The significant up-front 
costs of a server may force user to obtain financing. 

From the above analysis in both the cases the savings for 
moving to Cloud is impressive. The savings per user per 
month for the analysis of TCO versus cloud was $942.60 
whereas the savings in case of replacing office PCs by moving 
to cloud was $33.05. In terms of cost savings the option of 
moving to cloud in comparison to TCO was more economic 
than replacing the PCs. 

(i) On-premises versus Cloud: 
The following table gives the details of the resources the 

user have to manage in On-premises, Hosted and Cloud 
environment: 

TABLE VI 

On-premises Hosted Cloud

Application
Runtimes 
SOA/Integration 
Databases 
Server Software 
Virtualization 
Server Hardware 
Storage 
Networking

Application
Runtimes 
SOA/Integration 
Databases 

Application

Hence in case of On-premises the entire responsibility of 
the computing environment is bestowed on the user. 

V. SINGAPORE POLYTECHNIC CLOUD COMPUTING CENTER

Singapore Polytechnic Electrical and Electronic 
Engineering Cloud Computing Center (SPE3C3) at Singapore 
Polytechnic (SP) is the pioneer institute in Asia Pacific to 
equip its students with the latest skills in cloud computing 
through an operational data center environment. 

Conceptualized by School of Electrical and Electronic 
Engineering of the polytechnic, the SPE3C3 will also provide 
teaching staff and students with on-demand, scalable, virtual 
computing and storage in labs to enable more sophisticated 
projects and research work. Singapore Polytechnic is utilizing 
the benefits of cloud computing to realize cost savings, energy 
efficiency and dynamic scalability. 

The SPE3C3 was developed in collaboration with 
technology industry leaders Cisco, Citrix Systems and 
NetApp. While the resources will initially be available to the 
School of Electrical and Electronic Engineering students 
anywhere on campus, it will be accessible by all students on 
and outside of campus, as long as they have internet access, in 
the near future. 

In the new academic year starting in April 2012, students 
in the 3rd year of the Diploma in Computer Engineering course 
at Singapore Polytechnic’s School of Electrical and Electronic 
Engineering can look forward to two brand new elective 
modules- Data Center Management and System Virtualization 
-that will harness the power of the SPE3C3. These new 
courses are designed to train students to setup, manage and 

support data centers, virtualization techniques including 
server, storage and network virtualization and data recovery. 

II. INDIAN EDUCATION SYSTEM SCENARIO

Education sector is the 2nd largest sector globally and 
Indian school system is the world’s largest school system with 
over 1.12 million schools. As on 26th August, 2011 in India 
there are 42 Central Universities, 280 State Universities 130 
Deemed Universities and 94 Private Universities [14]. 

The development of the education sector is solution for 
economic growth and improvement in the standard of living.
The challenges posed by the growing demand for education 
requirements are gigantic. India will have about 45 million 
people in the age group of 18 years to 20 years by 2020. To 
train them, we need more than 20 million teachers and the 
present vacant post of teachers in India is 1.2 million as on 
05.09.2011. As per present trends, we will create only 20,000 
teachers by 2020[10].  

Government of India is having the ambitious plan to 
establish the meta-university with “new pedagogy” in tune 
with the requirements of the knowledge society of the 21st

century.  

Further on Government is seeking to open up 
establishment of foreign educational institutions in India 
through enactment of a Foreign Education Providers Act, 
which will allow for 100% foreign direct investment (FDI) in 
higher education.  

Thus, the aim is to raise the present 16 million enrolments 
in higher education to 42 million by 2020. A 2nd wave of 
creating institution of excellence has been initiated by starting 
8 Indian Institute of Technologies, 5 Indian Institutes of 
Science Education and Research, 16 central universities, 2 
schools of Planning and Architecture, 3 Indian Institutes of 
Management, and 10 National Institutes of Technologies. The 
14 innovation universities are also on anvil for setting up 
benchmarks in education and research. Government of India is 
also aiming to establish at least 50 research parks for quality 
research programs [15]. 

National Knowledge Network (NKN) [16] is a state-of-
the-art multi-gigabit pan-India network for providing a unified 
high speed network backbone for all knowledge related 
institutions in the country. The NKN will enable scientists, 
researchers and students from different backgrounds and 
diverse geographies to work closely for advancing human 
development in critical and emerging areas. NKN has already 
connected 640 institutions and aims to connect electronically 
India’s 572 universities, 25,000 colleges and at least 2,000 
polytechnics for enabling e-Learning and content sharing 
across country soon [17].  

The Indian clients such as mid-market vendors, 
universities, telecommunication companies and government 
bodies will be able to access the access the center for the 
resource they need to pilot cloud infrastructure and application 
to their customer. Indian Institute of Technology, Kanpur is 
the first to use IBM lab. Indian IT Industries like Infosys, IBM 
India, Accenture etc. have shown keen interest in promoting 
research in cloud computing.  

 India’s Telecom Commission proposal to create a US $4.5 



billion National Optical Fibre Network (NOFN) approved by 
the Department of Telecom (DoT) which will broaden the 
country’s existing fibre optic network from the district level to 
the village level giving the country of 1.2 billion people 
services like e-Education, e-Health, e-Banking etc [20]. 

VI. 5 STEPS TO SUCCESSFUL INTEGRATED CLOUD MANAGEMENT

A recent global IDC survey, sponsored by HP, examined 
the experience of this proactive group of integrated cloud 
managers. These organizations are actively integrating and 
automating application development, provisioning, security, 
and management across public and private cloud resources as 
well as Non-cloud application development and datacenter 
operations teams. 

They are seeing many benefits, including faster application 
provisioning, lower application development and maintenance 
costs, improved business agility, higher service levels and 
improved business and IT relationships. Their experiences 
also highlight that success depends on cultural transformation 
as well as integrated and automated management processes 
and tools. An analysis of the experiences of these early 
adopters identifies five important steps for successful 
integrated cloud management. Specifically [18]: 

• Define a plan that coordinates the organization’s 
application modernization strategy with its cloud 
infrastructure and SaaS agenda 

• Assess current costs and develop benchmarks for 
application support, provisioning and ongoing resource 
consumption 

• Identify opportunities to reduce costs and speed up 
service delivery via use of automation for integrated 
application and infrastructure provisioning 

• Implement systems to monitor and integrate 
application performance and real-time capacity 
planning analytics with automated provisioning 
solutions 

• Integrate security strategies and priorities across the 
application development, release, and operations life 
cycle IDC recommends that organizations begin the 
journey toward integrated cloud management by 
targeting early pilot projects at developer teams and 
application environments that can deliver quick 
payback to validate the business agility benefits and 
operational efficiency improvements. 

A. Security 

Education institutions are entrusted with confidential 
information and private data. Security plays an important role 
in distance education [12]. The data either about hardware or 
software access Internet will be attacked by virus or Trojan 
when the users are dealing with the distance education. In 
worst case this will result in paralysis of the entire network 
system. The cloud storage mechanism can protect and monitor 
the data greatly enhanced the security of resources. As for the 
managers of Internet, they can unify data management, 
resources allocated, load balance, software deployment and 
the control of the security result in the reduction of investment 

in human resources. NIST likens the adoption of cloud 
computing to wireless technology. Institutions learned how to 
protect their wireless data as they moved forward and they 
will do the same with cloud computing. 

VII. CASE STUDY: BEN-GURION UNIVERSITY

Ben-Gurion University in Israel is a major center for 
teaching and research, with more than 19,000 students 
enrolled. The IT department at Ben-Gurion University is 
responsible for all computer related projects and issues for the 
entire university, including registration, academic research, 
computing classes and supported programs [19]. By utilizing a 
“Storage On-demand” model that enables researchers, labs, 
and whole departments to acquire managed disk space on an 
as-needed basis, Ben-Gurion allows groups to grow over time 
while ensuring all data is fully backed up to the university’s 
backup filer and then archived to tape. Ben-Gurion was 
experiencing exponential data storage growth with an 
expanding number of research groups, university 
administration, and academic departments demanding ever-
larger amounts of storage capacity. The department currently 
has a VMware server farm that runs over 50 virtual servers 
with 1.5 TB of disk space each from a centralized NetApp file 
server. With data storage demands continuing to grow rapidly, 
the IT department was looking for a new technology that 
would improve its storage efficiency. It needed a solution that 
would enable it to utilize existing disk capacity more 
efficiently without affecting performance or creating an 
additional layer of management complexity. 

The university reduced storage management requirements 
and driving efficient utilization of its storage-on-demand 
services by 65% to 83%. The lifetime of its existing disk 
capacity extended and the frequency of new disk purchases 
reduced lowering the total cost of ownership of storage. This 
resulted in a better storage ROI for individual departments and 
research groups in less than one year. The IT department is 
able to offer its end users more storage capacity at the same 
cost and extend the life span of its current infrastructure 
despite growing storage requirements. 

The seamless integration and transparency of the IBM 
Real-time Compression solution made the entire process 
transparent to the end users. In addition, the reduced storage 
footprint simplified storage management and made it easier to 
run mirroring and backup processes for ensuring data 
availability. 

VIII. CONCLUSION

Application of Cloud Computing in Education not only 
relieve the educational Institutions from the burden of 
handling the complex IT infrastructure management as well as 
maintenance but also lead to huge cost savings. As the 
educational institutions facing lots of difficulties to handle the 
shortage of resources, the cloud is one of the viable options. 
Moving to Cloud the Educational Institutes can concentrate on 
their core activities of teaching and research. 

Educational Institutes can start courses on cloud 
computing which will open up lots of job opportunities for the 
pass out. The existing computer centers of the Universities/ 



Engineering colleges can be upgraded to cloud computing 
center which will lead optimal utilization of computing 
resources as well as the technical expertise of the faculty/ 
scholars of the institutions. Based on availability the 
computing services can be offered to nearby institutions which 
by beneficial for both the parties.  

In case of On-premises computing infrastructure entire 
responsibility like Application, Runtimes, SOA/Integration, 
Databases, Server Software, Virtualization, Server Hardware 
Storage & Networking etc lies on the shoulder of the user. 
While in cloud the users have to manage only the Application 
stored on the Cloud. 

The savings as a result of moving to Cloud is impressive. 
The total cost saving for 10 users for office PCs was found to 
be $11,900/- for an analysis period of 3 years whereas the 
savings for same no of users’ for the same an analysis period 
was $33, 9613/- for cost per user per month model vs. TCO 
(including hardware, software, networking equipment etc).   

The following table shows the cloud computing market 
predicted by various surveys by 2020: 

TABLE VII 

Cloud Type Year 2011 Year 2020 

Public Cloud 25.5 159.3 
Virtual Private Cloud 7.5 66.4
Private Cloud 7.8 15.9
Total 40.8 241.6 

All figures in US $ in Billions

The transfer of the research results and the knowledge 
between cloud and networks and moving the knowledge to 
external providers may become a striking target to attackers.  

For data protection issues special attention must be paid to 
the sensitive data from the institution such as research results, 
students’ scholastic records, employees’ accounts etc. The 
main options that may be taken regarding data are to preserve 
the sensitive data within the on-campus data centers and 
externalize the others with the risk of achieving a high latency 
for many applications and users. Externalize all the data with 
less potential for security risks. 

The lunch of Aakash tablet PCs for the student community 
is likely to increase the number of users’ for educational 
online resources exponentially. Considering the mammoth 
Indian education sector, cloud computing can play a great role 
to bring a paradigm shift in teaching learning process in the 
future. The cloud computing has significant relevance in India 
considering the divergence of resources at multiple locations 
to converge it in an economical way. 

Research and development of cloud computing in India 
has yet to take active role. In spite of having huge potential in 
human resources and marketing final product it is still in 

nascent state.  

An integrated approach is need of the hour to handle the 
situation. If the educational data is moved to the cloud, it can 
be very smoothly accessed by the NKN. The NOFN will be 
solving the connectivity problem to a great extant. As on date 
there is no Database of the passed out students of the 
Universities/Educational Institutions which is a handicap for 
cross verification/verification of the records in case of 
malpractices/forgery in India.  

REFERENCES

[1] The Transformation of Education through State Education Clouds,IBM 
Global Education, White Paper, IBM Cloud  Academy 

[2] Cloud Computing:Big Data Technology by Michael Farber Senior Vice 
President 240/314-5671 

[3] Moving to the Cloud: An Introduction to Cloud Computing in 
Government by David C. Wyld Robert Maurin Professor of 
Management and Director of the Strategic e-Commerce/e-Government 
Initiative 

[4] http://www.fau.edu/explore/ 

[5] http://www.microsoft.com/casestudies/Case_Study_Detail.aspx? 
CaseStudyID=4000011282 

[6] Using Cloud Computing in Higher Education: A Strategy to Improve 
Agility in the Current Financial Crisis, Marinela Mircea et al Academy 
of Economic Studies, Bucharest, Romania 

[7] A Cross Section of the Issues and Research Activities Related to Both  
Information Security and Cloud Computing,Naresh K Sehgal et al, IETE  
Technical Review pp-279-291 

[8] The Shallow Analysis of the Enlightenment of Cloud Computing to 
Distance Education, ling Dong, Lun Han et al, 2010 International 
Conference on e-Health Networking,Digital Ecosystems & Technologies 
pp-301-303 

[9] The Application of Cloud Computing in Education Informatization, Bo 
Wang et al, 978-1-4244-9763-8/11/$26.00 ©2011 IEEE pp-2673-2676 

[10]  http://www.mydigitalfc.com/op-ed/cloud-computing-education-112 

[11] The Transformation of Education through State Education Clouds, IBM 
Global Education, White Paper, IBM Cloud Academy 

[12] http://www.dincloud.com/tcoc/ 

[13] http://www.uptimevirtual.com/CloudCalculator.htm 

[14] http://www.ugc.ac.in/inside/uni.html 

[15] http://timesofindia.indiatimes.com/home/education/news/Meta-
university-may-start-from-next-academic-session-Sibal/articleshow 
11748572.cms 

[16] http://nkn.in/index.php 

[17] http://www.livemint.com/2011/11/15224225/Prime-Minister-announces 
-meta.html 

[18] http://www.idc.com/getdoc.jsp?containerId=230389 

[19] Ben-Gurion University with IBM Real-time Compression, IBM Systems 
and Technology case study 

[20] India Proposes National Fibre Network, By Xinghui Guo, 27th July 2011 

[21] Cloud computing in education,flexibility and choice for IT A Microsoft 
U.S. Education white paper, April 2010 

[22] http://www.microsoft.com/en-us/server-cloud/hyper-v-server



Journal of Environmental Protection, 2012, 3, 1-10 
doi:10.4236/jep.2012.31001 Published Online January 2012 (http://www.SciRP.org/journal/jep) 

67

Environmental Assessment of Infrastructure Projects of 
Water Sector in Baghdad, Iraq 

Allaa M. Aenab, S. K. Singh 
 

Civil and Environmental Engineering Department, Delhi Technological University (DTU), Delhi, India. 
Email: allaaaenab@gmail.com 
 
Received October 23rd, 2011; revised December 2nd, 2011; accepted November 18th, 2011. 

ABSTRACT 

In 1970s the city of Baghdad had a good infrastructure. Education and healthcare systems were widely regarded as the 
best in the Middle East. Income per capita rose to over US$3600 in the early 1980s. Since that time, successive wars 
and a repressive, state-dominated economic system have stifled economic growth and development and debilitated basic 
infrastructure and social services. At the end of the 2003 war, Baghdad’s infrastructure was seriously degraded. The 
majority of the population had limited or inadequate access to essential basic services. Currently, there is an ongoing 
effort by donor countries, such as the United States (US) (through the US Agency for International Development 
(USAID)), Japan, the European Union (EU), etc., as well as efforts by multilateral agencies such as the United Nations 
Children’s Fund (UNICEF), the United Nations Development Programme (UNDP), the International Committee of the 
Red Cross (ICRC), and Non Governmental Organizations (NGOs), to restore the sector to standards that existed prior to 
the latest conflict. The present study deals with the evaluation of four projects proposed to improve the deteriorating 
status of water and wastewater treatment plants. Three methods viz. checklist, strategic environment assessment and 
cost and benefit analysis are used to evaluate the efficiency of the projects. 
 
Keywords: Water Supply; Water and Sanitation; Wastewater; Infrastructure Projects; Drinking Water; WTPs; WWTPs; 

EIA; Cost and Benefit 

1. Introduction 

Infrastructural projects are very crucial in the overall 
development of society. They cater to the basic needs of 
the population and promote the growth of economy. The 
lack of basic infrastructure services, particularly electric- 
ity, has contributed to the general lack of security in 
various parts of the country. Today most Iraqis have lim- 
ited access to essential basic services, including electric- 
ity, water supply, sanitation, and refuse collection. Seri- 
ous environmental and health risks associated with con- 
taminated water supplies, inappropriate handling of solid 
waste, and disposal of sewage threaten to further burden 
the already stressed health system [1]. 

After war against America in 2003, the young Iraqi 
government is trying to rebuild the basic infrastructures 
to cater to the needs of the people. Due to rapid industri- 
alization and population growth in some of these regions, 
and increasing recognition of the regional and global 
environmental impacts of certain development projects, 
the need to apply EIA in these countries effectively is 
apparent. Environmental assessment of the infrastructural 
projects is a mandatory requirement of the international 
sponsoring loaning agencies (UNEP, UNESCO, WHO, 

JICA, World Bank etc.). The International Organization 
for Standardisation (ISO) Standard 14011, which covers 
EIA, includes principal steps such as general require- 
ments, environmental policy, planning, implementation 
and operation, checking and corrective action, and man- 
agement review. Many of the current assessment appro- 
aches embody the steps of prediction, scaling and sig-
nificant interpretation. The scientific validity of the tech- 
nology available for the prediction of impacts varies de- 
pending upon the particular environmental descriptor.  

2. Objectives and Approach 

Environmental assessment of the proposed and ongoing 
Infrastructural projects in water sector is the primary 
objective of this study. Out of the various methodologies 
reportedly used to assess the environmental impact as- 
sessment of the infrastructural projects, three methods 
viz. Cost and benefit [2], Checklist [3] and Strategic En- 
vironmental Assessment (SEA) [4], have been used for 
each project. Checklist approaches present types of im- 
pacts typically associated with particular categories of 
projects. From a master list of environmental factors and 
environmental impacts, impact statements preparers select 
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and evaluate those impacts expected for the particular 
alternative under consideration. There are four basic 
categories of checklists viz. simple checklist, descriptive 
checklist, scaling checklist and scaling weighting check- 
list. Strategic environment assessment examines whether 
an intervention has achieved its intended outputs and 
outcomes. The challenge is to define clearly how to 
measure these achievements in an objective and robust 
manner. Finally the most contentious analysis in an EIA 
is the cost benefit analysis. It is a tool that decision- 
makers use to choose between alternative courses of ac- 
tion and in deciding whether a proposed project should 
go ahead or not.  

3. Study Area 

The capital city of Iraq, Baghdad has been selected as the 
study area (Figure 1). Baghdad is located at about 
33.29˚N, 44.40˚E. The city lies on a vast plain bisected 
by the Tigris River. The Tigris splits Baghdad in half, 
with the Eastern half being called “Rusafa” and the 
Western half known as “Karkh”. The study area, covering 
the whole Baghdad Mayoralty (BM) area, is divided into 
eleven administrative districts (municipalities) viz. Ad- 
hamiya, Sader 1, Sader 2, Rusafa, Nissan, Karadah, 
Khadamiyah, Mansour, Karkh, Rasheed and Doura [5]. 
Baghdad has a hot arid climate and is, in terms of max- 

imum temperatures, one of the hottest cities in the world. 
The city has about 7.4 million inhabitants (2005 esti- 
mate), situated in the interior of the country on the Tigris 
River at the point where land transportation meets river 
transportation, and where the distance between Tigris 
and the other main river of Iraq, Euphrates, is the shortest. 
The soil consists of about 10 m deep silt-clay soil strata 
on the surface, and thick sand/gravel strata beneath it [6]. 
The study region has been classified to 25 land use/land 
cover classes from 1973 to 2007 using ArcGIS v.9.1 
software [7]. There are a wide variety of industries, pro- 
ducing leather goods, furniture, wood products, chemi- 
cals, electrical equipment, textiles, clothing, bricks, ce- 
ment, tobacco, processed food and beverages [8]. 

Since 1991, the water supply and sanitation sector has 
experienced a steady but devastating decline. At the end 
of the 2003 war, Iraq’s infrastructure was seriously de- 
graded. The deficiency of basic infrastructure services 
has added to the general lack of security in various parts 
of the city. The majority of the population had limited or 
inadequate access to essential basic services. Those who 
could afford it relied on costly alternatives for electricity 
and water services. Contaminated water supplies, im- 
proper handling of solid waste and disposal of sewage 
led to environmental degradation and increased health 
hazards. What had escaped destruction and looting oper- 
ates at minimal capacity due to years of neglect and lack 

 

 

Figure 1. Baghdad map. 
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of maintenance. This situation weakened urban econo- 
mies and the income of the population. Without the im- 
provement project, the current severely deteriorated pub- 
lic health and water environment in Baghdad will further 
get worse, and reducing essential services to its people. 
Public health conditions will continue to deteriorate in 
the absence of adequate sewerage services in Baghdad. 
Pollution of local groundwater and of the Tigris River, 
already serious, could rise to more dangerous levels. The 
disposal and waste system, and animal retention areas 
and pens are primitive, ineffective, and a major health 
risk. Furthermore, environmental standards for odour 
control, waste disposal, and effluent control and treat- 
ment do not exist [1].  

Furthermore, the unpaved and dilapidated conditions 
of roads in the cities and residential quarters, the lack of 
proper storm water drainage, and the formation of stag- 
nant water pools and the muddy/sandy roads’ conditions 
are impeding the flow of human and vehicular traffic and 
increasing health risks. The majorities of governorates 
suffer from insufficient and damaged urban roads and 
storm water drainage, street lighting and social facilities. 
Improving the roads’ conditions and increasing their ca- 
pacity in major urban areas becomes necessary for im- 
proved access of the populations to markets and social 
services and for the economic well-being of the city [9].  

4. Proposed Projects 

Various infrastructural projects that are considered for 

the present study are described briefly below. These pro- 
jects are the initiatives taken up by the government of 
Iraq with the support of the international funding organi- 
zations like World Bank, JICA etc. to improve the dete- 
riorating status of water and wastewater treatment plants. 
They are briefly described in the following paragraphs. 

4.1. Improvement of Integrated Sewerage   
System in Baghdad 

In order to improve such acute deterioration of public 
health and environmental conditions in Baghdad, BM 
and the Japan International Cooperation Agency (JICA) 
started this project to establish an immediate improve- 
ment program for the Baghdad Sewerage System. Figure 
2 represents the activity locations of project 1 The study 
area, covering the whole BM area, was divided into 
eleven administrative districts (municipalities) viz. Ad- 
hamiya, Sader 1, Sader 2, Rusafa, Nissan, Karadah, 
Khadamiyah, Mansour, Karkh, Rasheed and Doura. The 
sewer service area was divided into two sewer districts, 1) 
Rusafa and 2) Karkh. The study report [10] presented the 
results of identification and field survey on the present 
situation of Baghdad’s sewerage system, and provided 
planning bases for the forthcoming Master Plan (M/P) 
and Feasibility Study (F/S) on the improvement of Bagh- 
dad integrated sewerage system. Also the need for the 
sewerage system improvement strategy plan was examined, 
and priority sewerage components that are to be immedi- 
ately rehabilitated and/or extended were selected [11]. 

 

 

Figure 2. Location various 1st project in Baghdad. 
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4.2. Emergency Baghdad Water Supply and 

Sanitation Project 

This project represented the first phase of the Emergency 
Infrastructure Reconstruction Program, described in the 
Project Information Document (PID) of April 21, 2004 
[1], which intended to cover five sectors: water supply 
and sanitation, electricity, urban rehabilitation, transport, 
and telecommunications. The project addresses the ur- 
gent reconstruction needs of Baghdad including water 
mains, distribution pipes, sewer collectors, pumping sta- 
tions, small treatment plants, and auxiliary facilities. It 
provides support to the MOB to better manage projects at 
the design, supervision, operation and maintenance stages 
by building the capacity of the staff working in the water 
supply and sanitation sector. It also includes the devel- 
opment of a Comprehensive City Development Plan 
(CCDP) to ensure that future expansion of the water sup- 
ply and sanitation networks are in line with the overall 
urban development plan for the city. The principal objec- 
tive of the project is to assist in restoring basic water 
supply and sanitation services for the capital city of 
Baghdad through 1) the reconstruction and rehabilitation 
of existing priority networks and treatment facilities and 
2) providing capacity building support through training 
and technical assistance. 

4.3. Emergency Water Supply, Sanitation and 
Urban Reconstruction Project 

The project represents the part of the Emergency Infra- 
structure Reconstruction Program, described in the Pro- 
ject Information Document (PID) of April 21, 2004, 
which intended to cover five sectors: water supply and 
sanitation, electricity, urban rehabilitation, transport, and 
telecommunications [9]. The project addresses the urgent 
sectoral needs of urban communities outside Baghdad 
including rehabilitation of water and sewer networks, 
pumping stations, small treatment plants, community 
roads and other urban facilities. It provides support to the 
MMWP to better manage projects at the design, supervi- 
sion, operation and maintenance stages by building the 
capacity of its staff. 

The principal objective of the project is to restore 
some basic water supply, sanitation and urban services for 
urban areas outside Baghdad City through 1) the recon- 
struction and rehabilitation of existing facilities, and 2) 
providing capacity building support through training and 
technical assistance. This project also aims to improve 
the existing environmental and health conditions by re- 
newing the old water networks and sanitation services. It 
will also contribute to the reduction of waterborne dis- 
eases through the reduction of water supply by tankers 
and the provision of potable water and sanitation net- 
works. This would also help improve the economic con- 

ditions of the population by reducing the amounts of wa- 
ter obtained from tankers, which is generally more ex- 
pensive.  

4.4. Baghdad Infrastructure Reconstruction 

The principal objective of the project is to restore essen- 
tial infrastructure and services by addressing the urgent 
reconstruction needs highlighted in the Needs Assess- 
ment. The project will also create badly needed employ- 
ment; and it will help build Iraq’s capacity to manage 
large-scale reconstruction. The component of this project 
includes rehabilitation of chlorine and chemical process 
in all water treatment plants, rehabilitation of pumping 
stations in all water treatment plants, constructing of new 
networks for newly planned cities and sub-cities, techni- 
cal assistance and capacity building [12]. 

5. Results of Environmental Assessment 

The details of evaluation for the first project are given 
below. The results of checklist are presented in Table 
1(water supply checklist) and Table 2 (sewage treatment 
checklist) .The results for cost and benefit analysis are 
shown in Table 3. The same procedure of analysis has 
been adopted for the other three projects and overview is 
presented in the end. In the checklist for water supply 
and sewerage certain numerical values have been as- 
signed which measure the impact of a particular condi- 
tion in the checklist. These numerical values range from 
0 to 5 where 0 means no impact and 5 means maximum 
impact. These values were assigned on the basis of visual 
interpretation of the project site and information provided 
by the Ministry of Environment. 

The first project (Improvement of integrated sewerage 
system in Baghdad) satisfied all the conditions included 
in the checklist and the Strategic Environmental Assess- 
ment (SEA) method. From the cost and benefit method, 
the cost involved in the project was evaluated to be 2714 
× 106 US$ the benefit 6185 × 106 US$. This gives a B.C 
Ratio of 2.28, which is greater than 1, indicating that the 
benefit obtained is more than the cost involved.  

A brief discussion on the results obtained for the other 
projects is presented below: 

In case of the second project there were certain condi- 
tions mentioned in the checklist for water supply that 
were not fulfilled. The intake wells were not adequately 
protected, inadequate buffer zone around pumping sta- 
tions and treatment plants to reduce noise. This project 
also lead to relocation of people and an increase in road 
traffic due to interference of construction activities. There 
was an excessive abstraction of water affecting down- 
stream water users. In the case of the checklist for sew- 
age and sanitation many conditions were violated. There 
was interference with other utilities and blockage of  
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Table 1. Checklist for water supply for Project 1. 

 

 

 

Copyright © 2012 SciRes.                                                                                  JEP 



Environmental Assessment of Infrastructure Projects of Water Sector in Baghdad, Iraq 6 

 

 

 
 

Table 2. Checklist for sewage treatment for Project 1. 
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Table 3. Cost and benefit analysis for Project 1. 

Cost Benefit Net benefit Pwb Pwc Pwnb 
Year 

×106 ×106 ×106 ×106 ×106 ×106 

2005 0.00 0.00 0.00 0.00 0.00 0.00 

2006 86.00 0.00 –86.00 –32.59 32.59 –65.18 

2007 131.00 0.00 –131.00 –50.64 50.64 –101.27 

2008 121.00 0.00 –121.00 –47.71 47.71 –95.41 

2009 32.00 0.00 –32.00 –12.87 12.87 –25.74 

2010 131.00 0.00 –131.00 –53.74 53.74 –107.47 

2011 131.00 0.00 –131.00 –54.81 54.81 –109.62 

2012 129.00 0.00 –129.00 –55.05 55.05 –110.11 

2013 32.00 0.00 –32.00 –13.93 13.93 –27.86 

2014 32.00 0.00 –32.00 –14.21 14.21 –28.42 

2015 85.00 0.00 –85.00 –38.50 38.50 –76.99 

2016 85.00 0.00 –85.00 –39.27 39.27 –78.53 

2017 80.00 0.00 –80.00 –37.69 37.69 –75.39 

2018 80.00 0.00 –80.00 –38.45 38.45 –76.90 

2019 58.00 232.00 174.00 85.30 28.43 56.87 

2020 59.16 236.64 177.48 88.74 29.58 59.16 

2021 60.34 241.37 181.03 92.33 30.78 61.55 

2022 61.55 246.20 184.65 96.06 32.02 64.04 

2023 62.78 251.12 188.34 99.94 33.31 66.63 

2024 64.04 256.15 192.11 103.98 34.66 69.32 

2025 65.32 261.27 195.95 108.18 36.06 72.12 

2026 66.62 266.50 199.87 112.55 37.52 75.03 

2027 67.96 271.82 203.87 117.10 39.03 78.06 

2028 69.32 277.26 207.95 121.83 40.61 81.22 

2029 70.70 282.81 212.11 126.75 42.25 84.50 

2030 72.12 288.46 216.35 131.87 43.96 87.91 

2031 73.56 294.23 220.67 137.20 45.73 91.47 

2032 75.03 300.12 225.09 142.74 47.58 95.16 

2033 76.53 306.12 229.59 148.51 49.50 99.00 

2034 78.06 312.24 234.18 154.51 51.50 103.00 

2035 79.62 318.49 238.86 160.75 53.58 107.17 

2036 81.21 324.86 243.64 167.24 55.75 111.50 

2037 82.84 331.35 248.51 174.00 58.00 116.00 

2038 84.50 337.98 253.49 181.03 60.34 120.69 

2039 86.18 344.74 258.55 188.34 62.78 125.56 

2040 87.91 351.63 263.73 195.95 65.32 130.63 

2041 89.67 358.67 269.00 203.87 67.96 135.91 

2042 91.46 365.84 274.38 212.11 70.70 141.40 

2043 93.29 373.16 279.87 220.67 73.56 147.12 

2044 95.16 380.62 285.47 229.59 76.53 153.06 

2045 97.06 388.23 291.17 238.86 79.62 159.24 

2046 99.00 396.00 297.00 248.51 82.84 165.68 

2047 100.98 403.92 302.94 258.55 86.18 172.37 

2048 103.00 412.00 309.00 269.00 89.67 179.33 

2049 105.06 420.24 315.18 279.87 93.29 186.58 

2050 107.16 428.64 321.48 291.17 97.06 194.12 

2051 109.30 437.21 327.91 302.94 100.98 201.96 

2052 111.49 445.96 334.47 315.18 105.06 210.12 

2053 113.72 454.88 341.16 327.91 109.30 218.61 

2054 115.99 463.97 347.98 341.16 113.72 227.44 

Total    6185 2714 3471 

B.C Ratio = 2.28. 
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access to buildings, nuisance to neighboring areas due to 
rodents, insects and noise. There was dislocation or in- 
voluntary resettlement of people, inadequate buffer zone 
around the pumping stations and social conflicts between 
construction workers from other areas. Apart from this 
there was a lot of noise and dust from construction ac- 
tivities, traffic disturbances due to construction material 
temporary silt runoff due to construction. The SEA 
method showed that the project is unable to avoid con- 
flicts between the water users. There was inadequate 
protection of intake wells and no buffer facilities have 
been provided to alleviate noise. The pumping stations 
for waste were not given enough buffer facilities and due 
to improper waste disposal techniques the downstream 
water quality was found to be bad.  

Finally the total cost involved in the project is 267 × 
106 US$ and the benefit attained was 367 × 106 US$. The 
B.C Ratio thus came out to be 1.33. Since the B.C Ratio 
is greater than 1, it indicates that the benefit attained is 
greater than the cost involved.  

For the third project the water supply checklist indi- 
cated that there was inadequate buffer zone around 
pumping and treatment plants to alleviate noise and other 
possible nuisances and protect facilities. The project 
caused dislocation or involuntary resettlement of people. 
There was a lot of noise and dust from construction ac- 
tivities. There was increased volume of sullage and 
sludge from the wastewater treatment plant. The sewage 
treatment plants were flooded with overflowing sewage, 
blocking access to building and some were breeding 
grounds for mosquitoes and rodents. In some places there 
was discharge of hazardous materials into sewers result- 
ing in blockage. Due to lack of funds and frequent wars, 
proper care was not taken towards groundwater pollution 
due to untreated sewage. The SEA method showed that 
in case of water supply the project satisfies all the condi- 
tions except for one condition, which said that no buffer 
facility was provided around the project to alleviate noise 
and other nuisances. This resulted in a lot of noise pollu- 
tion in the surrounding areas. In case of sewage and 
sanitation checklist, the sewage pumping stations were 
located within the city and not well kept. They were not 
well buffered and in unhygienic conditions. In some 
cases the intake of the sewage treatment plants was more 
than its capacity, which lead to unhygienic conditions in 
the surrounding areas. Further, considering the cost and 
benefit method it was found that the cost involved in this 
project was 37 × 106 US$ and the benefit obtained was 
62 × 106 US$. Thus the B.C Ratio came out to be 1.67. 
Since the B.C Ratio is greater than 1, it showed that the 
benefit is greater than the cost, which further indicated 
that the project is good. The total cost involved was 
found to be 267 × 106 US$ and the benefit attained, 367 
× 106 US$. The B.C. Ratio came out to be 1.33. In this 

case also the B.C Ratio is greater than 1, which indi- 
cated that the benefit is greater than the cost.  

In case of the 4th project, the checklist for water supply 
showed that there is an inadequate protection of intake 
wells or works, leading to the pollution of water supply, 
increase in production of sewage beyond capabilities of 
community facilities, inadequate buffer zone around 
pumping stations and treatment plants to lower down 
noise, insufficient health and safety hazards to workers 
from the management of chlorine used for disinfection 
and other contaminants. In the checklist for sewage 
treatment most of the conditions were not satisfied. The 
conditions that were satisfied were adequate protection of 
historical places, adequate buffer zone protection to the 
pumping stations, settling social conflicts among the wa- 
ter users, protection from noise and dust and avoiding 
traffic disturbances. From the SEA method it was seen 
that in case of water supply, sometimes the treatment 
plant capacity was less than the intake due to which large 
qualities of wastewater and sewage was thrown untreated. 
The pumping stations were located within the cities and 
were not well maintained giving rise to noise pollution 
and unhygienic conditions. Further, from the cost and 
benefit method, it was found that the total cost involved 
is 351 × 106 US$ and benefit, 395 × 106 US$. Thus the 
B.C Ratio was 1.12. This Ratio is again greater than 1, 
which shows the benefit is greater than the cost.  

6. Conclusions 

After evaluation one can say that the first project is the 
best project, the next best project is the third project fol-
lowed by the second project and finally the least good 
project is the fourth project. 
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Abstract- Traditional testing techniques are not apt for the 

multifaceted web-based applications, since they miss the 

additional features of web applications such as their multi-tier 

nature, hyperlink-based structure, and event-driven feature. 

As software systems evolve, errors sometimes sneak in; 

software that has been tested on certain inputs may fail to 

work on those same inputs in the future. Regression testing 

aims to detect these errors by comparing present behavior with 

past behavior. Although regression testing has been widely 

used to gain confidence in the reliability of software by 

providing information about the quality of an application, it 

has suffered limited use in this domain due to the frequent 

nature of updates to web sites and the difficulty of 

automatically comparing test case output. In this paper we 

propose a new paradigm that exploits regression testing to be 

used by web applications. This event-driven technique is based 

on the creation of event-dependency graph of the original and 

modified web application, then converting the original and 

modified web application graph into event test tree, followed 

by the comparison of both trees to identify affected and 

potentially affected nodes which enables selection of test cases 
for regression testing web applications finally reducing the test 

set size. We apply this technique to a case study to demonstrate 

the usefulness of the proposed paradigm. 

Keywords- Regression Testing, Web Application, Event 
Dependency Graph, Event Test Tree 

I. INTRODUCTION 

A web application is a software application that is 
accessible via a client (i.e. web browser) over a network 
such as the Internet or an Intranet [1]. Web applications 
generate web pages, which contains different kinds of 
information such as text, images and forms. It can be simple 
login page on web site or it can be as complex as word 
processor or spreadsheet. Web application contains code of 
server side as well as client side. Commonly used web 
applications include login, online shopping, online retail 
sales, online marketing and many other functions 

The key intent of software testing is to assess or evaluate 
the capabilities or attributes of software's ability to 
adequately meet the applicable standards and customer 
needs. As software systems evolve, errors sometimes sneak 
in; software that has been tested on certain inputs may fail to 
work on those same inputs in the future. Regression testing 
aims to detect these errors by comparing present behavior 
with past behavior [2]. Regression testing is used to check 
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the code's integrity and is mainly performed during 
automated builds tightly to ensure that errors are detected 
and recovered as soon as possible. 

Web applications are becoming more complex due 
to increase use of distributed servers, larger number of 
hyperlinks, and their usage in our daily life modeling can 
help us in engaging in these complex interactions. The main 
drawback in web application is that it may have several 
entry points, and users can not prevent from these 
complicated interactions. Traditional testing techniques are 
not suitable for web-based applications, since they miss 
their additional features such as their multi-tier nature 
hyperlink-based structure, and event-driven feature: 
Although regression testing has been widely used to gain 
confidence in the reliability of software by providing 
information about the quality of an application, it has 
suffered limited use in this domain due to the frequent 
nature of updates to websites and the difficulty of 
automatically comparing test case output. 

Web applications evolve and undergo changes in 
the maintenance phase, the retesting of changed programs is 
done thereafter, which involves selection of a subset of the 
whole test suite on the condition that the selected subset will 
give confidence about covering the changes [3]. Regression 
testing techniques are required for adequate selection of 
these subsets of test cases. Realizing this objective, in this 
paper we propose a new paradigm that exploits regression 
testing to be used by web applications. This event-driven 
technique relies on the creation of event-dependency graph 
for the original and modified web application, then 
converting the original and modified web application graph 
into event test tree to remove cyclic redundancies, followed 
by the comparison of both trees to identify changed and 
potentially affected nodes, which enables selection of test 
cases for regression testing web applications finally 
reducing the test set size. 

II. RELATED WORK 

Very limited work has been reported on regression testing 
web-based application. Xu [4] modeled web applications as 
three interacting models; the object model, the interactive 
relation model, and the architectural model, and they 
proposed four testing methods which are applicable to test 
web application. The authors pointed out that it is essential 
to regression test all the components changes; however, the 
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complexity and dynamic changes of the web application 
make it difficult to use the traditional testing techniques. In 
[5], Xu modeled web applications using System Dependent 
Graph (SDG) and introduced a regression testing technique 
for web application based on slicing. Although the SDG will 
increase the workload and cost of the testing process, the 
slicing technique gives the tester more focus on simplified 
contents, and improves the working efficiency. In [6], Ricca 
and Tonnella suggest a UML model of web applications and 
propose that all paths that satisfy selected criteria be tested. 
In [7], Tarhini et al. modeled a web application and its 
components behavior as a two level abstract model. The 
model that takes into consideration timing constraints is 
represented by a Timed Labeled Transition Systems TL TS. 
Further he suggested a safe regression testing algorithm to 
test web applications. In [3], Tarhini et al. proposed a safe 
regression testing selection technique, based on event 
dependency graphs (EDG); however, cyclic redundancies 
complicate the testing process visibly. 

Instigated by the challenges related to the diversified web 
applications and identified need to develop simplified 
techniques for automatically comparing test case output, we 
propose an Event Driven test case selection paradigm for 
Regression Testing of Web Applications. The proposed 
work is a step forward to the work carried by Tarhini et al 
[3], thus providing a solution to the problem of cyclic 
redundancy, simplifying the test process required for 
adequate selection of these subsets of test cases. We apply 
this technique to a case study to demonstrate the usefulness 
of the proposed paradigm. 

This paper is organized as follows; in section 3, the 
terminology related to the proposed paradigm is presented. 
Section 4 expounds our Event Driven test case selection 
paradigm for Regression Testing of Web Applications. In 
Section 5, we present a case study based on a web 
application. Section 6 concludes the paper. 

III. TERMINI LOGY 

The basic terminology used in the proposed paradigm 
is as follows: 

A. Event 

The events represent changes in the system state, and 
services defme the states in which they can be running, and 
how the system reacts accordingly. The standard web 
application is event driven with event occurring whenever 
a user submits a page, i.e., Web applications are 
constructed by integrating components that can be invoked 
via events. 

B. Event-based dependencies 

When users browse any web application they 
traverse among various pages. When user clicks 

on some event by clicking on hyperlink or pressing 
any button he is directed to some other page. 
Thus, Event-based dependencies are classified 

into three categories namely, link, visible effect, 
and invisible effect dependencies. 

• Link dependency: It holds between two pages 
if the first requests the second via an event 
(usually by enabling a hyperlink); the page 
requested by user is represented by solid 
arrow and 

• Visible effect dependency: If the requesting 
page modifies the other via an event and the 
second page opens with the modified data; 
represented by square dashed arrow 

• Invisible effect dependency: If one page 
modifies other page without displaying any 
effect; represented by square pointed arrow. 

C. Event- Dependency Graph (EDG) 

Event dependency graph is a graphic structure that 
represents any web application with its interacting 
components and dependencies. It depicts the relationship 
between two pages, i.e., the page/pages reached when a 
user clicks on some event. The drawback of an EDG is 
that it is cyclic (contain loops) and there is no 
termination. Further, it possesses scalability problem and 
makes the testing process complicated. 

D. Event- Test Tree (ETT) 

Event test tree removes all the disadvantages of EDG. 
ETT is a spanning tree made from EDG which does 
not contain any cyclic loops and from which shorter 
paths are generated. 

E. Affected and Potentially Affected Nodes 

The affected nodes are the nodes that are directly 
affected by the change. They are visibly different in 
original and modified web application. 

The potentially affected nodes are the nodes that 
may be affected by the change. These nodes are 
connected either directly or indirectly to the affected 
nodes are potentially affected nodes. 

The following section expounds the proposed paradigm. 

IV. REGRESSION TESTING PARADIGM 

The proposed event-driven technique relies on the 
creation of event-dependency graph for the original and 
modified web application, then converting the graphs into 
event test tree thereby removing cyclic redundancies, 
followed by the comparison of both trees (original & 
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modified) to identify affected and potentially affected 
nodes. This enables selection of test cases for regression 
testing thus reducing the test set size. 

The following figure 1 illustrates the proposed approach. 
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Figure I. The Event Driven Regression Testing Paradigm 

The approach can be summarized by the following steps: 

• Model the web application and the modified web 
application by using event dependency graph. 

• Convert event dependency graph to event test 
tree which will avoid scalability and redundancy 
issues for original and modified web application 

• Identify the changed (affected) nodes by 
comparing the nodes from both trees. 

• Identify the potentially affected nodes. 
• Select the test cases that pass through the changed 

nodes and the potentially affected nodes. 
• Calculate the reduction in test cases from original 

and modified one. 

The following sub-section expounds the details of the 
approach. 

A. Event Dependency Graph (EDG) 

Event dependency graph of web application shows 
relationship between various pages. In our approach, 
the first step is to make EDG of original and modified 
web application. It will represent the web application 
(original & modified) with its interacting components and 
dependencies (link, visible effect, invisible effect). 

A sample EDG is shown in figure 2. Entry to first node 
is default entry (home page). P1 to P2 is link 
dependency like when an event occurs by 
hyperlink. P4 to P6 is invisible effect dependence, i. e. , 
P4 is modifying P6 without displaying the effects. P5 to 
P6 is visible effect dependence, i. e. , P6 is opened with 
some new data. 

Figure 2. Event Dependency Graph 
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B. Event Test Tree (ETT) 

The advantage of using EDG is that we can easily find 
path but the disadvantage is that the paths can be cyclic with 
no termination, i.e., there is starting node but no ending 
node specified. ETT derives the path expression like p 1-
>p3->p5 which enables to know the exact path to be 
followed and that the starting or root node is pi and the end 
node is p5. Thus, we convert the EDG to Event test tree, 
which is spanning tree from which shorter paths are 
generated. Thus, as the second step of our approach, 
the ETT of original and modified web application are 
constructed. The algorithm for the conversion is as 
follows[8]: 

Input: An EDG 
Output: An ETT derived from the EDG 

Begin 
1. Add the initial page identifier of the EDG into FIRST; 
2. If FIRST is empty, then go to 6; 
3. Select the first page identifier denoted by pid from 
FIRST. 

If pid is within SECOND, then go to 5. 
Otherwise, add it into the end of SECOND; 

4. if pid is linking to other pages, then if some of the 
other 

page identifiers are within FIRST or SECOND, then 
generate their copies; 

• retain the links between pid and the other 
pages (or their copies) of the EDG, and 

• add the other page identifiers (or their copies) 
into the end of FIRST; 

5. delete pid from FIRST and then go to (2); 
6. Output the derived ETT, which is the EDG with only 
the 

retained links. 

TABLE I. EDGTOETT 

STEP FIRST SECOND 

1 PI NULL 

2 P2,P3,P4 PI 

3 P3,P4,P5 Pl,P2 

4 P4,P5,P4,P5 Pl,P2,P3 

5 P5,P4,P5,P5,P6 Pl,P2,P3,P4 

6 P4,P5,P5,P6,P6,Pl PI ,P2,P3 ,P4,P5 

7 P5,P5,P6,P6,Pl PI ,P2,P3 ,P4,P5 

8 P5,P6,P6,Pl PI ,P2,P3 ,P4,P5 

9 P6,P6,Pl PI ,P2,P3 ,P4,P5 

10 P6,Pl Pl,P2,P3,P4,P5,P6 

11 Pl,P2,P3,P4,P5,P6 

12 Pl,P2,P3,P4,P5,P6 

13 Pl,P2,P3,P4,P5,P6 

K9 

Figure 3. Event Test Tree 

By converting the EDG to ETT, we obtain an 
expression, that is there is a path expression which 
shows path like P1->P2->P5(P6+P1). Our next step is 
to identify the affected and potentially affected nodes. 

C. IdentifY the Affected nodes 

The EDG of the original and the modified web 
application constructed in step 1 and then converted 
into ETT in step2. Now we compare both the ETTs 
which represent the changed elements and 
dependencies. 

1. For each element pi In original ETT find the 
corresponding node pi' in the modified ETT. 
2. If pi' is found in modified web application then for 

each neighbor in the original tree, find the 
corresponding neighbor in the modified tree. 
3. If we did not found element in the modified ETT, 
this means node has been removed from the modified 
web application. This node is considered this node as 
affected by the change, affected node. 

D. IdentifY the Potentially Affected Nodes 

Next we identify the potentially affected nodes. The 
potentially affected nodes, as defined previously, are 
the nodes that are connected either directly or 
indirectly to the affected nodes. All the dependencies 
are considered to identify the affected nodes. For each 
neighbor of the affected node, add it to the affected 
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nodes list and check its neighbors and do the same for 
the neighbors. The details of how the potentially 
affected nodes are selected are as follows: 
1. Go through all the neighbors of the selected node 
2. Checks if the neighbor is already added to the 

selected nodes list, do nothing 
3. If the neighbor is not added to the list of selected 

nodes, 
add it to the list. Each new Neighbor is considered 
as the selected node, repeat the procedure from 
(1) for each new Neighbor. 

A Web application does not contain only single link 
single pages rather web application contains various 
pages which are connected through various links. It is 
not possible to consider all the web pages, i. e. , to 
make EDG and ETT for all the pages, so we divide the 
web application into a set of modules according to its 
functional requirements, each of which can be 
considered as a sub web application (subWA). The 
subWAs can be conquered respectively. 

E. Test case Selection & Reduction 

After identifying the nodes that are affected by the 
change, and the potentially affected nodes, the last 
step is to select a subset from the original test suite T 
that is modification revealing. The test cases that 
reveal the changes and show any possible error in the 
updated web application are the test cases that 
traverse the changed nodes and the potentially 
affected nodes. As input, we have the test suite T, 
containing test cases and the nodes that each test 
case crosses. For each node in the list of affected 
nodes, go to the test suite, and check if the node is 
present in the test case. If the node is present in the 
test case, add the test case to the new test suite T'. 
Finally, we calculate the Test Case Reduction. We find 
test cases in original system and modified system and 
finally calculate the reduction in test cases, i.e, let 

Test cases in original system: a 
Test cases in modified system: b 
Number of test cases eliminated: a-b 
Percentage reduction in test cases: 
(a-b/a) * 100% = ?% 

V. ILLUSTRATIVE CASE STUDY 

We apply this proposed approach to a case study to demonstrate its 

usefulness. we consider an example of simple web 
student login application, SWLS (Simple Web Student 
Login System) 

Step 1: Event Dependency Graph: Starting at the first 
page (indicated by a dashed arrow, a blank page can 

be used to request for the first page of a Web 
application), i. e. , a Index Page (p1), the user can enter 
into the Forget password page (p2) in case he/she 
forgets his/her password or enter into the login page 
(p3) by pressing the E4 or in validation page by 
pressing E5. In page p3, the user enters the userid 
and password, and presses the submit button. Upon 
pressing, the userid and password are sent to the Web 
server for authentication. Then if student enters proper 
login and password he/she can give test, can login, 
can change password and can download the material 
by clicking on various events. By clicking on test event 
student can give test and see the result. The EDG of 
the original web application is shown in the figure 4. 
Next we construct the EDG for the modified web 
application in figure 5. In modified EDG we have added, 
Fee detail page, i.e., if a student has submitted fees on time 
then only he can give test. 

............................................................................................................................................................................ 

Kl 

KI8 ...... 
...... 

,....----Ij 
Sign up 

KI5 

welcome 

Figure 4. EDG of original web application 
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Fee Ma nage 
detail Ace 

Kl 
K24 .. · .. · .. · 

.......•. 1(.21 
I i 

K22 

K4 1'»··············;················� 

Figure 5. EDG of modified web application 

Step 2: Event Test Tree: We convert the EDG of 
original and modified web application to Event Test 
Tree as shown in figure 6 & 7 respectively. 

Figure 6* Event Test Tree of the original application 

Figure 7* Event Test Tree of the modified application 

*Quality figures of 6 & 7 can be obtained on request to the authors. 

Step 3: Regression testing comes into picture here as the 
product is changed in one part and we want to ensure that 
the change did not introduce any new defects . In third step 
from the constructed ETT we will see the nodes which 
are affected and potentially affected nodes by 
comparing both the trees. We will see each node in 
original tree as well as corresponding node in modified 
tree. If there is any change then those nodes are 
considered as affected or potentially affected nodes. 
From these trees we get the path that is known as 
Test expression. We give this test expression to the 
compiler and generate the test cases for original and 
modified web application. 

FOR ORIGINAL SYSTEM 

Path expression 

kl-7(k2-7k5+k3-7(k6+k7-7k13+k8-7k14+k9-7(k15 

+k16-7k20-7k21-7k22)+klO-7k17+kll-7k18)+k4-7 

k12-7k19 

Test path 

kl-7k2-7k5 

kl-7k3-7k6 

kl-7k3-7k7-7k13 

kl-7k3-7k8-7k14 

kl-7k3-7k9-7k15 

kl-7k3-7k9-7k16-7k20-7.k21-7k22 

kl-7k3-7k10-7k17 
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kl-7k3-7kll-7k18 

kl-7k4-7k12-7k19 

FOR MODIFIED SYSTEM 

Path expression 

kl-7(k2-7k5+k3-7(k6+k7-7 k14+k8-7k15+k9-7 k16+ 

kl0-7(k17+k18-7k23-7k25-7k26)+kll-7k19+k12-7 

k20)+k4-7k13-7(k21 +k22-7k24) 

Test path 

kl-7k2-7k5 

kl-7k3-7k6 

kl-7k3-7k7-7k14 

kl-7k3-7k8-7k15 

kl-7k3-7k9-7k16 

kl-7k3-7kl0-7k17 

kl-7k3-7klO-7k18-7k23-7.k25-7k26 

kl-7k3-7kll-7k19 

kl-7k3-7k12-7k20 

kl-7k4-7k13-7k21 

kl-7k4-713-7k22-7k24 

In our approach we identify test cases in the existing 
test suite on which the original and modified programs 
may produce different outputs. If a test case does not 
execute any modified statement, it need not be re-run. 
After applying the proposed method, we noticed that 
the EDG affects the size of the test suite r; i. e. , 
greater the number of connections of a node, more 
number of test cases have to be selected for the set 
r. For example, consider figure 6 and figure 7, 
change occurs when a student can only login if he/she 
has submitted the fees. The test cases of original 
system are 35 and for modified system are 24. We 
note that the selected test cases are much less than 
the original test cases, thus enabling selection of test 
cases for regression testing web applications [mally 
reducing the test set size. The percentage of selected 
test cases differs depending on the importance of the 
changed component. 

Test cases in original system: 35 
Test cases in modified system: 20 
No of test cases eliminated: 15 
Percentage reduction in test cases: 
(15/35) X 100% = 4 1. 4% 

Finally, the result shows that the proposed approach 
leads to reduction in the number of test cases to be 
rerun; on average 41. 4% of the test cases were 
selected. However, the reduced set of test cases still 

covers affected and potentially affected components 
that can be determined by the program change. 

VI. CONCLUSION 

Web applications undergo changes in the maintenance 
phase, and this calls for retesting changed programs. To 
retest a program after changes, regression testing techniques 
enable selection of an adequate subset of the whole test suite 
on the condition that the selected subset will give confidence 
about covering the changes. Realizing this objective, in this 
paper we proposed a new paradigm that exploits regression 
testing to be used by web applications. This event-driven 
technique relies on the creation of event-dependency graph 
for the original and modified web application, then 
converting the both graphs into event test tree facilitation 
removal of redundancy, improving scalability and easing the 
test process. Both the trees are compared to identify for 
affected and potentially affected nodes, as we intend to select 
test cases for regression testing web applications finally 
reducing the test set size. A web application, Simple Web 
Student Login System was developed in J2EE and the results 
analyzed to demonstrate the usefulness & effectiveness of 
the proposed work. The proposed approach is only executed 
on predefined and assumed test cases, automatic test cases 
generation is a potential future direction. 
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This study presents performance behaviors of a commercial diesel engine fueled with diesel and Jatropha based biodiesel
(B100) at various loads (up to 100%) using standard (conventional) and three new face profile designs (I, II & III) of piston rings.
Face profiles of piston rings had considerable impact on engine’s brake thermal efficiency (BTE), brake specific fuel consumption
(BSFC), and mass flow rate, irrespective of fuels used. BTE of engine fueled with diesel increases 2-8% with new face profile
design (III) of piston rings in comparison to standard (conventional) piston rings. BTE enhances 8-16% when engine is fueled with
biodiesel using face profile design (III) on piston rings. Corresponding to increase in BTE, recorded reduction in BSFC (biodiesel)
is 28-34%. Industrial application of the results of present study may be useful in saving of fuels.

Keywords: Biodiesel, Diesel, Engine performance, Face profiles, Fuel consumption, Piston rings

Introduction
Fossil fuels are depleting rapidly due to exhaustive

uses in industrial, transportation, agriculture and domestic
sectors. Biodiesel1-9 is being explored as a sustainable
energy source to substitute diesel. Also, mechanical
losses at various interfaces in engines are being minimized
for improving fuel economy and reducing exhaust
emissions. Friction losses (30-50%) in internal combustion
(IC) engines occur at the interfaces of piston-cylinder,
piston ring-cylinder, and piston-piston ring10-14. Even small
reduction in friction at piston ring-cylinder liner interface
may contribute in significant fuel saving and reduction in
emissions15. Design of top compression piston ring has a
significant impact on lubricating oil consumption in
addition to engines’ overall performance16-18. This study
compares performance parameters of a commercial
diesel engine fueled with diesel and Jatropha based
biodiesel (B100) and assesses performance of diesel
engine with both fuels using standard (conventional) and
three different face profile designs (I, II & III) of piston
rings.

Experimental Section
Development of New Face Profiles of Piston Rings

A fixture (Fig. 1) was developed to hold piston rings
for micro machining the face profiles. In this fixture, a
circular groove (outer diam, 102 mm; inner diam, 94 mm;
and depth, 1.5 mm) is fabricated for holding piston ring
during machining. Piston rings of three different designs
(I, II & III) are based on mathematical modeling17 of
hydrodynamically lubricated interface formed between
piston ring and cylinder liner.

Experimentation
Experiments were carried out on a single cylinder

(vertical), 4-stroke, and water-cooled commercial diesel
engine with following specifications: rated brake power,
7.4 kW; rated speed, 1500 rpm; bore x stroke, 102 mm x
116 mm; displacement volume, 948 cc; compression ratio,
17.5:1; SFC at rated HP/1500 rpm, 251 g/kWh; lubricating
oil consumption, 1.0% (max.) of SFC; lubricating oil sump
capacity, 3.75 l; fuel tank capacity, 11.5 l; fuel tank
refilling time period, every 5 h engine running at rated
speed; engine weight without flywheel, 127 kg; weight
of flywheel, 64 kg; starting, hand start with cranking
handle (optional: 12v electric start); direction of crank
rotation from side of flywheel, clockwise; fuel system,
gravity feed fuel system with efficient paper element
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filter; and lubrication system, forced feed. A fuel-
measuring unit stopwatch for time. Engine was run for
each set of rings, at no load condition for 1 h. Thereafter,
test engine was loaded gradually keeping the speed within

permissible limits while recording readings pertaining to
different parameters. Engine performance tests were
carried out using a standard (conventional) face profile
for piston rings. Both diesel and Jatropha based biodiesel

Fig. 1—Fixture with a clamped piston ring

Fig. 2—Schematic diagrams of standard (conventional) and three new face profiles of piston rings
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fuels were used for generating base line data. Thereafter,
performance parameters’ readings were recorded with
new face profile designs (I, II & III) of piston rings using
both diesel and biodiesel fuels.

Results and Discussion
Some physicochemical properties were measured

in laboratory well before the commencement of
experiments of diesel and Jatropha based biodiesel
(B100), respectively and are as follows: flash point, 76,
162°C; kinematic viscosity40°C, 3.21, 4.12 cSt; sulfur, 340,
8 ppm; cetane number, 47.2, 49; carbon, 87, 77% by wt;
hydrogen, 13, 12% by wt; and oxygen by difference,
negligible, 11% wt. Jatropha biodiesel (B100) has higher
flash point and kinematic viscosity in comparison to neat
diesel. Biodiesel has traces of sulphur whereas diesel
has substantial content of sulphur. Cetane number of

biodiesel is higher than diesel. Biodiesel contains oxygen
(11%) whereas diesel contain any oxygen.

Brake Thermal Efficiency (BTE)
Marginal differences in BTE are recorded with both

fuels (Fig. 3) when standard piston ring sets are used.
Highest thermal efficiencies recorded at 80% of
maximum load with diesel and biodiesel (25.56%). BTE
decreases at higher loads (> 80%) due to poor combustion
of fuels, a normal trend in IC engines. A significant
improvement in BTE has been achieved when piston
rings of new face profile design (III) is used in engines
fueled with diesel (27.16%) and biodiesel (28.29%) are
relatively high on these rings. Increase in BTE happens
due to effective lubrication with new face profile design
(III) of piston rings. Better lubrication reduces mechanical
losses at the interface of cylinder liner and piston rings,

With diesel fuel

10

12

14

16

18

20

22

24

26

28

30

20 30 40 50 60 70 80 90 100

Conventional profile of piston ring

Modified profile of piston ring (Design-I)

Modified profile of piston ring (Design-II)

Modified profile of piston ring (Design-III)

With biodiesel fuel

10

12

14

16

18

20

22

24

26

28

30

20 30 40 50 60 70 80 90 100

Conventional profile of piston ring

Modified profile of piston ring (Design-I)

Modified profile of piston ring (Design-II)

Modified profile of piston ring (Design-III)

Fig. 3—Variation of brake thermal efficiency (BTE) with load for: a) diesel; and b) biodiesel
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enhancing engine efficiency. BTEs of engine increase
with diesel (2-8%) and biodiesel (8-10%), with new face
profile design (III) of piston rings in comparison to
standard (conventional) piston rings. Better BTE with
biodiesel may be attributed to high cetane number
resulting in better combustion of fuel.

Brake Specific Fuel Consumption (BSFC)
BSFC reduces continuously with increase in applied

load of test engine (Fig. 4). It reduces considerably

(28-34%) for the combination of new face profile design
(III) of piston ring and biodiesel, attributed to effective
lubrication causing reduction of interface friction.

Mass Flow Rate (MFR)
MFR increases continuously with increase in applied

load of test engine (Fig. 5). It reduces significantly (28-
34%) for the combination of new face profile design
(III) of piston ring and biodiesel, may be due to effective
lubrication that causes reduction in interfacial friction

Fig. 4—Variation of brake specific fuel consumption (BSFC) with load for: a) diesel; and b) biodiesel
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and better combustion of biodiesel due to high cetane
number.

Conclusions
BTE of engine with piston rings of new face profile

design (III) increases when fueled with: diesel, 2-8; and
biodiesel, 8-16%. BSFC reduces (28-34%) for the
combination of piston rings of new face profile design
(III) and biodiesel. BSFC of biodiesel may be due to

better combustion, high cetane number and inbuilt oxygen
in biodiesel. Thus industrial application of results of this
study may be useful in saving of fuels.
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Abstract—This paper presents the fuzzy model identification 
framework, where Particle Swarm Optimization (PSO) 
algorithm has been used as an optimization engine for building 
Type-2 fuzzy models from the available chaotic Mackey–Glass 
time-series data. The presented framework is capable of 
evolving the Membership Functions parameters, Footprint of 
Uncertainty (FOU) and the rule set to obtain an optimized 
Type-2 fuzzy model. Four experiments are reported for 
differently corrupted chaotic time-series data sets. Root Mean 
square error (RMSE), between the outputs of the designed T2 
FLS and the target is used as the performance criterion to rate 
the quality of solutions and hence demonstrate the 
performance of the proposed framework. 

Keywords-Type-2 Fuzzy Logic System; Particle Swarm 
Optimization; Footprint of Uncertainty, Mackey-Glass time-
series data 

I.  INTRODUCTION 
Designing models of complex systems is an important 

topic in many disciplines of engineering. Models are 
generally used for simulation, identification of system 
behavior as well as for the prediction and control purposes. 
There has been a drastic growth of successful applications in 
science and engineering that have adopted the use of fuzzy 
models, which are known for their capabilities to handle 
ambiguous or vague concepts of human perception for 
complex systems problems, where it is extremely difficult to 
describe the system models mathematically. While Type-1 
fuzzy logic has been the most popular form of fuzzy logic so 
far, recently there has been a significant increase in interest 
towards more complex form of fuzzy logic, viz. Type-2 
fuzzy logic. This transition from Type-1 to Type-2 fuzzy 
logic has been largely inspired by the realization that Type-1 
Fuzzy Sets (T1FSs) offer limited capability for modeling 
uncertainty and cannot handle the high levels of 
uncertainties, which are usually present in real-world 
applications [1]. In 1975, Zadeh [2] recognized this 
limitation and introduced the concept of generalized FSs, 
now termed as Type-2 FSs (T2 FSs), as an extension to T1 
FSs. In such T2 FSs the membership grade for a crisp input 
is not a crisp value but another T1 FS. Therefore, T2 FLSs, 
which use T2 FSs, characterized by fuzzy MFs, have an 
additional third dimension. This third dimension and 
footprint of uncertainty (FOU) provide an additional degree 

of freedom for T2 FLSs to directly model and handle 
uncertainties [3]. But at the same time, this additional 
dimension makes T2 FLSs computationally much more 
complex. 

Due to the computational complexities associated with 
the general T2 FLSs, almost all applications use only 
Interval Type-2 (IT2) FSs in the FLS, the result being an 
IT2 FLS. IT2 is a special case of a general T2 FS where all 
the secondary membership grades equal one. The 
computations for an IT2 FS are very manageable, which 
makes an IT2 FLS quite practical [4]. IT2 FLSs have been 
successfully applied in many areas, like signal processing 
[5]–[9] and control [10], [11], in which they outperform 
their type-1 counterparts. 

Design of fuzzy models is the task of finding the 
parameters of fuzzy model so as to get the desired behavior. 
Two principally different approaches are used for the design 
of FLSs: heuristic-based or knowledge-based design and 
model-based design. In the first approach, the design is 
created based on the expert(s) knowledge, while in the 
second, the input-output training data set is used for 
building model. The heuristics-based design lacks 
systematic approach and is very difficult to apply to multi-
input/multi-output problems that represent the largest part of 
industrial process control application. These difficulties of 
the heuristics-based approach have lead to more interest in 
the model-based design. Some popular techniques for 
model-based design are Genetic Algorithms (GAs), Ant 
Colony Optimization (ACO), PSO, Fuzzy c-means (FCM) 
clustering, Artificial Neural Networks (ANN) that have 
been used for the identification of T1 FLSs [12]. Some of 
these techniques have also been used for creating T2 fuzzy 
models. Al-Jaafreh and Al-Jumaily [13] trained T2 FLS 
using PSO for a biomedical application with single input 
and single output, whereas Park and Kwang [14] have used 
GA for designing T2 FLS from Mackey-Glass Time-Series 
data.  

In this paper, we have presented the use of PSO 
algorithm for identification of IT2 fuzzy models from the 
available data. The proposed design approach has been 
applied to the benchmark problem of Mackey-Glass Time-
Series forecasting. Four sets of experiments are conducted 
under four different SNRs i.e. 15dB, 20dB, 25dB, and 
30dB.  
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The paper is organized as follows. In Section 2, a brief 
overview of T2 FLSs is presented. Section 3 describes the 
methodology for the identification of IT2 fuzzy models 
from Mackey-Glass Time-Series data using PSO. A brief 
description about this time-series data is also presented in 
this Section. Simulation results from several experiments 
using differently corrupted data sets are presented in Section 
4. Finally, conclusions are drawn in Section 5. 

II. OVERVIEW OF T2 FLSS 

A. Generalized T2 FSs and T2 FLSs 
A T2 FS can be informally defined as a fuzzy set that is 

characterized by a fuzzy or non-crisp membership function. 
This means there is uncertainty in the primary membership 
grades of a T2 MF, which introduces a third dimension to 
the MF, defined by the secondary membership grades [15, 
16].  

Such a T2 FS, denoted by Ã  can be expressed 
mathematically in the following form as in (1) 

]}10[,|),(),,{(
~

~ ⊆∈∀= xA JXxuxuxA μ  (1) 

Where, ),(Ã uxμ is the T2 MF, x, the primary variable, 
has domain X; u � U, the secondary variable, has domain Jx 
at each x � X; Jx is called the primary membership of x and 

]1,0[⊆∈ xJu . Uncertainty in the primary memberships of a 
T2 FS consists of a bounded region which is called the 
footprint of uncertainty (FOU). It is the union of all primary 
memberships, [15] as in (2)  

All the embedded FSs of FOU are T1 FSs and their 
union covers the entire FOU. General T2 FLSs that use 
general T2 FSs are computationally complex.  

B. Interval T2 FSs and IT2 FLSs 
IT2 FSs are the most widely used T2 FSs to date, used in 

almost all applications because all calculations are easy to 
perform. IT2 is a special case of a T2 FS where all the 
secondary membership grades equal one. IT2 FS is 
completely characterized by its 2-D FOU that is bound by a 
Lower MF (LMF) and an Upper MF (UMF), )(~ x

A
μ  and 

)(~ xAμ , respectively, both of which are T1 MFs. The FOU 
of an IT2 FS is described in terms of these MFs, as in (3). 

�
Xx

AA
xxAFOU

∈
= )](),([)

~
( ~~ μμ  (3) 

For the IT2 FLS considered in this paper, Left MF, Right 
MF approach is used. For example, given a symmetrical 
Triangular shaped Principle T1 FS with MF parameters 
defined by left support point (xl), right support point (xr) and 
FOU as shown in Fig. 1. From this, the parameters of Left 
and Right FSs can be worked out as shown in the Fig. 2 and 
hence the corresponding IT2 FLS. Considering the 
Triangular Principle T1 FS to be symmetrical, the middle 
point (xc) of the FS will be the average of the left and right 
support points. Hence an IT2 FS can be completely 

characterized by three parameters viz. left (xl) support point, 
right support point (xr) and FOU. 

 

xl xr 

1

μ

x
FOU FOU 

xl  -  left support point                          xr -  right support point 

LMF 

Left MF Right MF 

UMF PMF

 
Figure 1. IT2 FSs 

 

 
Figure 2. Mechanism for obtaining Left and Right FSs 

 

III. IT2 FUZZY MODEL IDENIFICATION THROUGH PSO 

A. Fuzzy Model Identification Problem 
Generally, the problem of fuzzy model identification 

includes the issues like identifying: the type of fuzzy model, 
the input and output variables, number and types of MFs for 
the input and output variables, number of fuzzy rules, 
parameters of antecedent and consequent membership 
functions, fuzzy rule-base, performance criteria for 
evaluating fuzzy models [12][17]. 

The design of fuzzy systems or fuzzy models 
identification can be formulated as a search and 
optimization problem in the high-dimensional search space, 
where each point corresponds to a fuzzy model. Given some 
objective function, the system performance forms a 
hypersurface and finding the optimal fuzzy model 
parameters is equivalent to finding the optimal location on 
this hypersurface that is generally infinitely larger, 
nondifferentiable, complex, noisy, multimodal and 
deceptive [18]. These traits of hypersurface make 
evolutionary algorithms good candidates than the traditional 
gradient-based methods. PSO algorithms have the capability 
to find optimal or near optimal solution in a defined search 
space and can be used to evolve the parameters of fuzzy 
models. Most promising advantage of PSO over GAs is its 
algorithmic simplicity.  

In the present work, the number and shapes of MFs for 
the input and output variables, and the number of rules in the 

x
Xx

JFOU
∈

= �)Ã(  (2)

(+FOU/2) (�FOU/2) 

Principal FS 
xl xc xr 

Right FS Left FS 
xl xc xr xl xc xr
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rule-base are fixed. The parameters of the MFs, and the 
antecedents and consequents of the rule-base are tuned 
through PSO. 

B. Mackey-Glass Time Series data 
The proposed approach of designing IT2 FLS using PSO 

algorithm has been demonstrated by applying it to the noisy 
time-series data set. Time series forecasting is the use of a 
model to forecast future events based on known past events 
and to predict data points before they are measured. An 
example of time-series forecasting is predicting the opening 
price of a stock based on its past performance. FLSs 
designing for forecasting of Mackey-Glass time-series [19] 
is a benchmark problem. Mackey-Glass chaotic time-series 
can be represented mathematically as in (4) 

)(1.0
)(1

)(2.0)(
10 ts

ts
ts

dt
tds −

−+
−=

τ
τ  (4) 

Such a system with � ≤  17 is known to demonstrate 
deterministic/periodic behavior that turns chaotic with � > 
17. For the purpose of simulation of (4), it is required to be 
converted to discrete-time system through Euler’s method 
represented in (5). 

)(1.0
)(1

)(2.0),( 10 ns
ns

nsnsf −
−+

−=
τ

τ  

),()()1( nshfnsns +=+  
(5) 

where h is a small number and the initial values of s(n) ∀ n� 
� are set randomly. In our experiments, h=1 and �=30 were 
used. Fig. 3 shows sample data sets, each consisting of 600 
points and corrupted with different noise levels. In all our 
experiments, first 400 points (corrupted) were used for 
training and the next 200 points (noise-free) for testing. 

C. PSO Algorithm 
PSO is a population based stochastic optimization 

technique developed by Eberhart and Kennedy in 1995 [20], 
inspired by social behavior of bird flocking or fish 
schooling. The pseudo-code for the identification of IT2 
fuzzy model through PSO algorithm is listed below: 

 
Pseudo-code 
{ 
Define PSO parameters viz. Swarm Size, Iterations, �1, etc. 
Iteration = 0; 
Generate random swarm of particles 

While Iteration � Number of Iterations or Fitness value = 0 or 
No fitness improvements up to 500 iterations 

 { 
 Limit Swarm; 
 Build IT2 fuzzy model for each particle; 
 Evaluate each fuzzy model and calculate RMSE; 

 Update all the particles position and velocity; 
 Iteration=Interation+1; 
 } 

End 
} 

 
The first step in the optimization is to pick up the 

variables to be optimized and define the respective Universe 
of Discourse (UOD. It is important to define a set of 
constraints for the particles to be optimized. Solutions that 
do not satisfy constraints are invalid solutions and hence not 
acceptable. The fitness function represents the quality of 
each solution and also provides a link between the 
optimization algorithm and the problem under 
consideration. The goal of the optimization is to find out the 
values of the variables that satisfy the defined constraints 
that maximizes or minimizes the fitness function. 
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Figure 3.  Mackey-Glass time-series data sets with different noise levels 
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hbest PSO model, which is the hybrid of gbest and lbest 
models, has been used in our experiments, where each 
particle belongs to a sub-swarm and feels collective 
attraction towards its present pbest particle, pi, the lbest 
particle, pl, and the gbest particle, pg, as expressed 
mathematically, 

))()()(( 332211
1 n

id
n
ld

nn
id

n
gd

nn
id

n
id

nn
id

n
id xprxprxpr −+−+−+=+ ϕϕϕωυχυ

(6)
11 ++ += n

id
n
id

n
id xx υ  

(7)
where 

� Constriction factor 
�1 Cognitive Acceleration 
�2 Social Acceleration 
�3 Local Acceleration 

r1, r2, r3 Random numbers uniformly distributed in the range 
(0,1) 

Fig. 4 depicts the position update of a particle for a two-
dimensional search space. Infact, this update is carried out 
as per (6) and (7) for each particle of swarm for each of the 
d-dimensions in d-dimensional search space.  

 

 
Figure 4. Position update for hbest PSO model for 2-D search space 
 
RMSE between the evolved IT2 FLSs outputs and the 

targets has been used as the fitness function for the PSO run. 
Mathematically, 

�
=

−=
N

i
i tc

N
RMSE

1

2)(1  (8) 

where 
ci actual computed output of the designed IT2 fuzzy 

model 
t Target output  
N Total number of data points 

D. Encoding of IT2 FLS 
For evolving fuzzy models through PSO, a very 

important consideration is to completely represent a fuzzy 
system by a particle, and for this, all the needed information 
about the rule-base and MFs is required to be specified 
through some encoding mechanism. Also the MFs and the 
rule-base must be evolved simultaneously, since they are 
codependent in a fuzzy system [18].  
Encoding IT2 FSs: 

An IT2 FS can be characterized by means of 3-tuple (xl
k, 

xr
k, FOUk). Therefore, particle carrying details about the 

parameters of the MFs of all the input and output variables 
can be represented as follows: 

111222111 ,,,,,..., ... ,...,,,,, +++ n
r
n

l
nn

r
n

l
n

rlrl FOUxxFOUxxFOUxxFOUxx  
(9)  

The index n+1 is associated with the MFs of the output 
variable. 

The dimensions of the particle representing IT2 fuzzy 
model can be worked out from Fig. 5, which represents one 
IT2 FS for the input/output variables. Thus, three 
dimensions viz. xl

k ,  xr
k  and FOUk are required for each FS, 

which are to be modified during PSO run. The 
representation can be generalized to following form: 

 
imSizeParticle 3  =  (10)

 
Thus the particle size for representing all the IT2 FSs of 

input and output variables for IT2 fuzzy model is 
represented as  

�
+

=
=

1n

1i
3FSs) (IT2  imSizeParticle  

(11)

where, 
n- number of input variables 
mi- number of IT2 FSs for the ith input, and the index n+1 
corresponds to the FSs of the output variable. 

 

xr xl 

1

μ

Fixed Parameters 

FOU 

Parameters to be modified 

UOD 

Xmin Xmax 

Figure 5. Representation of parameters of IT2 FS to be evolved through 
PSO 

Encoding Fuzzy Rule-Base: 
Considering r number of rules in the rule base, the 

particle size required for its representation is given as  
)1(rules)r  with base rule(for   += nrSizeParticle  (12)

Thus, the particle size required for representing the 
complete IT2 fuzzy model can be obtained by adding (11) 
and (12). 

)1( 3model)fuzzy  IT2 (complete  
1

1
++= �

+

=
nrmSizeParticle

n

i
i  (13) 

IV. EXPERIMENTS AND SIMULATION RESULTS 
In all our experiments corresponding to the evolutionary 

design of IT2 FLS for forecasting of Mackey-Glass time-
series, the following were used: 

i. Four antecedents per rule, viz., x(k-3), x(k-2), x(k-1) 
and x(k) to predict one consequent x(k+1). 

Current 
Motion 

lbest 

gbest 

pbest 

xn+1 

xn 
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ii. Five Triangular IT2 FSs for each antecedent and 
consequent 

iii. Ten fuzzy rules 
Mamdani inference has been used for IT2 FLSs with 

MIN t-norm, MAX s-norm, Centroid type-reduction, and 
Centroid defuzzification. Following constraints have been 
defined for each FS of input and output variables and the 
rulebase: 

• Left support point < Right Support point i.e. 
xl

nk<xr
nk   

• FS support points are confined within the 
respective UOD, i.e.  Xmin<FS Parameters<Xmax 

 
The particle size for this problem worked out from (13) 

is 125. A particle representing an IT2 fuzzy model of 
dimensions 125, whose FS parameters of input/output 
variables and rule-base can be modified through PSO 
algorithm is shown in Fig. 6. For the purpose of clarity in 
presentation, two scripts have been attached with the 
parameters of the IT2 FSs and FOUs so as to associate them 
with different input and output variables. For example, the 
three parameters for the second IT2 FS of the first input 
variable can be represented as (xl

12, xr
12, FOUi

12). PSO 
parameters corresponding to the experiments reported in this 
paper are listed in Table I.  

 
Figure 6. Representation of IT2 fuzzy model by a particle 

 

TABLE I.  PSO PARAMETERS FOR REPORTED EXPERIMENTS 

PSO Model hbest  
Neighborhood Topology Ring 
Neighborhood Size 1 
Swarm Size 20 
Iterations (Maximum) 1000 
Constriction Factor (�) 0.729 
Acceleration Parameters �1=�2=�3=2 
Inertia Weight 1 (Fixed) 
Termination Criteria Either of the following three 

• No fitness improvement up to 500 
iterations 

• Fitness value=0 
• Iterations=1000 

 

Implementation of the proposed design is done in 
MATLAB and GFS Toolbox1. MATLAB functions were 
written for initializing random population, limiting the 
solutions within the defined constraints, converting each 
validated particle into IT2 fuzzy structure format required 
for GFS Toolbox, evaluating objective function, and for 
updating the position and velocity of particles. Each IT2 
fuzzy structure was evaluated for the training data using 
GFS Toolbox. Four IT2 FLSs were evolved from four 
differently corrupted data sets. Convergence plots for all 
four experiments are shown in Fig. 7 and the corresponding 
RMSEs have been reported in Table II. Simulation time for 
each experiment was about 23 hours and 50 minutes. 

TABLE II.  SIMULATION RESULTS OF ALL FOUR EXPERIMENTS 

V. CONCLUSIONS AND FUTURE WORK 
In this paper, evolutionary design of IT2 FLS from the 

benchmark Mackey-Glass Time Series data is presented. 
Simulation results for four different experiments for 
differently corrupted chaotic time-series data sets are 
reported that illustrate the viability and efficiency of the 
used framework. The design framework presented here is 
very generic and can be extended to evolve the parameters 
like number and types of FSs that were kept fixed in 
experiments reported here. It is a well recognized fact that 
the performance of evolutionary algorithms to a great extent 
depends on the choice of appropriate strategy/operating 
parameters. For all the experiments here, the PSO operating 
parameters were kept fixed and hbest PSO model has been 
followed. It would be worthwhile to investigate the 
influence of PSO operating parameters and trying other PSO 
variants to achieve better accuracy and/or convergence. 

The parallel nature of evolutionary algorithms requires 
lot of computational efforts, which is evident from the 
simulation time reported in this paper. Thus, the use of high 
performance computing resources becomes a key to 
accelerate the experiments. One way to achieve this is 
through cluster computing that uses a group of independent 
computers working as single, integrated computing 
resource. Recently there has been a major shift towards 
GPU computing to provide large performance speedups for 
general-purpose applications that are harnessed through 
programming languages such as CUDA and OpenCL. Thus, 
it would be a challenge to map these experiments on cluster 
and GPU for speedup. 

One of the future directions could be employing hybrid 
framework for fuzzy modeling where PSO can be integrated 
with other learning techniques. Another direction for the 
future work could be applying this methodology for other 
field and applications. 

                                                           
1 http://sourceforge.net/projects/gfstool/ 

Experiment No. SNR RMSE 
 

1 30dB 0.0724 
2 25dB 0.1032 
3 20dB 0.1420 
4 15dB 0.1908 
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Figure 7. Convergence plots for all four experiments 

 
 

REFERENCES 
[1] N. N. Karnik, J. M. Mendel, and Q. Liang, “Type-2 Fuzzy Logic 

Systems,” IEEE Trans. Fuzzy Syst., vol. 7, pp. 643–658, 1999. 
[2] L. A. Zadeh, ‘The Concept of a Linguistic Variable and Its 

Application to Approximate Reasoning - 1,” Information Sciences, 
Vol. 8, pp 199-249, 1975. 

[3] P. Melin and O. Castillo, “A New Method for Adaptive Control of 
Nonlinear Plants using Type-2 Fuzzy Logic and Neural Networks,” J. 
Gen. Syst., vol. 33, pp. 289–304, 2004. 

[4] C. Hwang and F. C.-H. Rhee, “Uncertain Fuzzy Clustering: Interval 
Type-2 Fuzzy Approach to C-means,” IEEE Trans. Fuzzy Syst., vol. 
15, no. 1, pp. 107–120, 2007. 

[5] Q. Liang and J. M. Mendel, “Equalization of nonlinear time-varying 
channels using type-2 fuzzy adaptive filters,” IEEE Trans. Fuzzy 
Syst., vol. 8, no. 5, pp. 551–563, 2000. 

[6] Q. Liang and J. M. Mendel, “MPEG VBR video traffic modeling and 
classification using fuzzy technique,” IEEE Trans. Fuzzy Syst., vol. 
9, no. 1, pp. 183–193, 2001. 

[7] H. B. Mitchell, “Pattern recognition using Type-II fuzzy sets,” 
Information Sciences, vol. 170, pp. 409–418, 2005.  

[8] J. Zeng and Z. Q. Liu, “Type-2 fuzzy hidden Markov models and 
their application to speech recognition,” IEEE Trans. Fuzzy Syst., 
vol. 14, no. 3, pp. 454–467, 2006. 

[9] C. Hwang and F. C.-H. Rhee, “Uncertain fuzzy clustering: Interval 
type-2 fuzzy approach to C-means,” IEEE Trans. Fuzzy Syst., vol. 15, 
no. 1, pp. 107–120, 2007. 

[10] P. Melin and O. Castillo, “A new method for adaptive control of 
nonlinear plants using type-2 fuzzy logic and neural networks,” J. 
Gen. Syst., vol. 33, no. 2/3, pp. 289–304, 2004. 

[11] H. Hagras, “A hierarchical type-2 fuzzy logic control architecture for 
autonomous mobile robots,” IEEE Trans. Fuzzy Syst., vol. 12, no. 4, 
pp. 524–539, 2004. 

[12] H. Hellendoorn and D. Driankov (Eds.), Fuzzy Model Identification – 
Selected Approaches, Springer-Verlag, 1997 

[13] M. Al-Jaafreh, and A. Al-Jumaily, “Training type-2 fuzzy system by 
particle swarm optimization. Proc. IEEE Congress on Evolutionary 
Computation (CEC 2007), 2007, pp 3442–3446. 

[14] S. Park and H. Lee-Kwang, “A designing method for type-2 fuzzy 
logic systems using genetic algorithms,” in Proc. Joint 9th IFSA 
World Congress 20th NAFIPS Int. Conf., Vancouver, BC, Canada, 
July 2001, pp. 2567–2572. 

[15] J. M. Mendel and R. I. John. “Type-2 Fuzzy Sets Made Simple”. 
IEEE Transactions on Fuzzy Systems, Vol. 10, No. 2, pp. 117-127, 
2002. 

[16] Q. Liang and J. M. Mendel. “Interval Type-2 Fuzzy Logic Systems: 
Theory and Design”. IEEE Transactions on Fuzzy Systems, Vol. 8, 
No. 5, pp.535-550, 2000. 

[17] J. Yen and R. Langari, Fuzzy Logic – Intelligence Control and 
Information, Pearson Education, 2003. 

[18] Y. Shi, R. Eberhart and Y. Chen, “Implementation of 
Evolutionary Fuzzy Systems,” IEEE Transactions on Fuzzy 
Systems, Vol 7, No. 5, pp.109-119, 1999. 

[19] M.C. Mackey and Glass, “Oscillation and Chaos in Physiological 
Control Systems,” Science, pp. 287-289, 1977 

[20] J. Kennedy and R. Eberhart, “Particle Swarm Optimization,” Proc. 
IEEE Conference on Neural Networks, Perth, Australia, 1995, pp. 
1942-1948. 

 

30dB 25dB 

15dB 20dB

260265264



ORIGINAL PAPER

Nanostructured platform for the detection of Neisseria
gonorrhoeae using electrochemical impedance spectroscopy
and differential pulse voltammetry

Renu Singh & Zimple Matharu &

Avanish Kumar Srivastava & Seema Sood &

Rajinder Kumar Gupta & Bansi Dhar Malhotra

Received: 12 October 2011 /Accepted: 9 January 2012 /Published online: 15 February 2012
# Springer-Verlag 2012

Abstract We report on a nanocomposite based genosensor
for the detection of Neisseria gonorrhoeae, a bacterium caus-
ing the sexually transmitted disease gonorrhoea. Amino-
labeled probe DNA was covalently immobilized on electro-
chemically prepared polyaniline and iron oxide (PANI-Fe3O4)
nanocomposite film on an indium tin oxide (ITO) electrode.
Scanning electron microscopy, transmission electron micros-
copy, electrochemical impedance spectroscopy (EIS) and dif-
ferential pulse voltammetry (DPV) techniques have been
employed to characterize surface of the modified electrode.
The genosensor has detection limits of 1×10-15 M and
1×10-17 M, respectively, using the EIS and DPV techniques.

This biosensor can discriminate a complementary sequence
from a single-base mismatch and from non-complementary
DNA, and has been utilized for detection of DNA extracted
fromN. gonorrhoeae culture, and from patient samples withN.
gonorrhoeae. It is found to exhibit good specificity for N.
gonorrhoeae species and shows no response towards non-
gonorrhoeae type of Neisseria species (NgNs) and other
gram-negative bacterias (GNBs). The affinity constant for
hybridization calculated using the Langmuir adsorption iso-
therm model is found to be 3.39×108 M-1.

Keywords Neisseria gonorrhoeae . Sexually transmitted
disease . Polyaniline-Fe3O4 nanocomposite .

Electrochemical DNA sensor . Impedance spectroscopy

Introduction

There is increased interest towards tailoring of the micro and
nanostructured materials for fabrication of advanced micro
and nanobiodevices [1]. In this context, conducting polymers
(CPs) are an excellent choice because of their robustness,
flexibility, cost-effectiveness, ease-of-synthesis and fast elec-
tron transferring properties due to their conjugated structure
[2]. Among the various CPs, polyaniline (PANI) is one of the
most extensively studied CP due to its electrical conductivity,
thermal and environmental stability, ease-of-preparation and
electrochemical properties [3–8]. In spite of these interesting
characteristics, PANI has found limited biosensing applica-
tions till date since it is not electrochemically active in neutral
solution, and exhibits redox characteristics only in an acidic
medium (pH<3) [9]. In order to obtain improved conductivity,
attempts have been made to prepare PANI-CNT composites
[10].
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The hybrid of PANI and metal oxide nanoparticles has
attracted much attention. Among the various metal oxide
nanoparticles, Fe3O4 is an interesting material because of
its unique electrical and magnetic properties [11] with excel-
lent biological compatibility [12, 13]. The hybrid of PANI
and Fe3O4 nanoparticles have been prepared using different
techniques such as chemical precipitation method, chemical
oxidative polymerization for the different applications in
electrical–magnetic shields, electrochemical display devices
and microwave absorbing materials [14–16]. The inclusion
of Fe3O4 nanoparticles may perhaps enhance the perfor-
mance of a desired biosensor in terms of high catalytic
activity, enhanced conductivity, improved sensitivity and
selectivity. The excellent biological compatibility as well as
large surface area due to a small granular diameter has made
these nanoparticles promising material for immobilization of
desired biomolecules and to retain their biological activities
for a longer time. The optical, piezoelectric or electrochem-
ical techniques are often used in DNA biosensors as trans-
ducers [17–19]. The electrochemical methods, in particular,
provide sensitive, cost-effective and rapid way of analysis
[20, 21]. The detection is accomplished by immobilization of
single stranded DNA onto electrode surface and hybridiza-
tion of a target DNA sequence present in the sample. The
method is known to be very efficient and specific, because
DNA sensor may detect an analyte even in the presence of a
mixture of many different nucleic acid fragments [22]. Indi-
rect method for electrochemical DNA hybridization detec-
tion is based on the determination of electroactive indicators
whose interactions and binding affinity with double-stranded
and single-stranded DNAs are quite different. The indirect
methods measure response of a redox active molecule or an
intercalator (metal complex, antibody, redox active organic
dye etc.) electrochemical signal [23–27]. In the present case
electrochemical properties of nanostructured PANI and
Fe3O4 have been utilized to fabricate an electrochemical
biosensor.

Electrochemical impedance spectroscopy (EIS) is a sensi-
tive tool for label free DNA hybridization detection [28–31].
This interesting technique allows analysis of interfacial
changes originating from biorecognition events at electrode
surfaces. Rodríguez et al. have reported a gold surface mod-
ified with a self-assembled monolayer of 11-amino-1-undeca-
nethiol for covalent immobilization of oxidized single-walled
carbon nanotubes. The EIS measurements have been per-
formed to follow the DNA hybridization process by using
redox couple [Fe(CN)6]

3-/4- as a marker ion [32]. Zhou
et al. have reported a polyaniline nanofiber/carbon paste ma-
trix (PANI/CPE), prepared by doping carbon paste with PANI,
nanogold and carbon nanotubes have been bound on the
surface of the PANI/CPE for sequence-specific DNA
detection of phosphinothricin acetyltransferase (PAT)
gene having the detection limit of 5.6×10−13 mol/L from

1.0×10−12 mol/L to 1.0×10−6 mol/L dynamic range
[33].

We report results of the studies relating to electrochemical
preparation of PANI-Fe3O4 nanocomposite films onto ITO
surface that may serve as an excellent affinity interface for
the immobilization of DNA. A sensitive genosensor based on
this nanocomposite has been fabricated for label free detection
of N. gonorrhoeae bacteria causing sexually transmitted dis-
ease (STD, gonorrhoea) that may lead to 2–5 folds increased
chances of HIVacquisition if not diagnosed or treated at early
stages. The sequence-specific DNA of the opa, a multicopy
gene, has been taken and detected using EIS and DPVmethod.
The results reveal that PANI-Fe3O4 nanocomposite may pro-
vide an excellent platform for the fabrication of genosensor.

Experimental section

Chemicals and reagents

Iron-oxide (Fe3O4) nanoparticles, aniline, potassiummonohy-
drogen phosphate, potassium dihydrogen phosphate, potassi-
um ferrocyanide [K4Fe(CN)6], potassium ferricyanide [K3Fe
(CN)6], tris base, ethylene diamine tetra acetic acid (EDTA),
Methylene blue (MB) and glutaraldehyde (Glu) have been
procured from Sigma-Aldrich, USA. Indium-tin-oxide (ITO)
coated glass plates (0.25 cm2) have been obtained from Balz-
ers, UK. All other chemicals are of analytical grade. All the
solutions and glassware are autoclaved prior to being used.
Deionized water (resistance 18.2 MΩ.cm) obtained from the
Millipore water purification system has been utilized for the
preparation of desired aqueous solutions.

Procurement of artificial DNA sequences

Probe DNA for specific label free detection ofN. gonorrhoeae
has been identified from the opa gene (a multi-copy gene) of
N. gonorrhoeae. All oligonucleotide sequences have been
procured from Sigma-Aldrich, USA. The Probe DNA used
for immobilization in these studies are as follows.

Probe: aDNA or Amino-(GenBank Accession No: PUID 9716119
snum 2705)

Oligonucleotide Sequence

Probe DNA: Amino/aDNA 5′-CCGGTGCTTCATCACCTTAG-3′

Complementary target
DNA (c-DNA)

5′- CTAAGGTGATGAAGCACCGG -3′

One-base mismatch DNA
(oDNA)

5′- CTAAGTTGATGAAGCACCGG -3′

Non-complementry DNA
(nDNA)

5′- GTATGGTGATCAAGCTCCCG -3′

The procedures for DNA Isolation from culture, DNA ex-
traction from urethral and endocervical swab patient samples,
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Preparation of urethral and endocervical swab patient samples
for direct detection of complementary target DNA have been
with given supplementary data S1, S2, S3.

Electrochemical polymerization of PANI–Fe3O4

nanocomposite onto ITO electrode

The ITO plates are pre-cleaned with acetone, ethanol, and a
copious amount of deionized water. To obtain the uniformly
distributed OH groups on ITO surface, ITO plates are im-
mersed in a solution of H2O2/NH4OH/H2O (1:1:5, v/v) for
30 min at 353 K for hydrolysis, after which these are rinsed
thoroughly with deionized water and dried. The PANI-Fe3O4

nano-composite is prepared by electrochemical polymerization
of aniline in the presence of iron oxide nanoparticles. Fe3O4

nanoparticles are dispersed in 1 M HCl that turns yellow after
solublization and it is ready to use. 1 mL of Fe3O4 nano-
particles dispersed in 1 M HCl is mixed with acidic solution
(0.1 M HCl) of 10 mL of 0.2 M aniline and used for electro-
chemical polymerization onto ITO coated glass plate
(0.25 cm2) using a three-electrodes electrochemical cell. The
polymerization is performed chronopotentiometrically at
150 μA for 900 s (via intermittent washing using autoclaved
Millipore water after every 300 s of polymerization). The
resulting composite films are washed with the background

electrolyte solution to exclude any residual monomer from
the electrode. The electrode is dried under vacuum at room
temperature (298 K) for about 24 h to obtain PANI-Fe3O4/ITO
nanoelectrode. This nanocomposite has been characterized
using X-ray diffraction (XRD, Supplementary data S6 and
Supplementary Fig. 1).

Fabrication of amino labeled DNA functionalized
PANI-Fe3O4/ITO nanobioelectrode

DNA is immobilized onto the electrochemically deposited
PANI-Fe3O4/ITO nanoelectrode using Glu as a cross-linker
under optimized conditions. For this purpose, firstly the
PANI–Fe3O4/ITO nanoelectrode is dipped in 1.0% Glu for
about 4 h followed by treatment with 10 μl of aDNA
(1.0 μM) in a humid chamber at 298 K for 1 h. The incubation
of aDNA solution on Glu-PANI-Fe3O4/ITO nanobioelectrode
results in covalent bond formation between amine groups of
aDNA and aldehyde group of Glu (Scheme 1). This fabricated
aDNA-PANI-Fe3O4/ITO nanobioelectrode has been character-
ized using scanning electron microscopy (SEM, LEO 440),
high resolution transmission electron microscopy (HRTEM,
Model Tecnai G2 F3O STWIN, supported with field emission
electron gun source operated at the electron accelerating volt-
age of 300 kV), contact angle (CA, Model OCA ISEC,

Scheme 1 Schematic representation of preparation of PANI-Fe3O4/ITO nanoelectrode and DNA immobilization
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Dataphysics instruments Gmbh, Germany), Fourier transform
infrared spectroscopy (FT-IR, Perkin Elmer, Spectrum BX II),
EIS, DPV, cyclic voltammetry (CV) (Potentiostat/Galvanostat,
Autolab Eco Chemie, Netherlands) techniques. The results of
EIS measurements and instrumentation are given in supple-
mentary data (S4 and S5). All the CVand DPV measurements
are provided in the supplementary information (Supplementa-
ry data S7, S8 and Supplementary figure 2, 3).

Results and discussion

Scanning electron and high resolution transmission electron
microscopic studies

SEM has been used to conduct the surface morphological
studies on PANI-Fe3O4/ITO nanoelectrode (a) and aDNA-
PANI-Fe3O4/ITO nanobioelectrode (b) and the results are
shown in Fig. 1a, b. A thin coating of gold is sputtered on
the desired samples prior to the SEM studies for better resolu-
tion of the microstructures. The PANI-Fe3O4/ITO nanoelec-
trode shows physical entrapment of granular nanoparticles of

Fe3O4 inside the network like structure of polyaniline nano-
tubes (Fig. 1a). Figure 1b shows SEM image of aDNA-PANI-
Fe3O4/ITO nanobioelectrode. The presence of dense network
like structure onto the surface of aDNA-PANI-Fe3O4/ITO
nanobioelectrode is attributed to the immobilization of DNA
molecules (Fig. 1b).

HRTEM has been employed to characterize PANI-Fe3O4

and aDNA immobilized PANI-Fe3O4 nanocomposite. The
observations of PANI-Fe3O4 nanocomposite reveal that the
Fe3O4 nanoparticles with size from 20 to 50 nm are present
in the PANI matrix (Fig. 1c). Figure 1d shows that Fe3O4

nanoparticles are trapped in the PANI matrix. The interface
between PANI and Fe3O4 nanoparticle is quite distinct with-
out any microstructural inhomogeneity and porosity. More-
over, stacking of lattice planes with interplanar spacing of
about 0.26 nm can be seen in structure of the nanoparticles.
The corresponding spacing (0.26 nm) relates to the crystal

structure of Fe3O4 nanoparticles with cubic (fcc, s.g. Fd 3
�
m,

a00.838 nm) of hkl: 311. Figure 1e shows the immobiliza-
tion of probe DNA onto PANI-Fe3O4 nanocomposite. In
Fig. 1f, probe DNA immobilized onto PANI-Fe3O4 nano-
composite can be distinctly resolved. The diameter of all the

Fig. 1 SEM image of (a) PANI-
Fe3O4/ITO nanoelectrode, (b)
aDNA-PANI-Fe3O4/ITO
nanobioelectrode and HRTEM
of (c) PANI-Fe3O4

nanocomposite (d) PANI-Fe3O4

nanocomposite at higher
magnification (e) aDNA-PANI–
Fe3O4 nanobiocomposite (f)
aDNA-PANI–Fe3O4

nanobiocomposite at high
resolution (g) aDNA-PANI–
Fe3O4 nanobiocomposite at
higher resolution

204 R. Singh et al.



DNA strands varies from 10 to 15 nm with length up to
500 nm. Figure 1g elucidates a higher magnification image
of a DNA strand linked with PANI-Fe3O4 nanocomposite.
The image reveals a set of multiples stripes generated along
the diameter of individual DNA with almost uniform width
of approximately 1.5 nm oriented along the longitudinal
direction of the structure of DNA.

Contact angle and Fourier transform infrared (FTIR)
spectroscopic studies

Contact angle studies have been carried out to obtain infor-
mation relating to the immobilization of DNA onto the elec-
trode surface (Fig. 2a). The change in the contact angle value
is related to the immobilization of DNA molecules. The
contact angle value of the PANI-Fe3O4/ITO nanoelectrode
(Fig. 2a(i)) is found to be 54.9o, and decreases to 39.1o after
the immobilization of aDNA (Fig. 2a(ii)). The decrease in the
contact angle values can be attributed to the presence of NH2

and OH groups of DNA, which helps to lower the contact
angle values [34]. The change in contact angle values after
immobilization indicates successful binding of the DNA.

Figure 2b shows the FT-IR spectra of PANI-Fe3O4/ITO
nanoelectrode (curve i) and aDNA-PANI-Fe3O4/ITO
nanobioelectrode (curve ii). It is found that PANI-Fe3O4/ITO
nanoelectrode exhibits characteristic peaks at around 3234 cm-1

(N–H stretching), 1582 cm-1, 1493 cm-1 (C0C stretching

deformation of quinoid and benzenoid ring, respectively),
1300 cm-1 (C–N stretching of secondary aromatic amine),
1140 cm-1, and 822 cm-1 (out-of-plane deformation of C–H
in the 1,4-disubstituted benzene ring) (Fig. 2b curve i) [35]. The
peak seen at about 580 cm-1 is attributed to the presence of
Fe3O4 nanoparticles [36, 37]. In the FT-IR spectrum of aDNA-
PANI-Fe3O4/ITO nanobioelectrode, vibration bands observed
at 1067 and 1243 cm-1 are due to the asymmetric stretching of
P-O-C vibration and stretching vibration of P0O of the phos-
phoric acid group, respectively. The peaks found at 1492 and
1606 cm-1 are associated with the carbonyl stretching vibration
and C0C bonds in the purine and pyrimidine rings (curve ii)
[38–40]. The peaks observed at 1690 cm-1 (C0N stretching),
1360 cm-1 (C–N stretching) and 1034 cm-1 (O–N stretching)
reveal bonding vibrations present in the nitrogenous bases
indicating immobilization of DNA.

Immobilization studies

The bioelectrodes have been characterized at each step of
modification using EIS measurements. Figure 3a shows the
Nyquist plots obtained for PANI-Fe3O4/ITO nanoelectrode
(i), Glu-PANI-Fe3O4/ITO nanobioelectrode (ii) and for the
aDNA-PANI-Fe3O4/ITO nanobioelectrode (iii). The RCT is
found to increase from 105.1Ω to 170.5Ω after Glu modifi-
cation of PANI-Fe3O4/ITO nanoelectrode, due to the insulat-
ing nature of the Glu layer. The increment obtained in the RCT

value (461.3 Ω) after aDNA immobilization [41] can be
attributed to electrostatic repulsion between the negatively
charged phosphate backbone of aDNA and redox couple
([Fe(CN)6]

3-/4-) present in the solution.
Figure 3b shows the Nyquist plots obtained for different

concentrations of aDNA immobilized onto Glu-PANI-Fe3O4/
ITO nanobioelectrode to investigate the optimum concentra-
tion. Continuous increase in the RCT is observed with increas-
ing concentrations of aDNA upto concentration of 1.0×
10−6 M. It may be noted that we have observed negligible
change in the RCT value beyond 1.0×10−6 M concentration.
Hence, 1.0×10−6 M concentration of aDNA has been used for
all the experiments.

Specificity studies

The performance of this nanobioelectrode has been investi-
gated by checking aDNA-PANI-Fe3O4/ITO nanobioelectrode
hybridization with DNA extracted from N. gonorrhoeae
culture isolate, pus sample spiked with N. gonorrhoeae and
N. gonorrhoeae positive male patient. The specificity of the
bioelectrode has been studied by incubating the probe DNA
immobilized electrode with DNA extracted from other NgNs
as well as other GNBs. Figure 3c shows EIS response of the
STD sensor to DNA extracted from N. gonorrhoeae culture
isolate, pus sample spiked with N. gonorrhoeae and N.
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Fig. 2 Contact angle images (a) and FTIR spectra (b) of (i) PANI-Fe3O4/
ITO nanoelectrode, (ii) aDNA-PANI-Fe3O4/ITO nanobioelectrode

Nanostructured platform for the detection of Neisseria gonorrhoeae 205



gonorrhoeae positive male patient and cultures of denatured
and fragmented Klebsella pneumoniae, Staphylococcus
aureus, Escherichia coli and a clinical strain of N. sicca. The
observed significant increase in the EIS signal shows that the
nanobioelectrode (aDNA-PANI-Fe3O4/ITO) is highly specific
for N. gonorrhoeae. However, no significant increase in the
signal is obtained in presence of K. pneumoniae, S. aureus, E.
coli and N. sicca DNA indicating the specificity of probe
DNA for N. gonorrhoeae detection.

Response studies

DNA hybridization [42–44] has been investigated by monitor-
ing change in the charge transfer resistance (RCT) after

incubation of aDNA-PANI-Fe3O4/ITO nanobioelectrode for
about 15min in different complementary DNA concentrations.
The response of aDNA-PANI-Fe3O4/ITO nanobioelectrode
has been investigated by treating aDNA-PANI-Fe3O4/ITO
nanobioelectrode by artificial DNA (c-DNA, nDNA, oDNA)
(Fig. 4a). Enhancement in the RCT (1083.9 Ω) is found after
hybridization of c-DNA with the probe DNA onto aDNA-
PANI-Fe3O4/ITO nanobioelectrode as a result of increase in
the negative charge due to double-stranded DNA formation.
However, negligible change in RCT (461.3 Ω, 461.9 Ω) is
found with nDNA and oDNA, respectively. The results of
immobilization studies conducted using CV are given as sup-
plementary data S7 and supplementary Fig. 2. The impedance
spectra of the electrode has been recorded in phosphate buffer
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saline (PBS) solution of pH 7.0 containing 5 mM [Fe(CN)6]
3-/4-

solution and the results are shown in Fig. 4. The continuous
increase in RCT is observed with increasing concentrations of c-
DNA due to enhanced hybridization [45]. Figure 4b shows
variation in RCT as a function of c-DNA concentration ranging
from 1.0×10−16 M to 1.0×10−6 M with detection limit of 1.0×
10−15 M. It is found to be higher than that of the other DNA
biosensors reported in literature (Table 1). However, the detec-
tion limit of this system is lower than that of the PANI-CNT
system reported earlier [10]. The RCT value increases linearly
with logarithm of the c-DNA concentration. The linear regres-
sion of the plot follows Eq. 1

RCT ¼ 27:3 log C þ 1030:9 ð1Þ
The regression coefficient for linear regression is 0.9876.
Supplementary data S8 describes DPV response of the

aDNA-PANI-Fe3O4/ITO nanobioelectrode after hybridization
with c-DNA concentration ranging from 1×10-18 M to
1×10-6 M exhibiting 1×10-17 M as the detection limit
(Supplementary Fig. 3).

Stability and reproducibility of the DNA sensor

It has been found that this DNA sensor can be regenerated
when it is immersed in 0.5 M NaOH for 2 min. The experi-
ments show that it can be used for 14 times without losing
its sensitivity. This DNA sensor has good stability for about
120 days perhaps due to the interaction between PANI
backbone and Fe3O4 and hence could be used for repetitive
detection.

Surface coverage calculation

The fraction of the occupied binding sites or surface coverage
(Θ) of c-DNA can be calculated using Eq. 2: [46]

Θ ¼ 1� RM

RC
ð2Þ

where, RM is the charge transfer resistance for aDNA-
PANI-Fe3O4/ITO nanobioelectrode and RC is the charge

transfer resistance obtained for different concentrations of
the c-DNA hybridized onto aDNA-PANI-Fe3O4/ITO
nanobioelectrode.

Figure 5a shows a plot of Θ as a function of concentration
of c-DNA onto aDNA-PANI-Fe3O4/ITO nanobioelectrode.
The value ofΘ increases with increasing c-DNA concentration
and is found to be ~0.629 (62.9%) for 10-6 M c-DNA. How-
ever, the value of surface coverage of aDNA (1.0 μM) onto the
PANI-Fe3O4/ITO nanoelectrode is 63% (calculated from RCT

values obtained in Fig. 3b).

Binding constant calculation using Langmuir adsorption
isotherm

The binding constant of the hybridization of target DNA to the
probe DNA has been investigated using Langmuir adsorption
isotherm, which is based on the assumption that there is
negligible intermolecular interaction between the adsorbed
c-DNA molecules and there are uniform binding sites, having
equal binding energy, on the surface. The Langmuir model is
widely used to study the protein and DNA interactions and to
determine the binding affinities. The high value of binding
constant indicates better affinity of c-DNA towards immobi-
lized aDNA. According to Langmuir adsorption model a plot
of Co/RCT as a function of Co in Eq. 3 yields a straight line.

RCT ¼ RCTð ÞmaxCoKA

1þ CoKA
ð3Þ

where Co is concentration of c-DNA and RCT is the
corresponding charge transfer resistance. Figure 5b
shows the plot of Co/RCT as a function of Co for c-
DNA-aDNA-PANI-Fe3O4/ITO nanobioelectrode. The
straight line obtained indicates applicability of the Lang-
muir model onto the aDNA-PANI-Fe3O4/ITO system.
Equation 3 is further used to calculate the value of
binding constant. The ratio of slope to intercept yields
the value of KA as 3.39×108 M-1. The value of binding
constant for PANI-CNT system is found to be as 9.16×
109 M-1 (data not shown) that perhaps may be reason of
the higher detection limit of the PANI-CNT system due
to the higher electrical conductivity of CNT.
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Table 1 shows characteristics of the DNA biosensor based
on aDNA-PANI-Fe3O4/ITO nanobioelectrode along with
those of the other DNA biosensors reported in literature.

Conclusions

The electrochemically prepared PANI-Fe3O4 nanocomposite,
onto ITO glass plate, immobilized with aDNA has been used
as a genosensor for application to label free detection of N.
gonorrhoeae bacteria causing sexually transmitted disease.
The aDNA-PANI-Fe3O4/ITO nanobioelectrode is capable of
detecting the DNA hybridization process by monitoring
changes in the charge transfer resistance obtained from diam-
eter of the semicircle of the Nyquist plot. The results of DNA
hybridization with the c-DNA exhibit an increase in the RCT

values in comparison to that of the aDNA modified bioelec-
trode due to repulsion between the negative charge of the DNA
phosphate groups and the negative charge of the [Fe(CN)6]

3-/4-

ions. The response studies of aDNA-PANI-Fe3O4/ITO nano-
bioelectrode reveal wider detection range of DNA concen-
tration. The sequence-specific DNA of the opa gene from
N. gonorrhoeae has been detected by this genosensor. aDNA-
PANI-Fe3O4/ITO nanobioelectrode exhibits specificity to-
ward N. gonorrhoeae species and shows negative response
with NgNs and other GNBs. The value of binding constant
estimated using Langmuir adsorption isotherm is found to be
3.39×108 M.

-1 Efforts should be made to improve electrical
conductivity of PANI composite by using AuNPs, AgNPs,
CNT and graphene. Besides this, it should be interesting to
fabricate ordered molecular assemblies [47] based on PANI-
Fe3O4 nanocomposite for application to nucleic acid sensor.
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Abstract. This paper discusses the noise assessment, using ATLAS device simulation 

software, of a gate electrode work function engineered recessed channel (GEWE-RC) 

MOSFET involving an RC and GEWE design integrated onto a conventional MOSFET. 

Furthermore, the behaviour of GEWE-RC MOSFET is compared with that of a conventional 

MOSFET having the same device parameters. This paper thus optimizes and predicts the 

feasibility of a novel design, i.e., GEWE-RC MOSFET for high-performance applications 

where device and noise reduction is a major concern. The noise metrics taken into 

consideration are: minimum noise figure and optimum source impedance. The statistical tools 

auto correlation and cross correlation are also analysed owing to the random nature of noise. 

 

1.Introduction 

To achieve higher speeds and packing densities, the world has witnessed the miniaturization of the 

basic MOS device structure. Today, CMOS technology has an established place in the design of multi-

gigahertz communication circuits. This is due to the continuing down-scaling of MOS devices, which 

improves their RF performance characteristics. As the MOSFET is shrunk, some unwanted effects are 

observed such as punchthrough, hot carrier injection, noise in RF range, and dependence of threshold 

voltage on channel dimensions, DIBL and other short channel effect (SCEs) which affect the 

performance of the device in a negative manner. As MOSFET device sizes and signal levels are 

aggressively scaled down, the low-frequency noise (LFN) properties become increasingly important. 

This is because the signals are no longer significantly higher than the LFN, especially since the LFN 

level increases significantly as the device’s size is scaled down[1,2]. As the issue of noise becomes 

increasingly important in deep-submicron MOSFETs, it is necessary to be able to accurately measure 

and model the noise parameters of MOSFET to fully characterize its noise performance. 

 

Concave MOSFETs are known to alleviate many of the SCEs [3,4].This has been achieved by 

separating the source and drain (S/D) regions by a groove. Several studies have reported that the 

potential barrier formed at each concave corner is responsible for suppressing the SCEs, hot-carrier 

3rd Workshop on Theory, Modelling and Computational Methods for Semiconductors IOP Publishing
Journal of Physics: Conference Series 367 (2012) 012013 doi:10.1088/1742-6596/367/1/012013

Published under licence by IOP Publishing Ltd 1



 

 

 

 

 

 

effects and punch-through. It is also responsible for the degradation of current driving capability and 

threshold voltage. The recess MOSFET, however, in conjunction with dual material gate (DMG) 

architecture [5,6], named as Gate electrode work function engineered recessed channel (GEWE-RC) 

MOSFET, as shown in figure 1, enhances drain current characteristics (shown in figure 2), average 

carrier velocity and suppresses SCEs, thereby proving superior to the conventional MOSFET. With 

DMG architecture, the step potential profile, due to different work functions of two metal gates, 

ensures reduction of SCEs and screening of the channel region under gate 1 from drain potential 

variations. Thus, the average electric field in the channel is enhanced, improving the electron velocity 

near the source and, hence, the carrier transport efficiency. Some past works on this device such as RF 

analysis[7] and linearity analysis[8] have been done before and they suggest the feasibility[9] of this 

model. The work has been complied in Chaujar et al. The GEWE-RC  MOSFET [10,11] (figure 1) 

considered in this study also integrates the potential benefits of concave MOSFETs with DMG 

architecture for enhancing the noise  performance of scaled devices in comparison to the conventional 

MOSFET. 

For the purpose of the above mentioned noise analysis, structural design parameters, such as gate 

length, junction depth, substrate doping, gate metal work function and thickness of the oxide layer are 

tuned in GEWE-RC MOSFET to attain the best performance. The noise parameters examined are the 

minimum noise figure[12], NFmin, and optimum source admittance, Yopt, or impedance, Zopt, as they 

are important in the design of low noise RF circuits such as low noise amplifiers (LNA)[13] and 

mixers[14]. The statistical tools auto correlation and cross correlation are also analysed owing to the 

random nature of noise. 

All simulations have been performed using ATLAS device simulation software. The models activated 

in simulation comprise the inversion layer Lombardi CVT mobility model along with the Shockley– 

Read–Hall (SRH) and Auger recombination models for minority carrier recombination. Furthermore, 

we adopt the hydrodynamic energy transport model which includes the continuity equations, 

momentum transport equations, energy balance equations of the carriers and Poisson’s equation [12]. 

It can model the non-local transport phenomenon, and hence presents a higher accuracy than the drift–

diffusion method. The quantum corrections have not been taken into account because the quantum 

mechanical effects become significant when the gate oxide thickness is below 30 °A or 3 nm. In our 

study, since the gate oxide thickness is 3 nm, the quantum corrections are ignored [15]. The 

specifications of the device are given in Table 1. 

 

Table 1. Design Parameters for GEWE-RC MOSFET 

used in the analysis 

Design Parameters  

Effective Channel Length 

Groove Depth 

Source/Drain Junction Depth 

Negative Junction Depth 

Substrate Doping 

Source/Drain Doping 

Physical Oxide Thickness 

Permittivity Of Oxide 

Work Function Of Gates 

96nm 

70nm 

50nm 

20nm 

1*10
17

cm
-3 

1*10
20

cm
-3 

3nm 

3.9 

Of gate1=4.77eV 

Of gate2=4.1eV 
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Figure 1. The architecture of GEWE-RC MOSFET. 

 

Figure 2. Id-Vg characteristics of GEWE-RC MOSFET. 
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2. Noise Analysis 

Noise performance of a modern small-area MOS devices is dominated by random telegraph signal 

(RTS) fluctuations[7,12]. Their origin is the capture and subsequent emission of charge carriers at 

discrete trap levels near the Si−SiO2 interface[16,17]. For deep-submicrometer devices, the number 

of traps with energy within a few kT close to the surface Fermi level is small[2]. Both, the number of 

traps and their position over the channel are random variables[16,18]. Traps located in the gate oxide 

near the interface to the silicon capture and reemit some of the carriers responsible for the current 

flowing between the source and the drain of the device[18]. Hence, the carrier transport efficiency is 

hampered. 

2.1. Results and Discussion 

2.1.1. Minimum Noise Figure. The Figure 3 explains the effect of frequency on the noise behavior of 

GEWE-RC MOSFET and the Conventional MOSFET designs (with the same specifications), in 

terms of minimum noise figure. Results clearly reveal that noise figure for the conventional 

MOSFET decreases with the increasing frequency but that of GEWE-RC MOSFET increases with 

the increasing frequency. Although, it is noteworthy that the noise figure for the conventional 

MOSFET and GEWE-RC MOSFET at 1000Hz is 67.6643dB and 0.000212794dB respectively. Also, 

it is vital to observe that the lowest noise figure shown by the conventional MOSFET is 9.18454dB 

only. This observation can be mainly attributed to the work function difference of the gates in the 

GEWE-RC architecture, due to which a step-potential is introduced in the channel[19]. There exists a 

screening of the channel region from the drain induced variations due to which the number of carriers 

entering the channel remains comparatively less varied[19]. Also, the vertical electric field is reduced 

due to which the trapping of the carriers near the Si-SiO2 reduces, which results in the improved 

carrier transport efficiency[20]. 

 

Figure 3. Minimum Noise Figure as a function of frequency. 
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2.1.2. Optimum Source Impedance. The Figure 4 gives the behavior of optimum source impedance 

(ZOPT=ROPT+jXOPT) with respect to frequency. Because the oxide layer acts as a dielectric, there is 

essentially never any current between the gate and the channel during any part of the signal 

cycle[21]. As the oxide thickness is being continuously shrunk due to the scaling of the MOSFET, 

the MOSFET should have a large source impedance to avoid destruction by electrostatic charges. In 

the Figure 3 it can be vividly seen that optimum impedance for GEWE-RC MOSFET is much higher 

than that of the Conventional MOSFET. 

 

Figure 4. Optimum Source Impedance as a function of frequency. 

2.1.3. Auto Correlation and Cross Correlation.  The MOSFET is considered as a two port device 

(Figure 5) i.e. the noise induced at the gate is separated from the MOSFET and is depicted by V1 and 

the noise received at the output is replaced by a voltage V2[22]. Since noise is a random 

phenomenon, some statistical analysis is indispensable for this research. Thus, the autocorrelation 

and cross correlation of the voltages at the two ports of the devices are compared. From the above 

analysis it can be inferred that surface scattering with the Si-SiO2 gate interface is noticeably reduced 

in the GEWE-RC  MOSFET because of a lower vertical electric field. Therefore, isotropic scatterings 

present a reduced prevalence in this device[23]. Thus it can be concluded that the mean free path (λ) 

of carriers crossing the channel as a function of the frequency is much larger than in the conventional 

transistor[19]. This reduced influence of isotropic scatterings implies that the scattering mechanisms 

are not so effective in breaking the correlation between gate and drain current, which leads to higher 

cross correlation (i.e. V1.V2*) between them[23]. Figure 6 depicts such behaviour. In Figure 6, the 

imaginary part of cross correlation for GEWE-RC MOSFET is abruptly ending as the y axis has a log 

scale and log is undefined for negative values. It is notable though that the values of Imaginary part 

of cross correlation for GEWE-RC MOSFET abruptly finishes at 1GHz; this is due to the fact that the 

y axis of the graph has a log scale and the results for the Im(V1.V2*) comes out to be negative. Thus, 

as log is undefined for negative values, the graph for Im(V1.V2*) abruptly ends at 1GHz. Auto 

correlation is the cross correlation of a signal with itself. As can be seen by Figure 7, there is higher 
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auto correlation between the input (i.e. V1.V1*) and output voltages (i.e. V2.V2*) in GEWE-RC 

MOSFET than the conventional MOSFET depicting lesser intrinsic noise in the former than the 

latter. 

 

Figure 5. MOSFET as a two port device where the input noise is replace by a voltage V1 and the the 

noise received at the output is replaced by V2. 

 

Figure 6. Cross correlation as a function of frequency. 

3rd Workshop on Theory, Modelling and Computational Methods for Semiconductors IOP Publishing
Journal of Physics: Conference Series 367 (2012) 012013 doi:10.1088/1742-6596/367/1/012013

6



 

 

 

 

 

 

 

Figure 7. Auto correlation as a function of frequency. 

3. Conclusion 

As shown in this work, from the analysis of the microscopic noise sources and dynamic 

performance of the devices; GEWE-RC MOSFET exhibits superior noise performance in 

comparison to its conventional counterpart. It can be concluded that the reduced induced gate noise 

and stronger cross correlation are responsible for the noticeable improvements observed in the 

intrinsic minimum noise figure. Hence, proving its potency for low power, low noise and low 

supply voltage applications. Lower noise figure and higher optimum source impedance pertained 

by the GEWE-RC  architecture strengthens the idea of using it for such applications, thereby 

giving a new opening for usage in RF applications. 
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