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the form of articles, reports, presentation published in international journals, websites,
etc. by the faculty and students of Delhi Technological University in the field of
science and technology. The publication of Faculty and Students which are not
covered in this bulletin may be because of the reason that either the full text was not
accessible or could not be searched by the search engine used by the library for this
purpose. To make the bulletin more comprehensive, the learned faculty and Students
may provide their uncovered publication to the library either through email or in CD,
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Abstract—Biometric unique authentication approach on 

encrypted message provides a totally secured information 
delivery without any need to hide any password or secret key. 
We present the usage of biometrics technique in asymmetric 
cryptographic domain where we protect secret key involved in 
cryptographic with the help of fuzzy vault created by 
randomizing the palm print feature with the secret key. This 
paper therefore uses the polynomial construction on the secret 
key using appropriate mapping function and taking the 
projection of palm print feature on the polynomial constructed 
which together makes the fuzzy vault. Vault can be unlocked 
with authentication and polynomial is reconstructed using 
Lagrange’s interpolation. Secret key is retrieved from 
reconstructed polynomial and corrected with Reed & Solomon 
(RS) codes. The results shows that 309-bit RSA keys can be 
secured with palm print based fuzzy vault using the proposed 
system. 
 

Index Terms— RSA; Lagrange’s interpolation; RS codes; 
Galois field; PCA technique; Eigen values. 
 

I. INTRODUCTION 
Today information security is very sensitive area of 

research. Cryptography is one of the most effective ways to 
enhance the security of the information system via its 
encryption and decryption modules. A secure encryption key 
can be associated with a biometric signature to ensure the 
integrity and confidentiality of communication in distributed 
systems. Many of the limitations of the password and PIN 
based encryption schemes can be alleviated by using 
biometric features, which are unique and can be conveniently 
extracted from every user. The biometric-based encryption 
requires physical presence of persons to be authenticated and 
is therefore reliable, convenient and efficient [1]. The 
motivation to protect secret key involved in cryptographic 
modules using biometric based fuzzy vault is came from the 
idea that current cryptographic algorithms e.g., Advanced 
Encryption Standard (AES) [2], Data Encryption Standard 
(DES) and RSA [3] have a very high proven security but they 
suffer from the key management problem as all these 
algorithms fully depend on the assumption that the keys will 
be kept in absolute secrecy. If the secret key is compromised, 
the security provided by them immediately falls apart. 
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Another limitation of the these algorithms is that they require 
the keys to be very long and random for higher security, e.g., 
128 bits for AES, which makes it impossible for users to 
memorize the keys. As a result, the cryptographic keys are 
stored securely (e.g., in a computer or on a smart card) and 
released based on some alternative authentication mechanism. 
If this authentication succeeds, keys can be used in 
encryption/decryption procedures. The most popular 
authentication mechanism used for key release is based on 
passwords. Thus, the plain text protected by a cryptographic 
algorithm is only as secure as the password (weakest link) 
that releases the correct decrypting keys. Simple passwords 
compromise security, but complex passwords are difficult to 
remember and expensive to maintain. Further, passwords are 
unable to provide non repudiation; a subject may deny 
releasing the key using password authentication.  

The most remarkable work in this area is to provide 
cryptography based security at different stages of biometric 
authentication via fuzzy vault scheme [4]. This vault is a form 
of error-tolerant cryptographic algorithm and proved very 
useful in many circumstances, such as fuzzy human factor 
based authentication systems, where exactness of the unlock 
key is usually unavailable. It is inherently more reliable than 
password-based authentication as biometric characteristics 
cannot be lost or forgotten. Further, biometric characteristics 
are difficult to copy, share and distribute and require the 
person being authenticated to be present at the time and point 
of authentication. Hence, biometrics-based authentication is 
a potential candidate to replace password-based 
authentication, either for providing complete authentication 
mechanism or for securing the traditional cryptographic keys 
claiming that his/her password was stolen. Many of these 
limitations of password-based key release can be eliminated 
by incorporating biometric authentication. 

 

II. PRIOR WORK 
Fuzzy vault for information security is not very new 

concept. It has been used for the number of years by various 
scientists in research work. Jules and Sudan [5] have 
proposed the generation of a secure vault using an un-ordered 
set, to lock any secret inside and referred it as fuzzy vault. 
The concept of fuzzy vault has been further explored by 
Uludag et al. [1] where they used fingerprint templates as an 
unordered set to create the vault around the secret. They 
further utilizes error correcting codes, such as Reed and 
Solomon code to produce some error tolerance in the input 
biometric templates, while decrypting the module. Their 
contribution is to hide any secret in fuzzy vault using 
polynomial construction under un-ordered set. The secret can 
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be retrieved back by polynomial reconstruction, if certain 
points of the unordered set are known at receiving end. The 
security of the scheme mainly depends upon polynomial 
construction and reconstruction problem. They have 
combined the concept of fuzzy vault with biometrics 
(fingerprint) by using biometric template as an un-ordered set. 
Uludag and Jain [4] proposed the minutiae based features 
from the fingerprints for locking and unlocking the vault. 
They attempted to secure the secret key of any cryptosystem 
using fuzzy vault. Vault is created by taking projections on 
fingerprint minutiae features and Cyclic Redundancy Codes 
(CRC) technique is used for error correction.  However, this 
approach is limited to its usage due to its inability to eliminate 
the inherent variability in minutiae feature. Nanda kumar et 
al. [6] have attempted to eliminate such variability using 
helper data and illustrated promising results. Feng Hao et al. 
[7] use iris biometric for generating cryptographic keys and a 
combination of Reed and Solomon error correcting theories 
for error tolerance. Clancy et al. [8] proposed a smart card 
based fuzzy vault that employed fingerprints for locking and 
unlocking. The presumption that acquired fingerprint images 
are pre-aligned is not realistic and could be the possible 
reason for high false rejection rate (up to 30.0%) reported in 
the paper. Lin and Lia [9] have done remarkable work in 
order to prevent repudiation but their work still required 
smart card and password for better implementation and hence 
reduces its usability. Recently, a modified fuzzy vault 
scheme is proposed by Feng Hao et al. [7] using asymmetric 
cryptosystem. Having generated RSA public and private keys, 
authors have used Reed and Solomon coding to convert the 
keys in to codes. Further they used two grids, one for codes 
and other for biometric features. The elements in the 
corresponding grids are in same positions. The unlocking of 
vault only requires the knowledge of the correct positions of 
the numbers in any of the grids.  

Our scheme is inspired from work Fuzzy Vault for 
Fingerprints in [1] with a number of modifications. The 
fingerprint features are very difficult to extract from the 
elderly, laborer, and handicapped users. In compare, we 
explored the usage of palm print biometric to create fuzzy 
vault. Having a large surface area palm images are less 
affected with skin attributes like, amount of grease and dust 
on the hand of laborers, elderly people and handicapped users 
as lack of palm is less likely than thumb. A mapping function 
is suggested to map the secret data (Secret Key of RSA 
system) to the coefficients of polynomial. PCA technique is 
used to get most randomized palm feature and projections are 
taken on this to create the vault. During unlocking, 
polynomial is reconstructed with Lagrange’s interpolation 
and polynomial coefficients are finally mapped to secret data. 
In our current encoding implementation, the data is encrypted 
by RSA cryptosystem, which is represented in Galois Field. 
And for error correction we have followed RS coding (Reed 
and Solomon) on these field elements. Firstly, the secret key 
is mapped to decimal values to form polynomial coefficients. 
Thereafter the polynomial generated is used for taking 
projection on the elements of images obtained by PCA 
technique. Thus the elements and its projection together 
make the vault. 

Decoding implementation is done by comparing elements 
of another image of user with the vault generated for that user. 

With the matched values the reverse of encoding 
methodology is followed with reconstruction of polynomial 
being done by Lagrange’s polynomial reconstruction. And 
hence the secret key is generated. 

 

III. PROPOSED FUZZY VAULT SYSTEM 
Fuzzy vault scheme is a simple and novel cryptographic 

construction. Suppose we have a secret, which we want to 
share with some specific persons, but do not want to post it 
indiscriminately, such as a public website. One approach is to 
compile a set of elements A with the secret and publish it in 
an encrypted form. To extract the secret information, one 
needs to have an unlocked set B, which is close to A, to 
unlock the vault. We have suggested an alternative way of 
creating a Fuzzy Vault around the secret key of asymmetric 
cryptosystem. Secret key is mapped to decimal values (with 
mapping function) to form polynomial coefficients as 
follows;           
  
                                    K = SECRET KEY     
                                       X = MAP [K] 

 
where X is the formed polynomial. Most randomized Palm 
features data is obtained by PCA technique as follows;                   
  
                                P = PALM FEATURE 
                                      Q = PCA [P] 
 
where Q contains most randomized palm features. 
Projections of Q are taken over X and vault is made up of Q, 
R and some chaff points (not lying on polynomial X) given as 
 
                                 R = EVALUTE[X, Q] 
                    VAULT = [Q, R] + CHAFF POINT 
 

For unlocking, the user features are randomized and vault 
is unlocked with matching them with Q of vault. Polynomial 
is reconstructed and its coefficients are mapped back to secret 
key as  
 
                                 G = USER PALM 
                                   H =   PCA [G] 
                              [I, J]  = UNLOCK [H] 
                           L = INTERPOLATE [I, J] 
                 SECRET KEY = M = INVERSEMAP [L] 

A. Mapping Function 
Any generalized injective (one to one) function can be 

used for mapping since its inverse give unique value. So a 
better option is to use logarithmic function. Therefore for 
each 15 characters of secret key, take decimal equivalent of 
these values and then take log at base 2 to get constant value. 
Repeat it for entire length of the key and get the polynomial 
coefficients as follow;  
 

K = SECRET KEY 
L = GROUP [K]    (FORM THE GROUP OF EACH 15 

CHRACTERS TO DECIMAL EQUIVALENT) 
M = LOG [L]     (TAKE THE LOG AT BASE 2 OF EACH 

VALUE) 
where M is the constructed polynomial.   
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B. PCA Mapping 
Fuzzy Vault consist the projection of most randomized 

Palm-Features over the polynomial. The Palm print 
recognition is done by principal component analysis (PCA) 
technique to generate most randomized Palm-Feature [10]. 
Constructed polynomial is evaluated on randomize palm 
feature which is obtain as follows   

 
P = PALMFEATURE MATRIX (SIZE = 720 X 300)    

(DATABASE OF 100 PERSONS) 
 B = P X P’ (SIZE = 720 X 720) 

C = EIG (B)   (SIZE = 720 X 100)     (TAKE 100 EIGEN 
VECTORS OF B) 

Q = C’ X P (SIZE = 100 X 300) 
P’& C’ are transpose vectors of P & C respectively.  

 where Q is the randomized palm feature. 

IV. PROPOSED ALGORITHM 

 
Fig. 1. Block diagram of encoding phase. 

A. Locking the Vault (Encoding Phase) 
Let S be the secret key which is generated using RSA 

algorithm on the given message. Suppose that S be the secret 
key of 309 characters (i.e. for strength of 512 characters), 
which is converted in the array format R. For the simplicity of 
our further computation, R is padded with some extra 
redundant number, so that it is of 324 lengths. Now R is 
converted to a two dimensional array R1 of size 
"18x18"(square matrix). In the current encoding 
implementation, the array elements are represented as Galois 
Field [11], in order to insure that elements are taken in 
quantized range, so for error correction Reed and Solomon 
codes are applied. The Galois Field of size (2^5) and the key 
size is set to 18 (i.e. n = 22, k = 18, m = 5). Now RS coding is 
performed on Galois Field element to convert it into a two 
dimensional array R2 having size (18 x 22). R2 is converted 
to a one dimensional double array A having 396 (18 x 22) 
elements and also some redundant elements are padded to A. 
For polynomial formation, considering it to be of degree 26, 
elements of A is divided into groups of 15. As said earlier the 
mapping logarithmic function is used, therefore log2 of the 
decimal value of each of the 27 groups is computed and 
stored into an array P1. These groups are the coefficients of 
polynomial of order 26.  

As discussed earlier, the PCA technique is applied to 

convert the given data into a (100 x 300) matrix. Using the 
elements of single image of each user, the projections of each 
value of x using the polynomial is computed. Now the x 
values are stored in an array X1 and the corresponding 
projection is stored in another array Y1. Some randomly 
generated chaff values are added to X1 and Y1, assuming 
genuine and chaff points are uniformly distributed. Hence X1 
and Y1 together makes the vault locked. The scheme for the 
encoding phase is represented in Fig. 1. 

 

 
Fig. 2. Block diagram of decoding phase. 

B. Unlocking the Vault (Decoding Phase): 
The idea for unlocking the vault is conveniently taken by 

comparing the elements of second image of the user with the 
vault generated for that user. Now the matched values are 
stored in an array W and the corresponding projection are 
stored in array in an array L. Exactly 27 pairs is formed from 
W, L and the inverse of whole encoding procedure is 
followed. The Lagrange’s reconstruction [12] is followed for 
polynomial reconstruction. Using the 27 coefficients of this 
polynomial, all 405 values are recomputed by first finding the 
anti-log of each coefficient and then getting 15 values each 
for a coefficient (27 x 15 = 405). These 405 values are stored 
in array B1. The inverse RS decoding is followed on the first 
396 values of array B1 taken in two dimensional array B2 of 
size (18 x 22). An array B3 of size (18 x 18) is generated with 
the help of RS decoding. Afterwards the secret key S’ is 
retrieved from B3 with length 309. The scheme for the 
encoding phase is represented in Fig. 2. 

 

V. EXPERIMENTAL RESULTS 
The computation requires 37 seconds for a system with a 

2.10 GHz dual processor. Further, the system is implemented 
in Matlab, contributing to high computational times. 

The analysis of results (see Table 1) based on the Eigen 
values shows that false accept rate (FAR) is negligible at 
lower Eigen values but some significant value at higher 
Eigen values which can be reduce by taking more samples 
per user. The results obtained using the proposed method as 
compared to fingerprint based fuzzy vault is appreciable 
since we achieved 65% successful unlocking rate for a 
second image of user from 10 different users while Yang & 
Verbauwhede et al. [13] has given result for fingerprint with 
83% successful unlocking rate for 10 prints per finger from 
10 different fingers, forming a total 100 fingerprint images. 

 

International Journal of Information and Electronics Engineering, Vol. 2, No. 2, March 2012

291



  

TABLE I: EXPERIMENTAL RESULTS 

S:No 

Test performed for Ten user’s image: 

NUMBER OF 
EIGEN 

VECTORS 
TAKEN 

PERCENTAGE 
OF VAULT 

UNLOCKED BY 
IMAGE 2 OF 

USER 

PERCENTAGE 
OF VAULT 

UNLOCKED 
FROM IMAGE 

OF OTHER 
USER 

1. 50 20% 0% 

2. 100 20% 0% 

3. 300 30% 10% 

4. 600 65% 20% 

 

VI. CONCLUSION 
Introduction of biometrics in cryptography domain is 

really a better option to make system more secure. Thus a 
secure encryption key can be associated with a biometric 
signature to ensure the integrity and confidentiality of 
communication in distributed systems. Many of the 
limitations of the password and PIN based encryption 
schemes can be alleviated by using biometric features, which 
are unique and can be conveniently extracted from every 
user.  

We have shown that performance and security of a palm 
print based fuzzy vault is better option in comparable to 
fingerprint fuzzy vault. The experimental results from the 
proposed approach on the palm print images suggest its 
possible usage in an automated palm print based key 
generation system. The proposed method has inherent 
biometric limitations like adaptation of biometrics is not 
easily applicable. The proposed system is very critical in 
terms of precision required for proper implementation. 
Reconstruction of polynomial of high power with at most 
accuracy is somewhat very tedious job and method really 
lags in this phase. Therefore better polynomial formation and 
precision is challenge in this work. 
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Abstract: In this paper we generate fitted mesh using the boundary char-
acteristic orthogonal polynomials for numerically solving singularly perturbed
boundary value problems. The method is based upon the orthogonal collo-
cation method. Boundary characteristic orthogonal polynomials (BCOPs) are
generated using the Gram - Schmit process from a set of linearly independent
functions which also satisfy the given boundary conditions. The procedure is
illustrated by taking several examples. After obtaining the fitted mesh, the
problems have been solved using upwind finite difference method.
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1. Introduction

Orthogonal polynomials have been extensively used in numerical approxima-
tions, for example, the famous Legendre, Chebyshev polynomials and many
more. The importance of orthogonal projection and orthogonal decomposition,
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particularly in the solution of systems of linear equations and in the least square
data fitting is also well known. Now a large number of books and research pa-
pers are available on orthogonal polynomials and their applications and some
good references can be found in [1, 2, 3].

Problems in which a small perturbation parameter, say ǫ is multiplied to
the highest derivative arise in various fields of science and engineering, for
instance fluid mechanics, elasticity, hydrodynamics, etc. The main concern
with such problems is the rapid growth or decay of the solution in one or more
narrow ”layer region(s)”. These kinds of problems are known in the literature
as singularly perturbed problems (SPPs).

Singular perturbation problems in consideration have shocks as boundary
layers or interior layers. For such kinds of problems the solution can be smooth
in most of the solution domain with small area where the solution changes very
quickly. To approximate their solution it is well known (see [4, 5]) that the
classical numerical methods cannot be used on uniform meshes; the reason is
that the error is unbounded [6] for arbitrary values of the singularly perturbed
parameter, ǫ. So when solving such problems numerically, one would like to
adjust the discretization to the solution. In terms of mesh generation, we want
to have many points in the area where the solution has strong variations and a
few points in the area where the solution has weak variations and such method
is known as fitted mesh methods.

In orthogonal collocation, we first generate the orthogonal polynomials and
then we find the roots of those orthogonal polynomials (Each polynomial in
an orthogonal sequence has all n of its roots real, distinct, and strictly inside
the interval of orthogonality) and treat them as collocation points. The choice
of collocation points is also critical and should not be arbitrary in realistic
problems. The dependence of the roots according to the mesh requirement lies
on the choice of the weight functions used in defining the inner product. In
Section 2 we discuss how to find the BCOPs and the corresponding roots and
numerical results have been presented in Section 3.

2. Generation of Mesh using BCOPs

Let us first define the inner product in the functional space for two functions
f(x) and g(x) defined over the domain D ∈ Rn by

< f, g >=

∫

D
w(x)f(x)g(x)dD (1)
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where w(x) is the suitable chosen weight function according to the mesh defined
over D. The induced norm of a function using above inner product is, therefore,
given as

||f ||2 =
∫

D
w(x)f2(x)dD. (2)

To generate an orthogonal sequence, we can start with the set

{h(x)fi(x)}, i = 0, 1, 2, 3.... (3)

where h(x) is the chosen function which satisfy the given boundary conditions
of a differential equation and fi(x) are the linearly independent functions over
the domain D. Note that each h(x)fi(x) will, therefore, also satisfy the same
boundary conditions (if we have zero boundary conditions). Otherwise for non
zero boundary conditions, we have to choose fi(x) which also satisfy the bound-
ary conditions and independency.
To generate an orthogonal sequence φi, we apply the well known Gram -
Schmidt process, which is given as

φ1 = hf1 (4)

φi = hfi −
i−1
∑

j=1

cijφj , i = 2, 3, 4.... (5)

where
cij =< hfi, φj > / < φj , φj > (6)

The orthogonal sequence can also be normalized by dividing each φi by its
norm.

2.1. BCOPs Approximations

First we try to approximate a given function, using the method of least square,
which has boundary layers on both the boundaries by generating correspond-
ing BCOPs. Suppose we take original function F (x) and write it as a linear
combination of generated BCOPs φis as

F (x) =
N
∑

j=0

djφj(x). (7)

Then the djs can be calculated using the concept of orthogonality (Fourier-
Legendre type).

dj =< F,φj > / < φj, φj > . (8)
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Suppose we start with the function

F (x) =
exp((x− 1)/

√
ǫ) + exp(−x/

√
ǫ)

(1 + exp(−1/
√
ǫ))

− cos(πx)2; x ∈ (0, 1), (9)

which has boundary layers on both the sides of the interval for small values
of parameter ǫ with zero boundary conditions. Let us we start with h(x) =
x(1 − x), as it satisfies the zero boundary conditions. The inner product for
this function can be defined as

< f, g >=

∫ 1

0

f(x)g(x)
√

x(1− x)
dx, (10)

with weight function w(x) = 1/
√

x(1− x), as it will be very helpful for gen-
erating finer mesh at the boundary points 0 and 1. As we know that the
computation of the integral involved will become simpler if we deal with the
polynomial functions fis. So we start with one of the obvious choice of fi as

fi = {1, x, x2, x3, ......} (11)

It is clear that the function hfi also satisfies the zero boundary conditions.
Using the above procedure to generate BCOPs, Some φis can be given as

φ0 =
8x(1− x)

√
6

3
√
π

; (12)

φ1 =
32(x2(1− x)− (1/2)x(1 − x))√

π
; (13)

and so on. Similarly φ9 can also be given as

φ9 = −2.330769986x(x − 1)(2x − 1)(3.27680 × 105x8 − 1.310720 × 106x7

+ 2.146304 × 106x6 − 1.851392 × 106x5 + 9.02144 × 105x4

− 2.47808 × 105x3 + 36256x2 − 2464x + 55).

(14)

For the above F (x), equation (7) can be written as

F (x) =
9

∑

j=0

djφj(x) (15)
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Figure 1: BCOPs for various φis

where φis as generated above. The corresponding dis are found using orthogonal
property as

d0 = −.556648, d1 = −2.246921 × 10−10,

d2 = −.756039, ...d,8 = −.025290, d9 = −1.16538 × 10−13.
(16)

All the φis as used in equation (15) has been plotted in the Figure 1 and the
corresponding approximated F (x) is plotted in the Figure 2. As we can see in
the Figure 2 that both the functions are coinciding completely with each other.

3. Numerical Results

Now we generate the fitted mesh for a given problem using the BCOPs method
and solve the singularly perturbed problems using upwind finite difference meth-
ods on non-uniform meshes.

Test Problem 1. (see [7]) We consider 1D linear reaction-diffusion problem
as

−ǫu′′(x) + u(x) = − cos2(πx)− 2ǫπ2 cos(2πx), x ∈ (0, 1), 0 < ǫ << 1, (17)
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Figure 2: Approximation for ǫ = .001

with boundary conditions

u(0) = 0, u(1) = 0 (18)

whose exact solution (as also discussed in equation (9)) is

u(x) =
exp(−1(1− x)/

√
ǫ) + exp(−x/

√
ǫ)

1 + exp(−1/
√
ǫ)

− cos2(πx).

This problem has regular boundary layers of width O(
√
ǫ) at x = 0 and x = 1.

Using the same inner product as defined above in equation (10) we get the same
orthonormal polynomials as given above equations (12 -14), we find the roots
of such polynomials and apply orthogonal collocation method to compute the
numerical solution. The roots of few BCOPs other than 0, 1 are given in Table
1.

In Table 2, we have shown the maximum error for various values of per-
turbation parameter ǫ by using different BCOPs. Results looks better even for
smaller values of ǫ. It is also clear from the Table that for each φis (say φ5)
maximum error is reducing as for higher degree BCOPs, the more roots are
falling in the boundary layer region.

Similarly we can solve another type of problem i.e convection diffusion equa-
tion which has only one boundary layer.
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φi ↓ roots →
φ5 .50000 .10089 .89910 .27853 .721460
φ6 .077624 .92237 .21780 .78219 .40090 .59909
φ8 .049965 .95003 .14286 .85713 .27071 .72928 .42099 .57900
φ9 .50000 .041367 .95863 .11897 .88102 .22742 .77257 .35795 .64204
φ10 .034806 .96519 .10054 .89945 .19348 .80651 .30731 .69268 .43428 .56571

Table 1: Roots for the corresponding φis for test problem 1

ǫ ↓ φi → φ5 φ6 φ7 φ8 φ9 φ10

0.1 0.0706 0.0555 0.0457 0.0384 0.0330 0.0287
0.01 0.0501 0.0449 0.0392 0.0341 0.0299 0.0265
0.001 0.0288 0.0179 0.0049 0.0144 0.0244 0.0297
0.0001 0.0095 0.0156 0.0224 0.0283 0.0314 0.0308
0.00001 0.000964 0.0016 0.0026 0.0039 0.0057 0.0080

Table 2: Maximum error for various values of ǫ and mesh points for
test problem 1

Test Problem 2. (see [5]) Convection diffusion equation in 1D can be
given as

ǫu′′(x) + 2u′(x) = 0, x ∈ (0, 1), 0 < ǫ << 1, (19)

with boundary conditions

u(0) = 1, u(1) = 0 (20)

This equation has boundary layer of order O(ǫ) at x = 0 and its exact solution
is given as

u(x) =
e−2x/ǫ − e−2/ǫ

1− e−2/ǫ
. (21)

To find the fitted mesh (finer mesh at x = 0) we define the inner product as

< f, g >=

∫ 1

0

f(x)g(x)√
x

dx, (22)

with weight function as w(x) = 1/
√
x to have finer mesh near x = 0. In this

case we choose fis as

fi = {1− x, (1− x)2, (1− x)3, (1− x)4, ......} (23)
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and h(x) = 1 − x. We can see that each hfi satisfies the non-zero boundary
conditions as per the requirement. Using the above procedure to generate
BCOPs, we give some φis as mentioned below

φ0 =

√
15(1− x)

4
;

φ1 = −3
√
5(−7(1 − x)2 + 6(1 − x))

8
;

φ5 = (.26757(x − 1))(7429x5 − 14535x4 + 9690x3 − 2550x2 + 225x − 3);

φ10 = −(0.00019037(x − 1))(1.1435321010x10 − 5.0528161010x9

+ 9.4278151010x8 − 9.6695541010x7 + 5.94546901010x6 − 2.2422911010x5

+ 5.096116109x4 − 6.57563108x3 + 4.2514107x2 − 1.049750106x+ 4199);

(24)

and so on. Similarly we can generate much higher order BCOPs. For this exam-
ple we have generated the functions upto φ14. The roots of the corresponding
BCOPs (since x = 0 (left boundary point) is not the root for any φis because
of our choice of BCOPs, we add x = 0 as an additional root for all the φis.)
other than 0, 1 are given in Table 3.

φi ↓ roots →
φ10 .00490 .04354 .11785 .22204 .34806 .48615 .62560 .75561 .86614 .94867
φ11 .00413 .03677 .09991 .18943 .29947 .42284 .55146 .67691 .79103 .88629

.95661
φ14 .00266 .02377 .06511 .12493 .20070 .28920 .38671 .48910 .59195 .69146

.78150 .86273 .92468 .97220

Table 3: Roots for the corresponding φis for test problem 2

Table 4 discuss the maximum error for the test problem 2 for various values
of ǫ verses various φis. In this case too maximum error reduces as the value of
ǫ becomes smaller.

Test Problem 3. (see [8]) We consider another interior layer SPP problem
as

ǫu′′(x) + xu′(x) = −ǫπ2 cos(πx)− πx sin(πx), x ∈ (−1, 1), 0 < ǫ << 1, (25)

with boundary conditions

u(−1) = −2, u(1) = 0. (26)



BOUNDARY CHARACTERISTIC ORTHOGONAL POLYNOMIALS... 435

ǫ ↓ φi → φ5 φ10 φ11 φ12 φ13 φ14

0.1 0.2421 0.2333 0.2285 0.2238 0.2194 0.2152
0.01 0.3107 0.2730 0.2572 0.2463 0.2405 0 .2391
0.001 0.0520 0.1525 0 .1757 0 .1990 0 .2218 0.2435
0.0001 0.0055 0.0178 0.0210 0.0245 0.0283 0.0323
0.00001 0.00054 0.0018 0 .0021 0.0025 0.0029 0.0033

Table 4: Maximum error for various values of ǫ and mesh points for
test problem 2

Its exact solution is not known and for small ǫ it gives a turning point near
x = 0. Therefore we need finer mesh near the turning point to resolve the
interior layer for small ǫ. To find the fitted mesh (finer mesh at x = 0) we
define the inner product as

< f, g >=

∫ 1

−1

f(x)g(x)√
1− x2

dx, (27)

with weight function as w(x) = 1/
√
1− x2 to have finer mesh near x = 0. In

this case we choose fis as

fi = {x, x2, x3, x4, ......} (28)

and h(x) = (x − 1). We can see that in this case h(x)fis do not satisfy the
boundary conditions (i.e non zero b.c.) but at the point x = 0, where the
interior layer occur, all the h(x)fis satisfy the given zero conditions. The roots
of the few corresponding BCOPs other than 1 are given in Table 5 below.

φi ↓ roots →
φ7 .20449 .56782 .84597 -.18876 -.55207 -.83014 -.98063
φ8 .00620 .35035 .65300 .87768 -.33793 -.64057 -.86519 -.98471
φ9 .16224 .46129 .71569 .90057 -.15219 -.45124 -.70563 -.89045 -.98762
φ10 .00414 .28704 .54703 .76304 .91760 -.27875 -.53873 -.75473 -.90925 -.98977

Table 5: Roots for the corresponding φis for test problem 3

Figures 3 and 4 show the results for different values of ǫ and for ǫ = .000001,
we can see a thin interior layer at x = 0.
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−1 −0.8 −0.6 −0.4 −0.2 0 0.2 0.4 0.6 0.8 1
−2.5

−2

−1.5

−1

−0.5

0

0.5

1

1.5

2

2.5

x

u

Solution for ε =1e−06

Figure 4: Approximate solution for ǫ = .000001

Test Problem 4. (see [9]) We consider 2D linear reaction-diffusion problem
as

−ǫ2△u(x, y) + 2u(x, y) = f(x, y), in Ω = (0, 1) × (0, 1). (29)

f has been chosen such that the exact solution of Eq. (29) is given as

u(x, y) =
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φi ↓ ǫ → 2−5 2−6 2−7 2−8 2−9 2−10 2−15

φ8 0.00700 0.02057 0.01503 0.00424 0.00106 0.00026 0.00000026

φ10 0.01570 0.00685 0.02144 0.00848 0.00217 0.00054 0.00000053

Table 6: Maximum error for various values of ǫ and mesh points for
test problem 4

(

1− exp(−x/ǫ) + exp(−(1− x)/ǫ)

1 + exp(−1/ǫ)

)(

1− exp(−y/ǫ) + exp(−(1− y)/ǫ)

1 + exp(−1/ǫ)

)

.

This u(x, y) has typical boundary layers of width O(ǫ). Since the exact solution
is known, we can accurately measure the maximum error as given in the Table
6. We have taken the same φis as discussed in example 1 (with zero boundary
conditions). To solve 2D problem we have used the same 1D derivative matrices
to generate Laplacian using tensor products, also known as Kronecker products

as discussed in [10]. Table 6 gives the maximum errors, and Figure 5 shows the
exact and computed results.

4. Conclusion

In this paper we have introduced the BCOPs methods to study the singularly
perturbed problems having boundary and interior layers in one and two di-
mensions. The one of the advantage of BCOPs is that all the corresponding
polynomials also satisfy the boundary conditions and there is no need to satisfy
them separately. BCOPs have been used to solve problem in the vibration by
treating them as the bases functions for the approximation. But in this paper
we have taken the advantage of orthogonal collocation to develop fitted meshes
to deal with SPPs.
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Abstract— This paper discusses the design, simulation and 

performance of ceramic infrared heater controller. This heater is 

energy saving potential, efficient heat transfer, uniform heating, 

efficient and instant heat. Many industries are increasibily 

making use of infrared technology as a means of improving their 

process. This type of heating often requires a large area of floor 

space. This study successfully developed a controller to achieve an 

effective and robust control of the infrared heating process. This 

paper consists three main tuning methods for IR heating system 

controller. Firstly, it presents design of PID controller using 

Zeigler Nichols (ZN) technique for first order plus time delay 

system using open loop step response method. Secondly, it 

presents the design of PID controller based on gain margin and 

phase margin (IOPID) for the same system. Thirdly, a fuzzy logic 

controller used for the same system for good stability and robust 

performance. Performance analysis shows the effectiveness of the 

ZN-PID, IOPID and fuzzy logic controller. 

 

Index Terms— Zeigler Nichols, PID, IOPID, Gain margin, 

Phase margin, Fuzzy Logic 

I. INTRODUCTION 

Conventional PID controller operates the majority of the 

control system in the world due to simple in algorithm, good 

in stability, high in reliability, easy in design and wide in 

adaption. The PID controller is used in wide range of 

problems like automotive, instrumentation, motor drives etc. 

PID controller provides robust and reliable performance for 

most of the systems if the PID parameters are tuned properly. 

Among these tuning methods the Zeigler Nichols (ZN) 

technique has been very influential. Zeigler Nichols presents 

two tuning methods, a step response method and ultimate 

frequency response method. In this paper we will investigate 

step response method for the IR heating controller. 

In order to solve the problem, a control method which uses 

IOPID method based on gain and phase margin specification 

in temperature control for IR heating system is proposed in 
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this paper. On the basis of gain and phase margin, IOPID 

controller can make entire use of the successful operations.    

 

The field of fuzzy control has been making rapid progress 

in recent years .Fuzzy logic controller has been widely used 

for non-linear, time delay and high order system. The tuning 

of the parameters of the fuzzy module can be easily done by 

computational efforts. The methodology is shown to be 

effective for a higher static gain. In this paper, a novel 

methodology used based on the fuzzification. In this the value 

of the proportional gain is multiplied by a constant parameter 

less than one to reduce the overshoot, but has the drawback of 

increasing the rise time. To achieve both the aims of reducing 

the overshoot and decreasing the rise time, a fuzzy module 

depending upon the current output error and its derivative are 

used. 

II. PID TUNING 

The PID controller has the following standard form in the 

time domain [3] 

 

0

1
( ) ( ) ( ) ( )

t

p d

i

d
C t K e t T e t e d

dt T
 

 
   

 
                (1) 

where 

( )e t = system error; 

pK =Proportional gain; 

dT =Derivative gain constant; 

iT =Integral time constant; 

 

We can also write equation (1) as  

 

0

( ) ( ) ( ) ( )

t

p d i

d
C t K e t K e t K e d

dt
                     (2) 

Where it is obviously d p dK K T  or i p iK K T  

 

The transfer function of PID controller is given as  

 

( ) i
p d

K
C s K K

s
                                             (3) 

 

Zeigler Nichols step response method is based on transient 
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response experiment. The open loop step response of the IR 

heater under test resulted in the curve [1], [2] is shown in fig 

(1)  

 

 
 

Fig(1): Mat Lab output of step response of IR heater Plant 

 

The step response of IR heater is compared with the unit 

step response of a typical industrial process shown in fig (2) to 

determine the parameters of the process [3], [4]. 

 

 

 
Fig (2): Step response with plant 

 

From fig (2), the plant transfer function represented as  

 

( )
1

sLK
P s e

sT




                                               (4) 

 

Where K is the static gain, L is the time delay and T is the 

time constant 

 By comparing fig (1) and fig (2) the transfer function 

represented as  

 

73.96
( )

140 1

sP s e
s




                                              (5) 

 

Using the Zeigler – Nichols step response method formula 

in the table (1) 

 

 

 

 

TABLE I: Tuning formula for ZN-PID 

 

PID Controller 1.2 T
K p K L

 
   

 2K Li   0.5
d
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From the general form for PID controller in equation (3) 

 

0.432
( ) 6.06 21.21ZNPIDC s s

s
                            (6) 

III. DESIGN OF INTEGER ORDER PID CONTROLLER 

The open loop transfer function G(s) is  

G(s) =C(s) P(s) 

According to the first order plus time delay system transfer 

function P(s) we get its frequency response as  

( )
1

jLK
P j e

jT







 

1(tan ( ) )

2 21

T LK
e

T

 



 


 

The gain and phase of the plant are as follow 

2 2
( )

1

K
P j

T






                                          (7) 

1[ ( )] tan ( )Arg P j T L                                 (8) 

 

A. Design Specification 

The objective of this paper is to design a fractional order 

controller so that the system fulfills different specifications 

regarding to the plant uncertainties, load disturbance and high 

frequency noise. Therefore, the design problem is formulated 

as follows [5],[10]. 

 

i. Phase Margin and Gain crossover frequency 

specification 

Gain and phase margin have always served important 

parameter for robustness. It is known that the phase margin is 

related to the damping of the system. The equations that 

define the phase margin pm  and gain crossover 

frequency cp  are 

( ) ( ) ( ) 0cp cp cp dB
G j C j P j dB                     (9) 

rg[ ( )] rg[ ( ) ( )]cp cp cp pmA G j A C j P j                    (10) 

 

ii. Robustness to gain variation in the gain of the plant 

The gain variation of the plant demands that the phase 

directives w.r.t the frequency is zero, i.e. the phase bode plot 

is flat, at the gain crossover frequency. 

( rg( ( ))
0

cp

d A G j

d  



 

 
 

 
                     (11) 

 

B. Integer Order PID Controller Design 

 

The open loop transfer function 1( )G s  for the IOPID with 
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FOPTD system is given as  

                1( ) ( ) ( )G s C s P s                                    (12) 

According to the IOPID controller transfer function (7), we 

can get the frequency response as, 

( ) i
p d

K
C j K j K

j
 


    

The gain and phase are as follow, 

2 2( ) ( ( / ( ))p d i pC j K K K K                             (13) 

1 2[ ( )] tan (( ) / ( ))d i pArg C j K K K                    (14) 

Then the open loop frequency response  

1( ) ( ) ( )G j C j P j    

The gain and phase of the open loop frequency response are 

as follows by using (5), (13) and (14) 

 

2 2( ( / ( ))

( ) ( ) ( )
1 2 21

K K K K K
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G j C j P j
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         (15) 

1 2 1[ ( )] tan (( ) / ( )) tan ( )
1

Arg G j K K K T L
d i p

               (16) 

According to specification (i), the phase of 1( )G j  can 

be expressed as in as a form of cp is  

1 2 1[ ( )] tan (( )/( )) tan ( )
1

Arg G j K K K T L
cp d cp i cp p cp cp

        

pm
                                                                   (17) 

Then, 
2

1

d cp i

p cp

K K
A

K






  

Where 
1

1 tan tan ( )cp cp pmA T L        

And according to specification (ii) about the robustness to 

gain variation in the plant, 

1( rg( ( ))
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d A G j
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According to the specification (ii), we established an 

equation about pK , 
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From (17) (18) and (19), we can get 
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If the parameter are set as follows 

cp =0.08 rad/sec, T=140sec, L=7sec, 60pm  
 

 

 Then we get pK , iK   and dK  directly 

pK =2.825, iK =0.0855 and dK =9.74 

Let IOPID controller obtained from IOPIDC  as 

0.0855
2.825 9.74IOPIDC s

s
                                (20)

  

 
Fig(3):- Step response of the system  with ZNPIDC and 

IOPID 

IV.  FUZZY LOGIC CONTROLLER  

Fuzzy logic control is based on fuzzy set theory, linguistic 

variable and fuzzy inference. Due to this fuzzy logic control is 

also been known as intelligent control[13] ,[14]. The basic 

block diagram of fuzzy logic control is shown in fig(4). 
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Fig(4):-Basic block diagram of fuzzy logic controller 

In order to verify the effectiveness of the fuzzy logic 

controller and compare the control performance with the 

conventional PID controller and IOPID, we make a 

simulation with the below simplified model shown in fig(5) 

using Mat Lab simulink. 

 

 
Fig(5):-Implementation of fuzzy logic controller with plant 

using simulink 

 

For a two input fuzzy logic controller 3,5,7,9 or 11 

membership function for each input are mostly uses. In this 

paper, only seven fuzzy membership function are used for two 

input error (e) and derivative error (de) and the fuzzy 

membership functions for the output parameter are shown in 

fig (6), here NB means negative big, NM means negative 

medium, NS means negative small, ZO means zero, PS means 

positive small, PM means positive medium and PB means 

positive big. 

 

 
Fig(6): membership function editor for fuzzy 

controller 

 

The fuzzy linguistic rules are defined from output response 

of the system using ZNPID controller as shown in fig(7) 

 
Fig(7): Output response of plant with ZNPID controller for 

observation of deriving fuzzy control rules 

This FLC design is quite intuitive and transparent to the 

users[15]. The rule base applies the appropriate control action 

depending on how far the response is moving towards the set 

point (i.e. error and derivative error). 

Fig(7) illustrates the effectiveness of having direct control 

over the error and change of error in driving the temperature 

to a prescribed set point. 

 

Table II :- Prototype of fuzzy control rules with term sets 

 

 
 

The system response divided into seven phase. Depending 

upon the output is increasing or decreasing, 49 rules are been 

divided for the fuzzy logic controller shown in table (3).These 

49 rules are sufficient to cover all possible situation for high 

static gain first order plus time delay system. 
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Table III: Rules base for fuzzy logic controller 

 
 

 

 
Fig(8):-Rule viewer for fuzzy logic controller 

 

The Rule Viewer displays a roadmap of the whole fuzzy 

inference process and shows one calculation at a time. In this 

sense, it presents a sort of micro view of the fuzzy inference 

system. 

Step response of the fuzzy logic based controlled first high 

order static gain first order plus time delay process is shown 

below 
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Fig(9): step response of fuzzy logic controller 

 

V. CONCLUSION 

This paper presented the design of PID controller using 

open loop step response method, Inter order PID controller 

based on gain margin and phase margin and fuzzy logic 

controller for high static gain based first order plus time delay 

system. 

Simulation results using MatLab/Simulink are discussed 

for ZN tuned PID, IOPID and the Fuzzy logic controller. The 

Design is carried out in MATLAB and has been observed that 

the system response is improved after implementing fuzzy 

logic controller. The proposed methodology gives better 

performance in the rise time, peak overshoot and the steady 

state error. The responses observed from the IOPID controller 

have a slight over shoot which can be further improved by 

implementing fuzzy logic controller. But it is observed that, 

from the simulation that the fuzzy logic controller performs 

better response than IOPID controller and conventional PID 

controller. 
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Abstract 

Because of large-capacity, long-distance and cross-region power transmission in our country's power grid, 
the subsynchronous oscillation (SSO) will arise from the use of series capacitor compensation and HVDC. 
Damping subsynchronous oscillation using static VAR compensators (SVC) is investigated in this 
paper.TCR-FC (Thyristor Controlled Rectifier with Fixed Capacitor) is a well known combination to 
improve voltage stability. Supplementary signals such as variation in reactive power, variation in 
frequency, variation in active power, variation in current can be used to enhance the dynamic response of 
the system. Their derivatives also can be used for better performance. In this paper three signals are 
compared and it is shown that Deviation in Reactive power gives best performance. 
 
© 2011 Published by Elsevier Ltd. Selection and/or peer-review under responsibility of [name organizer] 
 
Keywords- FACTS; TCR-FC; Reactive power deviation; active power deviation; frequency deviation 

1. Introduction 

Control changing the network parameters is an effective method of improving transient stability. Flexible 
ac transmission system (FACTS) controllers due to their rapid response are suitable for transient stability 
control since they can bring about quick changes in the network parameters. Transient stability control 
involves changing the control variables such that the system state enters the stability region after a large 
disturbance [1]. 
   Control by changing the network parameters is an effective method of improving transient stability. 
Flexible ac transmission system (FACTS) controllers due to their rapid response are suitable for transient 
stability control since they can bring about quick changes in the network parameters. Transient stability 
control involves changing the control variables such that the system state enters the stability region after a 
large disturbance. 
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TCR-FC (Thyristor Controlled Rectifier with Fixed Capacitor) is a well known combination to improve 
voltage stability. Supplementary signals are used to improve dynamics of power system, i.e to reduce 
power oscillations etc. Damping of power system oscillation plays an important role not only in 
increasing the transmission capability but also for stabilization of power system conditions after critical 
faults, particularly in weakly coupled networks. Series compensation has been widely used to enhance the 
power transfer capability. However, series compensation gives rise to dynamic instability and sub 
synchronous resonance (SSR) problems. Many preventive measures to cope with this dynamic instability 
problem in series compensated lines have been reported in literature.
These supplementary signals may be deviation in Reactive power, deviation in frequency, deviation in 
bus angle voltage, deviation in active power.etc. [3] [4]. Damping of power system oscillations plays an 
important role not only in increasing the power transmission capability but also for stabilization of power 
system conditions after critical faults [12]. In this paper deviation in reactive power, active power & 
frequency is used as Supplementary signal. 
Subsynchronous resonance is addressed in three categories (i) induction generator effect (ii) torsional 
effect (iii) torque amplification. In all cases SSR is due to the interaction of a series capacitor with turbine 
generator. The first two types are caused by a steady state disturbance, while the third is excited by 
transient disturbance. Flexible AC transmission system (FACTS) technology provides unprecedented way 
for controlling transmission grids and increasing transmission capacity [7–9]. FACTS controllers have the 
flexibility of controlling both real and reactive power which could provide an excellent capability for 
improving power system dynamics. Several studies have investigated the potential of using this capability 
in mitigating SSR of series capacitive compensated transmission grids [10–15].  
     Two IEEE benchmark models have been proposed by the IEEE-SSR Working Group. These 
benchmark models have obtained world-wide acceptance and are extensively used for the study of 
different proposed damping devices SSR countermeasures [16-17].

  The use of the thyristor controlled series capacitor (TCSC), static synchronous compensator and static 
synchronous series compensator in their balanced mode of operations has been implemented and/or 
studied as means for damping SSR. Generally FACTS controllers are used for power flow control and 
voltage stability [18-20]. Very less research has been carried out for damping of SSR using FACTS 
devices. In our research paper we have shown that UPFC is an effective FACTS device for damping of 
SSR. [21-28]. 

In this research paper we have developed a transmission system in MATLAB very similar to the IEEE 
first benchmark model.  
It is helpful to look at the two SSR types within the classification which results from different sets of 
assumptions in our simplified model: 
a) Constant current field winding: Only torsional interaction is present as a result of which currents and 
voltages at subsynchronous frequency in the stator and the shaft torque grow. 
b) Damper winding on the rotor with zero initial current: 
Only induction generator effect is present as a result of which currents and voltages at subsynchronous 
frequency in the stator, current in the rotor and the shaft torque grow. 
c) Constant current field winding, constant synchronous speed: Interaction at subsynchronous frequency 
between the stator and rotor circuits stops. If there is no resistance in the stator, the subsynchronous 
currents and voltages resulting from initial conditions continue to exist without growing.  
Also the electromagnetic torque component on the generator rotor is present, but since with our constant 
speed assumption we have actually placed an independent torque source on the generator rotor which 
completely compensates this torque, the mechanical oscillations do not grow. 
d) Damper winding with zero initial current, constant synchronous speed: Interaction at synchronous 
frequency between the stator and rotor circuits stops. The electrical induction effect on the stator side 
results in currents and voltages at subsynchronous frequency to grow. 
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2. Study System 

The study system consists of a steam turbine driven synchronous generator supplying bulk power to an 
infinite bus over a long transmission line. The study system, shown in Fig.1 consists of one synchronous 
generator, two transformers T1 & T2, one series 
 

 
Fig.1 

 
capacitor and a TCR-FC in the middle of line. Modelling of above system & initial conditions are given 
in [1]. Block diagram of TCR-FC is shown in Fig.2. This block diagram includes firing control system 
and represented as a first order model having gain K and time constants T1 and T2. 
 

 
 

Fig.2 
 
The controller send firing control signals to the thyristor switching unit to modify the equivalent 
susceptance of the TCR. In Fig. 2  Vmeas is bus voltage at TCR –FC bus. Vsuppl is change in voltage due to 
auxiliary signal deviation (reactive power, active power or frequency deviation) at TCR –FC bus. 

3. Fault Simulation 

In synchronous machine initial power is 2 pu. Suddenly it increased to 2.5 pu.                                       
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4. Results 

(a)   Without any supplementary controller - Voltage stability - Fig.4 Rotor stability - Fig.5 
(b) With supplementary controller (auxiliary signal-reactive power) Voltage stability-Fig.6,Rotor stability 
Fig.7 
(c) With supplementary controller (auxiliary signal-active power) Voltage stability -Fig. 8, Rotor stability 
Fig.9 
(d) With supplementary controller (auxiliary signal-frequency deviation) Voltage stability -Fig. 10, Rotor 
stability Fig.11 

5. Conclusion 

In this paper the effectiveness of combined voltage and reactive power  with TCR-FC auxiliary 
controllers have been evaluated for damping the subsynchronous oscillations in a given series 
compensated power system.Supplementary signal deviation in reactive power (Fig.6 & 7) gives best 
result, then frequency deviation gives little better results and out of three signals deviation in active power 
gives least result. No doubt that without Supplementary signal (Fig. 4 & 5) results are poorest. The 
response curves of terminal voltage, TCR-FC bus voltage, generator torque angle show a remarkable 
improvement and their oscillations die down effectively.The further work is going on with combining two 
signals in one controller. 
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Appendix A.  

Generator data: 1110MVA, 22kV, Ra= 0.0036, XL = 0.21 
Tdo

’=6.66,  Tqo
’
 =0.44, Tdo

”
  =0.032, Tqo

” =0.057s 
Xd = 1.933, Xq = 1.743, Xd

’  =0.467, Xq
’ =  1.144, Xd

”   = 0.312, Xq
” = 0.312 p.u. 

IEEE type 1 excitation system: 
TR=0,   TA=0.02,  TE=1.0,  TF=1.0s, KA=400,  KE=1.0;   KF=0.06 p.u. 
Vfmax=3.9, Vfmin=0, Vrmax=7.3, Vrmin= -7.3 
Transformer data: 
 RT=0,  XT=0.15 p.u. (generator base) 

Transmission line data: 

Voltage 400kV, Length 600km, Resistance R=0.034Ω / km, Reactance X=0.325 Ω / km 
Susceptance Bc=3.7μ mho / km 

SVS data: 

Six-pulse operation: 

TM=2.4,  TS=5,  TD = 1.667ms, K1= 1200, KP = 0.5,  KD = 0.01 
 

Torsional spring-mass system data 

----------------------------------------------------------------------------------------- 
Mass  shaft  Inertia H (s) Spring constant K 

     (p.u. torque/rad) 
----------------------------------------------------------------------------------------- 
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HP    0.1033586 
       HP-IP       25.772 
IP    0.1731106 
       IP-LPA       46.635 
LPA    0.9553691 
       LPA-LPB       69.478 
LPB    0.9837909 
       LPB-GEN                                 94.605 
GEN    0.9663006 
      GEN-EXC        3.768 
EXC    0.0380697 
---------------------------------------------------------------------------------------- 
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Estimates for the Initial Coefficients of Bi-univalent Functions
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Abstract. A bi-univalent function is a univalent function defined on the unit disk with its
inverse also univalent on the unit disk. Estimates for the initial coefficients are obtained
for bi-univalent functions belonging to certain classes defined by subordination and relevant
connections with earlier results are pointed out.

2010 Mathematics Subject Classification: 30C45, 30C80
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1. Introduction

Let A be the class of analytic functions defined on the open unit disk D := {z∈C : |z|< 1}
and normalized by the conditionsf (0) = 0 and f ′(0) = 1. A function f ∈ A has Taylor’s
series expansion of the form

(1.1) f (z) = z+
∞

∑
n=2

anzn.

An analytic function isunivalentin a domainD ⊂C if it is one-to-one inD. The class of all
univalent functions in the open unit diskD of the form (1.1) is denoted byS . Determination
of the bounds for the coefficientsan is an important problem in geometric function theory
as they give information about the geometric properties of these functions. For example,
the bound for the second coefficienta2 of functions inS gives the growth and distortion
bounds as well as covering theorems. Some coefficient related problems were investigated
recently in [1,3,8,9,15,17].

Since univalent functions are one-to-one, they are invertible and the inverse functions
need not be defined on the entire unit diskD. However, the famous Koebe one-quarter
theorem ensures that the image of the unit diskD under every functionf ∈ S contains
a disk of radius 1/4. Thus, the inverse of every functionf ∈ S is defined on some disk
containing the disk|z|< 1/4. It can also be easily verified that

(1.2) f−1(w) = w−a2w2+(2a2
2−a3)w

3− (5a2
2−5a2a3+a4)w

4+ · · ·
in some disk of radius at least 1/4. The functionf ∈A is bi-univalentin D if both f and f−1

are univalent inD. In 1967, Lewin [14] introduced the classσ of bi-univalent analytic func-
tions and showed that the second coefficient of everyf ∈σ satisfy the inequality|a2| ≤1.51.
Let σ1 be the class of all functionsf = φ ◦ψ−1 whereφ ,ψ mapD onto domain containing
D andφ ′(0) = ψ ′(0). In 1969, Suffridge [22] gave a function inσ1 ⊂ σ satisfyinga2 = 4/3
and conjectured that|a2| ≤ 4/3 for all functions inσ . Netanyahu [16] in 1969 proved this
conjecture for the subclass ofσ1. Later in 1981, Styer and Wright [21] disproved the con-
jecture of Suffridge [22] by showinga2 > 4/3 for some function inσ . See [4] also for an

1
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example to showσ 6= σ1. For results on bi-univalent polynomial, see [13,18]. Branan [5] in
1967 conjectured that|a2| ≤

√
2 for f ∈ σ . Kedzierawski [12, Theorem 2] in 1985 proved

this conjecture for a special case when the functionf and f−1 are starlike functions. The
best known bound|a2| ≤ 1.485 is proved by Tan [23]. For some open problems and survey,
see [11,19].

For 0≤ α < 1, a functionf ∈ σ is in the classS ∗
σ (α) of bi-starlike function of order

α, or Kσ (α) of bi-convex function of orderα if both f and f−1 are respectively starlike
or convex functions of orderα. For 0< α ≤ 1, the functionf ∈ σ is strongly bi-starlike
function of orderα if both the functionsf and f−1 are strongly starlike functions of orderα.
The class of all such functions is denoted byS ∗

σ ,α . These classes were introduced by Branan
and Taha [7] in 1985 (see also [6]). They obtained estimates on the initial coefficientsa2

anda3 for functions in these classes. Recently, Aliet al. [2] extended the results of Branan
and Taha [7] by generalizing their classes using subordination. For some related results
for special cases, see [10, 20, 24]. Recall that an analytic function f is subordinateto an
analytic functiong, written f ≺ g, if there is an analytic functionw with |w(z)| ≤ |z| such
that f = g◦w. If g is univalent, thenf ≺ g if and only if f (0) = g(0) and f (D)⊆ g(D). For
the various applications of subordination one can refer to [1,3,9,15,17] and the references
cited therein.

Throughout this paper, we assume thatϕ is an analytic univalent function with positive
real part inD, ϕ(D) is symmetric with respect to the real axis and starlike with respect to
ϕ(0) = 1, andϕ ′(0)> 0. The Taylor’s series expansion of such function is of the form

(1.3) ϕ(z) = 1+B1z+B2z
2+B3z

3+ · · · with B1 > 0.

With this assumption onϕ , we now introduce a class of functions investigated in the paper.

Definition 1.1. Let λ ≥ 0. A function f∈ σ given by (1.1) is in the classRσ (λ ,ϕ), if it
satisfies

(1−λ )
f (z)
z

+λ f ′(z)≺ ϕ(z) and (1−λ )
F(w)

w
+λF ′(w)≺ ϕ(w), (F = f−1).

The classRσ (λ ,ϕ) includes many earlier classes, which are mentioned below:

(1) Rσ (λ ,(1+(1−2β )z)/(1− z)) = Rσ (λ ,β ) (λ ≥ 1; 0≤ β < 1) [10, Definition
3.1]

(2) Rσ (λ ,((1+ z)/(1− z))α) = Rσ ,α(λ ) (λ ≥ 1; 0< α ≤ 1) [10, Definition 2.1]
(3) Rσ (1,ϕ) = Rσ (ϕ) [2, p. 345].
(4) Rσ (1,(1+(1−2β )z)/(1− z))= Rσ (β ) (0≤ β < 1) [20, Definition 2]
(5) Rσ (1,((1+ z)/(1− z))α) = Rσ ,α (0< α ≤ 1) [20, Definition 1]

Motivated by Aliet al. [2], we investigate the estimates for the initial coefficientsa2 and
a3 of bi-univalent functions belonging to the classRσ (λ ,ϕ) introduced above as well as to
the classesS λ

σ (ϕ) andNλ
σ ,γ (ϕ) defined later. We also obtain an estimate fora4 for functions

belongs toRσ (λ ,ϕ). Our results generalize several well-known results in [2, 10, 20] and
these are pointed out.

2. Coefficient estimates

Our first result provides estimates for the coefficientsa2, a3 anda4 for functions belonging
to the classRσ (λ ,ϕ).
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Theorem 2.1. If f ∈ Rσ (λ ,ϕ), then

|a2| ≤
B1

√
B1

√

|(1+2λ )B2
1+(1+λ )2(B1−B2)|

,(2.1)

|a3| ≤
B2

1

(1+λ )2 +
B1

1+2λ
(2.2)

and

|a4| ≤
3B1+2|B2|+ |B3|

1+3λ
.(2.3)

Proof. Since f ∈ Rσ (λ ,ϕ), there exists two analytic functionsr,s : D → D, with r(0) =
0= s(0), such that

(2.4) (1−λ )
f (z)
z

+λ f ′(z) = ϕ(r(z)) and(1−λ )
F(w)

w
+λF ′(w) = ϕ(s(z)).

Define the functionsp andq by
(2.5)

p(z)=
1+ r(z)
1− r(z)

= 1+p1z+p2z2+p3z3+ · · · andq(z)=
1+ s(z)
1− s(z)

= 1+q1z+q2z2+q3z3+ · · · ,

or equivalently,

(2.6) r(z) =
p(z)−1
p(z)+1

=
1
2

(

p1z+
(

p2−
p2

1

2

)

z2+
(

p3+
p1

2

( p2
1

2
− p2

)

− p1p2

2

)

z3+ · · ·
)

and

(2.7) s(z) =
q(z)−1
q(z)+1

=
1
2

(

q1z+
(

q2−
q2

1

2

)

z2+
(

q3+
q1

2

(q2
1

2
−q2

)

− q1q2

2

)

z3+ · · ·
)

.

It is clear thatp andq are analytic inD andp(0) = 1= q(0). Also p andq have positive
real part inD, and hence|pi | ≤ 2 and|qi | ≤ 2. In the view of (2.4), (2.6) and (2.7), clearly
(2.8)

(1−λ )
f (z)
z

+λ f ′(z) = ϕ
(

p(z)−1
p(z)+1

)

and (1−λ )
F(w)

w
+λF ′(w) = ϕ

(

q(w)−1
q(w)+1

)

.

Using (2.6) and (2.7) together with (1.3), it is evident that

(2.9) ϕ
(

p(z)−1
p(z)+1

)

= 1+
1
2

B1p1z+

(

1
2

B1
(

p2−
1
2

p2
1

)

+
1
4

B2p2
1

)

z2

+

(

B1

2

(

2p3+ p1
( p2

1

2
− p2

)

− p1p2

)

+
B2p1

2

(

p2−
p2

1

2

)

+
B3p3

1

8

)

z3+ · · · .

and

(2.10) ϕ
(

q(w)−1
q(w)+1

)

= 1+
1
2

B1q1w+

(

1
2

B1
(

q2−
1
2

q2
1

)

+
1
4

B2q2
1

)

w2

+

(

B1

2

(

2q3+q1
(q2

1

2
−q2

)

−q1q2

)

+
B2q1

2

(

q2−
q2

1

2

)

+
B3q3

1

8

)

w3+ · · · .
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Since f ∈ σ has the Maclaurin series given by (1.1), a computation showsthat its inverse
F = f−1 has the expansion given by (1.2). It follows from (2.8), (2.9) and (2.10) that

(2.11) (1+λ )a2 =
1
2

B1p1,

(2.12) (1+2λ )a3 =
1
2

B1

(

p2−
1
2

p2
1

)

+
1
4

B2p2
1,

(2.13) (1+3λ )a4 =
B1

2

(

2p3+ p1

( p2
1

2
− p2

)

− p1p2

)

+
B2p1

2

(

p2−
p2

1

2

)

+
B3p3

1

8
,

(2.14) − (1+λ )a2 =
1
2

B1q1,

(2.15) (1+2λ )(2a2
2−a3) =

1
2

B1

(

q2−
1
2

q2
1

)

+
1
4

B2q2
1

and

−(1+3λ )(5a2
2−5a2a3+a4) =

B1

2

(

2q3+q1

(q2
1

2
−q2

)

−q1q2

)

+
B2q1

2

(

q2−
q2

1

2

)

+
B3q3

1

8
.

(2.16)

From (2.11) and (2.14), it follows that

(2.17) p1 =−q1

and

(2.18) 8(1+2λ )2a2
2 = B2

1(p
2
1+q2

1).

Now (2.12), (2.15) and (2.18) yield

(2.19) a2
2 =

(p2+q2)B3
1

4[(1+2λ )B2
1+(1+λ )2(B1−B2)]

.

Thus the desired estimate on|a2| as asserted in (2.1), follows at once using the fact that
|p2| ≤ 2 and|q2| ≤ 2.

By subtracting (2.12) from (2.15) and a computation using (2.19) and (2.11) finally lead
to

a3 =
B2

1p2
1

4(1+λ )2 +
(q2− p2)B1

4(1+2λ )
,

which in turn yields the estimate given in (2.2).
By adding (2.13) and (2.16) and a computation using (2.19) leads to

(2.20) −5(1+3λ )(a2
2−a2a3) =

B1

2
(p3+q3)−

B1

2
(p1p2−q1q2)+

B2

2
(p1p2+q1q2).

Now subtracting (2.16) from (2.13), will yield

5(1+3λ )(a2
2−a2a3)+2(1+3λ )a4 = B1(p3−q3)+

B1

4
(−2p1p2+2q1q2+ p3

1)

+
B2

2
(2p1p2+2q1q2− p3

1)+
B3p3

1

4
.

(2.21)
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Again the equations (2.20) and (2.21) lead to

(2.22) 2(1+3λ )a4 = B1p3+
B1

4
(−4p1p2+ p3

1)−
B2

2
(2p1p2− p3

1)+
B3p3

1

4
.

Now the equation (2.22) can be rewritten as

2(1+3λ )a4 = B1p3+
B1

4

(

−2p1p2+2p1

( p2
1

2
− p2

)

)

−B2p1

(

p2−
p2

1

2

)

+
B3p3

1

4
.

(2.23)

Finally an application of the known result,

|pi | ≤ 2 and

∣

∣

∣

∣

p2−
p2

1

2

∣

∣

∣

∣

≤ 2− |p1|2
2

≤ 2

in (2.23), yields the desired estimate given by (2.3) fora4.

Remark 2.1. For λ = 1, Theorem 2.1 reduces to a result of Aliet al. [2, Theorem 2.1].

For ϕ(z) = (1+Cz)/(1+Dz), −1 ≤ D < C ≤ 1, Theorem 2.1 leads to the following
result:

Corollary 2.1. Let−1≤ D <C≤ 1. If f ∈ Rσ (λ ,(1+Cz)/(1+Dz)), then

|a2| ≤
C−D

√

(1+2λ )(C−D)+ (1+λ )2(1+D)
,

|a3| ≤
(C−D)2

(1+λ )2 +
C−D
1+2λ

, and |a4| ≤
(C−D)(3+2|D|+D2)

1+3λ
.

For C = 1− 2β with 0 ≤ β < 1 andD = −1, Corollary 2.1 reduces to the following
result [10, Theorem 3.1], as well as it gives an estimate for|a4|.
Example 2.1. Let 0≤ β < 1 andλ ≥ 0. If f ∈ Rσ (λ ,β ), then

|a2| ≤
√

2(1−β )
1+2λ

, |a3| ≤
4(1−β )2

(1+λ )2 +
2(1−β )
1+2λ

, and |a4| ≤
12(1−β )

1+3λ
.

For λ = 1 andϕ(z) = (1+ z)/(1− z), Theorem 2.1 gives the following coefficient esti-
mates forf ∈ Rσ (0):

|a2| ≤
√

2
3
≈ 0.816, |a3| ≤

5
3
≈ 1.667 and|a4| ≤ 3.

Since the estimate on|a2| for f ∈ Rσ (0) is improved over the conjectured estimate|a2| ≤√
2≈ 1.414 for f ∈ σ , the functions inRσ (0) are not the candidate for the sharpness of the

estimate inσ .
Whenϕ(z) = ((1+z)/(1−z))α , 0< α ≤ 1 in Theorem 2.1, we get the following corol-

lary. The estimates fora2 anda3 is the same as [10, Theorem 2.1] while the estimate for
|a4| is new.

Corollary 2.2. Let 0< α ≤ 1 andλ ≥ 0. If f ∈ Rσ (λ ,α), then

|a2| ≤
2α

√

(1+λ )2+α(1+2λ −λ 2)
,
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|a3| ≤
4α2

(1+λ )2 +
2α

1+2λ
, and |a4| ≤

4α(α2+3α +5)
3(1+3λ )

.

Definition 2.1. Let λ ≥ 0. A function f∈ σ is in the classS λ
σ (ϕ), if it satisfies

(

f (z)
z

)λ−1

f ′(z)≺ ϕ(z) and

(

F(w)
w

)λ−1

F ′(w)≺ ϕ(w) (F = f−1).

Note that for a suitable choice ofλ andϕ , the classS λ
σ (ϕ), reduces to the following

known classes:

(1) S 0
σ ((1+(1−2β )z)/(1− z))= S ∗

σ (β ) (0≤ β < 1).
(2) S 0

σ (((1+ z)/(1− z))α) = S ∗
σ ,α (0< α ≤ 1).

(3) S 1
σ ((1+(1−2β )z)/(1− z))= Rσ (β ) (0≤ β < 1).

(4) S 1
σ (((1+ z)/(1− z))α) = R∗

σ ,α (0< α ≤ 1).

Theorem 2.2. If f ∈ S λ
σ (ϕ), then

|a2| ≤
√

2B1B1
√

|(λ 2+3λ +2)B2
1+2(λ +1)2(B1−B2)|

(2.24)

and

|a3| ≤
2(B1+ |B2−B1|)

λ 2+3λ +2
.(2.25)

Proof. Since f ∈ S λ
σ (ϕ), there are analytic functionsr,s : D → D, with r(0) = s(0) = 0,

satisfying

(2.26)

(

f (z)
z

)λ−1

f ′(z) = ϕ(r(z)) and

(

F(w)
w

)λ−1

F ′(w) = ϕ(s(z)).

Let p andq be defined as in (2.5), then it is clear from (2.26), (2.6) and (2.7) that

(2.27)

(

f (z)
z

)λ−1

f ′(z) = ϕ
(

p(z)−1
p(z)+1

)

and

(

F(w)
w

)λ−1

F ′(w) = ϕ
(

q(z)−1
q(z)+1

)

.

It follows from (2.27), (2.9) and (2.10) that

(2.28) (1+λ )a2 =
1
2

B1p1,

(2.29) − (1−λ )(λ +2)
2

a2
2+(λ +2)a3 =

1
2

B1

(

p2−
1
2

p2
1

)

+
1
4

B2p2
1,

(2.30) − (1+λ )a2 =
1
2

B1q1

and

(2.31)
(λ +2)(λ +3)

2
a2

2− (λ +2)a3 =
1
2

B1

(

q2−
1
2

q2
1

)

+
1
4

B2q2
1.

The equations (2.28) and (2.30) yield

(2.32) p1 =−q1
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and

(2.33) 2(1+λ )2a2 =
1
4

B2
1(p

2
1+q2

1).

From (2.29), (2.31), (2.32) and (2.33), it follows that

(2.34) a2
2 =

B3
1(p

2
1+q2

1)

2[(λ 2+3λ +2)B2
1+2(B1−B2)(λ +1)2]

,

which yields the desired estimate on|a2| as described in (2.24). Similarly, it can be obtained
from (2.29), (2.31) and (2.32) that

a3 =
B1(p2(λ +3)+q2(1−λ ))+2(B2−B1)p2

1

4(λ 2+3λ +2)
,

which eventually leads to the desired estimate (2.25) ona3.

Remark 2.2. If λ = 0, then the Theorem 2.2 reduces to [2, Corollary 2.1] and whenϕ(z) =
(1+(1−2β )z)/(1− z) (0≤ β < 1), it reduces to [7, Theorem 3.1] .

Definition 2.2. Let 0 6= γ ∈ C andλ ≥ 0. A function f given by (1.1) is said to be in the
class Nλ

σ ,γ(ϕ), if f and F= f−1 satisfy the subordinations

1+
1
γ

(

z f′(z)+λz2 f ′′(z)
λz f′(z)+ (1−λ ) f (z)

−1

)

≺ ϕ(z)

and

1+
1
γ

(

wF′(w)+λw2F ′′(w)
λwF′(w)+ (1−λ )F(w)

−1

)

≺ ϕ(w).

Note that by choosing appropriate values forλ andγ, the classNλ
γ (ϕ) reduces to different

classes:

(1) N0
σ ,1((1+(1−2β )z)/(1− z)))= S ∗

σ (β ) (0≤ β < 1).

(2) N1
σ ,1(((1+(1−2β )z)/(1− z))) = Kσ (β ) (0≤ β < 1).

(3) N0
σ ,1(((1+ z)/(1− z))δ) = S ∗

σ ,δ (0< δ ≤ 1).

Theorem 2.3. If f ∈ Nλ
σ ,γ (ϕ), then

|a2| ≤
|γ|B1

√
B1

√

|(1+2λ −λ 2)B2
1γ2+(1+λ )2(B1−B2)|

and |a3| ≤
|γ|(B1+ |B2−B1|)

|1+2λ −λ 2| .

The proof is omitted as it is similar to the proof of Theorem 2.2.

Remark 2.3. If we setγ = 1 andϕ(z) = (1+(1−2β )z)/(1− z) (0≤ β < 1) in Theorem
2.3, then forλ = 0 andλ = 1, it respectively reduces to [7, Theorem 3.1] and [7, Theorem
4.1].
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Abstract—Rapid increase in copying and distributing digital 

assets are major concerned to content owners. In this paper, we 
proposed a new robust secure and imperceptible embedding 
mechanism to resolve the two important concerns namely; 
owner identification and proof of ownership. The steps of 
proposed mechanism for watermarking relational databases 
mainly involves encoding and decoding on numerical attribute 
of relational database in three phases; 1)Watermark 
preparator, 2)Watermark position detector and 3) Watermark 
Embedder or Detector. The first phase resolves ownership 
identification issue as owner’s identity is used to get watermark 
bits. In second phase position where watermarks are to be 
embedded are identified using secret key and pseudorandom 
generators. This phase marks multiple attributes with varying 
number of candidate bit positions within a single tuple. In the 
third phase watermarks are embedded in Encoder. While 
decoder extracts watermarks and detects database piracy. 

 
Index Terms—Relational Database, Watermark, Copyright 

protection, Ownership identification, Proof of ownership. 
 

I. INTRODUCTION 
Internet is an excellent distribution system for digital 

media because it is inexpensive, eliminates warehousing and 
stock and delivery is almost instantaneous. Copying and 
distributing digital assets have become layman’s task. 
However, owners of such digital assets are concerned about 
the copyright of their products. 

The general solution to this problem is watermarking. A 
watermark is information that can be used for ownership 
verification and proof of identity of owner of digital 
products. Watermarking techniques allows owner of data to 
embed an imperceptible   watermark into data which can 
include anything the owner chooses. Watermark embedding 
for relational data is made possible by the fact that real data 
can tolerate a small amount of error without any significant 
degradation in their usability [1]. There are many 
application contexts for which data represent an important 
asset, ownership of which must be carefully enforced. Any 
watermarking system should satisfy following properties: 

1. Embedding effectiveness: The probability that the 
embedder will successfully embed a watermark in a 
randomly selected database. 

2. Fidelity: The perceptual quality of watermarked 
content. 

3. Blind detection: Detecting watermark should not 
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require original database. 
4. Robustness: The ability of watermark to survive normal 

processing of content 
5. Security: The ability of the watermark to resist hostile 

attacks. 
6. Modification and multiple watermarks: The possibility 

of changing embedded watermarks or embedding several 
watermarks in one tuple of the database. 

In the proposed method all above properties are taken in 
to the consideration. 

 

II. RELATED WORK 
Zhi-Hao Zhang, Xiao-Ming jin, Jain-Min wan [2] 

proposed image-based novel watermarking method for the 
numeric data. In their method an identification image is 
embedded into relational data for representing copyright 
information. Several other image-based watermarking 
mechanisms [3]-[6] are proposed in literature for 
watermarking numeric and non-numeric attributes. However 
[7], [8] proposed different mechanism for watermarking 
relational databases based on partitioning the databases and 
then embedding watermarks into them. C.Jiang, X.Chen, 
Zhi Li [9] proposed the watermarking algorithm, which can 
embed the watermark into relational database in DWT 
domain. D.Hanyurwimfura, Y.Liu and Z.Liu [10] 
watermarks non-numeric multi words data based on 
lavenshtein distance. H.Cui, X.Cui, M.Meng [11] proposed 
a public key cryptography based algorithm for watermarking 
relational databases. 

The watermarking algorithm for relational databases 
proposed in [1] assume that database relations can be 
watermarked in some attributes, such that changes in few 
values do not affect their applications. This algorithm 
embeds watermarks only in one attribute out of several 
candidates attributes in a tuple. 

In this paper we proposed a technique to securely and 
randomly select any number of attributes out of selected 
candidate attributes for embedding watermarks in varying 
number of least significant bits. We have devised a secure 
and imperceptible embedding mechanism that provides not 
only proof of ownership but also owner identification. 

 

III. PROPOSED ALGORITHM 
Proposed watermarking system consists of two 

subsystems watermark encoder and respective decoder.  
Watermark Encoder:  It embeds desired watermarks into 

relational database. This task is achieved using three steps as 
shown in Fig.1. 
 

Identification and Proof of Ownership by Watermarking 
Relational Databases 

Vidhi Khanduja, Member, IACSIT and O. P. Verma 
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Fig. 1. Watermark Encoder 

 

A. Watermark Preparator 
Watermark to be inserted is selected by owner of the 

database. The watermark must be chosen such that it reflects 
owner’s identity. This step identifies the identity of 
database’s copyright holder as watermark. Thus ensures 
owners’ identification. 

Owner selects the watermarking text ‘W’ and secret key 
‘K1’ to create a watermark to be embedded.  
 
The algorithm 

1. Input the values of ‘W’ and K1   
2. For each character Ci in W do 
3. Wb[i]=Ci + K1   

[end of for loop] 
 4.     WP=binary (Wb)   // binary(Wb) function     

         converts number to binary.   
    

Line 2 in the algorithm indicates that owner chosen text is 
read character by character and addition of each character 
with secret key is computed in line 3 to give integer value. 
These values are stored in Wb array. At line 4, binary of Wb 
is taken and finally stored in Wp array. 

B. Watermarking Position Detector 
Suppose R is relation whose scheme is R (P, A0, A1,...., 

An-1) where P is primary key attribute and R contains total n 
attributes. Let owner selects ‘v’ number of numeric 
attributes that are candidates for marking. Each attribute Ai 
is numeric with values such that small changes in LBAi least 
significant bits are imperceptible. We consider that each 
attribute has varying number of candidate bit positions i.e. 
LBAi. The gap γ [1] is a control parameter that determines 
the number w of tuples marked out of total r tuples via 
approximate relationship  w= r / γ. The t.X represents the 
value of attribute X in tuple t ε R. 

  In this algorithm cryptographic pseudorandom sequence 
generators (CPSG) [12] are used that generates 
computationally infeasible sequence    of numbers which 
depends on initial seed. Pseudorandom generators generate 
same fixed sequence of numbers every time if fixed initial 
seed is given. 

The following functions are used in the algorithm  
1) MAC: For each tuple‘t’ in relation R, secure 

Message Authentication Code[13]  is computed 
using secret key K2 known only to owner of the 
database and tuple’s primary key t.P.     

2) Next(CPSG1): This generates next number in 
random sequence using CPSG1. 

3) Selectattr(next(CPSG1)): An another pseudorandom 
sequence generator CPSG2 is created with initial 
seed as next(CPSG1) whose output is a vector with 

number of states equivalent to v. These states decide 
what all attributes in a tuple are selected for 
watermark. Since output of this depends on previous 
pseudorandom generator, this increases the level of 
security.  

  For erasing a watermark, the attacker needs to correctly 
guess the tuples that are marked and the selected attributes 
with their corresponding selected bit positions.  
 
The algorithm 

1. Input the value of secret key K2. 
2. For each tuple t ε R do 
3. Compute MAC = H(K2|| t.P || K2) 

 Where, H( ) is secure hash function, 
          and ‘ ||’ is concatenation operator. 

4. Seed CPSG1 with MAC of each tuple. 
5. If (next(CPSG1) mod γ equals 0)  then   

      //mark the tuple 
6. Attrindc[ ]= selectattr(next(CPSG1)) 
7. For each value in Attrindc[ ] 
8. If (Attrindc[i] equals 1)    // mark the attribute 
9. Select Ai for marking 
10. Bitindex j=next(CPSG1) mod LBAi    

  // mark corresponding bit position  
 [end of if at line 8] 

[end of for loop at line 7] 
[end of if at line 5] 
[end of for loop at line 2] 

                        

C. Embed Watermark 
  For selected attribute Ai and corresponding selected bit 

position j, we embed watermark generated Wp in relational 
database R. If number of watermark bits in Wp are less then 
number of detected watermarked positions in step2 we 
repeat the watermark bits in Wp again. 

 
Watermark Decoder: 

Fig. 2 shows watermark decoder which detects whether 
the database is pirated or not. 
 

 
Fig. 2. Watermark Decoder 

 
In detection process, the first two steps of watermark 

insertion are followed. Once attribute indices and bit 
positions are found in marked database S using secret key 
K2, we test whether or not the bits value matches the values 
that should have been assigned by insertion algorithm and 
count the number of matches matchcnt(m)  against total 
number of watermarks totalcount(w). If there are very many 
matches or very few matches we suspect piracy [1]. We fix 
small value α Ԗ (0, 1) and sets  
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τ ൌ maxሼ t� ቂ0, ୵ଶ ቃ : ∑ b ቀi; w, ଵଶቁ୵ି୲୧ୀ୲  1 െ  αሽ          (1) 

where ܾሺ݅; ݊, ሻ ൌ ሺ1݇݊ െ  ሻି
We suspects piracy if either m < τ  τ or m > w-τ τ, as 

probability of so few or so many matches under null 
hypothesis is less than or equal to α. α is called significance 
level of the test.  

Functions used in watermark detector algorithm: 

1) Match(s. Ai, j): This function test whether or not the 
bit value of attribute s. Ai at position j matches the 
values that is assigned by embedding algorithm i.e 
Wp and returns 1 if match found. 

2) Threshold(totalcount, α): This function calculates 
threshold value  τ  using (1). Total number of 
watermarks inserted and value of α are passed to the 
function. 

 
The algorithm 
//Watermark Preparation 
1. Input the values of watermark information ‘W’ and 

secret key K1   
2. For each character Ci in W do 
3. Wb[i]=Ci + K1   

[end of for loop] 
4. WP=binary (Wb)   // binary(Wb) function     

 converts number to binary. 
    

//Watermark Position Detection 
5. Input the value of secret key K2. 
6. Totalcount=matchcnt=0 
7. For each tuple t ε S do 
8. Compute MAC = H(K2|| t.P || K2) 
      where, H( ) is secure hash function, 

          and ‘ ||’ is concatenation operator. 
9. Seed CPSG1 with MAC of each tuple. 
10. If (next(CPSG1) mod γ equals 0)  then     

    //mark the tuple 
11. Attrindc[ ]= selectattr(next(CPSG1)) 
12. For each value in Attrindc[ ] 
13. If (Attrindc[i] equals 1)    // mark the attribute 
14. Select Ai for marking 
15. Bitindex j=next(CPSG1) mod LBAi   

  // mark corresponding bit position 
16. totalcount=totalcount+1 
 
// Watermark Detector 
17. matchcnt=matchcnt+match(s.Ai,j) 
18. τ  = threshold(totalcount, α ) 
19. If ((matchcnt< τ) or (matchcnt>totalcount-τ))   
      then 
20. Suspect piracy 
      [end of if at line 19] 
      [end of if at line 13] 
      [end of for loop at line 12] 
      [end of if  at line 10] 

           [end of for loop of line 7] 

 
Detecting watermark is blind technique as it does not 

require original database and watermarks can be detected 
even in small subset of watermark relations as long as 
sample contains some of the marks (discussed in Section IV). 

For ownership identity, the watermark bits are extracted 
from database S and reverse of the watermark preparation 
algorithm is followed to get repeated watermarked text from 
which original W is extracted. 

 

III. EXPERIMENTS AND ANALYSIS 

The proposed algorithm is tested and evaluated on an 
experimental database consisting of approximately 10000 
tuples. We ran the experiment on MATLAB environment 
and found that our algorithm is robust against following 
types of attacks. 

A. Subset Deletion Attack 
In this, attacker may delete randomly selected subset of 

tuples of watermarked database so that watermark will be 
removed. 

We performed the experiment by deleting selected subsets 
of database and watermark extracted was recorded as shown 
in Fig. 3. Our experiment revealed that even if 90% of 
subsets are deleted approximately 12% of watermarks are 
still detected. Thus it still provides as a proof of ownership 
and to great extent ownership identification as watermarking 
bits are repeatedly embedded, we can extract meaningful 
information by further processing. 

 
Fig. 3. Watermark Detection in Subset deletion attack. 

B. Subset Addition attack 

 
Fig. 4. Watermark Detection in Subset addition attack. 
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In this attacker may add subset of tuples to watermarked 
database so that watermark will be removed. 

We performed the experiment by adding selected subsets 
to database and watermark extracted was recorded as shown 
in Fig.4. Our experiment revealed that this attack has very 
little impact on extraction of watermarked database. 
Ownership identification information is extracted 
completely. 

    

IV. CONCLUSION 
Owner identification and proof of ownership issues are 

resolved in this paper. This paper proposes a secure robust 
and imperceptible algorithm. We divide embedding 
algorithm in three phases: Watermark preparator, watermark 
position detector and watermark embedder. The ownership 
identification issue is resolved by embedding owner’s 
identity as watermark in Preparator phase. Position detector 
phase securely identifies multiple attributes with varying 
number of candidate bit positions of the single table. 
Embedder inserts watermarks at identified bit positions of 
multiple attributes of relational database. The robustness of 
the proposed algorithm was verified against number of 
database attacks.  
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Abstract Joint watermarking and encryption is an upcoming security solution that
combines leading but complementary techniques to achieve an enhanced security
level. Real time applications using joint watermarking and encryption framework
has three requirements: data to be efficiently compressed, watermarking technique
to sustain compression, and encryption technique to be developed in a way so as not
to disturb the compression efficiency. Finding an optimal solution that combines the
three techniques while fulfilling these requirements is a challenging problem. This
paper thus, proposes a wavelet domain based joint watermarking and encryption
framework that employs singular value decomposition based watermark embedding
and sign bit encryption prior to compression. The varying significance of different
subbands has been considered to encrypt the data without adversely effecting the
compression ratio. Experimental analysis using various evaluation parameters and
attack scenarios has revealed the ability of the proposed framework to prove content-
ownership, even from the encrypted data. Comparative analysis with the existing
techniques reflect its ability to provide better security with less computational
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resources. This makes it a preferable solution for data security at all stages of data
archival, transmission or distribution.

Keywords Joint watermarking and encryption · Singular value decomposition ·
Set partitioning in hierarchical trees

1 Introduction

With the advancements in the field of communication, coding and networking tech-
nology, multimedia applications have increased in day-to-day life. This technological
advancement has also equipped potential attackers with the tools to illegally copy,
manipulate, or distribute digital data. Hence, security technqiues have become an
integral component of data archival, transmission or distribution. This has led to
the development of various techniques covered under the umbrella of digital rights
management [2, 3, 5–7, 9].

Among the several digital rights management techniques, encryption [13, 16]
and watermarking [8, 20] are considered as the first and second line of defence,
respectively. The former ensures confidentiality by making the data unintelligible for
an unauthorized user, whereas the latter provides copyright protection by embedding
a watermark into media data.

Though these two techniques have been developed independently and are com-
plementary to each other, they have been integrated for secure data storage or
transmission [10–12, 19, 21]. Their integration not only provides data confidentiality
but also proves content ownership at all stages of data consumption. Wu et al.
proposed to selectively watermark MPEG data and then encrypt watermarked data
[21]. Simitopoulos et al. proposed to embed the watermark in quantized DCT
coefficients prior to I-frame encryption using IDEA [19].

To save computational resources, Lian et al. proposed commutative watermarking
and encryption technique that perform both these operations in a single step [10].
After identifying varying significance of different parts of image data, middle level
wavelet coefficients have been used for watermark embedding, and remaining
coefficients (low and high level) for AES encryption. This has also been extended to
MPEG data, where residual, MVD and IPM frames are selected for watermarking
and encryption, respectively [11]. However, commutative watermarking and encryp-
tion is prone to replacement attack due to the mutually exclusive watermarking and
encryption data components [12]. A quasi-commutative approach of watermarking
and encryption is thus proposed that watermarks and encrypts the entire data
to make joint watermarking and encryption (JWE) framework cryptographically
secure [12].

Though several frameworks, integrating the two techniques have been developed;
it is still in its infancy stage [1, 10–12, 19, 21]. Joint watermarking and encryption
(JWE) frameworks are being developed, researched and discarded at a fast pace.
Several intricacies are observed in the JWE framework owing to the fact that
compression, which is an integral part of encryption, is a potential attack for the
embedded watermark.

For a secure multimedia system, an optimal JWE framework requires a clever in-
terweaving of encryption, watermarking and compression. An efficient JWE frame-
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work should provide robustness to the embedded watermark against compression
without deteriorating the compression efficiency.

The present work, thus, intends to develop a JWE framework that achieves data
confidentiality, proves content ownership and offers high compression ratio. In the
proposed framework, watermarking and encryption are implemented at content
owner and content distributor end, respectively. To achieve the desired objectives,
watermark is embedded using singular value decomposition of the wavelet packet
transformed image and encryption is performed during SPIHT encoding. Security
attained by the proposed JWE framework is ascertained by detailed experimental
analysis.

2 Singular value decomposition

Singular value decomposition (SVD) is a powerful technique in many matrix compu-
tations and analyses [4]. Use of SVD in matrix computations provides robustness
provides robustness against numerical errors. SVD of a square or a rectangular
matrix of size M × N can be expressed as

A = U ∗ S ∗ VT (1)

where U and V are orthogonal (unitary) matrices, and S is a diagonal matrix given
by S = diag(σ1, σ2, ..., σr). Here, σi denotes singular value of matrix A, and σ1 ≥ σ2 ≥
... ≥ σr, 1 ≤ i ≤ r and r = min(M, N). The first r columns of V and U are termed as
right and left singular vectors, respectively.

The main motivation for using the SVD is its energy compaction property and its
ability to adapt to the variations in local statistics of an image. Each singular value of
the image matrix specifies luminance of the image layer, while corresponding pair of
singular vectors specify geometry of the image layer. Therefore slight variations of
singular values does not affect visual perception of the cover image.

Also, storing the approximation of a matrix using SVD often results in a significant
savings over storing the whole matrix. Singular values of a matrix possess algebraic
and geometric invariance to some extent, due to which it has certain distinct advan-
tages in digital image processing. For instance, singular values of an image matrix
remain same, irrespective of the transposition, rotation or translation performed on
the original matrix. Further, singular values of an image are less effected in case of
general image processing operations on the image matrix.

3 Proposed joint watermarking and encryption framework

In the proposed JWE framework, the original image X is initially watermarked
using key Kw. This watermarked image is then partially encrypted with key Ke. The
final image obtained by implementing these two processes in a sequential manner is
mathematically expressed as

Y = W(X, B, Kw) (2)

Z = E(Y, Ke) (3)
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Here, Y, B, Kw, W(), Z , Ke and E() are the watermarked copy of original image
X, watermark, watermark key, watermark embedding algorithm, encrypted copy of
watermarked component Y, encryption key and encryption algorithm, respectively.

The watermarking key, Kw comprises of watermark strength, αθ as the main
key component. This controls perceptibility of the embedded watermark; higher the
value of αθ , more observable is the watermark. An optimal value can be chosen as
per the desired visibility of embedded watermark. In contrast, the encryption key,
Ke consist of the compression ratio, number of Arnold iterations for scrambling and
a seed value for generating a random vector.

A block diagram depicting the proposed JWE framework is indicated in Fig. 1 and
the two processes controlled by the independent keys, Kw and Ke, are explained as
follows.

The watermarking process initially transforms the host image into wavelet packet
transform (WPT) domain. SVD is then performed on all subbands of the transformed
image and the watermark image. For watermark embedding, the obtained singular
values are modified using (4)

(σ f θ
l, p

)∗ = σ f θ
l, p

+ αθ σW (4)

where σ f θ
l, p

gives original singular values of the subband, (σ f θ
l, p

)∗ denotes modified
singular values of the subband, σW denotes singular values of the watermark image,
and αθ is the watermark strength.

After replacing original singular values by the modified values, inverse SVD
is taken. This is followed by inverse WPT to retrieve the watermarked image.
This watermarked image is transmitted to the content distributor end. Thereafter,
encryption is performed on this watermarked image during SPIHT compression [17].

In SPIHT compression, an image is initially transformed into wavelet domain, and
a tree structure is formed. The tree structure is then encoded to obtain a SPIHT
compressed bitstream. In the proposed framework, encryption is implemented in
wavelet domain, just before the formation of tree structure. Encryption is achieved
by scrambling the approximation subband using Arnold cat map [15]. This is followed
by sign bit encryption of the scrambled transform coefficients using a stream cipher,

Original Image
Perform WPT and

then SVD

Watermarked and
Encrypted Compressed

Image

Watermarked Image

Modify Singular values
for watermark

embedding

Scrambling of
Approximation band

Sign bit encryption of
scrambled

Approximation band

Perform Inverse SVD
and IWPT

Perform DWT

SPIHT Compression

Watermarking

Encryption

Fig. 1 Block diagram for the proposed framework
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generated from a seed value. The original approximation subband is replaced with
the scrambled and sign bit encrypted subband. Afterwards, the modified transformed
image is used to generate the compressed bitstream using SPIHT.

At the receiver end, compressed bitstream generates the transformed image
and inverse DWT of this transformed image provides the reconstructed image.
An unauthorized receiver, not having the security keys, would only retrieve an
incomprehensible image. Contrary to this, an authorized receiver would perform
sign bit decryption and Arnold descrambling of the approximation subband before
IDWT. This provides a correctly decrypted output to an authorized receiver. To
verify achieved security level of the proposed framework, several experiments have
been performed, and are discussed in the next section.

4 Results and discussion

The proposed framework provides twin layer of protection to digital images by
combining watermarking and encryption. To substantiate performance of the pro-
posed framework, different subjective and objective evaluation parameters are used.
Diverse watermarking and encryption related security attacks are also launched to
assess robustness of the proposed framework. Simulations have been performed
on various grayscale images, however, results for only ‘Barbara’ image are illus-
trated here.

4.1 Subjective and objective evaluation

To examine the quantum of detail actually lost, or retained by the proposed JWE
framework, a visual inspection of the watermarked and encrypted images is per-
formed. These images are illustrated in Fig. 2. It is observed that the watermarked

Fig. 2 Results for the
proposed framework

Original image Original watermark Watermarked image

(a) (b) (c)

Encrypted image Decrypted image Extracted watermark

(d) (e) (f)
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Table 1 PSNR (dB) obtained for various images

Image Barbara Lena Plane Crowd Bridge Lake

Watermarked 40.1201 38.7121 38.9503 39.5840 37.5025 37.2499
Encrypted 3.2341 3.1203 3.1842 3.0001 3.1981 2.9064

image is similar to the original image, and the encrypted image is completely
incomprehensible. The embedding of watermark in an imperceptible manner has not
resulted into loss of any detail from the original image. In contrast, an unintelligible
encrypted image reflects that the developed encryption technique provides high data
confidentiality and does not leak any information of the original image. To further
verify the results, objective evaluation is performed using peak signal to noise ratio
(PSNR).

The obtained PSNR values for the watermarked and the encrypted output with
reference to the original image are indicated in Table 1. A high PSNR value
after watermarking indicates perceptual similarity between the original and the
watermarked image, while a low PSNR value of the encrypted output indicates
sufficient dissimilarity between the original and the encrypted image. This indicates
more computational effort required by an intruder to retrieve the correct image
without the knowledge of security keys. PSNR values and visual inspection of results
depicts that the proposed technique satisfies the subjective and objective evaluation
metric for an acceptable watermarking and encryption technique.

4.2 Key sensitivity analysis

As per the Kerckhoff’s principle, security keys are the most important part of any
cryptosystem, and decryption using an incorrect key or an approximately correct key
should not reveal any details of the original image [18]. To determine key sensitivity
of the proposed encryption technique, wrong decryption keys are generated by
introducing slight modifications in Arnold scrambling iterations and the seed value.
Decryption is then performed by using these slightly modified keys. Figure 3a and
c demonstrates the decrypted results when incorrect descrambling iterations or
incorrect seed value is considered. It is observed that the images decrypted with
wrong decryption keys do not give a clear view of the original image. This reflects
high key sensitivity of the developed encryption algorithm.

Thereafter, watermark is extracted from these incorrectly decrypted images.
The extracted watermarks are shown in Fig. 3b and d. It is observed that despite
unintelligible decrypted images, meaningful watermarks are extracted. This reflects
robustness of the watermark embedding technique. To further verify strength of em-
bedding technique, watermark is extracted from the encrypted image. The extracted
watermark is indicated in Fig. 3f, and can easily be related to the original watermark.

Strength of the encryption technique is evident from achieved data confidentiality
and high key sensitivity. In addition to this, extraction of watermark from the
encrypted and incorrectly decrypted image illustrates strength of the watermarking
technique. This depicts that content ownership can be proved in a scenario, where a
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Fig. 3 Key sensitivity results
for the encryption technique

Wrong Arnold descrambled image Wrong sign bit decryption

(a) (b) (c) (d)

Encrypted image Approximation attacked image

(e) (f) (g) (h)

pirate captures an unclear but watermarked copy of the original image. The above
analysis corroborates strength of the developed JWE framework.

4.3 Compression performance analysis

In the proposed JWE framework, compression ratio achieved by the employed
SPIHT encoder is analyzed. To experimentally evaluate the effect on compression
efficiency, original and encrypted images are compressed with 0.8 bits per pixel. As
the output bit rate is equal for both the images, length of the compressed bitstream
is observed to be same for all the original and the encrypted image. This indicates
that the proposed framework does not adversely effect compression efficiency of the
SPIHT encoder.

4.4 Approximation attack

Security of the proposed technique is also verified against approximation attack
[14]. In this attack, part of the encrypted data is replaced by random data and
reconstruction is performed using this partially assumed data. In the present case,
few transform coefficients of approximation subband are replaced by a constant
value ‘0’, before IDWT. Figure 3g and h shows the reconstructed image and the
extracted watermark for this case. It is observed that a clear view of the original
image is not obtained. However, watermark extracted from this approximate image
has perceptual resemblance with the original watermark. This indicates resistance of
the proposed framework for approximation attack.

An approximated copy of the test image is used to measure block-based Lu-
minance Similarity Score (LSS), which captures the coarse luminance information
[14]. LSS measures the perception-oriented distance between the clear-text copy of
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multimedia and attacker’s recovered copy from the encrypted media. It was assumed
that two given images are pre-processed to be aligned and scaled to the same size.
These two images are first divided into blocks in the same way, using 8 × 8 or 16 × 16
non-overlapping blocks. Average luminance values of ith block is then calculated
from both images to measure LSS using

LSS ∼= 1
N

N∑

i=1

f (x1i, x2i) (5)

Here, the function f (x1, x2) for each pair of average luminance values is defined as

f (x1, x2) =
{

1, if |x1 − x2| <
β

2

−α round
( |x1−x2|

β

)
, otherwise

(6)

where the parameters α and β control sensitivity of LSS and set to 0.1 and 3,
respectively. For the proposed framework, negative LSS is obtained. This indicates a
substantial dissimilarity in luminance of the two images.

4.5 Attack analysis

After performing key sensitivity and approximation attack analysis for the proposed
encryption technique, this section discusses performance of the proposed watermark-
ing technique in different attack scenarios. Robustness of the proposed watermark-
ing technique is investigated by launching various attacks on the watermarked image,
and observing the quality of extracted watermarks from the attacked images. Visual
inspection of the extracted watermark is performed to assess its perceptual similarity
with the original watermark. For an objective evaluation of similarity, correlation
coefficient is calculated between the extracted and actual singular values, using

ρ(w, w̄) =

r∑
i=1

(w(i) − wmean) (w(i) − wmean)

√
r∑

i=1
(w(i) − wmean)2

√
r∑

i=1
(w(i) − wmean)2

(7)

where w, w, wmean and wmean are the original singular values, extracted singular
values, mean of the original singular values and mean of the extracted singular values.
Here, r = min(M, N), and (M, N) denote size of the image.

Among the various attacks launched on the watermarked image, basic attack
includes (a) a 13 × 13 Gaussian blurring on the watermarked image, (b) rotation
of the watermarked image by 50◦, and (c) addition of 80% Gaussian noise to the
watermarked image. Watermarks are extracted from these three attacked images.
Figure 4c–e indicates the attacked watermarked images and their corresponding
extracted watermarks. It is observed that the extracted watermarks are recognizable
and can be assumed as a degraded version of the original watermark. Correlation
coefficient values for the extracted watermarks is indicated in Table 2.

As cropping is a frequently used operation in image applications, watermarked
image is also tested for cropping attack. Process of selecting and removing a portion
of an image is generally performed to create focus or strengthen the composition. In
the present test case, the watermarked image is cropped to only 2.5% of the actual
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Fig. 4 Image and its
extracted watermark

Original image Correct decrypted image

(a) (b)

Gaussian blurred image Rotated image
(c) (d)

Noise attacked image Cropped image
(e) (f)

Resized image JPEG compressed image
(g) (h)

size, and watermark extraction is performed. Figure 4f indicates the cropped image
and the extracted watermark. It is to be noted that the watermark could be extracted,
even from an image equal to 2.5% of the actual image size.

Another frequently used image processing operation is resizing, wherein the
image is reduced or enlarged to a desired size. This leads to data loss of the original

Table 2 Correlation coefficient (CC) for extracted watermark from attacked Barbara image

Attack Gaussian Rotation Noise JPEG Resizing Cropping
Blur compression

CC −0.6885 −0.9402 0.3732 0.9656 −0.6832 −0.6079
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image and the watermark embedded within it. In the present test case, the image is
reduced to 16 × 16 and again carried back to the original size 256 × 256. Figure 4g
depicts the resized image and its corresponding extracted watermark. It is observed
that the extracted watermark is still recognizable and is similar to the original
watermark.

Another potential attack for a watermarking technique is compression, that is
generally performed owing to the large data size and limited channel bandwidth.
As image compression techniques are lossy in nature, they lead to data loss from the
entire image and the watermark embedded in it. Despite the losses, a secure system
requires that the watermark is extractable, even from a compressed image.

To assess the proposed technique against compression attack, lossy JPEG com-
pression, with a compression ratio of 80:1, is performed on the watermarked image.
Watermark is extracted from this JPEG compressed image. Figure 4h illustrates
the JPEG compressed image and its extracted watermark. It is observed that the
extracted watermark is of very high quality, and almost an exact replica of the
original watermark. Further, it is to be noted that the proposed framework is based
on SPIHT compression of the watermarked data. Hence, the watermark indicated in
Fig. 4b is actually the watermark extracted from a SPIHT compressed image. This
demonstrates robustness of the proposed watermarking technique against SPIHT
compression. This reflects that the proposed watermarking technique can withstand
lossy JPEG and SPIHT compression attack.

In all the above-mentioned attack scenarios, it is observed that the extracted and
the original watermark are perceptually similar. This, along with the correlation
coefficient values indicated in Table 2, reflects the resistance of the proposed
watermarking technique against various image processing operations. The above-
discussed analysis reflects the ability of the proposed framework to prove content
ownership, even from attacked and compressed images.

5 Comparative analysis

This section discusses comparative analysis of the proposed framework, with an
existing JWE framework [10]. The existing framework utilizes the entire image data
to provide data confidentiality. It provides AES encryption to all the coefficients
of low level subband, and sign bit encryption to all the coefficients of remaining
subbands. In contrast, the proposed framework performs only sign bit encryption

Table 3 Scheme of existing and proposed JWE

Technique Watermarking Encryption

Existing [10] All coefficients of middle level subband are AES in approximation subband and
used, i.e., (M1 × N1) coefficients used for sign bit encryption in remaining
a subband of size (M1 × N1) subbands

Proposed Uses only singular values for watermarking Scrambling and sign bit encryption
i.e., min. (M1, N1) coefficients used for of only approximation subband
a subband of size (M1 × N1)
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Fig. 5 PSNR comparison
chart
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for coefficients of the approximation band. This drastically reduces the amount of
data encrypted in the proposed technique.

Further, existing technique uses all the coefficients of middle level subband for
watermarking [10]. The proposed framework, however, performs watermark embed-
ding, only in the singular values of the subband. As singular values form a diagonal
matrix, thus, for a subband of size (M1 × N1), the coefficients used for watermarking
with the proposed technique are expressed as min .(M1, N1). This reflects a drastic
reduction in computational requirements, as compared to (M1 × N1) coefficients,
that are used for the existing technique [10].

A comparative representation for the amount of data used for watermarking and
encryption is indicated in Table 3. Apart from the amount of data used, existing
and proposed techniques are also compared on the basis of attained PSNR value.
A comparative graph for PSNR value of the proposed and existing techniques is
depicted in Fig. 5. This reveals low PSNR value achieved by the proposed framework,
which is analogous to high data confidentiality.

To summarize, comparative analysis indicate that despite the small quantum of
data watermarked and encrypted in the proposed framework, PSNR obtained is
better than the existing techniques.

6 Conclusion

JWE is emerging as an effective security solution, that provides data confidentiality
and proves content ownership. Compression is necessary for encryption; however, it
behaves as an attack for the embedded watermark. In such a scenario, obtaining an
optimal solution is a dexterous task.

A novel JWE framework is thus presented that performs watermarking and
encryption in an independent manner at the content owner and distributor end,
respectively. In the proposed framework, watermark is embedded in the wavelet
packet domain using SVD, and the watermarked image is partially encrypted during
SPIHT compression. Thorough performance analysis reflects the robustness of the
proposed framework to withstand compression, approximation and various other
image processing attacks. The developed framework does not adversely effect the
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compressibility of the SPIHT encoder. The ability to prove content ownership, even
from a compressed, encrypted, or an attacked image is also validated. Thus, it acts as
a two-fold impediment to illegal distribution of media data, and a preferable choice
for secure image transmission or distribution.
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 Abstract: 

      Existing diesel engines are under stringent emission regulation particularly of smoke and particulate matter 
in their exhaust. Compressed Natural Gas and Diesel dual fuel operation is regarded as one of the best ways to 
control emissions from diesel engines and simultaneously saving petroleum based diesel fuel. Dual fuel engine 
is a conventional diesel engine which burn either gaseous fuel or diesel or both at the same time. In the present 
paper an experimental research was carried out on a laboratory single cylinder, four-stroke variable compression 
ratio, direct injection diesel engine converted to CNG-Diesel dual fuel mode to analyze the performance and 
emission characteristics of pure diesel first and then CNG-Diesel dual fuel mode. The measurements were 
recorded for the compression ratio of 15 and 17.5 at CNG substitution rates of  30% and 60%  and varying the 
load from idle to rated load of 3.5kW in steps of 1 up to 3kW and then to 3.5kW. The results reveal that brake 
thermal efficiency of dual fuel engine is in the range of 30%-40% at the rated load of 3.5 kW which is 11%-13% 
higher than pure diesel engine for 30% and 60% CNG substitution rates. This trend is observed irrespective of 
the compression ratio of the engine. Brake specific fuel consumption of dual fuel engine is found better than 
pure diesel engine at all engine loads and for both CNG substitution rates. It is found that there is drastic 
reduction in CO, CO2, HC, NOx and smoke emissions in the exhaust of dual fuel engine at all loads and for 30% 
and 60% CNG substitution rates by employing some optimum operating conditions set forth for experimental 
investigations in this study.  

       Key Words: Compressed Natural Gas; Dual Fuel Engine; Emission Analysis; Variable Compression 
Ratio Engine; Brake Thermal Efficiency; Brake Specific Fuel Consumption. 

1.   INTRODUCTION 

          Impending possible energy crisis in future, rising costs and toxic emissions associated with conventional 
petroleum fuels have caused researchers to search out and investigate the possibility of utilization of alternate 
clean and non-polluting gaseous fuels for internal combustion engines. Existing diesel engines are under 
stringent emission regulation particularly of smoke and NOX in their exhaust. Much interest has centered on 
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Compressed Natural Gas due to its potential for low particulate and NOX emissions. Compressed Natural Gas 
and diesel dual-fuel operation is regarded as one of the best ways to control emissions from diesel engines and 
simultaneously save petroleum based precious diesel fuel. Dual fuel engine is a conventional diesel engine 
which burn either gaseous fuel or diesel or both at the same time. The mode of operation is defined as straight 
diesel if only diesel fuel is used and dual fuel if two fuels are used at the same time. In dual fuel operation the 
gaseous fuel is mixed with air at lean gas-air ratios and the mixture is then compressed during the compression 
stroke. Near the end of compression stroke, diesel fuel is injected. After a short ignition delay the combustion of 
diesel occurs first, igniting the natural gas and the flame propagation begins. The introduction of CNG along 
with intake air changes the thermodynamic and chemical properties of the mixture in the cylinder and thus the 
dual fuel combustion has its own characteristics on performance and emission characteristics of a dual fuel 
engine. The diesel fuel which acts as a source of ignition is often referred to as pilot diesel. The quantity of pilot 
diesel and concentration of CNG in the intake air have important effects on the performance and emissions of a 
dual fuel engine. 

        There have been several fundamental studies on dual fuel engines. [Karim G A (1983)] reviewed the 
prospects, problems and solutions of the dual engine of the CI engine type. [Roydon et al. (1991)] studied auto-
ignition of pure methane and natural gas in a simulated diesel environment using a constant volume combustion 
vessel for the pressure and temperature ranges of 5 to 55 atm and 600 to 1700K. [Karim G A (1991)] examined 
some measures for improving the performance of gas fuelled diesel dual fuel engines at light load. [G.E. 
Doughty et al. (1982)] studied natural gas fueling of a diesel engine and found that for full load operation, fuel 
efficiency was similar to diesel operation. [Liu Z and Karim G A (1997)] developed simulation model of 
combustion process in gas-fuelled diesel engines. [Guowai Li et al. (1991)] carried out an optimization study of 
pilot-ignited natural gas direct-injection in diesel engine. [Youtong Z et al. (2003)] formulated dual fuel engine 
simulation model and studied the combustion process of a diesel-natural gas dual fuel engine and good levels of 
agreement were obtained between measured and predicted results. [Singh S et al (2004)] studied the combustion 
and emissions of a diesel-natural gas dual fuel engine and shown that dual fuel engine combustion results in 
significant reduction in NOX and smoke emissions. [Karim G A et al. (1980)] and [Xianhua D et al. (1986)] 
have reported that at light load, dual fuel engines usually exhibit a drop in brake thermal efficiency and power 
output in comparison to pure diesel operation. The emissions of unburned hydrocarbons and carbon monoxide 
are found higher than neat diesel operation at light loads. 

      The main objective of the present study is to investigate the effect of Exhaust Gas Recirculation, intake air 
temperature, rate of injection of pilot fuel quantity, intake air throttling and substitution of CNG at two 
compression ratios of 15 and 17.5, on the performance parameters and emissions of a CNG-Diesel dual fuel 
engine. 

       2.  MATERIAL AND METHODS 

2.1 CNG as an alternate fuel for internal combustion engines 

    CNG has emerged as a promising alternative fuel due to its clean burning characteristics and very low amount 
of exhaust emissions. In petrol engines CNG is used by installing a Bi-Fuel Conversion kit and the converted 
engine has the flexibility of operation either on CNG or petrol. Diesel engines can also be converted to run on 
CNG by installing a dual fuel conversion kit or converting the existing diesel engine into SI engine. Most 
existing CNG vehicles use petrol engines, modified by after-market retrofit conversions and retain bi-fuel 
capability. Such bi-fueled converted engines generally suffer from a power loss and can encounter drivability 
problems, due to the design and installation of the retrofit conversion kit. Whereas single fuel engines optimized 
for CNG are likely to be considerably more attractive in terms of performance and emissions. In diesel engines 
CNG as a fuel can be used in dual fuel mode and offers the advantage of reduced emissions of NOX, particulate 
matter and CO2 while retaining the thermal efficiency of the conventional diesel engine, [Bhandari K et al. 
(2005)].   

      The safety aspects of converting engines to run on CNG are of great concern to users of CNG vehicles. 
However, CNG has four big safety features that make it an inherently safer fuel than petrol, diesel, or LPG. Its 
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specific gravity is 0.587 which means that it is lighter than air and even if it leaks out it just rises up and 
dissipates into the atmosphere. Its self ignition temperature is 5400C compared to 227-5000C for petrol and 
2570C for diesel fuel and higher flammability limits give the gas a high dispersal rate and make the likelihood of 
fire in the event of a gas leak much less than for petrol or diesel. CNG has to mix with air within small range of 
4 to 14% by volume for combustion to occur which is far narrower range than for petrol or diesel fuels. CNG 
cylinders are designed and built with special materials to the highest safety specifications, which makes its 
storage far safer than petrol or diesel fuel tanks. 

      The life of engine increases by using CNG. Lubricating oil life is extended considerably because CNG does 
not contaminate and dilute the crankcase oil. A big advantage of CNG is that it is virtually pollution free. CNG 
has a good mixture quality with air and when correct proportions are brought together they mix thoroughly and 
rapidly, which improves combustion efficiency of the engine. The higher Research Octane Number (130) for 
CNG as compared to that of petrol (87) allows a higher compression ratio (15.6:1) and consequently more 
efficient fuel consumption. Due to higher compression ratio Diesel engines can also use CNG as a fuel. But it 
cannot replace diesel completely like petrol due to poor cetane rating of CNG, [Singh R et al. (2012)]. Hence 
CNG seems a very attractive option for its use in diesel engines. The properties of CNG as a fuel for IC Engines 
are given in Table 1, [Sera M.A. et al. (2003)].  

                                                                      Table1: Properties of CNG as a Fuel at 250c and 1 atm. 

CNG properties Value 

Density (kg/m3) 0.72 
Flammability limits (volume% in air) 4.3-15 

Flammability limits (Ø) 0.4-1.6 
Auto ignition temperature in air (0C) 723 

Minimum ignition energy (MJ) 0.28 
Flame velocity (m/sec) 0.38 
Adiabatic flame temperature (K) 2214 
Quenching distance (mm) 2.1 
Stoichiometric fuel/air mass ratio 0.069 
Stoichiometric volume fraction (%) 9.48 

Lower heating value (MJ/Kg) 45.8 
Heat of combustion (MJ/Kgair) 2.9 

 

2.2. Development of experimental test set up 

       A single cylinder, 04 stroke, variable compression ratio, water cooled diesel engine installed at authors 
internal combustion laboratory was converted to operate on dual fuel mode by carrying out minor modifications. 
The CNG fuel was mixed with intake air at a point in the intake manifold just outside the cylinder. The test 
engine is directly coupled to an electric dynamometer, which permits the engine to operate under partial 
monitoring conditions representing negative brake output. For any set of operating conditions, the pilot fuel was 
kept constant while the amount of CNG fuel was gradually increased. The ignition delay period was established 
from records obtained using a water-cooled piezoelectric transducer. The injection timing was established using 
an electric inductance transducer. The average values obtained from several consecutive cycles were used. 
During the tests the injection timing was kept constant and the engine was operated at 1000 RPM, under 
naturally aspirated conditions. In the test set up a number of measuring and other ancillary instruments were 
used which included: test engine, CNG conversion kit, eddy current type dynamometer, air box with orifice 
meter and manometer, piezo-sensor range 5000PSI with low noise cable, crank angle sensor, data acquisition 
device, piezo-powering unit, digital milivoltmeter, temperature sensor, temperature transmitter, load indicator, 
load sensor, fuel flow transmitter, air flow transmitter, engine performance analysis software, rotameter, exhaust 
gas analyzer, smoke meter etc. Fig.1 shows a schematic layout of engine test set up and Fig.2 shows actual 
image of CNG-Diesel dual fuel engine test set up. Test engine specifications are given in Table 2. 

Ranbir Singh et al. / International Journal of Engineering Science and Technology (IJEST)

ISSN : 0975-5462 Vol. 4 No.03 March 2012 835



 
 

                                                                      Table 2: Specifications of test engine 

Engine type Make Kirloskar 
Bore 87.5mm 
Stroke length 110mm 
No. of cylinders 01 
No. of strokes 04 
Type of cooling Water cooled 
Rated power 3.5 kW at 1500RPM 
Engine capacity 661cc 
Compression ratio 17.5 
Variable CR range 12 to 18 
Fuel used Diesel, CNG-Diesel in dual fuel mode 
 

Fig.1: Schematic layout of CNG-diesel dual fuel engine test set up 

                                   Fig.2: Actual image of CNG-Diesel dual fuel engine test set up. 
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2.3. Measurements and observations 

       A set of reading was obtained first by  running the engine with diesel fuel at CR of 17.5 and varying the 
load from idle to rated load of 3.5kW in steps of 1 up to 3kW and then to 3.5kW. The engine performance 
parameters were recorded by using the Software engine Soft and other instruments.  

      The emissions were recorded by using Gas Analyzer (AVL Di Gas 444) and the opacity was recorded by 
Smoke meter (AVL437). Another set of reading was recorded for the operation of the engine in CNG-Diesel 
dual fuel mode. For this CNG conversion kit was switched ON and the flow of the CNG substitution rate was 
set at 30%.  Similar set of readings were recorded for the compression ratio of 15 by changing it using the tilting 
head arrangement. Same set of readings were recorded for CNG substitution rate of 60%. The various 
performance parameters recorded were: engine load, brake thermal efficiency, brake specific fuel consumption 
etc. Exhaust gas emissions recorded were: CO in %, CO2 in%, unburned hydrocarbons (UBHC) in parts per 
million (PPM), and oxides of nitrogen (NOX) in PPM by using gas analyzer. Opacity of the smoke in the 
exhaust was measured in % by using smoke meter. As reported in the literature and during the experiments, it 
was observed that thermal efficiency of dual fuel engine was lower than pure diesel mode at part and low loads 
and emissions of CO and HC were observed higher than diesel operation. These were improved by employing 
larger pilot fuel quantity, using small percentage of EGR (Exhaust Gas Recirculation), increasing intake 
temperature and adjustment of rate of pilot fuel injection. Table 3, gives the optimum operating conditions set 
forth for the experimental investigations at different loads for diesel and dual fuel operation modes. 

                                                  Table3: Optimum operating conditions employed for dual fuel operation. 

Load, kW Intake 
Temp. K 

Pilot fuel quantity, 
mg/cycle 

Optimum EGR by 
volume in % 

Throttle opening in % 

01 346 9.1 16 40 
02 346 09 13 65 
03 337 07 07 100 
3.5 312 05 03 100 
 

       3.   RESULTS AND DISCUSSION 

         The results obtained by performing experiments by employing optimum operating conditions mentioned in 
table 3, under pure diesel mode and dual fuel mode of operation are compared and analyzed by representing 
them graphically. 

3.1 Brake thermal efficiency analysis 

      The brake thermal efficiency is plotted against the load applied and the curves for 30% and 60% CNG 
substitution rates at CR of 15 and 17.5 are plotted together both for pure diesel fuel and dual fuel modes in 
figures 3 and 4. It can be noticed from figure 3 that value of brake thermal efficiency of dual fuel mode with 
30% CNG substitution rate, is more than diesel fuel mode by 5.11%, 5.58%, 9.77% and 10.74% at 1, 2, 3 and 
3.5kW loads respectively. For 60%CNG substitution the value of brake thermal efficiency of dual fuel fuel 
mode is more than neat diesel mode by 9.03%,11.17%,13.43% and 12.6% at 1, 2, 3 and 3.5kW engine loads 
respectively. Fig.4 depicts the variation of brake thermal efficiency with variation of engine load at CR of 17.5 
for  the two substitution rates of 30% and 60% and at both these substitution rates, B.TH.E. of dual fuel engine 
is more than that of pure(0%CNG) diesel operation from no load to full load and this difference is maximum at 
full load and follow almost the same trend as at CR of 15 with slightly higher value at CR of 17.5. 

     This increase in the value of brake thermal efficiency of dual fuel engine is low at low loads but significantly 
high at higher engine loads because at low loads the fuel air ratio of the air-CNG mixture is very low,  resulting 
in incomplete flame propagation and most of the fresh air-gas mixture remains unburnt. At higher engine loads, 
air-fuel ratio decreases, resulting in complete combustion and increase in brake thermal efficiency. 
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                     Fig.3: Brake thermal efficiency with engine load for diesel and dual fuel mode at CR=15. 

 

 

 

                      Fig.4: Brake thermal efficiency with engine load for pure diesel and dual fuel mode at C.R. =17.5.
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                           Fig. 5.:Brake specific fuel compustion with load for diesel and dual fuel mode at C.R.=15 

 

 

                               Fig.6: Brake specific fuel combustion with load for pure diesel and dual fuel modes at C.R. =17.5 

  3.2 Brake specific fuel consumption analysis  

             It is the consumption of the fuel in kg/kWhr of the brake output of the engine. The observations for 
BSFC for base diesel and dual fuel modes at CR of 15 and 17.5 and for 30%CNG, 60%CNG substitution rates 
were recorded and are represented graphically for analysis. From figure 5 it is observed that BSFC with 
30%CNG dual fuel mode is less than pure diesel mode by 59.49%, 69.04%, 57.14%, 61.54% at 1, 2, 3 and 
3.5kW engine loads respectively at compression ratio of 15. The same trend is observed for 60%CNG 
substitution rate. As the compression ratio is further increased to 17.5, BSFC value for dual fuel mode is further 
decreased by 77.02%, 68.29%, 60.71% and 61.54% at 1, 2, 3, 3.5kW loads respectively at 30%CNG 
substitution rate in comparison to pure diesel mode as depicted in figure6. It further decreases as the substitution 
rate of CNG is further increased to 60%. With CNG replacing diesel fuel, it contributes to extra heat energy on 
combustion, resulting in better BSFC than diesel mode. This could also be due to higher calorific value of CNG, 
better mixing of air and CNG and improved combustion efficiency. 

 4.EXHAUST GAS EMISSIONS ANALYSIS 

          Exhaust gas emissions for pure diesel and dual fuel modes were measured experimentally by exhaust gas 
analyser. The emissions recorded were CO, CO2, UBHC and NOX. The smokemeter was used to measure the 
opacity of the smoke. 
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4.1 CO Emissions analysis 

        Figures 7 and 8 show the effect of engine load, CNG substitution rates and changing compression ratio on 
CO emission concentration in diesel and dual fuel modes. It can be noticed from figure 7, that CO emissions 
decrease as the load on the engine is increased for diesel and dual fuel modes. CO emissions for 30% and 60% 
CNG substitution rates are lower than pure diesel mode in the range of 33.3%-61.9% for different engine loads 
at C.R.=15. There is more reduction in CO emissions at higher compression ratio of 17.5 for both CNG 
substitition rates in dual fuel mode as compared to pure diesel mode as shown in figure 8.This reduction in CO 
emissions for duel fuel operation is due to the less injected diesel fuel and its relacement with a clean burning 
CNG fuel. 

 

 

                         Fig.7: Carbon monoxide emission with load applied for diesel and dual fuel modes at C.R =15. 

 

  

                                  Fig.8: CO Emission with load applied for pure diesel and dual fuel modes at C.R=17.5. 
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HC emissions are lesser for dual fuel mode than pure diesel mode by 14.55% at 1kW load and by 18.30% at 
3.5kW load and by 28.16% at 1kW load and by 30.72% at 3.5kW load for 30% and 60% CNG substitution rates 
respectively at compression ratio of 15 as shown in figure 9.  As the compression ratio is increased to 17.5, HC 
emissions are lower for dual fuel engine than diesel mode by 14.63% at 1kW load and 37.29% at 3.5kW load for 
30% CNG substitution rate and by 17.07% at 1kW load and 44.92% at 3.5kW load for 60% CNG substitution 
rate as depicted in figure 10. With the use of small percentage of EGR in the engine cylinder in dual fuel mode, 
intake air temperature increased and as a result unburned hydrocarbon emissions in the engine exhaust 
decreased. At higher loads, higher compression ratio and higher CNG substitution rates, HC emissions further 
reduced for dual fuel operation because at these conditions the delay period decreases for pilot fuel and 
combustion of CNG-air mixture become fast  and complete and very less amount of unburned fuel go into the 
engine exhaust.   

 

                      Fig.9: Hydrocarbon (ppm) emissions for diesel and dual fuel modes at C.R=15 

 

                          Fig.10: Hydrocarbon (ppm) emissions for diesel and dual fuel modes at C.R=17.5 
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further decrease by 44.83% for low load and by 59.57% at higher engine loads with 60% CNG substitution.  
CO2 emissions further decrease with increase in compression ratio and CNG supply. This is evident from figure 
12 that almost same trend is observed for 30% and 60% CNG dual fueling at higher compression ratio of 17.5. 
This reduction in levels of CO2 emissions on dual fueling a converted diesel engine is beneficial in the sense that 
CO2 is a greenhouse gas and its concentration in the atmosphere should be minimum. The main factors for 
reduction of CO2 in exhaust of a dual fuel engine include improper conversion of CO to CO2 due to decrease in 
peak temperature because of lower adiabatic flame temperature of CNG than diesel and decreased diesel fuel 
quantity.  

 

                                              Fig. 11: CO2 Emissions for diesel and dual fuel mode of operation at C.R. =15. 

 

                                               Fig.12: CO2 Emissions for diesel and dual fuel mode of operation at C.R. =17.5. 
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low loads for 30%CNG and 40.45% and 84.76%  at rated load of 3.5kW for 60%CNG at C.R.=17.5 as depicted 
infigure14.
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High peak temperatures and availability of oxygen are the two main factors for the formation of NOX and it is 
directly related to adiabatic flame temperature. So as the CNG is introduced NOX emissions decrease and as 
CNG supply is increased, NOX further decrease. This decrease in NOX in dual fuel engine is a positive merit in 
view of environmental concerns. 

 

 

                                       Fig.13: NOX Emission as a function of engine load for diesel and dual fuel modes at C.R. =15. 

 

                                      Fig.14: NOX Emission as a function of engine load for diesel and dual fuel modes at C.R. =17.5. 
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and 84.48% at rated load of 3.5kW and it further decreases by 71.43% at low loads, 93.10% at 3.5kW load for 
60%CNG supply in comparison to its values for pure diesel mode. 

            This decrease in smoke level with dual fueling the existing diesel engine is a positive merit in favor of 
dual fuel engines because diesel engines smoke reduction is the main cause of concern for researchers, 
manufacturers and users. The main factors of decrease in smoke emissions due to dual fueling of a diesel engine 
include, reduced injected diesel fuel, complete and smooth combustion of clean CNG fuel. In dual fuel engine, a 
flame front is formed by the ignition of small quantity of pilot fuel which sweeps the homogeneous mixture of 
CNG and air and exhaust contains less unburned fuel and hence less smoke. Moreover, soot particles form 
primarily from the carbon in the diesel fuel and in CNG, hydrogen/carbon ratio is high because of presence of 
smaller hydrocarbon as compared to diesel, soot formation is less and as a result Particulate Matter (PM) 
emission will also decrease with the use of CNG.     

 

    Fig. 15: Smoke opacity analysis for diesel and dual fuel modes at C.R. =15. 

 

                                            Fig. 16: Smoke opacity analysis for diesel and dual fuel modes at C.R. =17.5 
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ratios of 15 and 17.5 for 30% and 60%CNG substitution rates have been carried out at optimum operating 
conditions mentioned in table 3, the main conclusions are summarized below: 

(1) Brake thermal efficiency of dual fuel mode with 30% CNG substitution rate, is more than diesel fuel mode 
by 5.11%, 5.58%, 9.77% and 10.74% at 1, 2, 3 and 3.5kW loads respectively. For 60%CNG substitution 
the value of brake thermal efficiency of dual fuel mode is more than neat diesel mode by 
9.03%,11.17%,13.43% and 12.6% at 1, 2, 3 and 3.5kW engine loads respectively. For  the two CNG 
substitution rates of 30% and 60%, brake thermal efficiency of dual fuel engine is more than that of pure 
diesel operation from no load to full load and this difference is maximum at full load and follow almost the 
same trend as at CR of 15 with slightly higher value at CR of 17.5. 

(2) It is observed that BSFC with 30%CNG dual fuel mode is less than pure diesel mode by 59.49%, 69.04%, 
57.14%, 61.54% at 1, 2, 3 and 3.5kW engine loads respectively at compression ratio of 15. The same trend 
is observed for 60%CNG substitution rate. As the compression ratio is further increased to 17.5, BSFC 
value for dual fuel mode is further decreased by 77.02%, 68.29%, 60.71% and 61.54% at 1, 2, 3, 3.5kW 
loads respectively at 30%CNG substitution rate in comparison to pure diesel mode. It further decreased as 
the substitution rate of CNG was increased to 60%. 

(3) CO emissions for 30% and 60% CNG substitution rates are lower than pure diesel mode in the range of 
33.3%-61.9% for different engine loads at C.R.=15. There is more reduction in CO emissions at higher 
compression ratio of 17.5 for both CNG substitition rates in dual fuel mode as compared to pure diesel 
mode. 

(4) HC emissions are lesser for dual fuel mode than pure diesel mode by 14.55% at 1kW load and by 18.30% 
at 3.5kW load and by 28.16% at 1kW load and by 30.72% at 3.5kW load for 30% and 60% CNG 
substitution rates respectively at compression ratio of 15.  As the compression ratio is increased to 17.5, 
HC emissions are lower for dual fuel engine than diesel mode by 14.63% at 1kW load and 37.29% at 
3.5kW load for 30% CNG substitution rate and by 17.07% at 1kW load and 44.92% at 3.5kW load for 60% 
CNG substitution rate. 

(5) CO2 emissions increase with increasing load both for diesel and dual fuel modes but its value for dual fuel 
mode is decreased by 17.24% at low load of 01kW and by 27.65% at rated load of 3.5kW for C.R.=15 and 
30% CNG substitution. At the same compression ratio, the concentration of these emissions further 
decrease by 44.83% for low load and by 59.57% at higher engine loads with 60% CNG substitution. CO2 
emissions further decrease with increase in compression ratio and CNG supply. 

(6) In dual fuel mode NOX emissions are drastically reduced by 12.5% and 18.75% at low loads for 30% CNG 
and by 42.36% and 76.94% at high engine loads for 60%CNG at C.R.=15. NOX  concentration  is further 
reduced by 43.78% and 77.83% at low loads for 30%CNG and 40.45% and 84.76%  at rated load of 3.5kW 
for 60%CNG at C.R.=17.5. 

(7) Smoke opacity in dual fuel mode decreased by 25.61% at low loads and by 54.83% at rated load of 3.5kW 
for 30%CNG substitution and further decreases by 84.14% at low loads and 86.25% at the rated load of 
3.5kW for 60% CNG substitution for compression ratio of 15. With increase in compression ratio from 15 
to 17.5, its value for 30%CNG reduces by 50% at low load and 84.48% at rated load of 3.5kW and it 
further decreases by 71.43% at low loads, 93.10% at 3.5kW load for 60%CNG supply in comparison to its 
values for pure diesel mode. 

      In view of the above positive results obtained in this experimental research in favor of CNG-Diesel dual 
fuel engine on performance and emissions, it can be concluded that it is a promising technology for achieving 
better thermal efficiency and controlling both NOX and smoke emissions in existing conventional compression 
ignition engines with minor engine hardware modifications, thus great saving of precious diesel fuel and saving 
the human and plant life from the hazardous effects of exhaust gas pollutants from the conventional diesel 
engines. 
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Abstract—Hyperelliptic Curve Cryptosystem (HECC) is well suited for all kinds of 
embedded processor architectures, where resources such as storage, time, or power are 
constrained due to short operand sizes. We can construct genus 3 HECC on 54-bit finite 
fields in order to achieve the same security level as 160-bit ECC or 1024-bit RSA due to 
the algebraic structure of Hyperelliptic Curve. This paper explores various possible 
attacks to the discrete logarithm in the Jacobian of a Hyperelliptic Curve (HEC) and 
addition and doubling of the divisor using explicit formula to speed up the scalar 
multiplication. Our aim is to develop a cryptosystem that can sign and authenticate 
documents and encrypt / decrypt messages efficiently for constrained devices in wireless 
networks. The performance of our proposed cryptosystem is comparable with that of ECC 
and the security analysis shows that it can resist the major attacks in wireless networks. 
 
Keywords— Hyperelliptic Curve Cryptosystem(HECC), Secure Hyperelliptic Curve, 
Hyperelliptic Curve Deffie-Hellman(HECDH), Hyperelliptic Curve Digital Signature Algorithm 
(HECDSA)  

 
 

 
1. INTRODUCTION 

Public Key Cryptography plays an essential role in wireless network as these networks are 
vulnerable to both active and passive attacks. Security mechanisms are essential to ensure the 
integrity, confidentiality, and authenticity of the data that are transmitted in such networks. A lot 
of information can be revealed online due to various attacks like forgery, impersonation attack, 
insertion attack, etc. Therefore, to protect the information between the user (client) and 
information provider (server), the message must be transmitted in an encrypted way. If an 
encrypted message is transmitted, the cryptographic framework has to ensure that no other party 
can obtain any information about the message or change it without being noticed. To fulfill this 
need, a digital signature is necessary which helps to guarantee the reliability, non-repudiation 
and unforgeability. Most of the systems use RSA based digital signatures [1, 2]. However RSA 
signature is not suitable for constrained devices as it requires long key length. This approach can 
lead to a number of problems such as increased processing time (decryption time increases about 
8 times as key sizes double) and increased key storage requirement (for private and public key 
certificates). Cryptosystems based on Elliptic Curve and Hyperelliptic Curve are considered to 
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be suitable for platforms with limited resources since they require smaller fields than RSA to 
attain the same security level. The purpose of this paper is the performance study of an 
alternative technology, namely HECC, which is based on curve arithmetic and offer significant 
benefits over RSA and ECC when used in constraint devices in wireless network.  

To provide secure communication in a wireless network, authenticated key agreement 
protocol is an important primitive for establishing session key. Existing authentication protocol 
[3] certify users through a third party called Certification Authority who issues public keys for 
secure communication. But this increases the traffic a lot by introducing frequent certificates, 
which results in higher energy consumption and also key administration overhead. To overcome 
these problems, many key exchange protocols like PKE [4], EPA [5], and SKA [6] are 
introduced. Most of these protocols are password based where a directed dictionary attack can 
almost always succeed to break the password. To overcome this problem, ECC based 
authenticated key agreement protocol in wireless network are discussed in [7-10]. These 
protocols utilize ECDSA signature technique which enhances the security level of user 
authentication and key exchange. However, the security level can also be increased using 
hyperelliptic curve because it has some advantage over ECC. For instance, in ECC we have to 
work with operand lengths of approximately 160-bit whereas in the case of HECC, one needs 
40-bit to 80-bit long operands to compute the group operations for these curves. Thus, HECC is 
more suitable for implementation in the constrained platforms like the PDA, smartcard, and 
handheld devices etc. in wireless network. 

Current research on HECC emphasizes finding efficient methods to select secure hyperelliptic 
curves, fast operations on the Jacobians, and implementation of HECC for use in practical 
applications to enhance network security. In this direction, we have explored various possible 
attacks to the discrete logarithm in the Jacobian of a hyperelliptic curve that are to be considered 
to establish a secure HEC. Then we explore the group operations on a Jacobian in detail so as to 
obtain the explicit formula for performing addition and doubling in an efficient way to speed-up 
the arithmetic on genus-3 hyperelliptic curves. 

Our contributions in this paper are as follows: 
 
i) We have implemented Hyperelliptic Curve Diffie-Hellman (HECDH) key agreement protocol 

for secret key generation and Hyperelliptic Curve Digital Signature Algorithm (HECDSA) for 
signature generation /verification, considering the genus 3 Hyperelliptic Curve 
C : ଶݒ  ሺݑଶ  ݒሻݑ ൌ ݑ   ହݑ  ସݑ  ଷݑ   ଶݑ  ݑ  1  over the finite field 2

7 using 
Netbeans IDE 6.8. 
We have preferred Java over C++, as Java enables the development of robust applications 
on multiple platforms in heterogeneous distributed networks. 

ii) The security analysis of the proposed protocol shows that it can resist the main attacks 
from both internal users and external hackers. 

 
The rest of the paper is organized as follows: 
In Section 2, Secure Hyperelliptic Curve is discussed; Section 3 provides Mathematical 

Background; Section 4 presents proposed Hyperelliptic Curve Cryptosystem; Section 5 presents 
Implementation Results; Section 6 presents Security Analysis of the proposed cryptosystem. 
Finally, we conclude the paper in Section 7. 
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2. SECURE HYPERELLIPTIC CURVE 
Hyperelliptic Curves present a rich source of abelian groups over which the discrete logarithm 

problem is believed to be difficult. Hence these groups can be used for the implementation of 
various public key primitives. If the curves are chosen carefully then the DLP in these groups is 
as hard as for general groups and one can use much smaller parameters and key sizes than when 
using the multiplicative group of finite fields and still obtain the same level of security. The se-
lection of a secure hyperelliptic curve is explored in this section: 

Let a hyperelliptic curve C of genus g is defined on a finite field q (q = pr and p is a prime), 
and given by the equation C: y2 + h(x)y = f(x). The order of the Jacobian ( q) of C, denoted by 
# (C; q), should be divisible by a large prime number l of at least 40 decimal digits [11]. 

Let q
n denote the degree n extension of q. Its Jacobian (C; q

n) over q
n is a finite abelian 

group and (qn/2-1)2g ≤ # (C; q
n) ≤ (qn/2 + 1)2g. The HCDLP in (C; q

n) is: given two divisors ܦଵ, 
ଶ defined on (C; qܦ

n) over q
n, to determine the integer m such that ܦଶ=mܦଵ, provided that 

such an integer m exists. 
To establish a secure HEC, we should select the hyperelliptic curve so that its Jacobian satis-

fies the following conditions: 
 
1) There is an index calculus attack on (C; q

n) that is more efficient than Pollard’s rho 
method if the genus g of C is not small enough. Initially, this attack was developed for 
high genus curves by Adleman, Demarrais, and Huang [12]. They found a sub-exponent 
time algorithm to solve the DL in the Jacobian of hyperelliptic curves of a big genus over 
a finite field. Curves of higher genera (preferably g<4) are, therefore, not suitable for cryp-
tographic use (2g+1 < log qn). 

2) Any naive implementation that neglects security aspects like selection of the curve can be 
broken by the generic cryptanalytic attacks. If the group order is large, but is divisible by 
only small primes, the DLP can be broken by Pohlig-Hellman attack. Therefore, # (C; q

n) 
should have a large prime factor so as to prevent the attacks of Pohlig-Hellman's methods. 
Since the time complexity of Pohlig-Hellman's method is proportional to the square root 
of the largest prime factor of # (C; q

n), so far it is demanded that this largest prime factor 
should be at least 160-bit in length. 

3) In order to prevent the attack of Frey [13], which uses the Tate pairing generation of MOV 
attacks, the large prime factor of # (C; q

n) should not divide (qn)k - 1, here k < (log qn)2. 
4) In order to prevent the attack generated by Ruck [14], the Jacobian of a hyperelliptic curve 

over the large prime field GF(p) should not have p-order subgroup. 
5) Simple side channel attacks obtain information from a single scalar multiplication by ob-

serving leaked information [15]. For restricted devices like smartcards it is possible for an 
attacker to derive side-channel information on the operations performed. To harden a 
cryptographic primitive against simple side-channel attacks, we make the observable in-
formation independent of the secret scalar. This is achieved by one of the following three 
approaches: inserting dummy arithmetic instructions, using indistinguishable / unified ad-
dition and doubling formulas, or applying Montgomery’s ladder for scalar multiplication. 
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3. MATHEMATICAL BACKGROUND 
Hyperelliptic Curve Cryptosystem (HECC) was proposed by Koblitz [11], based on the dis-

crete logarithm problem on the Jacobian of hyperelliptic curves over finite fields. 
 

3.1 Arithmetic of Hyperelliptic Curve 

A hyperelliptic curve C of genus g over q is an absolutely irreducible non-singular curve de-
fined by C  ଶݕ  ݄ሺݔሻݕ ൌ ݂ሺݔሻ, where ݄, ݂∈ q [x], are such that ݕଶ  ݄ሺݔሻݕ െ ݂ሺݔሻ is abso-
lutely irreducible over q, and if ܾଶ  ݄ሺܽሻܾ ൌ ݂ሺܽሻ, for (a,b) ∈ then 2ܾ   ݄ሺܽሻ ≠ 0 
or ݄′ሺܽሻ ܾ െ  ݂′ሺܽሻ ≠ 0 [16]. 

 
Definition 1- A hyperelliptic curve C is called an imaginary curve if q is odd, then ݂ is 

monic, deg ሺ݂ሻ  ൌ  2݃  1 and ݄ ൌ 0. If q is even, then h and ݂ are monic, ݀݁݃ሺ݂ሻ  ൌ  2݃ 
1 and ݀݁݃ ሺ݄ሻ ≤ ݃. 

Definition 2- A hyperelliptic curve C is called a real curve if q is odd, then ݂  is 
monic, deg ሺ݂ሻ ൌ  2݃  2 and ݄ ൌ 0. If q is even, then h is monic , degሺ݄ሻ  ൌ  ݃  1 and 
degሺ݂ሻ ≤ 2݃  1 or ݀݁݃ሺ݂ሻ ൌ  2݃  2 and the leading coefficient of ݂ is of the form β2 + β 
for some β∈ q. 

Definition 3- A hyperelliptic curve C is called an unusual curve if q has odd characteristic, 
then ݀݁݃ ሺ݂ሻ ൌ 2݃  2 and if q has characteristic 2, then deg ሺ݄ሻ  ൌ  ݃  1 and ݀݁݃ ሺ݂ሻ ൌ
 2݃  2 and the leading coefficient of ݂ is not of the form β2 + β for some β∈ q 

 
Consider a Hyperelliptic curve C as defined by C: ݕଶ  ݄ሺݔሻݕ ൌ ݂ሺݔሻ . A divisor ܦ 

ൌ ∑݉ ܲ, ݉∈ , is a finite formal sum of points. Its degree is the sum of the coefficients 
∑݉. The set of all divisors form an Abelian group denoted by (C). The set of degree zero 
divisors 0 forms a subgroup of (C). 

Every rational function consisting of the formal sum of the poles and zeros of the function on 
the curve C gives rise to a divisor of degree zero. Such divisors are called principal and the set 
of all principal divisors is denoted by . If ܦଵ, ଵܦ ଶ ifܦ ~ ଵܦ ଶ∈ 0 then we writeܦ െ  ; ∋ଶܦ 
-ଶ are said to be equivalent divisors. Now, we can define the Jacobian of C as the quoܦ ଵ andܦ
tient group 0/  [17]. 

If we want to define the Jacobian over , denoted by C( ), we say that a divisor D = ∑miPi is 
defined over  if Dσ = ∑miPi

σ is equal to D for all automorphisms σ of over [16]. 
Cantor shows that each element of the Jacobian can be represented in the form D = ∑r

i=1 Pi – 
r.∝ such that for all i ≠ j, Pi and Pj are not symmetric points [18]. Such a divisor is called a semi-
reduced divisor. Each element of the Jacobian can be represented uniquely by such a divisor, 
subject to r ≤ g. Such divisors are referred to as reduced divisors. We use the reduced divisor in 
addition to C.  

For a genus 3 hyperelliptic curve C over q defined as C: Y2 = (X), a semi-reduced divisor 
can be represented by the following pair of polynomials : 

 
(Mumford’s representation) 
D = (U, V ), U,V ∈ q[X]; where 
U = ∏(X - xi)ordpi (D), 
yi = V (xi) 
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for Pi = (xi,yi) ∈ C with ordpi (D) > 0, and 
deg V < deg U, F -V2 ≡ 0 mod U. 
 
The degree of U is called the weight of D, and D is a reduced divisor, if its weight equals 3. 

Any class in JC( q) is uniquely represented by a reduced divisor (i.e., each class includes a 
unique reduced divisor). 

Unlike elliptic curve, the points on the hyperelliptic curve do not form a group. The additive 
group on which the cryptographic primitives are implemented is the divisor class group. Each ele-
ment of this group is a reduced divisor. The group elements have a nice cannonical representation 
by means of two polynomials of small degree. The basic algorithm of performing arithmetic for 
divisor addition and doubling in the Jacobian of hyperelliptic curve is Cantor's algorithms. 

 
3.2 Group Operations on a Jacobian 

Group operations of divisor on c( ) are performed in the following two steps: addition of ge-
neric divisors and doubling of generic divisors. Addition of divisor classes means multiplication 
of ideal classes, which consists of a composition of the ideals and a first reduction to a basis of 
two polynomials. The output of this algorithm is called semi-reduced divisor. Then the second 
algorithm (reduction) is used to find the unique representative in the class. Cantor’s algorithm 
[18] is used for transferring the group laws in a sequence of composition and reduction using 
only polynomial arithmetic. 

 
Cantor’s Algorithm for Group Addition 
Input: D1 = [U1, V1] and D2 = [U2, V2] , C:Y2 = F(X)  
Output: D3=(U3,V3) reduced with D3 = D1+ D2 
1. Compute d1 = gcd(u1, u2) = e1u1 + e2u2;  
2. Compute d = gcd(d1,v1+v2+h) = c1d1 + c2(v1+v2+h);  
3. Let s1 = c1e1, s2 = c1e2, s3 = c2;  
4. U′ = u1u2/d2;  
5. V′ = {s1u1v2+s2u2v1+s3(v1v2+f)}/d mod u  
6. U3= (F-v2) / U′, V3= - V′ mod U3 
7. Make U3 monic. 
 
Harley’s algorithm for genus 3 Curve: Cantor’s algorithm is slow due to Polynomial arith-

metic. The solution is to transform polynomial operations into field operations (explicit formula) 
by considering most frequent cases (occur with a probability ~1- O (1/q)). It was done by Harley 
in 2000 [19] by using reduced divisors represented by Mumford’s representation for input and 
output divisor classes on genus 2 curves. Subsequently, Harley’s algorithm was used for fast 
arithmetic on genus 3 HEC.  

First classification of the input divisor classes is done by using the weights of them and then 
another classification of the divisor classes is done by testing gcd(U1,U2) = 1 for addition D3 = 
D1 + D2, D1 = (U1,V1), D2 = (U2, V2) or by testing gcd(U1,2V1) = 1 for doubling D2 = 2D1, D1 = 
(U1, V1). These gcd computations are carried out by a resultant computation. The case satisfied 
deg U1 = deg U2 = 3 and gcd(U1,U2) = 1 for addition and the case satisfied deg U1 = 3 and 
gcd(U1,2V1) = 1 for doubling, are called the most frequent cases. 
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3.3 Explicit Formula for genus 3 Curves 

The first explicit formula for genus 2 proposed by Harley [19] has been followed by the work 
of Lange [20, 21]. After extensive research on explicit formula for performing addition and dou-
bling, Avanzi [22] proposes a software implementation of genus 2 and genus 3 hyperelliptic 
curves over large prime fields. Pelzl and Wollinger [17, 23] propose a cost effective explicit 
formula for genus 2 and genus 3 curves and give the first implementation of a HEC cryptosys-
tem on an embedded processor. Gonda et al. [24] propose improvements of addition algorithm 
on genus 3 HEC and implemented it on a 64-bit CPU. Fan et al. [25] discussed the performance 
of genus 3 HECC over three different binary fields. The idea to use HEC for cryptographic ap-
plications has been further analyzed and implemented in software and hardware oriented plat-
forms by Kuroki et al. [26], Sakai and Sakurai [27], Nagao [28], and Smith [29]. We discussed 
the evolution of Hyperelliptic Curve Cryptosystems in [30].  

Explicit Formula for addition and doubling of divisors based on [17, 23, and 25] is discussed 
below. The most frequent input for addition consists of two divisor classes represented by 
[U1,V1], [U2,V2], where deg(U1) = deg(U2) = 3 and gcd(U1,U2) = 1. This guarantees that the as-
sociated reduced divisors D1, D2 do not have any point or its opposite in common and both divi-
sors have 3 affine points in the support. For the doubling it is assumed that the class is repre-
sented by [U1, V1] with deg(U1) = 3 and that gcd(U1, 2V1) = 1.  

 
Explicit Formula for addition of divisors of genus 3 HEC (most frequent cases) 
Input:- C: Y2 = F(x), F=x7+f5x5+f4x4+f3x3+f2x2+f1x+f0; 
Reduced divisors D1= (U1,V1) and D2= (U2,V2) 
U1=x3+u12x2+u11x+u10, V1=v12x2+v11x+v10, U2=x3+u22x2+u21x+u20, V2= v22x2+v21x+v20 

Output:- Reduced divisor D3=(U3,V3)=D1+D2 
U3 = x3+u32x2+u31x+u30, V3= v32x2+ v31x+v30 
Steps:- 1. Compute Resultant r of U1 and U2. [using Bezout’s theorem] 
 If r=0 then call the Cantor Algorithm.  
2. Compute pseudo inverse I=i2x2+i1x+i0 ≡ r/U1 modU2  
3. Compute S'=s'2x2+s'1x+s0' = rS ≡ (V2-V1)I mod U2 [using Karatsuba multiplication]  
4. Compute S= (S'/r) and make S monic. [using Montgomery trick]  
5. Compute Z=x5+z4x4+z3x3+z2x2+z1x+z0=SU1[using Karatsuba multiplication]  
6. Computing Ut = x4+ut3x3+ut2x2+ut1x+ut0 = (S(Z+2wiV1) – wi

2((F-V1
2)/U1))/U2 

 [using karatsuba multiplication, Efficient Division]  
7. Compute Vt = vt3x3 + vt2x2+vt1x+vt0 ≡ - (wZ+ V1) mod Ut  
8. Compute U3=x3+u32x2+u31x+u30 = (F-Vt

2)/Ut [using Efficient Division] 
9. Compute V3=v32x2+v31x+v30 ≡ - Vt modU3  
 
Explicit Formula for doubling of divisor of genus 3 HEC (most frequent cases) 
Input:- C: Y2 =F(x), F= x7+f5x5+f4x4+f3x3+f2x2+f1x+f0; 
Reduced Divisor D1= (U1, V1), U1 = x3+u12x2+u11x+u10, V1= v12x2+v11x+v10 
Output:- Reduced divisor D2=(U2,V2)=2D1, U2= x3+u22x2+u21x+u20, V2= v22x2+v21x+v20 
Steps:- 1. Compute Resultant r of U1 and 2V1. [using Bezout’s theorem] 
 If r=0 then call the Cantor Algorithm.  
2. Compute pseudo inverse I = i2x2+i1x+i0 ≡ r/(2V1)modU1 
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3. Compute Z=z2x2+z1x+z0=((F-V1
2)/U1)modU1 [using Efficient Division] 

4. Compute S' = s2'x2+s1'x+s0' = rS ≡ Z I modU1 [using Karatsuba multiplication]  
5. Compute S=( S'/r) and make S monic [using Montgomery trick] 
6. Compute G=x5+g4x4+g3x3+g2x2+g1x+g0=SU1 [using Karatsuba multiplication] 
7. Compute Ut = x4+ut3 x3+ut2x2+ut1x +ut0 = ((G+wiV1)2-wi

2F)/U1
2  

8. Compute Vt= vt3x3+vt2x2+vt1x+vt0≡ - (wG+V1) mod Ut 
9. Compute U2= x3+u22x2+u21x+u20 = (F-Vt

2)/Ut [using Efficient Division] 
10. Compute V2=v22x2+v21x+v20 ≡ - Vt modU2   

 
In the above case the cost of addition and doubling of divisor is I+68M+12S and I+60M+16S 

respectively where I= Inversion, M = Multiplication, S= Squaring. 
 
 

4. PROPOSED HYPERELLIPTIC CURVE CRYPTOSYSTEM 
The proposed cryptosystem is shown in Fig.1.  
The system works as follows: 
Party A (Client) and Party B (Server) will generate their private keys (ܴܲ , ܴܲ) and public 

keys (ܲ ܷ, ܷܲ) using HEC. Before generating key pairs, the system parameters hyperelliptic 
curve C, prime p, divisor D, and elements of the group G of order N are exchanged in the ini-
tialization phase. For authentication, Party A first takes message m. The message is input to a 
hash function that produces a secure hash code of a fixed length. The hash code is provided as 

 
Fig. 1.  Proposed Hyperelliptic Curve Cryptosystem 
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input to a signature function along with a random number k generated by PRNG (Pseudo Ran-
dom Number Generator) for this particular signature. The function also depends on PRA and 
system parameters ( 2

n, C , D, N, c, p). The result is a signature consisting of two components, 
Q and S. After that the message is first encrypted and binded with the signature. Then the block 
containing the encrypted message (ܥெሻ and signature (Sig) is again encrypted with the common 
secret key (K) and send it to the Party B. 

At the receiving end, Party B first decrypts the block containing the message and the signature 
with the common secret key K. Now Party B gets the encrypted message and signature sepa-
rately. Again Party B will decrypt the encrypted message (ܥெሻ and a hash code of the incoming 
message is generated. The incoming message and the signature is the input to a verification 
function. The verification function also depends on the PUA, system parameters ( 2

n,C,D,N,c, p). 
The output of the verification function is a value that is compared with the signature component. 
If the condition ሺܳ ൌ  ܳிሻ is satisfied then the signature is considered to be a valid signature 
and the message is accepted. We divide the proposed protocol into four different phases. Our 
proposed protocol uses modified HECDH and HECDSA to enhance security. 

The phases of our proposed protocol are described below: 
 
Initialization Phase 
During this phase, Party A first calculates X= h(CIN ) where CIN is the Client Identification 

No. and h( ) is a one way hash function. Now the client (Party A) generates a pre-knowledge 
message containing the client network identity (ID), X, and system parameters (hyperelliptic 
curve C, prime p and divisor ܦ, representation of field elements of order N, and P a point on the 
curve) and transmit it to the server (Party B). Once the pre-knowledge message is received, 
server (Party B) will match the received value of X with the stored value in the verification table 
(this table is generated after the deployment of the network). If the values are same, then the 
server (Party B) agrees for further communication and sends an acknowledgement of the pre-
knowledge message to Party A. After that both parties will generate a common secret key for 
secure communication. 

 
Secret Key Generation Phase  
In this phase we use Hyperelliptic Deffie-Hellman key exchange protocol for establishing a 

common secret key by applying the following steps: 
► Party A will generate Private key ܴܲ  ∈ R N [choose a prime (ܴܲ) at random in N]. 
► Party A will generate Public key ܲ ܷ = ሾܴܲሿ ܦ and send ܲ ܷ to Party B. 

[ܲ ܷ is represented using Mumford representation which is of the form ሺݑሺݔሻ;  ;[ሻሻݔሺݒ 
► Similarly Party B will generate the private key ܴܲ, public key ܷܲ = ሾܴܲሿܦ. Party B 

will send the public key ܷܲ Party A. 
► Once Party A and Party B exchange their public keys, Party A computes ܯଵ ൌ

ሾܴܲሿ P and common secret key ܭ ൌ ሺ ܴܲ ܯଵ ሻሺܷܲሻ  

Here P is a point on the curve whose x co-ordinate is considered for calculation of ܯଵ, ܯଶ. 
► On the other side Party B will computes ܯଶ ൌ ሾܴܲሿ P and generates the common secret 

key ܭ ൌ ሺ ܴܲ ܯଶ ሻሺܲ ܷሻ. If the protocol works correctly, both the Party A and Party B 
generates the same value of ܭ. This can be proved by the simple mathematical calculation 
shown below:  
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ܭ  ൌ ሺ ܴܲ ܯଵ ሻሺܷܲሻ ൌ ሺ ܴܲ ܯଵ ሻ ሾܴܲሿܦ ൌ ሾܴܲሿሾܴܲሿܦ  ሾܴܲሿ P ሾܴܲሿܦ ൌ
 ሾܴܲሿܦ ሾܴܲሿ  ሾܴܲሿܦ ሾܴܲሿ P ൌ ܲ ܷሺ ܴܲ ܯଶ ሻ  

 
Signature Generation and Verification Phase 
HECDSA signature scheme is used here. For generation of signature we apply hash functions 

to message m. Here, we assume that E∈G is represented using Mumford representation which is 
of the form E ൌ  ሾݑா, ∑ + ா= xՂݑ ாሿ withݒ ݑ

Ղିଵ
ୀ  where Ղ ≤ g 

► A generates a random nonce k ∈ R N and produce ܧ ← ሾ݇ሿܦ where ܦ is each non-trival 
group element represented using Mumford representation. 

► Party A calculates Q =  Lሺݑ
Ղିଵ
ୀ ሻq୧mod p where Ղ is an integer with Ղ ≤ g and assuming 

the finite field elements are ordered such that 0 ≤ L( ui) < q  
► ܵ ← ሺ݇ିଵሺ݄ሺ݉ሻ – ሾܴܲሿܳሻ) mod l where l =N/c (c is co-factor)  
► The signature (Q, S) then binds with the message to provide authentication and send it to 

Party B. 
 
 For verification Party B follow the steps as described below: 
► If ܳ or ܵ ∉ ሾ1, ݈ െ 1ሿ then reject the signature  
► Else Party B generate ݓ← ܵିଵ݉݀ ݈ ܽnd ܴଵ and ܴଶ such that 
► ܴଵ ← ሾ݄ሺ݉ሻݓሿ ݉݀ ݈  
► ܴଶ ← ሾܳݓሿ ݉݀ ݈ 
ܲ ሾ ܴଶሿ ⊕ ܦ ሾ ܴଵሿ ← ܨ ► ܷ  where F is also in the form ܨ ൌ  ሾݑி,  ிሿݒ
► If ܨ ൌ  0 then reject else calculate ܳி =  Lሺݑி,

Ղିଵ
ୀ ሻq୧mod p 

► If ܳ ൌ  ܳி then accept the signature else reject. 
 
Encryption and Decryption Phase 
For message encryption and decryption, we follow the methods of HECC encryption and de-

cryption [15].  
In the encryption process first message m will be encoded as a series of points which is repre-

sented as ሺݑሺݔሻ, -ሻ) noted as EM. To encrypt this message, Party A will perform the followݔሺݒ
ing steps: 
► Party A generates ܹ ՚ ሾ݇ሿܦ [W is in the form ሺݑሺݔሻ;  ሻሻሿ where ݇ is previouslyݔሺݒ 

generated random prime no. and ܦ is the divisor. 
► Produce the cipher text ܥெ ՚  ሼܹ, ெܧ  ሾ݇ሿܷܲሽ which is sent to Party B. 
 
To decrypt the cipher text CM , Party B multiplies the first part in the pair by Party B’s private 

key ܴܲ and subtracts the result from the second part of the pair. The original message can be 
retrieved from the cipher text as shown below: 

ெܧ   ሾ݇ሿܷܲ – ܴܲ ሺܹሻ  ൌ ெܧ   ሾ݇ሿܷܲ  െ  ܴܲ ሾ݇ሿܦ ൌ ெܧ   ሾ݇ሿܷܲ – ሾ݇ሿሺܴܲ ܦሻ  
ൌ ெܧ   ሾ݇ሿܷܲB – ሾ݇ሿܷܲ ൌ  ெܧ 

 
 

5. IMPLEMENTATION RESULTS 
We have implemented genus 3 HECC on different binary fields using Netbeans IDE 6.8. 

Netbeans refers to both a platform framework for Java desktop application and an Integrated 
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Development Environment (IDE) for developing mobile and web applications with Java. In 
the Java architecture, the security API (java.security package) for the Java Development Kit 
(JDK) introduced the Java Cryptography Architecture (JCA), which allows the generation of 
digital signature and message digests and more specifically Java Cryptography Extension 
(JCE), which provides implementation for key generation and agreement, encryption, and 
decryption algorithm.  

We have considered the hyperelliptic curve ܥ: ଶݒ  ሺݑଶ  ݒሻݑ ൌ ݑ   ହݑ  ସݑ  ଷݑ   ଶݑ 
of genus 3 over the finite field 2 1+ ݑ

7. P=(30 , 0) is an ordinary point in C( 2
7). A divisor ܦ 

can be represented as ܦ ൌ ,ሺܽݒ݅݀ ܾሻ  with ܽ, ܾ  , such that ܦ ܦଵ  ܦଶ where ܦଵ ൌ
,ሺܽଵݒ݅݀  ܾଵሻ, ܦଶ ൌ ,ሺܽଶݒ݅݀  ܾଶሻ. After computing the semi-reduced divisor ܦ ൌ ଵܦ    ଶ andܦ
 we have implemented Hyperelliptic Curve Digital Signature Algorithm in Netbeans IDE ,ܦ ′ܦ
6.8. The timings of basic operations using Netbeans IDE 6.8 are shown in Table 1 (after the first 
round). The timings have been measured on a PC with an Intel Core 2DUO CPU T6400@ 
2.00GHz and windows vista operating system having jdk1. 

 
5.1 Performance Analysis 

i) We have compared our results with the timings of the basic operation found in [31]. These 
are 80 ms for secret key generation, 150 ms for signature generation, and 230 ms for signa-
ture verification with 163-bit key size based on ECC as against our result of 16 ms for se-
cret key generation, 53 ms for signature generation, and 31 ms for signature verification 

Table 1.  Experimental Results of genus 3 HECC (Binary Field) 
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with 54-bit key size based on HECC. Hence, our experimental result shows that the pro-
posed cryptosystem is efficient as it takes less time for basic authentication operations.  

 
ii) An efficient authentication protocol takes into consideration the communication and com-

putation load during the user (client) authentication phase. The total number of bits ex-
changed in this protocol is 780 bits. The proposed protocol also has a low computation load 
on the client side compared to the existing protocols as shown in Table 2. 

 
 

6. SECURITY ANALYSIS 
In this section, we discuss the security of HECC. The proposed key agreement protocol will 

be considered to be a secure authenticated protocol if it satisfies the following properties: 
 
Man-in-the-middle attack: This can be considered as an active attack. In this protocol, no 

useful information about the secret key K is revealed during a successful run. Consider A and B 
to be two communicating parties. Attacker I intercepts the public key PUA and replaces it by PUI. 
Then it sends PUI to B and when B sends its public key PUB, it again captures PUB. But attacker 
I cannot compute the value of K and D because the security of an HEC is based on the difficulty 
of solving the discrete logarithm problem in the Jacobian of the curve. Thus attacker I cannot 
decrypt the useful messages or generate a valid signature during a successful run. Thus this pro-
tocol resists the man-in-the-middle attack. 

 
Small subgroup attack: In a hyperelliptic cryptosystem, the system parameters ( 2

n,C,D,N,c, 
p) are chosen in a manner such that the DL problem is too hard to compute. If hyperelliptic 
curve C has enough prime factors, the attacker could determine the secret scalar modulo of all 
these primes and recover a large part of the secret by using Chinese remaindering. This type of 
attack is called small subgroup attack. To avoid this attack, we check that D has order l where l 
is prime. For checking this, we first check that [l ]D=0 and computing [h]D for h=c/pi, for all 
prime divisors pi of c and check that the result is not zero [15]. 

 
Known-key attack: In our proposed protocol, the client and the server both generate new 

PUA and PUB in every new session, and in addition the secret random no. k is changed with 
every new session also. Thus our proposed protocol is secure against known key attacks assum-
ing that the hyperelliptic curve discrete logarithm problem is intractable. 

 
Cipher text only attack: In a chosen ciphertext attack, the adversary knows the encryption 

algorithm and has access to many ciphertexts to be decrypted with an unknown key. In a chosen 

Table 2.  Comparison of HECC with ECC for equivalent key sizes 

Reference Curve 
(key size) 

Point Scalar  
Multiplication 

Secret Key  
Encryption 

Hash  
Function 

Our result HEC (54-bit key) 2 1 1 
Lim et al. [10] EC (160-bit key) 3 1 2 
Aydos et al. [3] EC (160-bit key) 3 2 1 
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ciphertext attack the adversary uses the previous results to select subsequent ciphertexts with the 
secret key. In our proposed protocol, we never transmit the secret key K, which is used to en-
crypt the original encrypted message along with the signature. Even if an adversary knows the 
secret key, he cannot produce the original message as the cipher text consists of two parts, which 
is very difficult to decrypt as it lies on DLP in Jacobian of the curve.  

 
Dictionary attack: In dictionary attack, the attacker pretends to be a legitimate client and at-

tempts to login by guessing different passwords from a dictionary. As our protocol is not based 
on passwords, this type of attack is not applicable.  

 
Perfect forward secrecy: In our protocol, perfect forward secrecy is maintained even if the 

user’s public key is compromised since private key cannot be compromised as it is a random 
value that is changed from time to time. The adversary cannot decrypt the ciphertext as encryp-
tion is done using private key and public key, which depends on the difficulty of solving the 
discrete logarithm problem in the Jacobian of the curve. If we change the system parameters 
after each session then this problem becomes more hard. Thus, the property of perfect forward 
secrecy is satisfied. 

 
 

7. CONCLUSION 
HECC is a cryptosystem of choice when targeting embedded environments as the HEC oper-

and size is only a fractional amount of the EC operand size and almost all the standard discrete 
logarithm based protocols such as the Digital Signature Algorithm (DSA) and EIGamal can be 
planted to HEC. We have explored in this paper various possible attacks that are to be consid-
ered to establish a secure HEC and efficient scalar multiplication. Our experimental results show 
that a public-key cryptosystem for constrained devices based on hyperelliptic curves can be de-
signed to exchange keys, sign and authenticate documents, and encrypt and decrypt messages 
efficiently. In our view, HECC of genus 3 has the merit to be the preferred cryptosystem in con-
strained environment, as the performance of HECC with the operand size of 54-bit is compara-
ble with the performance of ECC with an operand size of 160-bit. 
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ABSTRACT 

With the recent advancements in the modern Information and 

Communication Technology (ICT), e-Learning has emerged 

as a new paradigm for learning in the modern world. There 

are many dimensions such as pedagogical, technological, 

ethical etc which are to be satisfied by the e-learning service 

provider to become a better option in compare to the 

traditional learning techniques. Among all the dimensions, 

technological and pedagogical dimension are among the 

critical dimensions, as they address issues concerning content 

analysis, audience analysis, goal analysis, performance 

analysis and infrastructural analysis. This paper proposes an 

E-learning Social networking site which is maintained by 

Cloud providers. Blending the two technologies, Social 

networking and Cloud computing, provides a business model 

for E-learning where construction of e-learning system is 

entrusted to cloud computing suppliers and social networking 

helps to improve the teaching quality and content. 

Keywords 

E-learning Systems, Social networking, Cloud computing, 

Social clouds. 

1. INTRODUCTION 

E-learning as an important mode of learning today, plays an 

important role in creating a good convenient learning 

environment. It is a good carrier of the content and provides 

learner a wide variety of learning materials and learning 

opportunities. It has lots of advantages like flexibility, 

diversity, measurement etc and so it is becoming a primer way 

for learning in the new century [1].  

Key factors of E-learning are:-1) Reuse 2) Resource Sharing 

3) Interoperability.  

E-learning can be viewed as a way of learning in which the 

instructor and the student are separated by distance or time 

and this gap is bridged through the use of online resources. It 

can be any of the following technology:- 

• Blogs. 

• Computer aided teaching. 

• Online Discussion Boards. 

• Electronic education support system. 

• Learning management systems. 

• Virtual classrooms. 

• Web-based teaching materials. 

First part of the paper includes Infrastructural analysis of the 

E-learning system including content distribution and 

expansion. In traditional web-based e-learning mode, system 

construction and maintenance are done by the educational 

institutions itself. As it involves large investment and 

maintenance from the institution, the capital gain is not much 

as it should be. This is also hindering the E-learning 

development in the computing era. In contrast, if cloud 

computing is used in the e-learning model, it introduces 

scalability, i.e. construction and maintenance of e-learning 

system is done by the cloud services providers and further 

these services are used by the e-learning provider by paying in 

cost per unit. Here E-learning provider is not concerned about 

the infrastructural and maintenance expenses but it focus on 

the content quality and management [2]. Whereas, the Cloud 

providers have already established infrastructure, so they can 

utilize it for providing E-learning services without any 

additional investment in compare if it is done by Institution 

itself. In totality, it gives a Win-Win situation to both and also 

provides better prospects for E-learning systems.     

Second part of the paper explores the universality and 

pedagogical dimension of the e-learning content. There is a 

huge amount of data available on the web, but this data is 

many times not accessible due to its different language and 

locality. The social cloud helps all the e-learning providers a 

common platform where they can share their data and make it 

universally available. The model will act as knowledge search 

engine where all the contents of providers will be available to 

the learner. This search engine will act as a social networking 

site between all the providers and learners. Social Clouds help 

learners to interact with each other and perform discussions. 

Learners can also give their feedbacks for the material and 

thus content will be well reviewed and updated. In 

summarized way, this paper proposes a social networking e-

learning site which is maintained by the cloud providers. 

2. TRADITIONAL E-LEARNING 

MODEL 

Traditional e-learning network is located in a campus network 

or an Intranet with its construction, maintenance, and 

investment being made by enterprise itself. There are various 

components of E-learning System [3]:- 

Content Experts:-Content Experts are responsible for 

production of authorized learning material. Material can be in 

any form e.g. lectures notes, video courses etc. They are  
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Fig1.Traditional E-learning system 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

esponsible for creating good, reliable and updated learning 

material for the targeted learner. 

Metadata & Repository: - It contains all the learning content 

in form of lectures, videos etc and also the catalogs 

maintaining the information about the learning content like 

indexes, date of issue, relevant topics, keywords etc.  

Learning Content Manager: A manager who is the 

administrator of the E-learning system, he keeps information 

about the registered learners, their payments, their feedbacks. 

He is responsible for structuring data, organizing reviews, 

tests etc.  

Content Distribution:-Content distribution system is 

responsible for utilizing wide area network, broadband 

services to distribute the data. It is responsible for error-free 

and fast delivery of data. As it can be real-time system (virtual 

classrooms) time complexity is important.  

Learner:-Learner is the one accessing the E-learning system. 

E-learning system should maintain the information about 

learner profile and his registration information. Learner 

profile information can include personal data, learning plans, 

learning history, accessibility requirements, certifications and 

degrees, assessments of knowledge and the status of 

participation in current learning.  

3. USING SOCIAL NETWORKING IN E- 

LEARNING 

A social network is a set of individuals connected through 

socially meaningful relationships, such as friendship or 

information exchange (Wasserman, Faust, Iacobucci, & 

Granovetter, 1994; Wellman, 1996).  

Social networks are formed when people interact with each 

other (Garton, Haythornthwaite, & Wellman, 1997) and thus 

can be seen in many aspects of everyday life. In its most 

simple form, a social network is a map of all of the relevant 

links between the nodes being studied. As noted by Milgram 

(1967), the strength of a tie between two actors is much 

greater if they have another mutual acquaintance. In other 

words, the probability of two friends of an individual knowing 

each another is much greater than the probability of two  

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

people chosen randomly from the population knowing each 

another (Guare, 1990; Newman, Watts, & Strogatz, 2002; 

Watts & Strogatz, 1998). Actors with strong ties usually have 

some sort of common ground on which they establish their 

relationships (Preece, 2002; Wellman & Gulia, 1997), and 

thus often constitute a subgroup. Because of the common 

ground, actors with strong ties – and hence representing a 

subgroup – often share common interests, needs, or services 

that provide a reason for the subgroup (Preece, 2002; 

Schwartz & Wood, 1993; Wellman & Gulia, 1997). 

A Social networking can be widely explored in the field of E-

learning as it is said “Knowledge which is shared is better”. 

So the paper provides a platform where learners of common 

interest as well as providers who are commonly targeted by 

the learners are grouped together to form a network. This 

platform will help the various e-learning providers to 

communicate and share their contents and spread it to a larger 

audience. On the other side, learners having common interest 

will share and communicate their views etc. As a whole it will 

give a new paradigm for E-earning systems. 

     
Fig2.  Social Networking in E-Learning 
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4. INFRASTRUCTURAL SUPPORT 

FROM CLOUDS 

Today is the age of information technology. The facets of 

work and personal life are moving towards the concept of 

availability of everything online. In e-learning cloud 

computing business model, cloud provider is responsible for 

building and maintaining e-learning cloud, providing 

technical support to the e-learning cloud. Cloud users pay to 

the cloud provider for services and services are accessed on-

demand. E-learning cloud is a migration of cloud computing 

technology in the field of e-learning, which is a future e-

learning infrastructure, including all the necessary hardware 

and software computing resources engaging in e-learning [8]. 

After these computing resources are virtualized, they can be 

afforded in the form of services for educational institutions, 

students and businesses to rent computing resources 

[9][10].At the lowest level, the institutions which will provide 

the e-learning service produce courses, content management 

and its up-gradation and maintenance. E-learning Cloud 

provides suitable resources for storage and computation. Then 

the service layers in cloud computing, namely, SaaS 

(Software as a Service), PaaS (Platform as a Service), IaaS 

(Infrastructure as a Service) provides services to cloud users 

(Institutions) for Education management, Course management 

etc. On the other hand it provides environment for delivery to 

the learner. Learner can be at any remote place. Cloud 

services help in efficient delivery. Learner pays to the 

Institution for courses undertaken and in  

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

response cloud users (Institutions) pay Cloud providers for 

their services. 

5. E-LEARNING ON SOCIAL CLOUD 

With the increasingly usage of Social networks and Cloud 

computing, users are starting to explore new ways to interact 

with, and exploit these developing paradigms. Social 

networks are the relationships that allow users to share 

information and forming Virtual Organizations. We propose 

e-learning model which utilize institutions having pre trust in 

each other to form a “Social Cloud”, enabling institutions to 

share resources within the context of a Social network.  

There are already existing Social networks such as 

MyExperiment and NanoHub for research community. They 

provide a virtual research environment where collaborators 

can share research and execute scientific workflows remotely. 

The same functionality can be realized using a Social Cloud 

deployed in an existing Social network. For example Social 

Storage Clouds can be used to store/share data and 

information (for example academic papers, scientific 

workflows, datasets, and analysis) within a community [7]. 

According to user’s preference, he/she can find and combine 

useful learning material conveniently and economically. Each 

course can be assigned credentials by the respective college 

and required payments are done by the learner, according to 

the usage.  At the front there is a social networking site where 

all the colleges are registered. Learners are assigned with a 

unique User id for authentication. After login, they are given a 

wide variety of courses offered by various providers 

registered. According to one’s preference, a set of courses are 
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offered. Learner is charged according to the courses. Each 

user’s course information is stored in the Storage Cloud. 

Payment is redeemed in respective college accounts using 

Cloud services. Infrastructural support and other services are 

given by Cloud service provider as specified above. Cloud 

provider’s payment is shared by the social network registered 

colleges and so providers (institutions) can be free from the 

building and maintenance for e-learning system and 

specifically focus on the application of e-learning system in 

order to improve teaching quality and management level. 

6. ADVANTAGES AND CHALLENGES 

The proposed model has following advantages:- 

1. The service will be faster, simpler and on demand. 

2. The E-learning system resources will be more 

scalable related to overcrowded and lean periods. 

There will be optimized use of computing resources. 

Cloud will easily handle peak load situation without 

any additional infrastructural support.  

3. As everything will be a service (SaaS, PaaS, IaaS), 

Learners will be having unlimited storage and 

resources which will give them flexibility to explore 

their ideas. 

4. There will be high availability and reliability. As 

data is stored in various data centers of the cloud 

providers, there is less chance of data loss. Learners 

can use any electronic device connected with 

internet to access their E-learning system. 

5. As Cloud computing is bringing new technologies 

in computing era to reduce cost and increase 

computing efficiency, it will be indirectly reflected 

in the E-learning Era. 

6. Cloud computing infrastructure allows enterprises 

to achieve more efficient use of their IT hardware 

and software investments: it increases profitability 

by improving resource utilization. Pooling resources 

into large clouds cuts costs and increases utilization 

by delivering resources only for as long as those 

resources are needed[11]. 

7. Cloud computing infrastructure can be located in 

areas with lower costs of space and electricity. 

The propose model still has many following challenges to 

become a practical working model [11]:- 

 

1. To obtain an accurate cost and charging model :- 

From a cloud provider's perspective, the elastic 

resource pool (through either virtualization or multi-

tenancy) has made the cost analysis a lot more 

complicated than regular data centers, which often 

calculates their cost based on consumptions of static 

computing.  

2. Security: - Security is a major issue for the cloud 

computing as well as social networking. Using a 

third party to keep and manage your data, requires 

faith in the cloud provider and also while sharing 

data in a social networking site; the authentication 

of the original work should be maintained by the 

cloud.  

3. Service Level Agreement: - Cloud consumers need 

to ensure the quality, availability, reliability, and 

performance of the service provides. In other words, 

it is necessary for consumers to obtain guarantees 

from providers on service delivery. Typically, these 

are provided through Service Level Agreements 

(SLAs) negotiated between the providers and 

consumers.  

7. CONCLUSION AND FUTURE WORK 

This paper has presented the architecture and implementation 

of a Social Cloud with E-learning; a combination of Cloud 

computing, Social networking and E-learning. Exploring the 

benefits of all technologies, it provides a business model 

where construction and maintenance is done by cloud 

providers and all the E-learning providers merge to form a 

social group to share and enrich the teaching content as well 

as teaching quality.  Though there are lots of challenges like 

charging market mechanism, Bandwidth for the content 

distribution, Security etc which are in front of success of the 

model. 

8. REFERENCES 

[1] Liang Bing, “E-learning and modern education reform”, 

Education Information, 2001.10, pp.21, 25 

[2] Zhu Chengyun, “Cloud Security: The security risks of 

cloud computing, models and strategies”, Programmer, 

May.2010, pp.71- 73 

[3] Xiaofei Liu, Abdulmotaleb El Saddik and Nicolas D. 

Georganas,, AN IMPLEMENTABLE ARCHITECTURE 

OF AN E-LEARNING SYSTEM,CCECE 2003, 

Montreal, May 2003 

 [4] Wang Xiaomei, Jia Xiaoqiang, “Cloud computing on the 

Impact of Higher Education”, Science & Technology 

Information, 2010.10, pp.397-398 

[5] ZHao Zhong- ping, LIU Hui-cheng ， “The Development 

and Exploring of E- Learning System on Campus 

Network”，Journal of Shanxi Teacher’s University 

(Natural Science Edition), Vol.18, No.1, Mar. 2004, 

pp.36-40 

[6] Xu Chuanling, Lu Hongjie, “E-learning”, Software World, 

2001.08, pp. 139-141 

[7] Kyle Chard, Simon Caton, Omer Rana, Kris Bubendorfer, 

“Social Cloud: Cloud Computing in Social Networks” 

2010 IEEE 3rd International Conference on Cloud 

Computing. 

[8] Xiao Laisheng,Wang Zhengxia, “Cloud Computing: a 

New Business Paradigm for E-learning”, 2011 Third 

International Conference on Measuring Technology and 

Mechatronics Automation 

[9] Liu Huanying, “Value and understanding for cloud 

computing based on middleware” ,Programmer, 2010.05. 

pp.68,69 

[10] Fu feng, “Cloud-based IT infrastructure of next-

generation telecom”, Mobile Communications, 2010, No. 

8, pp.76-79 

[11] Tharam Dillon, Chen Wu and Elizabeth Chang,” Cloud 

Computing: Issues and Challenges” 2010 24th IEEE 

International Conference on Advanced Information 

Networking and Applications. 

 



  

  
Abstract—Data mining is used to extract the required data 

from large databases [1]. The data mining algorithm is the 
mechanism that creates mining models [2]. To create a model, 
an algorithm first learns the rules from a set of data then looks 
for specific required patterns and trends according to those 
rules. The algorithm then uses the fallouts of this exploration to 
delineate the constraints of the mining model [2]. These 
constraints are then applied through the intact data set to 
extract the unlawful patterns and detailed statistics [2]. 
Decision-tree learning is one of the utmost efficacious erudition 
algorithms, due to its various eye-catching features: simplicity, 
comprehensibility, no parameters, and being able to handle 
mixed-type data [3]; ID3 is a simple decision tree erudition 
algorithm developed by Ross Quinlan (1983) [4]. This paper 
introduces the use of ID3 algorithm [4] of decision tree and we 
use Havrda and Charvat Entropy instead of Shannon Entropy 
[5]. By computing information we set particular property from 
taken data as root of tree, also sub-root by repeating the process 
continually, to finally build the most optimized tree. This 
decision tree helps to take the decision for better analysis of 
data. Decision tree algorithm is used to select the best path to 
follow in the standard division. This paper introduces the use of 
ID3 algorithm of decision tree. We are using Havrda and 
Charvat Entropy Instead of Shannon Entropy. This Decision 
Tree helps in taking the better decision to analyse the data. 
 

Index Terms—Data mining, decision tree, Shanon entropy, 
Havrda and Charvat entropy, ID3 algorithm, 
knowledge-driven decisions.  
 

I. INTRODUCTION 
Data mining is the technique to extract the hidden 

predictive data from large databases; it is an influential 
technology and used by lot of companies because of very 
prodigious fallouts [6], [7]. Data mining is very supportive 
technique to analyse the forthcoming prediction with the help 
of historical behaviour of data and statistics, these features of 
data mining sanction proactive business and it is called 
knowledge-driven decisions. This automation, prospective 
scrutinizing and exploration of past events work as 
retrospective tool and implement a DSS (decision support 
system). 

Data mining techniques can rapidly implement on existing 
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software and hardware and intensify the quality of service of 
them. 

A. ID3 Algorithm 
ID3 is a simple decision tree erudition algorithm 

developed by Ross Quinlan (1983) [4]. The basic idea of ID3 
algorithm is to create a decision tree of given set, by using 
top-down greedy search to check each attribute at every tree 
node. To select the most useful attribute using classification 
technique, we present a metric---information gain and to 
catch an optimal way to classify an erudite set, we need to 
minimize the depth of the tree. Thus, we need some function 
which should be able to measure the most balanced splitting. 
The information gain metric is such a function that we can 
use for efficient balanced splitting. In direction to define 
information gain exactly, we need to deliberate entropy. First, 
let’s assume that the resulting decision tree classifies instance 
into two classes without loss of simplification and we would 
call them P (positive) and N (negative).  
Given set S, containing these positive and negative targets, 
the entropy of S related to this Boolean classification is:  

 

Entropy(S) ＝－P (positive) log2P (positive) － P (negative) 
log2P (negative) 

P (positive): proportion of positive examples in S 
P (negative): proportion of negative examples in S 

 
So concerning Points are as we discussed, to minimize the 

decision tree depth; we need to select the optimal attribute for 
splitting the tree node, so that we can easily imply the 
attribute with the maximum entropy reduction. The attribute 
that can help in maximum entropy reduction is the optimal 
attribute for splitting. We define Information Gain as the 
predictable reduction of entropy related to specified attribute 
when splitting a decision tree node. The information gain, 
Gain(S, A) of an attribute A, 
 
Gain(S, A) ＝ Entropy(S) －Sum for v from 1 to n of (|Sv|
／|S|) × Entropy (Sv). 

 

We have to use this concept of gain to rank attributes to 
build decision trees where at each node is located the attribute 
with utmost gain among the attributes that not yet considered 
in the path from the root. 

The purpose of this ordering is to create small decision 
trees so that records can be identified after only a few 
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Using Havrda and Charvat Entropy Based on Decision 

Tree 
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decision tree splitting and match a hoped for plainness of the 
process of decision making. 

B. Problem Statement 
Shannon Entropy finds its application in many fields. Here, 

Shannon Entropy has been used in ID3 algorithm to calculate 
the Information Gain contained by data, which helps to make 
Decision Tree. 

However, the results obtained from Shannon Entropy, are 
rather complex, have more numbers of node and leaf and 
Decision Rules. Thus it makes the decision making process 
time consuming. 

Therefore, to minimize these problems, new algorithm has 
been proposed by modifying ID3 algorithm using Havrda 
and Charvat Entropy instead of Shannon Entropy 

 

II. EVALUATION AND DEPICTION 
Classification is perhaps the utmost acquainted and the 

most extensive data mining technique. Examples of 
classification application are images and pattern recognition, 
medical diagnosis, loan approval, detecting faults in 
industrial application, and classifying market trends [8]. 
Estimation and prediction can be view as types of 
classification. Prediction can classify an attribute value from 
a set of possible values. It is often viewed as forecasting 
value, while classification forecasts a discrete value. 

All methodologies to perform classification assume certain 
acquaintance of the data. Habitually a training set is used to 
develop the precise parameters, those are obligatory through 
the technique. Training data contains a sample of input data 
as well as the classification assignment for the data. 

The classification problem is stated as: 
Definition: Given a database D = {t1, t2, t3……tm} of 

tuples (items, records) and a set of classe C = {c1, c2, c3…..cm} 
the classification problem is to define a mapping f: D-> C 
where ti is assigned to one class. A class, cj contain precisely 
those mapped to it;   that is, cj = {ti /f (ti) = cj, 1<=i<=n, and t1 
belong to D} 

According to definition’s interpretations, classification is a 
mapping of the database to the set of classes. Each tuple in 
the database is assigned to exactly one class. 

The classes that exist for a classification problem are 
indeed equivalence classes. In actuality, the problem usually 
is implemented in two phases: 

1) Create a specific model by evaluating the training data. 
This step takes the training data as input and gives the 
output as the definition of the developed model. The 
developed model classifies the training data as 
accurate as possible. 

2) Apply the established model in step 1 by classifying 
tuples from the target database. 

A. Depiction of Decision Tree and ID3 Algorithm 
In this section, we define the ID3 Algorithm and the depict 

role of decision tree. The Decision Trees algorithm creates 
hierarchical structure of classification rules “If ... Then ...” 
looking like a tree. To choose which type to assign for an 
object or state, we have to answer the questions, standing in 
the branches of the tree, starting from the root. The questions 
look like this: “Is the value of the parameter A greater than 

Х?” If the answer is positive, a pass to the right performs, if it 
is negative – to the left; then a question related to the new 
branch follows. In following illustration, information about 
customers was produced, including their debt level, income 
level, what type of occupation they had, and whether they 
represented a good or bad credit risk 

A decision Tree consists of 3 types of nodes: 
1) Decision nodes - commonly represented by squares 
2) Change nodes - represented by circles 
3) End nodes - represented by triangles 

 
Fig. 1. Decision tree showing types of nodes. 

Decision trees are used in operations research, decision 
analysis, to help identify a strategy, calculating conditional 
probabilities etc. 

In decision analysis, a "decision tree”, is used as a visual 
and analytical decision support tool, where the predictable 
value of competing options are deliberate. 

Decision trees have traditionally been created manually, as 
shown in Fig. 1. 

 

III. ISSUES, IMPLEMENTATION AND RESULTS OF 
PROPOSED ALGORITHM USING HAVRDA AND CHARVAT 

ENTROPY 
The ID3 algorithm is used to build a decision tree, given a 

set of non-categorical attributes C1, C2, .., Cn, the categorical 
attribute C, and a training set T of records. 

Algorithm    
1) Function ID3 (R: a set of non-categorical attributes, 

2) C: the categorical attribute, 

3) S: a training set) returns a decision tree; 

4) begin 

5) If S is empty, return a single node with value 
Failure; 

6) If S consists of records all with the same value for 
the categorical attribute,  

7) Return a single node with that value; 

8) If R is empty, then return a single node with as value 
the most frequent of the values of the categorical 
attribute that are found in records of S; [note that 
then there will be errors, that is, records that will be      
improperly classified]; 

9) Let D be the attribute with largest Gain (D,S)  

10) Among attributes in R; 

11) Let {dj| j=1,2, .., m} be the values of attribute D; 

12) Let {Sj| j=1,2, .., m} be the subsets of S consisting 
respectively of records with value dj for attribute D; 

13) Return a tree with root labeled D and arcs labelled.  
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14) d1, d2, .., dm going respectively to the trees  

15) ID3(R-{D}, C, S1), ID3(R-{D}, C, S2), .., 
ID3(R-{D}, C, Sm); 

16) end ID3; 

A. Entropy as Information Content 
Entropy is demarcated in the perspective of a probabilistic 

model. Independent fair penny tosses have Entropy of 1 bit 
per flip. A source that always produces a long string of B's 
has Entropy of 0, since the next character will always be a 'B'. 
The entropy rate of a data source means the average number 
of bits per sign needed to encode it. 

B. Definition and Role of   Havrda and Charvat Entropy 
Let P = (p1, p2 …pn) be a probability distribution, p denotes 

the probability mass function of X and α is its inherent 
parameter [13]. Then Havrda and Charvat [12] gave the 
entropy measure by formula shown under 

1

1( ) ( 1)
1

n
a
i

i

h p X
a =

= −
− ∑  

This formula calculates Entropy. To avoid deduced 
solution in decision tree making process, Havrda and Charvat 
entropy based ID3 algorithm is proposed which gives good 
solution in reasonable time. Such algorithm can give short 
and fast decision for supply of good in company. 

C. Havrda and Charvat Entropy in ID3 algorithm 
The measure of tree component is one of the most 

important problems of ID3. Such problems occur when we 
have to take decision for who will be the root of the tree. So 
to find one we have to calculate first the needed information,                                              
so for needed information we divided our data [2] into 
category for which we are making tree here we divided data 
according to customer type, here taking sample data into two 
parts: Sing_Customer (B) and Normal_Customer (N). 

D. Implementation and Analysis of Proposed Algorithm 
 

TABLE I: INFORMATION OF CUSTOMER DISPATCH GOODS 

 
 
The summarized data of customer dispatch information in 

a section period (one month) from an information system 

database of a 3PL, which including 19 items in this sample 
data set. In this example [13], all sample data is divided by 
Customer Type (CT) into two classes, which are 
Sign_Customer (B) and Normal_Customer (N) respectively, 
and has four properties: Freight Fee, Payment, Weight, and 
Dispatch Time. On the one hand, the summarizing data is 
integrated data from different sections and different 
consignment nodes. On the other hand, it is the process of 
generalizing the sample data, namely, the low level data are 
substituted by high level convenient to data mining. The 
values of these four properties are: Freight Fee 
(<100,100~1000, >1000); Payment (<100, 100~2000, 
<2000); Weight (<100 kg, 100 kg~500 kg, >500 kg); 
Dispatch Times (<5, 5~20, >20) [2]. The meanings of these 
properties are: The freight fee is paid by customer for the 
transport cost; the payment is Transportation Company bring 
the money of the goods from the receiver to dispatcher; the 
weight is measured by kilogram; the dispatch time is the sum 
times during the summarized period. 

We can calculate needed information by taking probability 
of customer type here we B class have 8 items and N has 11 
items. Therefore, needed information gain of taken sample by 
putting α=0.25, 0.50, 0.75 etc in Havrda and Charvat 
formula. 

Assuming α=0.25 

The needed information gain will be  
.25 0.258 11 1

19 19
0.677(8,11) 0.903

1 0.25 0.75
I

⎡ ⎤⎛ ⎞ ⎛ ⎞+ −⎢ ⎥⎜ ⎟ ⎜ ⎟
⎝ ⎠ ⎝ ⎠⎢ ⎥⎣ ⎦

= = =
−

 

Then we divided the sample data by four property, freight 
fee, payment, weight, and dispatch time respectively. 
Therefore the corresponding anticipated information of 
sample data are: 

E (Freight fee) = 

.25 0.259 2 7 1
19 9 9

0.75

⎡ ⎤⎛ ⎞ ⎛ ⎞+ −⎢ ⎥⎜ ⎟ ⎜ ⎟
⎝ ⎠ ⎝ ⎠⎢ ⎥⎣ ⎦

 + 

.25 0.257 4 3 1
19 7 7

0.75

⎡ ⎤⎛ ⎞ ⎛ ⎞+ −⎢ ⎥⎜ ⎟ ⎜ ⎟
⎝ ⎠ ⎝ ⎠⎢ ⎥⎣ ⎦

 

+ 

.253 3 1
19 3

0.75

⎡ ⎤⎛ ⎞ −⎢ ⎥⎜ ⎟
⎝ ⎠⎢ ⎥⎣ ⎦

=0.395 + 0.333 + 0 = 0.728 

E (Payment) = 

.25 0.2512 6 6 1
19 12 12

0.75

⎡ ⎤⎛ ⎞ ⎛ ⎞+ −⎢ ⎥⎜ ⎟ ⎜ ⎟
⎝ ⎠ ⎝ ⎠⎢ ⎥⎣ ⎦

 + 

.25 0.254 1 3 1
19 4 4

0.75

⎡ ⎤⎛ ⎞ ⎛ ⎞+ −⎢ ⎥⎜ ⎟ ⎜ ⎟
⎝ ⎠ ⎝ ⎠⎢ ⎥⎣ ⎦

 

+   

.25 0.253 2 1 1
19 3 3

0.75

⎡ ⎤⎛ ⎞ ⎛ ⎞+ −⎢ ⎥⎜ ⎟ ⎜ ⎟
⎝ ⎠ ⎝ ⎠⎢ ⎥⎣ ⎦

 = 0.574 + 0.179 + 0,139 = 0.893 

 

E (Weight) =  

.25 0.2511 2 9 1
19 11 11

0.75

⎡ ⎤⎛ ⎞ ⎛ ⎞+ −⎢ ⎥⎜ ⎟ ⎜ ⎟
⎝ ⎠ ⎝ ⎠⎢ ⎥⎣ ⎦

 + 

.25 0.255 4 1 1
19 5 5

0.75

⎡ ⎤⎛ ⎞ ⎛ ⎞+ −⎢ ⎥⎜ ⎟ ⎜ ⎟
⎝ ⎠ ⎝ ⎠⎢ ⎥⎣ ⎦

 

+ 

.25 0.253 2 1 1
19 3 3

0.75

⎡ ⎤⎛ ⎞ ⎛ ⎞+ −⎢ ⎥⎜ ⎟ ⎜ ⎟
⎝ ⎠ ⎝ ⎠⎢ ⎥⎣ ⎦

= 0.466 + 0.216 + 0.139 = 0.822 
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E (Time) =  

.25 0.257 1 6 1
19 7 7

0.75

⎡ ⎤⎛ ⎞ ⎛ ⎞+ −⎢ ⎥⎜ ⎟ ⎜ ⎟
⎝ ⎠ ⎝ ⎠⎢ ⎥⎣ ⎦

 + 

.25 0.258 4 4 1
19 8 8

0.75

⎡ ⎤⎛ ⎞ ⎛ ⎞+ −⎢ ⎥⎜ ⎟ ⎜ ⎟
⎝ ⎠ ⎝ ⎠⎢ ⎥⎣ ⎦

  

+ 

.25 0.254 3 1 1
19 4 4

0.75

⎡ ⎤⎛ ⎞ ⎛ ⎞+ −⎢ ⎥⎜ ⎟ ⎜ ⎟
⎝ ⎠ ⎝ ⎠⎢ ⎥⎣ ⎦

= 0.283 + 0.383 + 0.179 = 0.845  

Corresponding information gains are:  

Gain (Freight fee) = I (S1, S2) – E (Freight fee) 

                             = 0.903 – 0.728 = 0.175 

Gain (Payment) = I (S1, S2) – E (Payment) 

                          = 0.903 – 0.893 = 0.011  

Gain (Weight) = I (S1, S2) – E (Weight) 

                        = 0.903 – 0.822 = 0.082 

Gain (Time) = I (S1, S2) – E (Time) 

                     = 0.903 – 0.845 = 0.058 

The information gain for freight fee is largest. Therefore 
freight fee will be root of decision tree. Now considering 
Table 2 where freight fee is <100, from main table. 
 

 

 

 

 
Fig. 2. Root of decision Tree 

TABLE II: INFORMATION OF CUSTOMER DISPATCH GOODS FOR FREIGHT 
FEE (<100) 

 
So, here B=2, N= 7 we calculated needed information  

I (2, 7) = 

.25 0.252 7 1
9 9

0.75

⎡ ⎤⎛ ⎞ ⎛ ⎞+ −⎢ ⎥⎜ ⎟ ⎜ ⎟
⎝ ⎠ ⎝ ⎠⎢ ⎥⎣ ⎦

 = 0.625/.75 = 0.834 

Corresponding anticipated information of different 
properties is:  

E (Freight fee) = 0.834 

E (Payment) = 

.25 0.255 1 4 1
9 5 5

0.75

⎡ ⎤⎛ ⎞ ⎛ ⎞+ −⎢ ⎥⎜ ⎟ ⎜ ⎟
⎝ ⎠ ⎝ ⎠⎢ ⎥⎣ ⎦

 + 

0.252 20 1
9 2

0.75

⎡ ⎤⎛ ⎞+ −⎢ ⎥⎜ ⎟
⎝ ⎠⎢ ⎥⎣ ⎦

  

+    

.25 0.252 1 1 1
9 2 2

0.75

⎡ ⎤⎛ ⎞ ⎛ ⎞+ −⎢ ⎥⎜ ⎟ ⎜ ⎟
⎝ ⎠ ⎝ ⎠⎢ ⎥⎣ ⎦

= 0.455 + 0 + 0.202 = 0.657 

E (Weight) = 

.25 0.258 2 6 1
9 8 8

0.75

⎡ ⎤⎛ ⎞ ⎛ ⎞+ −⎢ ⎥⎜ ⎟ ⎜ ⎟
⎝ ⎠ ⎝ ⎠⎢ ⎥⎣ ⎦

 + 0 + 0 = 0.756 

 

E (Time) = 

0.255 50 1
9 5

0.75

⎡ ⎤⎛ ⎞+ −⎢ ⎥⎜ ⎟
⎝ ⎠⎢ ⎥⎣ ⎦

  + 

.25 0.254 2 2 1
19 4 4

0.75

⎡ ⎤⎛ ⎞ ⎛ ⎞+ −⎢ ⎥⎜ ⎟ ⎜ ⎟
⎝ ⎠ ⎝ ⎠⎢ ⎥⎣ ⎦

 + 0 

= 0 + 0.404 + 0 = 0.404  

Now the corresponding Information Gain for above 
properties is: 

Gain (Freight fee) = I (S1, S2) – E (Freight fee) 

                              = 0.834 – 0.834 = 0 

Gain (Payment) = I (S1, S2) – E (Payment) 

                          = 0.834 – 0.657 = 0.177 

Gain (Weight) = I (S1, S2) – E (Weight) 

                       = 0.834 – 0.756 = 0.078 

Gain (Time) = I (S1, S2) – E (Time) 

                    = 0.834 – 0.404 = 0.430 

Here Information gain of Time is maximum, therefore 
Time will be SUBROOT under Freight Fee (<100) root. 
Now consider Table II for freight fee (100-1000) from main 
table. 
TABLE III: INFORMATION OF CUSTOMER DISPATCH GOODS FOR FREIGHT 

FEE (100-1000) 

 
Here B=3 and N=4 

Now the Needed Information Gain here will be, 

I (3, 4) = 

.25 0.253 4 1
7 7

0.75

⎡ ⎤⎛ ⎞ ⎛ ⎞+ −⎢ ⎥⎜ ⎟ ⎜ ⎟
⎝ ⎠ ⎝ ⎠⎢ ⎥⎣ ⎦

 = 0.905 

Also, corresponding anticipated information for different 
properties are:  

E (Freight Fee) = 0.905 

Freight fees

>1000 <100 100-1000 
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E (Payment) = 

.25 0.254 2 2 1
7 4 4

0.75

⎡ ⎤⎛ ⎞ ⎛ ⎞+ −⎢ ⎥⎜ ⎟ ⎜ ⎟
⎝ ⎠ ⎝ ⎠⎢ ⎥⎣ ⎦

 + 

.25 0.252 1 1 1
7 2 2

0.75

⎡ ⎤⎛ ⎞ ⎛ ⎞+ −⎢ ⎥⎜ ⎟ ⎜ ⎟
⎝ ⎠ ⎝ ⎠⎢ ⎥⎣ ⎦

 +   
0.251 10 1

7 1
0.75

⎡ ⎤⎛ ⎞+ −⎢ ⎥⎜ ⎟
⎝ ⎠⎢ ⎥⎣ ⎦

= 0.519 + 0.259 + 0 = 0.778 

E (Weight)    = 

0.253 30 1
7 3

0.75

⎡ ⎤⎛ ⎞+ −⎢ ⎥⎜ ⎟
⎝ ⎠⎢ ⎥⎣ ⎦

 + 

0.253 30 1
7 3

0.75

⎡ ⎤⎛ ⎞+ −⎢ ⎥⎜ ⎟
⎝ ⎠⎢ ⎥⎣ ⎦

 +  
0.251 1 1

7 1
0.75

⎡ ⎤⎛ ⎞ −⎢ ⎥⎜ ⎟
⎝ ⎠⎢ ⎥⎣ ⎦

 = 0 + 0 + 0 = 0 

E (Time) = 

.25 0.252 1 1 1
7 2 2

0.75

⎡ ⎤⎛ ⎞ ⎛ ⎞+ −⎢ ⎥⎜ ⎟ ⎜ ⎟
⎝ ⎠ ⎝ ⎠⎢ ⎥⎣ ⎦

 + 

.253 3 1
7 3

0.75

⎡ ⎤⎛ ⎞ −⎢ ⎥⎜ ⎟
⎝ ⎠⎢ ⎥⎣ ⎦

 +  
.252 2 1

7 2
0.75

⎡ ⎤⎛ ⎞ −⎢ ⎥⎜ ⎟
⎝ ⎠⎢ ⎥⎣ ⎦

= 0.638 + 0 + 0 = 0.638 

The corresponding information gains are: 

Gain (Freight fee) = I (S1, S2) – E (Freight fee) 

                             = 0 

Gain (Payment) = I (S1, S2) – E (Payment) 

                          = 0.905 – 0.778 = 0.127 

Gain (Weight) = I (S1, S2) – E (Weight) 

                        = 0.905 – 0 = 0.905 

Gain (Time) = I (S1, S2) – E (Time) 

                     = 0.905 – 0.638 = 0.265  

Information Gain for Weight is largest, so it will be sub 
root, under Freight fee (100-1000) category. 

Now Consider table for Freight fee (>100) 
TABLE IV:  INFORMATION OF CUSTOMER DISPATCH GOODS FOR FREIGHT 

FEE (>1000) 

 
From Table IV we can conclude that under freight fee 

(100-1000) sub root will be PAYMENT where for it <100 
customers will be B type only. Same way we will conclude 
for sub root weight under (freight fee 100-1000 only) from 
table we can observe that for sub root weight <100 customer 
is N type, for 100-1000 customer is B type and for 
weight >500 customer is N type. From above calculation and 
observation we have drawn the following tree. 

E. Generation of Decision Tree 

 
Fig. 3. Output in decision tree format. 

F. Output in Command Prompt of ‘C’ Compilation 

 
Fig. 4. Output in command prompt of ‘C’ compilation. 

 

IV. CONCLUSION 
Data mining as a technology can be used to analyze the 

customer data to find their exact need. This will help us to 
give more value to customer by increasing their information, 
also help in providing high quality services to them by 
understanding them. The decision tree tells what customers 
want the most. In this thesis ID3 algorithm is used, but 
modification is done. Instead of using Shannon Entropy, 
Havrda and Charvat Entropy has been used to find the 
information of different properties which is used as the node 
of decision tree. This modification has reduced the size of 
tree as well as decreased the rules, which will help to 
understand customer characteristics by which company 
growth and profit can be increased. I have proposed a new 
algorithm, i.e. instead of Shannon entropy we have used the 
Havrda and Charvat entropy ,as a result I can conclude that  
for lower value of alpha (α)=0.25, tree is small and less 
complex as compared to the use of Shannon entropy. As 
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conclusion I can say that if we want to get less number of 
node and leaf in a tree and to make it more effective and less 
complex, we can use the Havrda and Charvat entropy instead 
of Shannon entropy and value of alpha (α) less than one will 
give decision tree with less number of nodes. 

 

V. SCOPE FOR FUTURE WORK 
In this research, the value of alpha (α) has been put as 0.25, 

but for further research we can take varying value of alpha (α) 
which may give different trees. 

Various values of α have already been put in this study i.e. 
alpha (α) = 0.5, 0.75, 0.99, 5, 10, 100 which gave same tree as 
in the case of alpha (α) = 0.25. But, it has been observed that 
in case of α = 2, 3, 4 the tree turned out to be different with 
more number of leaf and high complexities.   

Also, Instead of using Havrda and Charvat Entropy, 
Different Entropy can also be used for further research like 
Arimoto, Sharma-Mittal, Taneja, Sharma-Taneja, Ferreri, 
Sanťanna—Taneja ,Picard, Aczel-Daróczy. 
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