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Abstract- In this paper, we present an approach for edge detection 

using adaptive thresholding and Ant Colony Optimization (ACO) 

algorithm to obtain a well-connected image edge map. Initially, the 

edge map of the image is obtained using adaptive thresholding. The 

end points obtained using adaptive threshoding are calculated and 

the ants are placed at these points. The movement of the ants is 

guided by the local variation in the pixel intensity values. The 

probability factor of only undetected neighboring pixels is taken 

into consideration while moving an ant to the next probable edge 

pixel. The two stopping rules are implemented to prevent the 

movement of ants through the pixel already detected using the 

adoptive thresholding. The results are qualitative analyze using 

Shanon’s Entropy function.

Keywords-Ant colony optimization, Adaptive thresholding, 

pheromone, Entropy, End points,

I. INTRODUCTION 

An edge can be defined as sudden change of intensity in an 

image. In binary images, edge corresponds to sudden change in 

intensity level to 1 from 0 and vice versa. The most of the edge 

detectors are devised based on this criterion only. In the past 

years, many algorithms and approaches have been put forward 

to extract the edges of an image. For example, the Sobel 

operator is based on convolving the image with a small, 

separable, and integer valued filter in horizontal and vertical 

direction. The Prewitt [1] operator calculates the maximum 

response of a set of convolution kernels to find the local edge 

orientation for each pixel. The Canny detector [2] uses a multi-

stage algorithm to detect a wide range of edges in images and 

defines edges as zero-crossing of second derivatives in the 

direction of greatest first derivative. Marr et al [3] proposed an 

algorithm that finds edges at the zero-crossings of the image 

Laplacian. Non-linear filtering techniques for edge detection 

also saw much advancement through the SUSAN [4]. However, 

these methods often result in some drawback like the broken 

edges which leads to loss of information.  Many methods have 

been proposed in the past to link the broken edges too in order 

to improve the edge detection. In some approaches, Hough 

transformation [1, 5] is performed and specific shape is 

extracted to link the broken edges. However, the edges do not 

always have fixed shapes. Some other methods use hybrid 

techniques [6-7] to connect broken edges.  

 Ant colony optimization (ACO) is heuristic method that 

imitates the behavior of real ants to solve the discrete 

optimization problem [8]. Ant colony optimization takes 

inspiration from the foraging behavior of some ant species [9]. 

A foraging ant deposits a chemical (pheromone) which 

increases the probability of following the same path by other 

ants.  

       The first ACO algorithm, called the ant system, was 

proposed by Dorigo et al. [10]. Since then, a number of ACO 

algorithms have been developed, such as ant colony system 

[11], Max-Min ant system [12], ant colony algorithm for solving 

continuous optimization problem [13], an improved ACO for 

solving the complex combinatorial optimization problem [14-

15], a novel fuzzy ant system for edge detection [16], edge 

improvement by  ant  colony optimization [17], ant colony 

optimization and statistical estimation approach to image edge 

detection [18], adaptive artificial ant colonies for edge detection 

in digital images [19], are reported in the literature. Recently, 

O.P. Verma et al.[20] have developed an algorithm for edge 

detection using BF in which direction of movement of bacteria 

is found using a directional probability matrix derived from 

ACO. 

In the proposed study ant colony optimization is used to 

link the discontinuities in the edges while the edges are detected 

by adaptive thresholding [21]. The edge point information 

supplied by the adaptive thresholding is more than that supplied 

by the Sobel operator. Therefore the proposed study of applying 

ACO to the edges extracted from adaptive thresholding gives 

better results. The ACO methods are an iterative, probabilistic 

meta-heuristic for finding solutions to combinatorial 

optimization problems. They are based on the foraging 

mechanism employed by real ants attempting to find a short 

path from their nest to a food source. 

The rest of the study is organized as follows: Section 2 

gives a brief introduction of the ant colony optimization. The 

proposed technique is presented in Section 3. Section 4 presents 

experimental results and conclusions are drawn in Section 5.
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II. ANT COLONY OPTIMIZATION 

Ant colony optimization (ACO) is a nature-inspired 

optimization algorithm that is motivated by the natural foraging 

behavior of ant species. Ants deposit the pheromone on the 

ground to mark paths between a food source and their colony. 

Pheromone is followed by other members of the colony. Over a 

time, pheromone trails evaporate. The amount of pheromone 

evaporation depends on the time taken by the ants to travel down 

the path and back again. The shorter paths get marched over 

faster. Pheromone densities remain high on shorter paths because 

pheromone is laid down faster. This positive feedback 

mechanism eventually leads the ants to follow the shorter paths. 

It is this natural phenomenon that inspired the development of the 

ACO metaheuristic.  

In the ACO method, artificial ants use virtual pheromone to 

update their path through the image edges.  ACO iteratively find 

the optimal solution of the target pixels through the movements 

of a number of ants over the image, by depositing and 

evaporating the pheromone trail. The probability for the ant's 

movement from one pixel to another is decided by probability 

transition matrix. 

Establishment of probabilistic transition matrix and 

pheromone update is the two key issues in the ant colony 

optimization technique. During the n
th

 construction step, the k
th 

ant moves according to the probabilistic transition matrix defined 

as [22]: 
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where i,j
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 is the pheromone information value of the arc linking 

the node i to the node j, i,j represents the heuristic information 

for pixel (x,y) for going from node i to node j which is calculated 

using Eq. (2) ,and  the constants  and  influence the pheromone 

information and heuristic information, respectively. All the 

possible neighboring pixels surrounding the central pixel at (x,y) 

are shown in Fig.1, where I (x,y) represents the intensity value at 

x,y. 

Fig. 1 Pixel (x, y) with its neighborhood pixel 

The i,j is calculated as [15] 
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Where  is the heuristic information of pixel (x,y) and   is 

maximum heuristic value.  

       Pheromone intensity attracts the ant to follow the paths 

traversed by other ants. Hence, pheromone is updated twice, once 

after the movement of each ant and secondly after movement of 

all the ants. Each time an ant visits a pixel, it immediately 

performs a local update on the associated pheromone. The i,j
(n)

 , 

is updated by[22]: 
( ) ( 1 ) ( 0 )(1 ) . .n n

i j ij ijτ τ τ−= − Ψ + Ψ (3)

where  (0,1] is the pheromone decay coefficient which 

diversifies the search by decreasing the desirability of edges that 

have already been traversed. 

After the movement of all the ants during the construction step 

pheromone is updated globally using [16]: 
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where  (0,1] is the evaporation constant.  decreases the 

pheromone value related to the bad solution and thus prevents 

premature convergence to sub-optimal solutions. is the 

amount of pheromone deposited by the ant which is given as 

follows[23]: 

( )k

k

C

L
τΔ =    (5) 

whereL
k
 is the path length travelled by the k

th
ant and C is a 

constant. 

III. PROPOSED APPROACH 

In the proposed approach, initially edges are extracted using 

adaptive thresholding. The connectivity of the edges so obtained 

is then increased using modified ACO.

3.1 Edge Detection using Adaptive Thresholding 

        Like global thresholding, the adaptive thresholding is used 

to separate desirable foreground image objects from the 

background based on the difference in pixel intensities of each 

region. Global thresholding uses a fixed threshold for all pixels in 

the image and therefore cannot deal with images containing a 

varying intensity gradient. Local adaptive thresholding, on the 

other hand, selects an individual threshold for each pixel based 

on the range of intensity values in its local neighbourhood. 

         Adaptive thresholding typically takes a gray 

scale or color image as input and, in the simplest implementation, 

outputs a binary image representing the edge information. For 

each pixel in the image, a threshold has to be calculated. If the 

pixel value is below the threshold it is set to the background 

value, otherwise it assumes the foreground value. The flowchart 

for edge detection using adaptive thresholding is shown in Fig.2. 

Fig.2 Flowchart for edge detection using adaptive thresholding

        The edges obtained using above method contains some thick 

edges also therefore a thinning algorithm is implemented for the 

pre-processing for an efficient end point analysis [24]. The 

I(x-1,y+1) I(x,y+1) I(x+1,y+1) 

I(x-1,y) I(x,y) I(x+1,y) 

I(x-1,y-1) I(x, y-1) I(x+1,y-1) 

Original Image

Convolve the image using mean operator

Subtract the image from convolved image

Thresholding

Edge Map
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processed image is then analysed to obtain the end point 

information of the broken edges. The edges extracted from the 

above steps provide larger end point information as compared 

with that provided by Sobel operator. 

3.2 Edge Improvement 

         Several discontinuities appear in the image after the 

application of adoptive thresholding. All the possible neighboring 

pixels surrounding the central pixel at (x,y) are shown in Fig 2. A 

central pixel position (x, y) is considered as the endpoint if only 

one (out of eight) of the neighboring pixels is white and the 

central pixel itself is also white. This is shown in Fig. 3, where 

the position (x, y) is the end point. A number of ants is equal to 

the number of endpoints and the ants are placed at the positions 

of the endpoints 

Fig.3 End point pixel (x,y)[16]. 

Following transition rule of has been used to find the next pixel 

position: 

Transition rule: The transition rule takes into account the 

probability of undetected edge pixels only. For the ant 

movement, the probability factor for eight neighbouring pixels is 

calculated using probability transition matrix according to Eq. 

(1). The pixel with maximum probability factor of the undetected 

neighbouring pixels is included in the set of edge pixels. 

To reduce the redundant movement of ants the stopping rules 

proposed in [16] has been implemented. These rules are shown in 

the Fig. 4.  

Rule 1) The movement of the ant is stopped when it touches the 

track already traversed by another ant. 

Rule 2) When all the neighboring pixels (8 pixels in 3*3 grid) are 

already traversed by the ant, then the movement of ant stops. 

Fig.4 Ant’s movement representing rule(1) and (2)[16] 

3.3 The Ant Colony Algorithm for Edge Improvement 

The ACO algorithm is used to increase the connectivity of the 

edges in the image obtained after applying local adaptive 

thresholding. The steps are as follows: 

1) Initialize the ant’s position by placing them only at end points. 

2) Initialise the pheromone matrix and calculate the heuristic 

information using Eq.(2) 

3) Construction Process: 

 For the ant index 1 : k 

Move the k
th

 ant for L steps according to the probabilistic 

transition matrix using Eq. (1) 

4) Calculate maximum probability of transition as per the 

transition rule and move the ant accordingly. 

5) Perform local pheromone update process using Eq. (3) 

6) Check whether all ants have moved one step, if yes, perform 

the global pheromone update using Eq. (4). 

7) Check whether the ant can move to the next position by 

applying the stopping rules, if not, stop the ant.  

8) Decision Process:  

The pheromone matrix so produced is used to extract the 

complete edge trace by applying thresholding. 

9) The edge pixels obtained are combined with the edge pixels 

obtained by adaptive thresholding to get the complete edge 

information. 

The flow chart of the proposed algorithm is shown in Fig. 5. 

IV. RESULTS AND DISCUSSION 

4.1 Comparison with other techniques 

This section presents the experimental results of the 

proposed technique against traditional edge detectors such as 

Canny, Edison, Prewitt, Sobel and Susan. In these experiments, 

traditional edge detectors are executed by MATLAB toolbox. 

The codes for our method were also written in MATLAB. The 

results were obtained using the following values of parameters: 

=1. The edge pixels are colored white on a black 

background. 

Fig.5. Shows the original images used for experiments. The 

Fig. 6(a)-(e) to 8 (a)-(e) shows the output after application of 

different edge detectors, Fig. 6(f) to 8(f) shows the output after 

adaptive thresholding, Fig 6(g) to 8(g) shows the output of ACO 

and Fig. 6(h) to 8(h) shows the output of the proposed method. 

The default values (which gives the best edge map) of the 

thresholding is selected while using the MATLAB function 

directly for the edge detectors.  It can be seen that the more 

connected edge map is obtained by the proposed method. For 

example in Lena image the edge pixels pointed as A, B, C and D 

have not been detected by any other edge detectors. The proposed 

algorithm results in more edge pixels with reduced noise. Above 

discussion shows that the proposed method performs well as 

compared to other conventional edge detectors. It provides more 

edge information with noise reduced to a greater extent.  

4.2 Shanon’s Entropy 

        The performance of most of the edge detectors proposed in 

the literature is visually analyzed. Sometimes the visual analysis 

is insufficient to prove that the proposed method gives more 

connected edges. To overcome this problem we use the entropy 

function for quantitative analysis.

        The information content of the output image is measured by 

using Shannon’s entropy function. It gives the indefiniteness in 

an image and is calculated as: 

0

( ) log
n

i i

i

H I p p
=

= −     (6)

where, I stand for image whose entropy is to be measured. is 

the frequency of pixels with intensity I. Table 1 shows the 
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entropy values for various edge detectors. Higher the value of 

entropy higher will be the information content. However, a very 

large value of entropy shows larger noise content or double 

edges.  

        The Canny edge detectors produce double edges and 

SUSAN method produces a larger noise content, therefore the 

entropy value obtained using this two methods is higher as 

compared to the proposed method. The other edge detector 

namely Sobel, Prewitt and Edition gives the less edge 

information; therefore the entropy values obtained using these 

methods are less than the proposed method.  

Fig.5 Flowchart for proposed algorithm

(a)                                (b) 

    

            (c) 
Figure 5 Original Images (a) Lena (b) Cameraman (c) Peppers. 

  (a)    (b) 

(c)             (d) 

(e)                                         (f) 

(g)                                            (h) 
Figure 6. Edge map using (a) Sobel (b) Canny (c) Prewitt (d) Edison (e) SUSAN 

(f) Adaptive (g) ACO (h) Proposed. 

Original Image 

Edge detection using adaptive thresholding 

Thinning 

End Point Selection 

Place ants on endpoints. Initialise the pheromone matrix 

and calculate heuristic information 

Construction Process

Local pheromone updation

All Ants have 

been moved 

Global pheromone updation

For all ants, check 

if ants satisfy 

stopping conditions 

Decision Process

Edge map of undetected edge pixels 

Original Image 

+

NO

NO

YES

YES
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(a)   (b) 

(c)   (d) 

(e)   (f) 

(g)   (h) 
Figure 7. Edge map using (a) Sobel (b) Canny (c) Prewitt (d) Edison (e) SUSAN 
(f) Adaptive (g) ACO (h) Proposed. 

(a)   (b) 

(c)   (d) 

(e)   (f) 

(g)   (h) 

Figure 8. Edge map using (a)Sobel (b)Canny (c)Prewitt (d)Edison (e) SUSAN 

(f)Adaptive (g)ACO (h)Proposed 

4.3 Effect of parameter variation 

In most of the application of ACO the selection of the two 

parameters namely , affects the results. We examine the 

effect of these parameters on entropy value calculated for a test 

image (Lena). This effect is illustrated in Fig 9 and Fig 10. It is 

shown that entropy value is almost constant with the variation 

over a large range of these parameters. 

Figure 9. Variation of entropy with alpha 

Figure 10. Variation of entropy with 
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Table I Entropy values for different edge detectors 

Image\Method Sobel Prewitt Edison Susan Canny Proposed 

Lena 0.5314 0.5247 0.6774 1.05 0.8866 0.8137 

Cameraman 0.5633 0.5629 0.6852 1.4081 0.9931 0.8013 

House 0.4483 0.4447 0.8085 1.12 0.7354 0.6677 

Pepper 0.3596 0.3493 0.6184 0.8894 0.7846 0.6837 

V. CONCLUSIONS 

Adaptive thresholding and ACO based image edge detection 

has been undertaken in this study. The adaptive thresholding is 

used for edge detection and ACO is used for edge improvement. 

The ants in the proposed study move on the edge pixels 

undetected by the adaptive thresholding method. This reduces the 

redundant edge pixels and results in more connected edges. For 

the qualitative analysis of the proposed method over the 

traditional edge detectors, the results are analyzed using 

Shannon’s Entropy function. The edge detection through adaptive 

thresholding provides larger end points information as compared 

to traditional edge detector, therefore in the proposed study edges 

extracted from adaptive thresholding is preferred over the 

traditional edge detectors. 
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36

3738 1. Introduction

39 Nanocrystalline ferroelectric ceramics are important electron-
40 ic materials having a wide range of scientific and industrial
41 applications such as high dielectric constant capacitors, pie-
42 zoelectric transducers, pyroelectric sensors, non volatile fer-
43 roelectric random access memories, etc. It is well known
44 that performance of any material is closely related to its syn-
45 thesis process. The methods of synthesis of ferroelectric pow-
46 ders play a significant role in determining themicrostructural,
47 electrical and optical properties of these materials [1–3]. Con-
48 ventionally these ceramics are synthesized by solid state reac-
49 tion process, using constituent oxides/carbonates as the
50 starting materials. In the last decades, various wet chemistry
51 methods such as chemical co-precipitation, sol–gel, hydro-
52 thermal synthesis [4–6], etc. have also been explored to syn-
53 thesize nanocrystalline ferroelectric ceramics. Although

54significant progress has been achieved, there are certain prob-
55lems associated with above techniques. For example, sol–gel
56process uses metal alkoxides as the starting material which
57are very expensive and extremely sensitive to the environ-
58mental conditions such as moisture, light and heat. Co-
59precipitation technique involves repeated washing in order
60to eliminate anions coming from the precursor salts used,
61making the process complicated and time consuming. Fur-
62thermore, it is difficult to produce large batches by using
63most of the chemical solution processing routes. Therefore,
64exploring alternative methods for the preparation of ferro-
65electric ceramics is still of scientific and technological
66significance.
67Mechanical activation (high energy ball milling) is a tech-
68nique which has been recently used to synthesize various fer-
69roelectric ceramics such as PbZr1−xTixO3 (PZT), BaTiO3,
70Ba5SmTi3Nb7O30 and various bismuth containing aurivillius
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71 compounds such as Bi4Ti3O12 (BiT), SrBi2Ta2O9 (SBT), SrBi4Ti4-
72 O15, etc. [7–10]. The most significant characteristic of this
73 technique is the formation of the desired compound is due
74 to the reaction of the oxide precursors which are activated
75 by mechanical energy, instead of the heat energy required in
76 conventional solid state reaction technique. Secondly, it
77 takes place at room temperature in well sealed containers,
78 thus effectively minimizing the loss of the volatile compo-
79 nents such as lead and bismuth.
80 It is worth mentioning here that in the mechanical activa-
81 tion technique, milling duration has significant effect on the
82 phase formation and final particle/grain size in the synthe-
83 sized specimens. Excessive milling is known to introduce var-
84 ious defects such as contamination, lattice distortion, stress,
85 vacancies, etc. Elimination of these defects takes place at the
86 expense of grain growth [11]. Therefore, in this procedure it is
87 possible to control the final particle/grain size of synthesized
88 specimen by optimizing the milling duration. As discussed
89 earlier, mechanical activation technique is a promising
90 technique for the synthesis of bismuth layer structured ferro-
91 electric ceramics. This is due to the fact that this technique
92 does not require high temperature calcination and lowers the
93 sintering temperature, which is themain drawback in the con-
94 ventional solid state reaction technique.
95 Among bismuth layer structured ferroelectrics, stoichio-
96 metric SBT has generated great interest due to its promising
97 properties such as high dielectric constant, high remnant po-
98 larization, low dielectric loss, low leakage current, etc [12].
99 However, due to bismuth volatilization, stoichiometric SBT
100 suffers frommany intrinsic defects such as oxygen vacancies.
101 This results in degraded ferroelectric properties and fatigue
102 endurance [13,14]. It has been reported that by varying Sr/Bi
103 ratio in starting composition comparatively enhanced electri-
104 cal properties are obtained at lower processing temperature
105 [15,16]. The lack of reports in mechanically activated non-
106 stoichiometric SBT has prompted the authors to synthesize
107 Sr0.8Bi2.2Ta2O9 compound by varying the milling duration
108 and investigate its effects on the structural and electrical
109 properties.

110111 2. Experimental Procedure

112 Highly pure powders of SrCO3, Bi2O3, Ta2O5 (all from M/s
113 Aldrich) were mixed to yield Sr0.8Bi2.2Ta2O9. This mixture of
114 powders was milled in a high-energy planetary ball mill
115 (Retsch, PM 100) for 5, 10, and 20 h at a milling speed of
116 300 rpm. Milling was carried out in toluene medium with a
117 high wear-resistant 10 mm zirconium oxide balls in a zirconi-
118 um oxide vial with a ball-to-powder weight ratio of 10:1. The
119 mixture was then admixed with 2 wt.% polyvinyl alcohol as
120 a binder and then pressed at 200 MPa into a disk shaped
121 pellet. These pellets were then sintered at 1100 °C for 2 h in
122 air on alumina crucibles.
123 Phase development in the synthesized compound was
124 monitored using an X-ray diffractometer (Bruker, D8 Advance)
125 with CuKα radiation (λ=1.5405 Å) at a scanning rate of 1°/min.
126 Transmission electron microscopy (Jeol, 2100-F) and scanning
127 electron microscopy (Hitachi, S-3700N) were used to study
128 their structural morphology. The sintered pellets were

129polished and silver pasted on both sides and cured at 500 °C
130for 1 h. The dielectric measurements were carried out using
131a precision LCR meter (Agilent 4284A) at an oscillation ampli-
132tude of 1 V. The dc electrical resistivities of the samples were
133measured using a programmable electrometer (Kiethley,
1346517A).

1351363. Results and Discussions

1373.1. Structural and Microstructural Studies

138Fig. 1 compares the X-ray diffraction (XRD) patterns of the
139Sr0.8Bi2.2Ta2O9 powders milled for different durations i.e. 5,
14010, and 20 h. The XRD peaks were indexed using the observed
141d-values and software package, Powder X [17]. It can be seen
142that phase development starts from 5 h and improves with
143the duration of milling. A shift of the peaks toward higher an-
144gles is seen on increasing the milling duration. The specimen
145milled for 20 h clearly exhibit layered perovskite phase forma-
146tion with distinct (115), (008), (200) and (220) peaks. Further,
147the broadening of the characteristic peaks such as (115),
148(006), (220), etc. indicates the reduction of particle size and
149the formation of nanocrystallites in the specimen milled for
15020 h. When the specimen is milled for longer duration like
15120 h using zirconium balls and vial, it is likely that some zirco-
152nium atoms enter the perovskite structure [18]. However, no

Fig. 1 – X-ray diffraction patterns of Sr0.8Bi2.2Ta2O9 powders
subjected to different milling durations of mechanical
activation process.
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153 such extra peaks corresponding to ZrO2 or the compound in-
154 volving zirconium are seen in the XRD diffractograms. Fur-
155 ther, had zirconium entered the structure during the milling
156 process the peak should have shifted to lower angles instead
157 of the observed shift towards higher angles as the ionic radii
158 of Zr4+ (0.79 Å) is higher that that of Ta5+ (0.64 Å). This is pos-
159 sibly due to high wear resistant balls and vials used in the pre-
160 sent work [19,20].
161 Fig. 2 shows the scanning electron microscope images of
162 the specimen milled for different durations. The size of the
163 particles is seen to be decreasing with increasing milling
164 time. It is observed that the sample milled for 5 h exhibit
165 large particles with many small size grains are seen to stick
166 to the surface of large grains. In the specimen milled for
167 10 h, the number of large particles gets reduced forming
168 loose agglomerate. The sample milled for 20 h shows a
169 dense microstructure indicating agglomeration of particles
170 due to further reduction in the grain size. The images
171 obtained from transmission electron microscopy and electron
172 diffraction of the studied specimen milled for 20 h are shown
173 in Fig. 3. The average particle size is seen to be in the range of
174 30–50 nm. Also, the formation of particles of nano dimensions
175 is further confirmed by the appearance of diffraction rings
176 consisting of discrete diffraction spots in the electron diffrac-
177 tion pattern. As shown in the diffraction pattern, five distinct
178 rings have been indexed [21,22]. The phase formation of ferro-
179 electric nanocrystallite specimen using high energy ball mill-
180 ing is a complex process. Mechanical activation of starting
181 oxides/carbonates, to form desired ferroelectric phase, takes
182 place in two stages. In the first stage, the milling process re-
183 duces the particle size of the starting oxides. This results in
184 the formation of high defect densities, shorter diffusion dis-
185 tances, more intimate contacts of precursors, etc. At the

Fig. 2 – ScanningQ3 electron micrographs of Sr0.8Bi2.2Ta2O9 powders prepared at different milling durations.

Fig. 3 – Transmission electron micrograph and electron
diffraction pattern of 20 h milled Sr0.8Bi2.2Ta2O9 powder.
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186 same time fresh/cleansed surface interfaces are also created.
187 All these factors contribute to enhance the reactivity and sin-
188 terability of the starting oxide mixture. In the later stage, after

189sufficient activation, nucleation and growth of the nanocrys-
190tallite structure takes place resulting into the formation of de-
191sired perovskite ferroelectric phase. This is attributed to the

Fig. 4 – X-ray diffraction pattern of Sr0.8Bi2.2Ta2O9 sintered samples milled at different durations.

Table 1t1:1 – Comparison of different parameters in Sr0.8Bi2.2Ta2O9 samples prepared by mechanical activation process for
different milling durations.

t1:2
t1:3 Milling duration (h) a (Å) b (Å) c (Å) V (Å3) Crystallite size (nm) εmax Tc (K)

t1:4 5 5.4772 5.5089 24.8451 749.659 60.8 578.532 653
t1:5 10 5.4719 5.5058 24.7021 742.168 39 759.786 643
t1:6 20 5.4573 5.5027 24.6451 740.089 27.6 859.325 628

Fig. 5 – Scanning electron micrographs of Sr0.8Bi2.2Ta2O9 sintered samples milled at different durations.

4 M A T E R I A L S C H A R A C T E R I Z A T I O N X X ( 2 0 1 2 ) X X X – X X X

Please cite this article as: Sugandha , Jha AK, Nanocrystalline non-stoichiometric SBT: Effect of milling duration on structural
and electrical characteristics, Mater Charact (2012), doi:10.1016/j.matchar.2011.12.011



U
N
C
O

R
R
E
C
T
E
D
 P

R
O

O
F

192 local heating and high localized pressure during collision of
193 zirconium balls with the vial. It is worth mentioning here
194 that although the overall temperature of a milling system is
195 lower than 100 °C, the “in situ” impact temperature is suffi-
196 ciently high to activate the solid state reaction [23,24].
197 Fig. 4 shows the X-ray diffractogram patterns of the sin-
198 tered specimen milled for different durations. It is observed
199 that single phase layered perovskite structure is formed in all
200 the samples. In these diffractograms the shift of peaks to
201 slightly higher angles with increasing milling duration is ob-
202 served. It was observed that the d-values of the characteristic
203 peaks are matching with that obtained in the X-ray diffracto-
204 gram patterns (Fig. 1) of the as-milled powders suggesting
205 the initiation of the development of the layered perovskite
206 phase in the milled powders. The lattice parameters for the
207 synthesized sampleswere calculated using the observed inter-
208 planar spacing, d-values, obtained from the diffractograms
209 and refined using the least square refinement method by the

210computer program package Powder X are given in Table 1. It
211is observed that the lattice parameters and unit cell volume
212decrease with increase in milling duration. The crystallite
213size calculated from the broadening of X-ray diffractogram
214peaks using the Scherrer's formula [25] ofmilled Sr0.8Bi2.2Ta2O9

215decreases with increasing milling time (Table 1). The corre-
216sponding scanning electron micrographs of the sample pre-
217pared at different milling times are shown in Fig. 5. The
218average grain size of the sintered specimen decreases from 1
219to 2 μm in the sample milled for 5 and 10 h to<1 μm in the
220sample milled for 20 h. Also, the calculated surface area in-
221creases from 22 m2/g in the sample milled for 5 h to 28 m2/g
222and 43 m2/g respectively in the samplesmilled for 10 and 20 h.

2233.2. Dielectric Studies

224The temperature dependence of dielectric constant (ε′r) and
225dielectric loss (tanδ) measured at 100 kHz are shown in

Fig. 6 – Temperature variation of (a) dielectric constant (ε′r) and (b) dielectric loss (tanδ) for mechanical activation processed
samples at different milling durations.
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226 Fig. 6(a) and (b) for all the studied samples. All the samples
227 exhibit sharp ferroelectric to paraelectric phase transition at
228 their respective Curie temperature (Tc). It is observed in
229 Fig. 6(a) that dielectric constant value increases with increase
230 in milling time and is maximum in the sample milled for
231 20 h. Further, Curie temperature is observed to decrease
232 with increase in milling duration (Table 1). It is known that
233 in the fine grained specimen, the dielectric constant in-
234 creases due to an increase in residual internal stress
235 [26–28]. Thus, the increase in ε′r value can be attributed to
236 the decrease in the average grain size with an increase in
237 milling time (Fig. 5). The observed decrease in transition tem-
238 perature with increasing milling time is attributed to the re-
239 duction in grain size [29,30]. It is known that specimens
240 with smaller grains posses more interfacial or grain bound-
241 ary energy as it contains larger number of grain boundaries.
242 This results in the requirement of smaller amount of thermal
243 energy to undergo the phase transition resulting in the re-
244 duction of Tc [31].
245 Fig. 6(b) shows the variation of dielectric loss (tanδ) as a
246 function of temperature for all the studied samples. It is ob-
247 served that dielectric loss decreases with increasing milling
248 duration and is minimum in the sample milled for 20 h. This
249 is possibly due to improved and dense mirostructure having
250 less porosity (as observed in Fig. 5) [32,33]. In all the samples
251 it is observed that tanδ remains nearly constant in the lower
252 temperature region and thereafter increases rapidly at higher
253 temperature. However, the loss in the sample milled for 20 h
254 does not considerably increase in higher temperature region.
255 The sharp increase of dielectric loss at high temperature re-
256 gion can be attributed to the increased mobility of space
257 charges arising from defects or vacancies (oxygen vacancies)
258 in the sample [34].

259 3.3. D.C. Conductivity

260 Fig. 7 shows the variation of dc conductivity (σdc=1/ρ) with in-
261 verse of temperature (103/T) of the studied specimens. For all

262the studied samples, conductivity is constant in the lower
263temperature region and thereafter increases considerably
264with temperature. This indicates negative temperature coeffi-
265cient of resistance (NTCR) type behavior. As seen in the figure,
266there are two predominant types of conduction mechanism,
267one is the lower temperature region in which dc conductivity
268remains invariant with temperature and the other is higher
269temperature region in which dc conductivity increases sharp-
270ly with temperature. In lower temperature region from room
271temperature to approximately ~573 K the electrical conduc-
272tion is dominated by extrinsic defects such as unintentionally
273added impurities. Whereas, in higher temperature region
274~573 K to ~973 K the conduction is dominated by intrinsic de-
275fects [35,36]. It is observed that dc conductivity decreases with
276milling duration and is lowest for 20 hmilled sample. This can
277be attributed to the increase in scattering of charge carriers. It
278is known that various types of defects such as grain bound-
279aries, pores, vacant spaces, etc. affect the motion of charge
280carriers [37]. In nanocrystalline specimens, scattering by
281grain boundaries is more pronounced as compared to scatter-
282ing by defects or impurities. This is due to the fact that nano-
283crystalline samples have high grain boundary area to volume
284ratio resulting into an increase in electron scattering. There-
285fore, the sample milled for 20 h exhibit lower electrical con-
286ductivity as compared to the samples milled for 5 and 10 h
287[38].

2882894. Conclusion

290Nanocrystalline Sr0.8Bi2.2Ta2O9 has been successfully synthe-
291sized by the mechanical activation process. The synthesized
292samples exhibit single phase layered perovskite structure.
293Transmission electron microscope image and electron diffrac-
294tion patterns reveal that the particle size in the specimenmilled
295for 20 h reduces to nano range. As the milling duration has in-
296creased dielectric constant increases considerably whereas the
297Curie temperature decreases slightly. Sr0.8Bi2.2Ta2O9 compound

Fig. 7 – Variation of dc conductivity (lnσdc) with inverse of temperature (103/T) for mechanical activation processed samples at
different milling durations.
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298 prepared by above technique for 20 hmilling exhibit highest di-
299 electric constant, dc resistivity and lowest dielectric loss.
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Introduction

Increased global competition attracted the business leaders
and policy makers to turn their attention towards
productivity and quality issues. In the present competitive
scenario, manufacturing industries are facing great
challenges for their survival. In the modern manufacturing
environment, FMSs have evolved to meet the globalized
market challenges. The particular characteristic of FMS is
its capacity to operate effectively and efficiently under the
changing market and technological production conditions
(Angelo et al., 1996). Gupta and Buzacott (1989) observed
that there is no uniformly agreed definition of the term FMS.
According to Stockton and Bateman (1995), flexibility is
the ability of a manufacturing system to change quickly and
economically between existing part types, operation routes
of components, operations on a component, production
volumes, and capability to add new part types and new
processes to the system. The flexibility is gained at the
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Abstract

Considering the diverse range of manufacturing capabilities of modern manufacturing systems, uniform distribution of load on
the workstations (WSs) is difficult to achieve as some of the WSs are required to process more parts than others or sometimes
processing time of a WS can differ from one part to the other. These situations lead to unbalancing of the manufacturing
system. The objective of this paper is to study and optimize the performance of an imbalanced Flexible Manufacturing System
(FMS) under different operating environments. The FMS under consideration manufactures three types of parts having different
processing characteristics. The experimental variables for the study are buffer capacities at the WSs, reduction in processing time
of bottleneck WS, WSs processing time distribution, and parts release control. Throughput, average work-in-process (AWIP) and
Average Throughput Time (ATT) are taken as performance measures.

Taguchi approach is used to analyze the effects of above variables and establish the combinations of best factor levels to get the
optimal performance. All variables are found to affect the performance to some extent. Reduction in processing time of the
bottleneck WS and processing time distribution affected the performance of the system severely. The best factor level combinations
differ for parts having different processing characteristics. This paper may help industry in analyzing the performance of an
imbalanced FMS.

Keywords: bottleneck, buffer capacity, imbalanced flexible manufacturing system, parts release control, taguchi,
workstation

expense of a complex control system required to control the
processing workstations and the material handling system.

FMS is an integration of Computerized Numerical
Control (CNC) machines and a material handling system.
The three primary parts of the system are CNC machine
centers with automated tool changes, a material handling
system and a mainframe computer to control the overall
system. According to Klahorst (1981), FMS is a group of
machines and related equipments brought together to process
a group or family of parts and includes some primary and
secondary components for a complete FMS.  Ranky (1983)
has defined an FMS as a system dealing with high level
distributed data processing and automated material flow
using computer-controlled machines, assembly cells,
industrial robots, inspection machines and so on, together
with computer integrated material-handling and storage
systems. Meredith (1989) has been defined FMS as “a group
of machines and related equipments brought together to
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completely process a group or family of parts”. Lee (2007)
has defined FMS as a group of material processing cells
connected by an automated material handling system to
manufacture a low to medium volume of a wide variety of
products.

The most commonly used material handling systems in
FMS are Automated Guided Vehicles (AGVs), conveyors, and
industrial robots. In modern manufacturing environments,
AGV systems have become an integral part of overall
manufacturing systems (Aized, 2009). Buffer is also an
important element of any manufacturing system which
improves the performance by storing the parts temporarily
at the WSs thereby reducing the idle time of WSs due to
the non availability of parts.
In general the advantage of
high buffer capacity causing
high utilization is offset by
the disadvantage of additional
floor space and inventory (Saad and Byrne, 1998). It is
known that higher buffer capacities are better; however, one
important question arises at what level of buffer capacities,
the benefit of increased buffer size cease to justify the buffer
space investment required.

A number of WSs are used in FMS depending on the
types of parts processed and the number of operations
performed on these parts. Some of the WSs are required to
perform more number of operations than others. Therefore
all WSs are not uniformly loaded. When the workload on
the WSs is not uniformly distributed i.e. a few may be
critically loaded while others are loaded partially, then the
system is called an imbalanced manufacturing system. An
imbalanced manufacturing system tends to have
underutilized operators and workstations along with high
work in process (Chow, 1988).

The remaining part of the paper is organized as follows:
Section 2 presents the literature review, in section 3 FMS
configuration has been described, section 4 presents the
assumptions made in the study. In section 5 results have
been presented and section 6 concludes this paper.

Literature Review

The stiff competition and demanding customers forced the
industries to shift from mass production to mass
customization. Hence, the
manufacturers are concentrating to
such type of production
technologies in which changes can
be made with minimum possible
time and cost to produce small batches to unit products. This
needs to incorporate flexibility in their manufacturing
system. Many authors have classified the flexibility
considering the likely changes required according to the
future trends of the market and technological advancements.
One of the classifications is provided by describing nine
types of flexibilities (Browne et al., 1984). These are machine
flexibility, process flexibility, product flexibility, routing
flexibility, routing flexibility, volume flexibility, expansion

flexibility, process sequence flexibility, and production
flexibility.

In an imbalanced FMS some of the WSs are
underutilized due to the bottlenecking of parts flow through
the overloaded WS. An imbalance measure is some function
of workload differences among WSs (Kumar and Shankar,
2001). In both conventional and flexible manufacturing
systems, workload balancing attempts to equalize the
workload of the operations assigned to each WS (Farkas et
al., 1999). A simulation study was carried out by Monch et
al., (2001) to solve the load balancing problems for the
photolithography area of wafer fabrication in a
semiconductor fabrication facility. By Hayrinen et al. (1998)

the jobs were allocated
initially in the first phase and
then tuned to a balanced WS
allocation in the next phase.
With unbalanced workload

scenarios a periodic steady state without non-productive
time has obviously been reached by the bottleneck
workstations only. In fact, on the other workstations, non-
productive times are always present and cannot be
eliminated (Cardarelli and Pelagagge, 1992).

Many authors have worked on balancing the work load
on the workstations. Rajakumar et al. (2004 & 2007) have
worked through the sequencing rule and genetic algorithm
for minimizing the workload imbalance in parallel machines.
Raghavendra and Murthy (2010) have developed two
strategies in the pre-release and planning stages to reduce
the imbalance between the parallel machines. They have
also proposed a genetic algorithm based heuristic approach
minimizing the imbalance of workload among the identical
parallel machines (Raghavendra and Murthy, 2011). Biswas
and Mahapatra (2009) have a meta-heuristic approach based
on particle swarm optimization to solve the machine loading
problem in FMS. Shafiq et. al. (2010) studied the effects of
routing flexibility and analyzed that routing flexibility
improve the performance with small penalty on processing
time but deteriorate in case of larger penalties. Ali and
Wadhwa (2010) studied the routing flexibility in FMS
involving variety production for minimizing the make-span
as a performance by integrating different entities flowing in
the system. Ali et al. (2010) considered a real industrial

problem to analyze the impact of
routing flexibility which improved
the performance of the system.

Buffer is another vital issue in a
manufacturing system. It can be

shown that the buffer capacity is a very important design
parameter for any system and it is very clear that the
selection of buffer capacities has a significant effect on the
performance (Saad and Byrne, 1998). The studies also have
shown that the performance is more sensitive at low levels
of buffer capacity than at higher levels, (El-rayah, 1979,
Shafiq et. al., 2010). A limited buffer capacity in both input
and output places of workstations gives the possibility for
the system to experience a deadlock situation where no

The most commonly used material handling systems
in FMS are Automated Guided Vehicles (AGVs),
conveyors, and industrial robots.

The stiff competition and demanding
customers forced the industries to shift from
mass production to mass customization.

Ravindra Kumar, Abid Haleem, Suresh K. Garg and Rajesh K. Singh
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material can move (Caumond et al., 2009). Kim et al., (1997)
suggested the following measures for the deadlock
avoidance of the system:

• Flow-shop design (the
machines are laid out in a
unidirectional flow
pattern).

• Stations with large buffers.

• Limited numbers of jobs in the system.

Another strategy for deadlock-free design is to use a
central storage area. All jobs pass through this area before
going to the working station. Chan and Chan (2004)
evaluated the performance of an FMS under different routing
strategies in addition with the infinite and finite local buffer
capacities and shown that a particular routing strategy
outperforms other strategies if the local buffer size is infinity.
It is also shown that no particular dispatching rule performs
well in all buffer sizes and infinite buffer size is not the best
choice in all the cases.

Kosturiak and Gregor (1998), have shown that Load
Oriented Control (LOC) and Drum Buffer Rope (DBR) type
of parts release controls into
the manufacturing system
improve all the system
parameters considerably and
allow finding a reasonable
compromise between the high
system utilization and the short throughput times and low
inventories. They also studied that this control principles
allow the reduction of the buffers and the simplification of
the whole control and monitoring system in the production.
The implementation of the DBR control is easier in
comparison with the LOC because it is sufficient to control
only the inventory level on the bottlenecks in the production
for this concept.

Traditionally, the FMS problems have been solved by
analytical methods but computer simulation method has
gained popularity as it enables to model the complex
manufacturing systems. This method has the capabilities like
statistics collection, real time observation, animation and
dynamic adjustability (Tunali, 1996). The simulation models
have been developed using general purpose programming
languages (C, FORTRAN, PASCAL, etc.), general simulation
languages (GPSS, SLAM, SIMSCRIPT, etc.) special purpose
simulation packages (WITNESS, SEE-WHY, SIMFACTORY,
etc.) (Goyal et al. 1995).

Denzler et al. (1987) performed an analysis of scheduling
rules with machine breakdown and variable performance
times for a dedicated FMS using simulation. Yildirim, et al.
(2006) used artificial neural network to analyze the
performance of FMS when utilizing only a portion of the
available capacity by decreasing the number of workers or
halting production on some of the WSs/production lines
while preserving the flexibility of production system to
satisfy demand spikes. Pramod and Garg (2006) observed

that most of the research in the area of FMS has been carried
out at the initial level of developing concept regarding
flexibility, uncertainty and performance of the system.

From the above literature
it can be concluded that only
a few studies include the
optimization of imbalanced
FMS in context of

performance variables such as buffers capacity, improvement
in bottleneck WS, processing time distribution and parts
release control.

FMS Configuration

Figure 1 shows an FMS model layout used in this study
which is a modification of the model used by Kosturiak and
Gregor (1998). This FMS consists of six workstations (WSs)
distanced 15 meters apart, on which three types of parts P1,
P2 and P3 with processing times shown in Table 1, are
processed. To take the issue of mass customization this FMS
has product mix flexibility and assumed to be capable of
processing a mixed part types in different proportions
depending on the availability of processing WSs for the

above three part types. The FMS
also has the production
flexibility which enables it to
process the families of parts
whose processing time variation
follows Erlang and normal
distribution within the family.

The FMS considered for this study is highly imbalanced
i.e. the WSs are loaded unevenly. Some of the WSs are
critically loaded while others are loaded partially. Bottleneck
WS processing time is taken so as to match with the parts
arrival rate. The parts arrive at the input storage of the system
from where these can be released according to a
predetermined rule.

D1, D2 – Drilling Machines 1 and 2

M1, M2 – Milling Machines 1 and 2

T – Turning Machine

W – Washing Machine

Robot handling time – 2.5 min

Conveyor total time to transfer a part – 2.8 min

AGV speed 30 m/min

AGV load/unload time – 30 sec

Ali et al. (2010) considered a real industrial
problem to analyze the impact of routing flexibility
which improved the performance of the system.

Traditionally, the FMS problems have been solved
by analytical methods but computer simulation
method has gained popularity as it enables to
model the complex manufacturing systems.

Figure 1: FMS Layout (Kosturiak and Gregor, 1998)

Performance Optimization of an Imbalanced Flexible Manufacturing System Using Taguchi Approach
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FMS Variables

FMS variables are the factors which affect the performance
of the system. The following variables have been considered
in the present study:

Buffer Capacities at the WSs

 In the present study three cases of
buffer capacities have been
considered; all buffers incapacitated, buffers at the
bottleneck WS incapacitated and others with a capacity of
10, and all buffers with a capacity of 10.

Processing Time of Bottleneck WS

Bottleneck WS is the crucial element of any manufacturing
system. It causes the traffic congestion and delays the flow
of parts to other WS thereby reducing the performance of
the system. The performance of the system can be improved
by the percentage reduction in processing time of the
bottleneck WS (Angelo et al. 1996). Here, three levels of
bottleneck WS’s processing times i.e. 34.5, 31, and 27.5 min
(approximately 10% reduction in processing time) have been
considered.

Processing Time Distribution

The processing time of the WSs is one of the important
aspects which contribute to the performance of the system.
As FMS is used for manufacturing mixed parts of a group
or  family of parts in which the processing time changes
from one part to another within
the family, therefore the
processing time within the
families can be considered to
vary as fourth order Erlang
distribution (Sabuncuoglu and Hommertzheim 1992, Ross
et al., 1996). The Erlang distribution is chosen over the
exponential distribution since an FMS generally processes
a more homogeneous population of parts (Ross et al. 1996).
To account for the variation in processing time three levels
of processing times distribution have been considered;
deterministic, Erlang distribution, and normal distribution.

Parts Release Control

Limited buffer capacity at the input/output ends of WSs
makes the possibility for the deadlock situation where parts
movement is held completely. To avoid collisions and
deadlock situation in a manufacturing system parts release

is controlled according to some predefined rule. In the
present study, two cases of parts release control have been
considered i.e. Load Oriented Control (LOC) and Drum
Buffer Rope (DBR) control. In LOC type of control, a

production order is not released into
the system if it exceeds the load limit
of a WS by at least one of its
operations. Here, the parts are released

from the store if all the buffers have parts less than the
specified limit. In the DBR type of control, parts are released
from the store into the system if the buffer at the bottleneck
WS has parts less than the specified limit irrespective of the
parts at other WSs.  In this study three cases of parts release
controls have been considered; no control i.e. parts are
released as and when they arrive, load oriented control
(LOC) i.e. parts released when parts in all the buffers are
less than 10, and drum buffer rope (DBR) controls i.e. parts
released when parts in buffer at bottleneck WS are less than
10.

Performance Measures

The following performance measures have been considered
for evaluating the effect of above variables:

• Throughput: Throughput is taken as the number of
each part type manufactured during the total simulation
period of one week.

• Average Work-in-Process (AWIP): This is the average
of work-in-process during the total simulation period.

•  Average Throughput Time
(ATT): This is the average time
taken by each part for processing
through the system.

Assumptions of the Proposed FMS Study
Several assumptions have been made in order to evaluate
the performance of the system under the given operating
conditions. These also include assumptions from
Sabuncuoglu and Hommertzheim’s (1992) study. The
assumptions are:
• Each WS handles one operation at a time.

• Machine setup time is included in the operation time.

• Separate buffers are available at the input/output ends
of the WSs.

• Incapacitated buffer means it has large storage capacity.

Bottleneck WS is the crucial element
of any manufacturing system.

The performance of the system can be improved
by the percentage reduction in processing time
of the bottleneck WS (Angelo et al. 1996)

Table 1: Parts Processing Plan

First Time Processing Time
Part Arrival Between

Types (min) Arrivals D1 D2 M1 M2 W T
(min) (Bottleneck WS)

P1 0 50 40 21 - - 15 12

P2 23 69 - - 34.5 14 15 12

P3 46 69 - - 34.5 - 15 12

           Machine Total Load →→→→→ 40 21 69 14 45 36

Ravindra Kumar, Abid Haleem, Suresh K. Garg and Rajesh K. Singh
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• Material pallets and tooling are not considered as
constraints.

• AGVs carry one part at a time.

• AGVs are continuously
operational without any
breakdown.

• Two separate parallel tracks
are assumed for up and down
motion of the AGVs.

• The AWIP and ATT are considered from the arrival of
the parts in the input storage to the shipment of part.

• FIFO rule is used for scheduling of parts.

Results and Discussions

Kosturiak and Gregor (1998) studied the influence of
various control strategies on the FMS parameters and
evaluated the effects of improvement in performance of the
FMS with the improvement of machines. In this paper the
effects of improving the performance of bottleneck WS,
buffer capacities, processing time distribution and parts
release controls have been evaluated. The simulation model
was developed using the WITNESS simulation software from
Lanner Group. WITNESS is one of the simulation software
for simulating the automated manufacturing systems. In this
software a manufacturing system is modeled using available
design elements. After modeling next step is to detail the
various elements of the system. Detailing is the logical
relationship between these design elements of the
manufacturing system. Once all the elements of the system
have been detailed the model can be run and the various
activities can be viewed on the screen in the form of
graphics. Thereafter the statistics report can be viewed in
the form of tables and charts. The performance parameters
of the system can be studied by changing the design
variables in manufacturing system. The system with the best
performance is chosen.  In the present study to evaluate the
performance under different operating conditions the FMS
was initially simulated for a warm up period of one week
i.e. 10080 min (7 x 24 x 60) and data collected for a period
of next one week. As it would have not been possible to
analyze the effects of each variable in combination with
other variables i.e. full factorial design, therefore Taguchi
method is applied to analyze the interactions among the
variables.

Taguchi Experiment

Taguchi method is a form of
design of experiment with the application of reduced
number of experiments. Taguchi method is a technique for
designing and performing experiments where many factors
affect the performance of the system. The approach of
Taguchi method is shown in Figure 2. It uses a statistical
measure of performance called signal-to-noise (S/N) ratio
which are used to measure the effect of noise factors on the
performance characteristics. S/N ratios take into account the
mean closeness to the target and the range of variability in

the response data. The S/N ratio can be expressed in terms
of performance measure such as for AWIP as follows:

S/N ratio (βββββ) = - 10 log
10

 (AWIP)2

There are several S/N ratios
available depending on the type
of characteristics but the
following three of them are

To avoid collisions and deadlock situation in
a manufacturing system parts release is
controlled according to some predefined rule.

WITNESS is one of the simulation software for
simulating the automated manufacturing systems.

Performance Optimization of an Imbalanced Flexible Manufacturing System Using Taguchi Approach

Identify the factors affecting the performance

Identify the levels of each factor

Select an appropriate orthogonal array

Assign factor levels to the columns of orthogonal array

Conduct the experiments for a given combination of
levels

Analyze the data and determine the optimal levels

Figure 2: Taguchi Method Approach

considered standard (Bryne and Taguchi, 1986; Phadke,
1989):

• Smaller is better

• Larger is better

• Nominal is better

In the present case the performance values AWIP and ATT
follow the first standard i.e. smaller is better.

Matrix Experiment Simulation Results

In the present study considering the numbers of factors and
their levels, an orthogonal array (L9) consisting of nine
experiments has been selected. The combination of different
levels is shown in table 2. The experiments are performed
for the above combinations of factor levels and data
presented in table 3. From the data it is observed that there
is negligible effect of different factor levels on the
throughput but AWIP and ATT changes significantly. Hence,
optimization is performed for AWIP and ATT through

Taguchi experimental framework
involving analysis of means
(ANOM) and analysis of variance
(ANOVA). The S/N ratios account

for these two values which are used to identify the optimal
factor combinations generating the best system performance
and analyzing the relative significance of factors
contributing to the AWIP and ATT.

Analysis of Results

The objective of performing the matrix experiment is to
identify the optimum factor combinations. The main effect
of a factor is the deviation caused from the overall mean.
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Table 2: Factor Level Details
          Factor Level Value

A1 All incapacitated

A2 BWS-Incapacitated, Others-10

A3 All-10

B1 34.5 min

B2 31 min

B3 27.5 min

C1 Deterministic

C2 Erlang Distribution

C3 Normal Distribution

D1 No Control

D2 LOC (Parts released when all
buffers have parts less than 10)

D3 DBR (Parts released when
buffer at BWS has parts less
than 10)

The main factor effects are estimated using the following:

M
jk
 =  

Where:

M
jk 

= main effect value of factor j at the kth level.

B
jki

 = S/N ratio of factor j with level k.

The graphical representations of main effects of different
factor levels are shown in Figures 3 and 4. From the graphs
it is observed that bottleneck WS processing time affects the
AWIP and ATT significantly for parts which are processed
on the bottleneck WS but the effects are negligible on part
P1. The processing time distribution of WSs also affects the
AWIP and ATT significantly in the same proportion for all
the parts. Buffer capacities at the WSs affect the performance
to some extent. In case of buffer capacity levels 2 and 3 i.e.
limited buffer capacities at the WSs the performance
improves in respect of parts P2 and P3. It is also observed
that parts release control lowers the performance of the
system in respect of part P1 but remain unaffected for parts

P2 and P3 in case of LOC type of control however for DBR
type of control the performance deteriorates.

The best factor level combinations are listed in Table 5.
It is observed that a combination of smaller buffer capacities
at the WSs, approximately 10 % reduction in bottleneck WS
processing time, deterministic processing time, and LOC type
of control give best performance in respect of part P1 and
P2. However, the best combination for part P3 is different.
The different factor level combinations are due to the
different processing conditions for each part and needs to
be evaluated for the best combination.

Conclusions and Scope of Future Research

In the present study, the performance of an imbalanced FMS
has been analyzed. The simulation method is used to find
the effects of different variables on the performance of the
FMS. Taguchi approach has been used to reduce the number
of experiments. S/N ratios which account for the analysis of
means and deviation in performance are used rather than the
direct output of the system. The variables considered for the
study have a significant impact on the performance of the

Figure 3:  Effects of Each Factor Level on AWIP

Figure 4:  Effects of Each Factor Level on ATT

Ravindra Kumar, Abid Haleem, Suresh K. Garg and Rajesh K. Singh

Table 3: Matrix Experiment Factor Levels and Simulation Results

Expt.        FACTORS Throughput AWIP ATT
No. (Parts) (Parts) (min)

A B C D P1 P2 P3 P1 P2 P3 P1 P2 P3

1. A1 B1 C1 D1 202 145 147 2.97 3.36 1.58 145.85 228.77 107.36

2. A1 B2 C2 D2 204 143 146 3.59 3.36 2.23 175.86 227.06 150.64

3. A1 B3 C3 D3 202 145 146 3.02 2.87 1.67 148.71 195.41 114.02

4. A2 B1 C2 D3 202 145 143 3.87 4.72 3.08 189.19 315.05 211.03

5. A2 B2 C3 D1 201 147 146 2.85 2.18 1.76 141.0 147.8 120.13

6. A2 B3 C1 D2 202 146 146 2.86 2.59 1.73 140.44 176.53 117.49

7. A3 B1 C3 D2 202 145 147 2.88 2.81 2.41 141.76 191.29 162.93

8. A3 B2 C1 D3 203 147 146 2.74 2.1 1.76 133.95 142.21 119.86

9. A3 B3 C2 D1 201 145 148 3.64 3.36 2.04 178.32 228.6 137.85

Factor Levels

S/
N

 R
at

io
S/

N
 R

at
io

Factor Levels

Buffer Capacity
(BFC)

BWS Processing
Time (BWS_PT)

Processing Time
Distribution (PTD)

Parts Release Control
(PRC)
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system. Throughput of the system has not been affected
to the considerable level as input rate is in consistence
with the processing rate of bottleneck WS.  Irrespective
of throughput, a significant impact on AWIP and ATT is
observed.

It is observed that some of the variables have relatively
more impact on the performance than the others. The degree
of impact also depends on the processing characteristics of
the part type i.e. part processed or not processed on the
bottleneck WS, part having smaller/larger total processing
time. The impact of buffer capacities shows that larger
buffers do not add values always and even can deteriorate
the performance. Impact of parts processing time
distribution show that processing of families of parts
(processing time changes from part to part within the family)
also affects the performance severely. The combinations of
best factor levels have been established. These combinations
found to differ for parts having different processing
characteristics.

This study has been limited to optimize an imbalanced
FMS in context of buffer capacity, improved bottleneck WS,
parts processing time distribution, and parts release control.
The future work can be extended to a wide range of levels.
Other variables such as alternate routing of parts from the

bottleneck WS, AGVs quantity and speed, machine break
down, distance between WSs, scheduling rules can be
included for further study of an imbalanced FMS.
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Table 5: Best Factor Level Combination for
Different Performance Measures

Best Factor Level Combination for Different
Performance Measures

Level
AWIP ATT

P1 P2 P3 P1 P2 P3

Buffer Capacity A3 A3 A1 A3 A3 A1

BWS-PT B2 B2 B3 B2 B2 B3

PTD C1 C1 C1 C1 C3 C1

PRC D2 D2 D1 D2 D2 D1
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Key Questions

1. How buffer capacities affect the performance of FMS?

2. Can the improvement in bottleneck workstation always improve the performance?

3. What are the methods to find the best factor level combinations for performance measures?

Performance Optimization of an Imbalanced Flexible Manufacturing System Using Taguchi Approach
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Abstract - Current methods for protein analysis are based on either sequence similarity or comparison of overall tertiary structure. 
These conserved primary sequences or 3-dimensional structures may imply similar functional characteristics. However, substrate or 
ligand binding sites usually reside on or near protein surface, so, similarly shaped surface regions could imply similar functions. Our 
current work includes development of an algorithm that would allow surface matching over specific regions on related proteins with 
an output equal to the match percentage between two proteins. Initial results indicate that we can successfully match a family of 
related active sites, and find their similarly shaped surface regions. This method of surface analysis could be extended to help us 
understand functional surface relationship between the proteins within which there is no relationship in sequence or overall structure. 

Keywords- Connolly Surface;  K-mean clustering; Surface features;, Surface properties(shape index and radius of curvature) 

 
I. INTRODUCTION  

 Comparison of protein sequences and overall 
tertiary structures has added enormously to our 
understanding of structural, functional and evolutionary 
relationships between proteins. However, ligand binding 
sites usually occur on or near protein surface, so, 
similarly shaped surface regions could imply similar 
functions.  Hence, comparing protein surfaces has power 
to reveal further functional relationships between 
proteins which might not be apparent from comparison 
of overall 3D structure. Various methods[1][2][3][4]  
have been developed describing shape properties of 
protein surfaces but they are not flexible enough to be 
able to recognize small variations caused to the protein 
surface due to conformational changes associated with 
mechanisms such as induced-fit. So, there is a need of 
an algorithm which estimates proteins surface similarity 
accurately, further contributing to our understanding of 
structural and functional relationships between proteins 
and, hence, become a powerful tool for prediction of 
function from structure. 

 The aim of the author was to develop an algorithm 
that would allow surface matching over specific regions 
on related proteins with an output equal to the match 
percentage between two proteins. For this, the author 
has implemented an algorithm which goes through 

various complex steps involving large number of 
mathematical calculations. In this paper, the steps 
involved and the results are listed. 

II. STEPS INVOLVED  

 The algorithm used is four-phased executed 
sequentially i.e. output of one step is the input for the 
proceeding step. The four steps are: 

1) To calculate the Connolly surface[5] of the 3D 
protein or the ligand binding site. 

2) To compute the surface properties which include 
shape index and radius of curvature for each vertex 
on the Conolly Surface. 

3) Select surface features on the basis of parent 
residues(the residues part of the surface to be 
compared) 

4) To construct graphs for two proteins surfaces and 
compare them with each other.  Aligning is done at 
the same time and the match percentage is 
calculated. 

III. DEFINITIONS  

 A few definitions important for understanding the 
content of paper have been listed below: 
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A. Connolly Surface : 

 The solvent accessible surface(SAS) is the 
surface of protein which is in direct contact with the 
solvent. It is calculated by rolling a solvent ball over the 
protein and tracing the path which the center of the ball 
travels to form the SAS. In general, solvent accessible 
surface  has many sharp crevices and sharp corners. In 
hope of obtaining a smoother surface, one can take the 
surface swept out by the front instead of the center of 
the solvent ball. This surface is the molecular surface 
(MS model), which is often called the Connolly's 
surface after Michael Connolly who developed the 1st 
algorithm for computing molecular surface [6]. 

B. Principal Curvatures(Kmax and Kmin): 

In differential geometry, the two principal 
curvatures at a given point of a surface are the 
eigenvalues of the shape operator at the point. They 
measure how the surface bends by different amounts in 
different directions at that point.  

C. Radius of Curvature : 

A positive number, c , to specify the amount, or 
‘intensity’ of the surface curvature. It is defined as the 
curvedness as the distance from the origin in the  
(K1,K2)- plane. ‘The scaling is such that the curvedness 
equals the absolute value of the reciprocal radius in the 
case of sphere. The curvedness-is inversely proportional 
with the size of the object. Whereas the shape index 
scale is quite independent of the choice of a unit of 
length, the curvedness scale is not. Curvedness has the 
dimension of reciprocal length.’[16] It is given by this 
formula : 

( )
2
kk

C
2/12

min
2
max +=    

where kmax and kmin are principal curvatures. 

D. Shape Index :  

It is a number ranging from -1 to 1 and is scale 
invariant. The shape index captures the intuitive notion 
of ‘local shape’ particularly well. It is given by this 
formula : 

minmax

minmax

kk
kk

arctan2S
−

+
−=  

                  where kmax and kmin are  principal curvatures 

and faces formed by joining three edges. 

IV. DETAILED EXPLANATION OF STEPS 

STEP 1: Generating the Connolly Surface 

 To compute the Connolly surface, an input file 
including a list of the atom centres in 3D space and 
radius of each defining the complete 3D structure of a 
protein is needed. For example, a pdb file has a list of 
atom centres and their radii which define the 
corresponding protein. The algorithm began by 
generating a Connolly surface for ligand binding site or 
on entire protein using MSMS program[7] which 
triangulates the Connolly surface and gives an output 
listing all the vertices of the triangulated surface. 

. 

 
Figure 1 : a) Protein b,c) Connolly surface superimposed on protein d) Connolly Surface 
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. The radius of the probe can also be changed 
according to the precision required while running the 
executable of MSMS program. The calculation 
performed by the author was done by taking probe 
radius 1.4 Angstrom. 
 
 STEP 2: To compute the surface properties 
which include shape index and radius of curvature 
for each vertex on the Conolly Surface 
 
 The algorithm proceeds by calculating the surface 
shape properties(shape index and radius of curvature) at 
each of the vertices on the Connolly surface(calculated 
in the previous step) . This step is accomplished by 
using the GTS-GNU Triangulated Surface library[15] 
which calculates the principal curvatures at a surface 
patch , kmin and kmax[16].  Shape index (S) and Radius of 
curvature(R) in terms of principal curvatures is given by 
the following formula :  

minmax

minmax

kk

kk
arctan2S

−

+
−=  and  

 

( )
2
kk

R
2/12

min
2
max +=  

 ‘‘The shape index varies from −1 to 1 and describes 
the local shape at a surface point independent of the 
scale of the surface. A convex surface point with equal 
principal curvatures has a shape index of 1. A concave 
surface point with equal principal curvatures has a shape 
index of −1. A saddle surface point with principal 
curvatures of equal magnitude and opposite signs has a 
shape index of 0’’ (Duncan and Olson, 1993b). 

Sample data obtained in this step is listed in Table 1. 

STEP 3 : Select surface features on the basis of 
parent residues(the residues part of the surface to be 
compared) 

In order to match the two surfaces, k-mean clustering 
[10] was performed where each chosen surface feature 
corresponds to a cluster. To decide whether a 
triangulated vertex should be added to a cluster or not, 
constraints were applied on shape index (S) and radius 
of curvature (R) after adding the new vertex. The 
constraints applied were as follows:  

1.  S-variance of cluster size(x) is less than 
0.0453*pow(x, 0.0528) 

2.  R-variance of cluster size (x) is less than 0.1 if x 
<200,  else less than 0.15 

 

3.  All the points in a cluster should be connected as 
per edge-criterion. 

 Also, the author  introduced  the residues 
restriction: User can give list of residues which are 
important. Now when the surface points are going to 
KMean clustering program, only the points which 
belong to the marked residues would be considered. The 
number of clusters can be decided at the run time to 
make sure atleast one cluster is assigned to each of the 
important residues. 

 If the constraints were not met, newly added vertex 
was removed from the cluster. In this step, clusters equal 
to the number of chosen features were obtained each  
having a 3D location, corresponding to the 3D location 
of the centre (mean) of the cluster. Each cluster also has 
an S and R value associated with it. 

Figure 2 : Ligand binding Site for comparison 

 

STEP 4 : To construct graphs for two proteins 
surfaces and compare them with each other.  
Aligning is done at the same time and the match 
percentage is calculated. 

 A mathematical graph with nodes as the cluster 
centres marked with properties S and R was constructed 
[14]. Edges comprised of an all-to-all joining of nodes 
with separation equal to the 3d distance in space. For 
both the proteins, 2 such graphs were formed and the 
maximal common sub-graph  indicated a measure of the 
similarity between the two proteins. In this case, a match 
requires distances and shape properties to match within 
user-defined tolerances (typically 1.5 A_ for distances). 
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Greater tolerances allow matches between more 
distantly related surfaces and account for surface 
flexibility. Lesser tolerances will have more accuracy, 
but at the same time over-precision lead to anomalous 
results. 

TABLE I : SAMPLE VERTEX COORDINATES AND  
SURFACE PROPERTIES 

X-
coordinate 

Y- 
coordinate 

Z- 
coordinate 

Shape 
index 

Radius of 
curvature 

43.1600 57.2280 26.2730 -0.3100 0.2953 

43.1630 57.2150 26.2790 -0.4363 0.2875 

44.2170 57.1240 25.5320 -0.7292 0.3530 

22.5130 48.6460 29.6830 -1.0000 0.2071 

21.4070 48.2750 30.3250 -0.3745 0.0848 

 The product graph[8]  was first calculated which 
was then used to find the maximal common subgraph   
using the Bron and Kerbosch algorithm [9] to detect 
cliques. When a match was  discovered by the method 
above, the surfaces were superimposed in 3D to align 
the two surfaces. This was done using matrix algebra 
[11][12][13]  to obtain the best rotation to relate the two 
sets of points.  

 RESULT: The proposed algorithm is a 
comprehensive approach to match selected parts or 
regions of two protein surfaces. This algorithm has been 
implemented and results found were in coherence with 
the expected results. Specific ligand binding sites or 
patches on protein surfaces can be successfully 
compared using the proposed algorithm.  

 
Figure 3 : Few Clusters of a Sample protein formed after 

applying K-mean clustering algorithm and applying 
constraints mentioned 

 The match percentage calculated can be used to identify 
functionally related surfaces in much more distantly related 
proteins. 

FUTURE SCOPE:  Further scope includes testing of 
proteins in which there is a functional surface 
relationship but no relationship in sequence or overall 
structure, and different types of functional sites. Also, 
chemical descriptors to the surface, including charge, 
hydrophobicity, and residue/atom identity can be added 
to the algorithm which will increase the power of our 
method in describing functional features of proteins. 

REFERENCES 

[1] Orengo, C.A., Taylor, W.R., 1996. Methods 
Enzymol. 266,617–635.J. Clerk Maxwell, A 
Treatise on Electricity and Magnetism, 3rd ed., 
vol. 2. Oxford: Clarendon, 1892, pp.68–73. 

[2] Holm, L., Sander, C., 1993. J. Mol. Biol. 233, 
123–138. 

[3] Alexandrov, N.N., 1996. Protein Eng. 9, 727–
732. 

[4] Michel F. Sanner,Arthur J. Olson,Jean-Claude 
Spehner, Reduced Surface: An Efficient Way to 
Compute Molecular Surfaces  

[5] Koch, I., Lenauer, T., Wanke, E., 1996. J. Comp. 
Biol. 3,289–306.Electronic Publication: Digital 
Object Identifiers (DOIs): Article in a journal: 

[6] Bron, C., Kerbosch, J., 1971. Commun. ACM 16 
(9), 1973. 

[7] David M. Mount, KMlocal: A Testbed for k-
means Clustering Algorithms 

[8] Russell, R.B., Barton, G.J., 1992. Proteins 14, 
309–323. 

[9] McLachlan, A.D., 1972. Acta Crystallogr., Sect. 
A 28, 656. 

[10] Kabsch, W., 1978. Acta Crystallogr., Sect. A 34, 
827–828. 

[11] Harary, F., 1967. Graph Theory. Addison–
Wesley, London 

[12] http://gts.sourceforge.net/ 

[13] Jan J Koenderink and Andrea J van Doorn, 
Surface shape and curvature scales 

 
 
 

��� 

 


