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PREFACE
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Technological University Library. The aim of the bulletin is to compile, preserve and
disseminate information published by the Faculty, Students and Alumni for mutual
benefits. The bulletin also aims to propagate the intellectual contribution of DTU as a
whole to the academia. It contains information resources available in the internet in
the form of articles, reports, presentation published in international journals, websites,
etc. by the faculty and students of Delhi Technological University in the field of
science and technology. The publication of Faculty and Students which are not
covered in this bulletin may be because of the reason that either the full text was not
accessible or could not be searched by the search engine used by the library for this
purpose. To make the bulletin more comprehensive, the learned faculty and Students
may provide their uncovered publication to the library either through email or in CD,
etc.

This issue contains the information published during October 2012. The
arrangement of the contents is alphabetical wise starting from A-Z. The Full text of
the article which is either subscribed by the University or available in the web has
been provided in this Bulletin.
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Abstract—Mobile IP is the current standard proposed by IETF for 
mobility management in IP networks. Its importance increases if 
network is supporting multimedia applications. Mobile node 
communicates with a static Correspondent Node. The main 
consideration is when Mobile Node and Correspondent Node both 
are visiting beyond their home networks and changing their 
network. For real time applications it needs faster reestablishment 
of a broken connection due to change of network. The proposed 
model works after changing the address of a node due to change 
of network. It differentiates between the initial establishment and 
intermediate reestablishment of communication between mobile 
node and correspondent node in lesser steps than 3RP[1,2]. The 
proposed model will be efficient if nodes are changing their 
networks frequently due to high mobility of the nodes and will 
cause less loss of packet and faster handoff. This model will also 
help in better utilization of available bandwidth which is a 
sensitive parameter in mobile multimedia networks. 
Key words: Mobility, Correspondent node, 3RP 

1. INTRODUCTION 
Real time applications on internet now require new 

effecient ways of utilization of network resources reliably. 
On internet, each node needs unique identity-as IP address 
in the network. A node with a static IP address cannot 
change the point of attachment during network access but it 
is highly required to change the address to support the 
mobility of nodes. This is adaptive nature of IP address 
which provides true mobility[3]. 

Internet Engineering Task Force (IETF) standardized 
Mobile IP for mobility protocol for internet. Mobile IP 
allows a Mobile Node (MN) to change its point of access. 
Mobile IP has two different versions based on IPv4 and 
IPv6. Mobile IPv4 uses separate UDP based protocol for 
registration. The IPv4 header had limitations in mobility 
because of its header length and scalability[4,5]. So IPv4 
based networks could not grow as per the current need of 
today. It has another limitation that needs triangular routing 
between MN and CN both nodes which requires extra 
attention[6]. 

Limitations of mobile IPv4 enforces for better solution. 
Mobile IPv6 has overcome the limitations of mobile IPv4. 
It can grow up to 2128-1 nodes and provides unique identity 
to each node. It is integrated as header extension which 
means it is divided into different headers- Mobility Header, 
Authentication Header and Security Header etc. All these 

headers have defined functionalities and are part of mobile 
IPv6 main header[7,8]. 

The possible scenarios of MN and CN are when- 
(i) MN and CN both remains in their home networks. 
(ii) MN is mobile and CN is stationary. 
(iii) MN is stationary and CN is mobile. 
(iv) MN and CN both are mobile. 

 
 
The first case is common and easy to handle because 

no node is mobile there. This is based on static IP address. 
Whereas second and third cases are similar having one 
node movable and another is not allowed to change its 
network.  The last case shows true mobility where both 
communicating nodes, MN & CN both, are allowed to 
change their network.  As in Figure 1, MN and CN both 
have left their home networks and moved to a foreign 
network (FN). 

As in fourth case, when MN leaves its home network, 
Home Agent, (HAMN) and enters the foreign network (FN), 
it links down from HAMN and links up to FN. FN router 
identifies the new foreign nodes (here MN) and now FN 
uses Dynamic Host Configuration Protocol (DHCP) to 
provide its network access to foreign nodes with new Care-
of-Address (CoA). Through Foreign network Agent (FA), 
MN sends its CoA to HAMN and gets bound with its home 
HAMN. After getting an acknowledgement from HAMN 
now MN is ready to re-establish the broken communication 

Home Network of MN 

HAM
 

Other Node 

MN CN 

HACN 

Home Network of CN 

Visited IPv6 Internet 

Other Node 

Router 

Router 

Router 

Figure 1: An Example of Mobility 

Router 
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with CN. There are two ways to re-establish the 
communication being in foreign network. 

(i). Get request(s) through HAMN. 
(ii). Initiate a new communication message. 

MN has list of CNs and sends message to them with new 
CoA after proper authentication and security to identify the 
actual correspondent nodes. MN also gets new request 
through HAMN. MN and CN now identify to each other and 
ensure a reliable communication. There is an existing 
model known as Reverse Return Routability Procedure 
(3RP). It takes six steps for fresh registration as well as 
reestablishment of communication after link break-up due 
to change of access point/network by a mobile node. It 
consumes good amount of time and affects the performance 
particularly when link is reestablished after a link break up. 
The proposed model may reduce this time by reducing the 
number of steps for registration. In the present work we 
have proposed a new mobility model which exchanges 
lesser messages during fresh and after link break-up 
registration to establish the communication link. 
 

 
 

 
2. Reverse Return Routability Procedure (3RP) 

3RP model proposed by Saxena & Jasola[1,2] is the 
addressable process that claims mobile node address 
through care-of-address of correspondent node during 

mobility. During authentication process it uses binding 
management key (KBM) as proof. It uses Home Test 
initialisation(HOTi), Care-of-test initialisation(COTi), 
Home test (HOT) and Care-of-test(COT) messages. Home 
agent of registering node, HAXX, sends HOTi to other node 
and gets response as HOT through HAXX. Home agent of 
FN, where mobile node is currently located, sends COTi 
message directly to another node and gets response as COT 
message from that node. 

The message is sent through moving nodes’ (MN and 
CN both) home agents (HAMN and HACN) directly to 
another communicating node (MN or CN). Afterwards it 
again gets binding update (BU) with other node by sending 
the BU and binding acknowledgement (BA) as shown in 
Figure 2 and Figure 3. Finally the data transfer proceeds.  

Message Formats of 3RP[1,2] 
There are four message formats for registration and the two 
messages for binding the values. 
(i) Home Test init (HOTi)- HOTi message format 

contains Source Address, Destination Address and init 
cookies. The source is the home address, destination 
address is correspondent Address and init cookies is 
the key that should be remembered by mobile node to 
identify the correspondent node. 

(ii) Care of Test init (COTi)- COTi message contains 
source Address, destination Address and init cookies. 
The source address is the care-of-address, 
corresponded node destination address is 
correspondent address and init  cookies is the previous 
key which is sent by mobile node. Correspondent node 
compares these two cookies and identifies the mobile 
node. 

(iii) Home Test (HOT)- HOT message format contains 
source address, destination address init cookies, 
keygen token and nonce index. The source is the 
correspondent address, destination address is home 
address. The correspondent node generates the keygen 
token by using the home address, nonce index and ‘0’ 
bit appended at the end of message after applying the 
secure hash algorithm and send it to the home address. 

(iv) Care Of Test (COT)- COT message contains source 
address, destination address, init cookies, keygen token 
and nonce index. The source is the correspondent 
address and destination address is care of address. At 
the correspondent node it sends the generated keygen 
token with other keys at care-of-address directly. Now 
the receiver again regenerates the keygen and 
compares for proper identification. 

(v) Binding Update (BU)- All the above four messages 
are known as 3RP. And after this it (care of address 
node) sends binding update to correspondent node. 
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Now in the Binding Update the message format 
contains-source address, destination address, home 
Address, sequence number, nonce index, care of nonce 
index and encryption key KBN.  
The Source Address is care-of-address, Destination 
Address is correspondent address and KBN is applied 
to SHA with care of address, correspondent and 
binding update message and sent to the destination.  

(vi) Binding Acknowledgement(BA)- Similarly the 
binding acknowledgement message contains source 
address, destination address, sequence number and 
encrypted KBN. Here source address is correspondent 
home address, Destination Address is care-of-address,  

There are two problems in 3RP 
(i). It takes six steps for a new registration process which 

takes good amount of time and affects the 
performance when link is broken due to change of 
network by a node. By the proposed model this time 
can be reduced. 

(ii). It always requires fresh registration whenever the 
communication breaks. In the proposed model 
reduced steps will reestablish the communication. 

3. PROPOSED MODEL: Circular Registration 
The new reliable mobility model follows circular 

registration process which performs better in intermediate 
reestablishments of broken communication. The 
communication process is between the care-of addresses of 
MN and CN. 

The basic structure of the mobility when MN and CN 
both move to foreign networks is shown in Figure 4. It is 
showing the sequence of the registering process when MN 
initiates the reestablishment of broken communication. 
 

 
BASIC MODEL- A moving Correspondent node (MCN) 
needs to communicate with other mobile node (MN). MCN 
just sends INIT message to Home of MN, considering that 
MN is in home network. The Home Agent of MN checks 

the list of nodes whether MN is in the home network or in 
some foreign network by checking binding information at 
Home Agent. Now there are two cases- 

(i) MN is bound with its home network. 
(ii) MN is not bound with its home network. 

In the first case the related information is sent to MN at its 
current (home) location. In the second case, CN should be 
waiting until further information and acknowledgement 
message should be sent to CN. Here the proposed model 
works better and the registration takes four steps- 

(i) From MN to HAMN 
(ii) From HAMN to HACN 
(iii) From HACN to CN at its current location 
(iv) From CN to MN (direct). 

MNHAMNHACNCNMN 

Registration Process of MN- First it stores related 
information from INIT message about CN and generates 
the security key on the basis of message and apply security 
algorithm (if required) before sending REG message to 
HAMN. HAMN just forwards REG message to the Home 
Agent, HACN, of destination as mentioned in the message 
and HACN sends it to the current address of CN. CN 
analyzes the information and retrieves the Keys and 
compares with new created key. After editing the message 
it is sent to MN. 

Finally MN gets the encrypted message which is 
decrypted with key and security level and compare with its 
original IP address. If successful, it sends BA to CN. Now 
both are registered for data transfer. The process is shown 
in the Figure 5. 

 

 

Registration Process of CN- Similar case as CN initiates 
the registering process when it binds up with its Home 
Agent (HACN). The process is shown in the Figure 6. 
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Binding Update by MN- During the mobility if 
communication fails between the MN and CN, first MN 
binds up with the new/changed foreign network (it may 
again enter into home). After binding, it checks the list of 
all previously communicating nodes and ends binding 
update to all instead of registering. During binding it gets 
new Key for further communication. On unsuccessful 
binding it follows the registering process again through 
HAMN, HACN, CN and MN. The process is shown into 
Figure 7. 

 
Binding Update by CN- Similarly as in the binding update 
of the MN but simple difference is that it is initiated by the 
CN instead of MN. 
Message Formats- Four massage formats are required 
(i) INIT- This is initiating message and sent on every first 

request made by initiator (the node which wants to 
start the communication). INIT message follows the 
path through homes. The INIT message has-Source 
address (CoA of MN), Destination address(Home 
Address of CN) and key K1. 

(ii) REG- Registration is circular process which starts and 
ends at REG initiator (CN). It goes through home 
agents and returns back directly to the REG initiating 
node. Initially, it has Source address(CoA of 
CN),Destination address(MN Home Address) and 
Keys K1 & K2. And finally REG initiator node(CN) 
receives directly modified version of REG- Source 

address(CoA of MN), Destination address(CoA of CN) 
and Keys K2 & K3. 

(iii) BU- Binding update is special message and is used to 
reestablish the broken communication. This message is 
sent by the node that has changed its address(MN) 
recently. BU message uses the previous values that 
were used during last communication. BU message is 
same as registration message but with keys (K1 and 
K4), where K1 is INIT message-key and K4 is the one 
used during last communication (introduced by BA). 

(iv) BA- The binding acknowledgement message is final 
binding message. This is sent to MN in response of 
REG or BU. In response of REG it simply adds new 
key (K4) and sends communication establishment 
details. But in response of BU it sends new key 
replacing the old one. 

K4 (old) K4 (new) 
Exchange of keys in circular registration- 

 

All keys are of 64 bits. K0 is random number of 64 bits. K i 
depends on K i-1. 
Exchange of keys to reestablish the communication after a 
break in communication: 

 

4. IMPLEMENTAION 
The proposed model is simulated in JAVA 1.5 on the 

Windows XP platform using JFC and threads. Initially 
there is a Network having 8 LANs. All LANs are LAN0, 
LAN1, LAN2, LAN3, LAN4, LAN5, LAN6 and LAN7. 
Each LAN has a different key to access network as shown 
in Table 6. LAN2 has two nodes MN2 & HAMN2. Both 
have network ID 64 and 65 with different security keys to 
LAN access. MN2 has its node ID as MN2(64)  and a 
security key (Kc). Similarly its home has its ID and 
security key Kc. HAMN2 has a space for foreign node but 
now it is vacant and LAN access status which is initially 
free for both nodes (MN2 & HAMN2). Similarly all LANs 
have their nodes’ list. All nodes and home are shown in 
Table 6,7 and 8.  

After network initialization the communication is to be 
established between node MN3(96) and CN1(32). Here 
MN3(96) initiates the INIT process. The flow of the INIT 
message is MN3(96)HAMN3(97)HACN1(33)CN1(32). 
Here HAMN3(97) forwards the message to HACN1(33) as 
shown in Table-1, where first five rows show the INIT 
process. 

MN1(32) after receiving the INIT message starts REG 
process. The flow of REG process is  
CN1(32)HACN 1(33)HAMN 3(97)MN3(96)CN1(32). 
This time REG message follows the reverse path followed 

MN 
K1 

INIT CN 
K1,K2 
 REG MN 

K2,K3 
 REG CN 

K1,K4 
 BA MN 

MN CN 
K1,K4(new) 
 MN 

K1,K4 
 BU BA 
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by INIT message. Home nodes forward message to 
destination MN3(96). Table-1 shows the steps. MN3(96) 
receives a REG message in response of INIT message. 
MN3(96) edits message and forwards to CN1(32) directly. 
The whole REG process is shown in Table-1 & 2- last four 
lines of Table-1 and first line of Table-2. CN1(32) receives 
a REG message in response of REG message. Now it starts 
BA message. 

Table:1: INIT and REG Process 
Node Local ID Network ID Process Message 
MN3 3 96 Start Initialization 
MN3 3 96 INI Request Sent 

HAMN3 3 97 Forward Message forwarded to 
  HACN1 1 33 Forward Message forwarded to 
  CN1 1 32 RQ Registration started 

HACN1 1 33 Forward Message forwarded to 
  HAMN3 3 97 Forward Message forwarded to 
  MN3 3 98 RQ Registration process 

    
Table 2: BA and Data Transfer. 

Node Local ID Network ID Process Message 
CN1 1 32 BA Binding Ack. Started 
MN3 3 96 BA Binding Completed 
MN3 3 96 Data Trans Data Transfer Started 
CN1 1 32 Data Trans Data Transfer Started 
MN3 3 96 Data Trans Data Transfer Started 
CN1 1 32 Data Trans Data Transfer Started 
MN3 3 96 Data Trans Data Transfer Started 
CN1 1 32 Data Trans Data Transfer Started 

Finally, BA message steps are CN1(32)MN3(96). 
MN3(96) received a BA message who was initiator of 
communication and is now ready for data transfer with 
authorization of correspondent CN1(32). The 
communication is established. All remaining processes are 
shown into Table-3. 

Table 3: Changing Address by MN3(96) 
Node Local ID Network ID Process Message 

MN3 3 96 Changing Changing Address 
MN3 3 96 Foreign Sending Foreign Registration 
HAMN2 2 65 Forward Registered into foreign network 
MN3 2 66 Request Information sent to Home 
MN3 2 66 BU Sending BU to 32 
HAMN3 3 97 Request CoA updated of node 9666 
CN1 1 32 BA Binding Ack. started 
MN3 2 66 BA Binding completed 

Both MN-(96) and CN-(32)  are communicating to 
each other. MN3(96) moved to foreign network LAN2. 
MN3(96) first received a care-of address and new LAN-
access key by LAN2. By sending the foreign registration 
message node MN3(96) received new ID 66 into LAN2. 
After this it sent the information to its Home HAMN1(97) to 
update care-of address and takes steps to reestablish the 
communication. The reestablishment of communication 
process is BU and BA messages in between 
MN1(66)CN1(32). The BU message is sent to node 
CN1(32). CN1(32) analyzes whether to reply with BA 

message or not. The Table-4 shows the entire process of 
reestablishment of communication. 

After reestablishment of communication between 
CN1(32) & MN3(66), CN1(32) moved into foreign network 
LAN4. CN1(32) first got a care-of address and new LAN 
access key by LAN4. By sending the foreign registration 
message, node CN1(32) got new ID 130 into LAN4. Now 
this information is sent to its Home HACN 1(33) to update 
care-of address and follows steps to reestablish the 
communication. The reestablishment of communication 
processes are BU and BA messages in between 
MN3(66)CN1(130). The BU message is sent to node 
MN3(66). MN3(66) analyzes whether to reply with BA 
message or not. Table-4 shows the entire process of 
reestablishment of communication.  

Table-4: Reestablishment of Communication. 
Node Local ID Network ID Process Message 
CN1 1 22 Changing Changing Address 
CN1 1 32 Foreign Sending Foreign Registration 

HAMN4 4 129 Forward Registered into foreign network 
CN1 4 130 Request Information sent to Home 

HACN1 1 33 Request CoA updated of node 32130 
CN1 4 130 BU Sending BU to 66 
MN3 2 66 BA Binding Ack. Started 
CN1 4 130 Data Trans Binding continued 

All these steps show how to establish a new 
connection, change of address by correspondent node or 
mobile node or both. At the end the correspondent node 
CN1(130) sends a message to close the communication. 
Table -5. 
 

Table -5: Closing Communication. 

Node Local ID Network ID Process Message 
CN1 4 130 Data Trans Data transfer continue 
MN3 2 66 Data Trans Data transfer continue 
CN1 4 130 Data Trans Data transfer continue 
MN3 2 66 Data Trans Data transfer continue 
CN1 4 130 Data Trans Data transfer continue 
MN3 2 66 Data Trans Data transfer continue 
CN1 4 130 Closed Communication finished 
MN3 2 66 Finished Communication finished 

 
Table 7: Home List 
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Table 6: LAN Details 

Sr. 
No. LAN ID Network Key 

Internal nodes’ list 
Home 
Name 

Node 
Name 

Foreign 
Node Name 

1 0 -2796157908206859895 HAmn0 MN0 - 
2 1 -4628641561949930066 HAcn1 CN1 - 
3 2 1273808252703953671 HAmn2 MN2 - 
4 3 -1587058469200310565 HAmn3 MN3 - 
5 4 -3366644127751405509 HAmn4 MN4 - 
6 5 540072993638041822 HAmn5 MN5 - 
7 6 980717501151800054 HAmn6 MN6 - 
8 7 -7671850706000975806 HAmn7 MN7 - 
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1 HAMN0 LAN0 1 -699852102673795571 MN0 - 
2 HACN1 LAN1 33 -5086360294108397192 CN1 - 
3 HAMN2 LAN2 65 -7217034949619537402 MN2 - 
4 HAMN3 LAN3 97 -4321165493066525820 MN3 - 
5 HAMN4 LAN4 129 -2742521606173754264 MN4 - 
6 HAMN5 LAN5 161 -2211604228482065662 MN5 - 
7 HAMN6 LAN6 193 9214057590934752163 MN6 - 
8 HAMN7 LAN7 225 -7671850706000975806 MN7 -   

Table 8: Moving Node List 

SN No
de

 

LA
N 

 ID
 

Ne
tw

or
k  

ID
 

LAN access key 
Home 

ID Kc 
1 MN0 LAN0 0 4859524786204359779 1 -

 2 CN1 LAN1 32 -7459458870876608887 33 8637522115308582251 
3 MN2 LAN2 64 -2600126444617303549 65 -

 4 MN3 LAN3 96 -671822774646447901 97 3298821842463134199 
5 MN4 LAN4 128 -519272530817304060 129 -

 6 MN5 LAN5 160 3368702412753809847 161 -
 7 MN6 LAN6 192 -7730710215611681677 193 7013852424545880551 

8 MN7 LAN7 224 -4816490087373103019 225 -
 

5. CONCLUSION 
The proposed mobility model has only four message 
formats. Circular registration method follows circular path 
so no need to acknowledge separately. The registering 
process is situation dependent and divided into two parts. 
First one is initial registration setup and intermediate setup 
after link breakage whereas the binding update process is a 
better option when intermediate registration is needed. This 
model will be efficient if nodes are highly mobile and 
change of network is very frequent. Due to reduction in 
exchange of messages in various situations, this model will 
enhance the utilization of the available bandwidth. 
Throughput will be improved because the reduced 
exchange message will provide more time for data transfer. 
For real time applications delay due to handoff and 
bandwidth will be certainly improved. In case of that both 
nodes, MN and CN, changes their point of access 
simultaneously then it may take more time to reestablish 
the new connection.  
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ABSTRACT  
 
In this paper, we have calculated potential energy term in variable moment of inertia nuclear softness which shows 
the variation of potential energy term for the different even-even nuclei in the region of I-quadrant based on the 
valence particle and hole pairs consideration [8]{Ce (N=90), Nd (N=92), Dy (N=92) & Dy (N-94)} with spin (J). 
The value of potential energy term is increasing almost linear with increasing spin (J) for all the nuclei. 
 
Key Words: Ground State Moment of Inertia (θ0); Softness Parameter (σ); Stiffness Constant (C)  
_____________________________________________________________________________________________ 
 

INTRODUCTION 
 
Now, it has been experimentally [1] suggested that the ground state bands for even-even nuclei away from closed 
shells can be expected throughout the Periodic Table. Theoretically, a number of models [2-7] have been proposed 
to correlate such a data. In this attempt, the variable moment of inertia (VMI) model proposed by Mariscotti et al; 
[2] is one of the earliest and very popular among the nuclear science community. In this model, the excitation energy 
of the state J is defined as the sum of the rigid rotational energy (with moment of inertia ‘θ’ varying with angular 
momentum ‘J’) and a potential energy term (harmonic in angular momentum dependent moment of inertia θJ about 
its mean ground state value θ0. Latter this VMI model extended by Klein and his associates [5, 6] on the basis of the 
predictions of the Interacting Boson Model [IBM-1] in to two generalizations of VMI model, namely, the Variable 
An harmonic Vibrator Model (VAVM) and the Generalized VMI (GVMI) model. Batra et al; [7-10] extended VMI 
model by taking in to account the concept of nuclear softness. This extended version of VMI generally called 
VMINS model. In the present work we studied the importance of potential energy term using VMINS model. 
 

MATERIALS AND METHODS 
 
In the original variable moment of inertia (VMI) [2] model, the excitation energy of the member of the ground-state 
band with angular momentum J is given by  
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Here the potential term is added to the usual rotational term. The coefficients c and I0 are parameters, characteristic 
for each nucleus. Where I0 is called the ground state moment of inertia and c is denoted as stiffness parameter.  
 
Gupta et al; [7, 8] expressed the Variable Moment of Inertia (VMI) model for the ground state band in even-even 
nuclei in terms of his Nuclear Softness (NS) model [3]. In NS model the variation of moment of inertia θ with J is 
given by 
 

)1(0 Jσθθ +=                                                  --------------------     (ii) 

 
Where θ0 is the ground state moment of inertia and σ is the softness parameter. After putting the value of Moment of 
Inertia (I) in terms of Nuclear Softness Parameter (σ) in equation (i) we get the following expression:- 
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     ----------------------   (iii) 

Equation (iii) has three parameters 
(a) Ground State Moment of Inertia (θ0) 
(b) Softness Parameter (σ) 
(c) Stiffness Constant (C)  
 
Two of the parameters Ground State M I (θ0) and Stiffness Parameter (C) are same as ‘I0’ and ‘c’ in original VMI 
model, while the Softness Parameter (σ) is different parameter which represents the softness of a particular nucleus. 
The first term in right hand side of equation (iii) has two parameters (i.e. θ0 & σ), while the second term has three 
parameters (i.e. C, θ0 & σ). The parameters θ0 and σ are calculated by following the conditions given in reference 
[9]. 
 
In the present work we study the second term of equation (iii) i.e. (Potential Energy Term, Epot.) with spin ‘J’ of the 
nucleons and with ground state of moment of inertia and with nuclear softness parameters of different nuclei of 
quadrant-I. 
 

 
Fig.-(1): Variation of Potential Energy Term (Epot.) with Spin (J). 
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Fig.-(2): The Variation of Potential Energy Term (Epot.) with Ground State Moment of   Inertia. 
 

 
 

Fig.-(3): The Variation of Potential Energy Term (Epot.) with Nuclear Softness Parameter. 
 

RESULTS AND DISCUSSION 
 
(a) Dependence of Epot on Spin J 
The variation of potential energy term for the different even-even nuclei in the region of I-quadrant based on the 
valence particle and hole pairs consideration [8]{Ce (N=90), Nd (N=92), Dy (N=92) & Dy (N-94)} with spin (J) has 
been shown in fig. (1). It is clear from fig. (1), that the value of potential energy term is increasing almost linear with 
increasing spin (J) for all the nuclei. In case of Dy (D=92) the potential energy term is less than that of Dy (N=94) 
for a particular value of spin (J). 
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(b) Dependence of Epot on Ground State Moment of Inertia 
In figure (2) the variation of potential energy, Epot, with ground state moment of inertia is shown. It is apparent from 
this figure that the potential energy term is decreases almost exponentially with ground state moment of inertia. 
 
(c) Dependence of Epot on Nuclear Softness Parameter 
In figure (3) the variation of potential energy, Epot, with nuclear softness parameter has shown. The nuclear softness 
parameter of nuclei is increases with nuclear softness parameter in the same way as that of decreases with ground 
state moment of inertia.  
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ABSTRACT: 

Microbial bio-fuel cell technology has a immense potential and will emerge gradually as an 

essential element for renewable power generations, wastewater treatment process, fuel-batteries for 

automobile, self powered medical implants and environment sensors, bio-remediation and many more 

applications. In a microbial bio-fuel cell (MBFC), microbes/ enzymes are used as a catalyst to convert 

chemical energy, available in a bio-convertible substrate, directly into electricity. The main focus of MBFC 

research is on the study of microbe/ enzyme, the substrate and the mediator. E. Coli, Nocardia, 

Pseudomonas methanica, C. butyricum, Lactobacillus plantarum. Streptococcus lactis,  Erwinia 

dissolvens, Proteus vulgaris, Bacillus subtilis,  Alcaligenes eutrophus, Enterobacter aerogenes and  

Desulfovibrio desulfuricans microbes have been widely used in MBFCs. Carbohydrates (glucose, sucrose, 

cellulose, starch), volatile fatty acids (formate, acetate, butyrate), alcohols (ethanol, methanol), amino 

acids, proteins and sulfides or acid mine drainages have been used as energy source (substrates) and MB, 

HNQ, TH, MelB and NR have been used as mediators. Today, the major problems before MBFCs research 

are- short active lifetimes, low power densities, low efficiency, to engineer optimal functioning of 

microbes, electron transport between the microbes and the current collector, multi- microbes systems, and 

standardized characterization protocols. In this paper, an effort has been made to compile the R&D 

outcome of large number of researchers on different microbes, substrates and mediators being investigated 

in the last five decades. 
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INTRODUCTION: 

How would you feel if your cell phone battery is instantly charged by the addition of a small 

amount of glucose or sucrose?  Implant a power source into a human body and get infinite supply of power 

for heart pacemaker, hearing devices, artificial kidneys, insulin pumps, gluco-sensors and other micro-

medical devices. Power a robot using fruits, sugars, meat and insects. Treat the waste water in to potable 

water and simultaneously generate electricity, and many more innovations. All this can be made possible 

by a bio-fuel cell; this being feasible since fuel, oxidant, and by-products are harmless and often 

biologically endogenous. Galvani first observed that an electrical action can induce a biological reaction. 

The converse is also true and in this way biological processes can be used to generate electricity. Bio-fuel 

cells were first introduced in 1911 when Potter[1] cultured yeast and E. Coli cells on platinum electrodes. A 

variety of microbe/ bacteria, substrates and mediators were used to generate electricity in microbial bio-fuel 

cells. Cohen[2] in 1931 developed a microbial fuel cell battery capable of generating potentials of order of 

~35V. But it was not until 1962 that a bio-fuel cell based on enzyme glucose oxidase to oxidize glucose at 

the anode was invented and used to generate current.  More recently, there has been an upsurge in research 

in bio-fuel cells[3-21], an alternative energy devise based on bio-electro-catalysis of agri-based, biological 

and organic substrates by enzymes or microorganisms. A bio-fuel cell generates electricity from 

carbohydrates utilizing bacteria/ enzymes as the catalyst. The basic components of bio-fuel cell are- an 

anode, a cathode, and a separator. However, the bio-catalysts used are oxido-reductase enzymes or bacteria. 

These bio-catalysts can catalyze oxidation-reduction reactions. Since these bio-catalysts are selective 

electro-catalysts, the separator could be an electrolyte solution, gel, or polymer. The bio-fuel cell 

incorporates an anode consisting of sugar-digesting microbe/ enzyme and mediator, and a cathode 

comprising oxygen-reducing microbe/ enzyme and mediator, either side of a cellophane separator. The 

anode extracts electrons and H+  ions from the sugar (glucose) through enzymatic oxidation as follows: 

Glucose                            Gluconolactone  +  2H+  +  2e-    (1) 

The H+ ion migrates to the cathode through the separator, where the H+  ions and electrons absorb 

oxygen from the air to produce water: 

O2    +    4H+     +   4e-                           2H2O     (2) 
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Figure 1 shows a schematic of a generic bio-fuel cell oxidizing glucose as fuel at the bio-anode 

and reducing oxygen to water at the bio-cathode. During this electrochemical reaction, the electrons pass 

through the outer circuit to generate electricity. It is interesting to note that the catalytic four-electron 

reduction of oxygen to water could take place at an enzyme electrode in neutral solution. Due to the 

selective reactivity of the enzymes at each electrode, no cross reaction occurs between the anode and 

cathode.  

 

 

 

 

 

 

 

 

 

 

Fig. 1. Schematic presentation of a bio-fuel cell[22]. 

 

Over the last 5 decades, many improvements have been made in bio-fuel cells and these are the 

subject matter of several review articles[11,12,15,16]. However, there are several major issues to be 

considered in respect of bio-fuel cells for further improvement. Short active lifetimes, low power densities, 

and low efficiency of bio-fuel cells can be solved by new strategies for immobilization and stabilization of 

the bio-catalysts; for engineering of bio-catalyst to function optimally at electrode surfaces; for electron 

transport between the bio-catalyst and the current collector; for optimization of multi- bio-catalyst systems, 

and for developing standardized characterization protocols for the bio-fuel cell research community at 

large. 
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Dr Serge Cosnier and his team [23] at the Joseph Fourier University of Grenoble have built a bio-

fuel cell that uses glucose and oxygen at concentrations found in the human body to generate electricity. 

They are the first group in the world to demonstrate their device working while implanted in a living 

animal. Recent advances by the Heller group  have shown that bio-fuel cells can be implanted and can 

continue to function in a living organism. For ex vivo applications, many fuels are being considered, from 

alcohols to sugars.  

 

Szczupak et al. [24] reported that bio-fuel cells implanted in living clams were able to generate 

electrical power using physiologically produced glucose as fuel. The living batteries generated open 

circuitry voltage (Voc), short circuitry current (Isc) and maximum power (Pmax) of ca. 800 mV, 25 μA, 5.2 

μW and ca. 360 mV, 300 μA, 37 μW for the serial and parallel connections of 3 “electrified” clams, 

respectively. Pan et al.[25] designed a nano-wire-based bio-fuel cell (NBFC) which consists of a single 

proton conductive polymer nano-wire for converting chemical energy from bio-fluids into electricity, using 

glucose oxidase and laccase as catalyst. This innovative single nano-wire bio-fuel cell is capable of 

producing an output which is sufficient to drive pH, glucose or photon sensors. The high output power, low 

cost and easy fabrication process, large-scale manufacturability, high ‘on-chip’ integrability and stability 

demonstrates its great potential for in vivo bio-sensing. The NBFC can be accomplished at nano/micron 

scale, and the bio-fuel cell of a single nano-wire generates an output power as high as 0.5-3 µW in glucose 

solution, in human blood and the juice of a watermelon. It has been integrated with a set of nano-wire based 

sensors for performing self-powered sensing. 

 

Cinquin et al [24] reported the first functional implantable glucose based bio-fuel cell (GBFC), 

working in the retroperitoneal space of freely moving rats. The breakthrough relies on the design of a new 

family of GBFCs, characterized by an innovative and simple mechanical confinement of various enzymes 

and redox mediators: enzymes are no longer covalently bound to the surface of the electron collectors, 

which enables use of a wide variety of enzymes and redox mediators, augments the quantity of active 

enzymes, and simplifies GBFC construction. The most efficient GBFC was based on composite graphite 

discs containing glucose oxidase and ubiquinone at the anode, polyphenol oxidase (PPO) and quinone at 
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the cathode. PPO reduces O2 into water, at pH 7 and in the presence of chloride ions and urates at 

physiological concentrations. This GBFC, with electrodes of 0.133 mL, produced a peak specific power of 

24.4 µW mL−1, which is better than pacemakers' requirements and paves the way for the development of a 

new generation of implantable artificial organs. 

 

Bio-fuel cells are expected to revolutionize medical implants, from sensors and drug delivery 

devices to entire artificial organs. A new range of artificial, electrically-powered organs are now under 

development, including hearts, kidneys, and bladder sphincter, and work has begun on fully-functioning 

artificial limbs such as hands, fingers, and even eyes. But they need electricity to run. Batteries are good 

enough for implants but they run out fast and have a fixed lifespan- normally 5 years after implantation. 

One study in the US found that one in five 70 year-olds implanted with a pacemaker, survived for another 

20 years - meaning this group needed around 3 additional operations after the initial implant, just to replace 

the battery. Each operation is accompanied by the risk of complications of surgery, not something anybody 

should have to face if it is avoidable. Other devices such as artificial kidneys, limbs or eyes, would have 

such high energy demands that users would have to change their power source every few weeks to keep 

them working. It is simply impractical to use batteries in these devices.  

 

Scientific research focusing on the technical challenges[3, 22] surrounding a bio-fuel cell has been 

taken as a team work by the University Professors in US and other developing countries. These cells will 

run on simple sugars or similar compounds. Researchers are turning to the natural world in an effort to see 

how sugars are oxidized by animals to produce power.  

  

ADVANTAGES OF BIO-FUEL CELLS [26-28]: 

• Bio-fuel cells replace expensive precious metal catalysts with low cost, renewable enzymes for the 

catalysis of redox-reactions.  

• Bio-fuel cells utilize bio-waste, alcohols, glucose, and carbohydrates etc which, theoretically, give high 

energy. For example, if a molecule of glucose is oxidized completely, there are 24 electrons available 

for current generation. 
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• Bio-fuel cells are nontoxic and environmentally friendly. Glucose and other bio-molecules used in a 

bio-fuel cell are produced as a by-product of photosynthesis, and thus make the total process carbon 

neutral. 

• Bio-fuel cells have ability to metabolize glucose and other carbohydrates present in human body fluids 

and the enzymes are biocompatible, which allow bio-fuel cells to implant into a human body and use 

them as power sources for pacemakers and other implants. 

• Wide range of available enzymes with high catalytic activities superior to that of platinum, allow 

working in different experimental conditions. 

• Substrate specificity of enzymes eliminates the need of existing expensive polymer electrolyte 

membranes. 

• Bio-fuel cells do not require nutrients or biomass acclimation and the whole process can be controlled 

more easily.  

• Bio-fuel cells produce higher power output densities. 

• Bio-fuel cells can be easily engineered for a miniaturized system. 

• Bio-fuel cells have very long life. An implanted bio-fuel cell would produce electrical current as long 

as a person is ticking. 

• In a bio-fuel cell, a hydrogenase-coated anode and a laccase-coated cathode can be placed in the same 

compartment, meaning that, there is no need to separate the fuel and oxidant. 

• In a bio-fuel cell, enzymes can also be tolerant of chemical species that are usually considered as 

poisons to conventional catalysts. For example, the membrane-bound hydrogenases from Ralstonia 

eutropha H16 and Ralstonia metallidurans CH34 can oxidise H2 even in an excess of CO.  

 

Bio-fuel cell could be classified into many types based on fuel containment, fuel and catalyst sources, 

origin of the catalytic enzymes and the method of electron transfer between reaction site and electrode. In 

this paper an attempt has been made to compile R&D findings of different researchers on the types of 

bacteria, substrates and mediators being studied in respect of microbial bio-fuel cell(MBFCs), and also 

assess the possible applications and advantages of different bio-fuel cells.   
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MICROBIAL BIO-FUEL CELLS:  

A microbial bio-fuel cell (MBFC) converts chemical energy, available in a bio-convertible 

substrate, directly into electricity. To achieve this, bacteria are used as a catalyst to convert substrate into 

electrons. Bacteria are very small (size=1 µm) organisms which can convert a huge variety of organic 

compounds into CO2, water and energy. The micro-organisms use the produced energy to grow and to 

maintain their metabolism. However, by using a MBFC one can harvest a part of this microbial energy in 

the form of electricity. A MBFC consists of an anode, a cathode, a proton or cation exchange membrane 

and an electrical circuit.  

  

 

 

Fig. 2. Layout of a microbial bio-fuel cell [29].  

 

 

In the anode compartment, the bacteria convert a substrate such as glucose, carbohydrate, acetate 

into CO2, protons and electrons. Under aerobic conditions, bacteria use oxygen or nitrate as a final electron 

acceptor to produce water. However, in the anode of a MBFC, no oxygen is present and bacteria need to 
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switch from their natural electron acceptor to an insoluble acceptor, such as the MBFC anode. Due to the 

ability of bacteria to transfer electrons to an insoluble electron acceptor, one can use a MBFC to collect the 

electrons originating from the microbial metabolism. The electron transfer can occur either via membrane-

associated components, soluble electron shuttles or nano-wires. The electrons then flow through an 

electrical circuit with a load or a resistor to the cathode. The potential difference (Volt) between the anode 

and the cathode, together with the flow of electrons (Ampere) results in the generation of electrical power 

(Watt). The protons flow through the proton or cation exchange membrane to the cathode. At the cathode, 

an electron acceptor is chemically reduced. Ideally, oxygen is reduced to water. To obtain a sufficient 

oxygen reduction reaction (ORR) rate a Platinum-catalyst has to be used. However, many researchers have 

tried to use other non-noble metal catalyst. 

 

ENERGY SOURCES FOR MBFCs: 

Energy source (a substrate) is important for any biological process as it serves as carbon or 

nutrient or raw material for the production of energy. The efficiency and economic viability of converting 

organic wastes to bio-energy depend on the characteristics and components of the waste material, 

especially the chemical composition and the concentrations of the components that can be converted.  

Many organic substrates have been investigated as possible energy sources to generate electricity using 

MBFCs. These include carbohydrates (glucose, sucrose, cellulose, starch), volatile fatty acids (formate, 

acetate, butyrate), alcohols (ethanol, methanol), amino acids, proteins and even inorganic components such 

as sulfides or acid mine drainages. An exhaustive list of different substrates (Table 1) studied in MBFCs 

has been given in the review paper of Pant D. et. al.[30] published in Bioresource Technology in 2009. In 

order to scale new MBFC components, reactor designs or operational conditions, acetate is commonly used 

as a substrate because of its inertness towards alternative microbial conversions (fermentations and 

methanogensis) at room temperature. Using a single-chambered MBFC, Liu et al. [31] reported that the 

power generated with acetate (506 mW/m2, 800 mg/L) was up to 66% higher than that produced with 

butyrate (305 mW/m2, 1000 mg/L). Very recently, Chae et al. [32] compared the performance of four 

different substrates in terms of CE and power output. Acetate-fed MBFC showed the highest CE (72.3%), 

followed by butyrate (43.0%), propionate (36.0%) and glucose (15.0%). Also, when acetate was compared 
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with a protein-rich wastewater as substrate in MBFC, the MBFC based on acetate-induced consortia 

achieved more than 2-fold maximum electric power, and one half of optimal external load resistance 

compared to the MBFC based on consortia induced by a protein-rich wastewater. However, the protein-rich 

wastewater being a complex substrate provides the possibility of enriching more diverse microbial 

community than acetate. Having a more diverse microbial community helps to use various substrates or to 

convert complex organics to simpler compounds such as acetate which is used as electron donor for current 

production.  This results in high Coulombic efficiencies of up to 98% and high power outputs of up to 115 

W.m3 for mixed anodophylic cultures.  

TABLE 1( TO BE INSERTED HERE) 

The use of a pure or single substrate allows study of metabolic processes and conversion products 

during the microbial conversion; it is not realistic to power full scale MBFCs with pure substrates from 

economic point of view. In that perspective, the use of second generation bio-fuels or organic waste is 

highly promising because it allows to combine the actual treatment of the waste with the generation of 

energy.A range of more complex organics, containing a large variety of different readily and non-readily 

degradable molecules such as domestic wastewater[33], brewery wastewater[34], paper recycling 

wastewater[35] or the effluent of anaerobic digesters [36] have been demonstrated to generate electrical 

power in MBFCs. However, the power outputs using wastewater are 10 times lower compared to pure 

substrates, and the composition of the wastewater is strongly affecting the power output of MBFCs. Rabaey 

et al.,[29] found that spiking the wastewater with acetate resulted in an increase of the power output, 

indicating that the higher the rapidly biodegradable fraction within the wastewater is, the higher the power 

output will be. The type of substrate fed to a MFC potentially has an impact on the structure and 

composition of the microbial community. The more reduced the substrate is, the more energy there is 

available to divide across the community. This may lead to an increase of the possible interactions and 

niches. Rabaey et al.[10] showed that microbial communities in fuel cells evolve specifically, resulting in 

an optimized bioelectrocatalyzer. Both membrane-bound electron transfer and transfer through soluble 

redox mediators were observed for the bacterial species analyzed. The bacteria facilitated the extracellular 

electron transfer and reduced the overpotential at the anode, thereby increasing the power output. The fact 

that bacteria can produce, and moreover use, redox mediators as electron shuttles enables them to thrive in 
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a microbial fuel cell. While the redox conditions in a microbial fuel cell are disadvantageous for an aerobic 

bacterial species, such as P. aeruginosa, this species can become dominant. In another study, Rabaey[29] 

reported that no significant difference exist in bacterial growth by addition of different substrates. 

 

BACTERIA FOR MBFCs: 

Logan and Regan[15, 37] observed that the bacterial communities that develop show great 

diversity, ranging from primarily δ-Proteobacteria that predominate in sediment MBFCs to communities 

composed of α-, β-, γ- or δ-Proteobacteria, Firmicutes and uncharacterized clones in other types of MFCs. 

Different scientists have used different bacteria in MBFC which include E. Coli, Nocardia, Pseudomonas 

methanica, C. butyricum, Lactobacillus plantarum. Streptococcus lactis,  Erwinia dissolvens, Proteus 

vulgaris, Bacillus subtilis,  Alcaligenes eutrophus, Enterobacter aerogenes and Desulfovibrio 

desulfuricans. The studies of anode bio-film community composition have revealed the persistence of 

phenotypically uncharacterized bacteria with wide phylogenetic diversity that contributes in unknown 

ways to the bio-film ecology. Ecological studies show that competition for a limited resource leads to a 

successive maturation of the community, beginning with early colonizers and invaders that give way to the 

final dominant organisms. The limited surface area of a non-corrosive carbon electrode in an MFC might 

represent a unique opportunity to study the effect of limited space for cell respiration on microbial growth 

and competition.  

 

Logan & Regan[15, 37]  advocated that understanding how the microbial ecology of electricity 

producing communities develops and changes over time, in terms of colonization, invasion and succession, 

therefore opens the door on a new world of exploration and insight into complex microbial communities 

and the evolution of life. At the same time, it might also open the door to a new method for renewable and 

sustainable energy production. 

 

Davis and Yarbrough[38] showed that electrical energy can be produced using both 

microorganisms and enzymes. The microorganisms used in the MFC were Nocardia and Escherichia coli 

and the enzyme used was glucose oxidase (GOx), a dimeric protein that catalyses the oxidation of glucose 
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to hydrogen peroxide and D-glucono-δ-lactone. They began their study using a fuel cell configured with 

GOx, presumably containing bound flavin adenine dinucleotide (FAD), glucose, buffer, and a Pt-sheet 

electrode in the N2-purged anodic compartment. The cathodic compartment, containing a Pt-sheet 

electrode and buffer, was saturated with O2. GOx catalyzes the oxidation of p-D-glucose to 6-D-

gluconolactone with the concomitant reduction of FAD to FADH2 (eq. 3). Under biological conditions, 

FADH2 is reoxidized by dioxygen (eq. 4), but because the anodic chamber had been purged to remove 

dioxygen, this reaction did not occur. Methylene blue (MB) was added to the anode compartment both to 

reoxidize FADH2 and to shuttle the reducing equivalents made available by the enzymatic reaction to the 

anode (eqs. 5 and 6). 

p-D-glucose + GOx/FAD                 6-D-gluconolactone + GOx/FADH2    (3) 

GOx/FADH2 + O2                                     GOx/FAD + H2O2    (4) 

GOx/FADH2 + MB                          GOx/FAD + MBH    (5) 

MBH                                                  MBMB    (6) 

In the absence of MB, the fuel cell yielded no electricity. Voltage(Vc) at open-circuit was 0.28 V 

and voltages between 0.075 to 0.09 V could be maintained under a load of 1 kn. Because the glucose-

GOx-MB system under a N2 atmosphere generated reduced MB that produced electricity, the authors 

reasoned that a facultative anaerobe would also produce measurable current. Escherichia coli were added 

to the anode compartment in place of GOx, and a Vc of 0.625 V at open-circuit was obtained. Under a 1 

ki2 load, Vc could be maintained at 0.52 V for over 1 h. The use of ethane as fuel was attempted using an 

ethane-oxidizing Nocardia as catalyst. No current was produced even in the presence of MB. When 

glucose was substituted for ethane, metabolic activity increased. An open-circuit voltage of 0.3 V and a 

maximum current of 2 mA under a 1 kn load was reported. This value of maximum current seems 

unlikely, given the upper limit of 0.3 mA imposed by Ohms law (V = IR). 

A unique MBFC that utilized methane as fuel was demonstrated by van Hees [39]. The anodic 

compartment, containing Pseudomonas methanica, l-naphthol-2-sulfonate indo-2,6-dichlorophenol 

(NSIDCP), and a platinum anode, was purged of O2 and supplied with methane. The cathode compartment 

housed a platinum cathode in a sterile medium and was supplied with O2 in the form of air. Inclusion of 

NSIDCP in the anode compartment had no effect on Vceii at open-circuit, suggesting that this dye did not 
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function as an electrochemical mediator. This conclusion was further supported by enclosing the 

microorganisms in dye-permeable dialysis tubing and observing that the value for VC at open-circuit was 

established only very slowly even in the presence of NSIDCP; this observation suggests that microbial 

contact with the anode was necessary for electron transfer. The power density was low 0.98 (iW cm-2) and 

prolonged open-circuit conditions or high current drain were observed to be detrimental to the obligate 

aerobe used in this fuel cell. The explanation given for these observations was elaborate and the reader is 

referred to the original text. In summary, the authors concluded that bio-fuel cells utilizing obligate 

aerobes are best suited to functioning under moderate current drain. 

 

Suzuki et al. [40-44] studied several microorganisms for their production of H2 from glucose. Of the 

organisms studied, Clostridium butyricum IF03847 produced H2 at the highest rate and was therefore used 

to supply H2 to the anode compartment of a conventional fuel cell. Immobilization of the microorganism in 

a gel of agar-acetylcellulose both stabilized the H2-producing system and increased the rate of H2 

production. For every mol of glucose consumed, 0.6 mol of H2 and 0.2 mol of formic acid were produced. 

Two kg of wet gel containing -200 g of wet microorganism produced 40 ml (1.7 mmol) of H2 per min, 

equivalent to ~5 A. 

 

Four different fuel cell configurations were studied. One configuration, a fuel cell stack of five fuel 

cells using Pt- blackened Ni-gauze anodes and Pd-blackened Ni-gauze cathodes, was operated at room 

temperature. H2 was passed from a 5L reservoir containing 2 kg of immobilized whole cells to the anode 

compartments of the fuel cell stack at a rate of 40 ml min-1 while O2 was passed through the cathode 

compartments. The fuel cell system (H2 producing microbial reservoir and five fuel cells) was operated for 

7 days and maintained a current of 0.8 A at 2.2 V. The poor current efficiency was not noted. 

 

A second configuration used ~3 kg of immobilized microorganisms in a 200 L fermentation vessel 

containing 150 L of molasses. The biogas produced, containing both H2 and carbon dioxide, was passed 

into the anode compartment of a phosphoric acid fuel cell stack (two fuel cells in parallel operated at 200 

0C) at a rate of 400-800 ml min-1 while O2 was passed into the cathode compartment at a rate of 1-1.5 L 
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min-1. The open-circuit voltage was between 0.9-0.93 V and a stable current of 10-14 A was maintained 

for four hours with a power output of 9-13 W.  

 

Habermann and Pommer[45] demonstrated a microbial fuel cell utilizing the sulfate- 

reducing microorganism, Desulfovibrio desulfuricans.  Sulfide, produced from 

the metabolic reduction of sulfate, was oxidized at the anode using air as the terminal 

oxidant according to equations 7-9: 

SO4
2- + 8 H+ + 8 e-                                          S2- + 4 H2O    (7) 

S2- + 4 H2O                                                        SO4
2- + 8 H+ + 8 e-   (8) 

2 O2 + 8 H+ + 8 e-                                              4H2O    (9) 

The authors listed glucose, fructose, cane sugar, starch, and hydrocarbons as the 

substances selected to provide the reducing equivalents required to convert SO4
2- to 

S2-, and to meet the nutrient requirements of the microorganism. 

 

The fuel cell consisted of an anode fabricated from porous graphite impregnated 

with cobalt hydroxide. In the presence of sulfate-reducing microorganisms, cobalt 

hydroxide was converted into a cobalt oxide/ cobalt sulfide mixture. As a result, 

reducing equivalents in the form of sulfide were concentrated within the porous 

network of the graphite anode during conditions of open-circuit. The cathode was 

fabricated from graphite activated with iron-phthalocyanine [Fe(phthal)]. The 

electrolyte used was a solution containing between 0.1 and 5% by weight sodium 

sulfate, 0.1% by weight urea and dextrose, and trace elements. The highest 

percentage of sulfate reduction by Desulfovibrio desulfuricans occurred when using 

0.5% by weight sodium sulfate (pH 8.5) electrolyte. Three fuel cells were connected 

in series and gave an open-circuit voltage of 2.8 V. The current level after one day of 

operation was < 1 mA. 

 

MEDIATOR FOR MBFCs: 
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Ieropoulus et al.[46-48] studied five different synthetic mediators in MFCs to investigate their 

performance in both electron extraction and speed of response. Table 2. shows the average power output 

for the five mediators in MBFCs over 5 days. MB produced the highest average power whilst NR produced 

the lowest, approximately, 40% that of MB. The final pH values were close to neutral with the exception of 

MelB, which was more acidic at pH 6.2. The calculated values for RINT showed that MB had the lowest 

internal resistance value whilst NR had the highest. 

 

Table 2. Averaged power output  for  MFC for five different mediators 

Mediator Pave (μW)  

MB(Methylene blue) 31.77 

HNQ(2-hydroxy-l,4-naphthoquinone) 29.83 

TH(Thionine) 28.84 

MelB(Meldola’s blue) 26.12 

NR(Neutral red) 12.73 

    

Delaney, et al.,[49] studied fuel cell performance using different microorganism-mediator-substrate 

combinations. VCeii at open-circuit was predicted to range from 0.9-1.2 V based on the difference between 

E° of the different mediators used in the anode compartment and E° of the potassium ferricyanide used in 

the cathode compartment. VC, however, was found to be 0.2-0.4 V lower than predicted, indicating 

activation overpotentials at the electrodes. The fuel cell that gave the best performance contained Proteus 

vulgaris, thionine (TH+), and glucose in the anodic compartment. Typical current-voltage curves were 

obtained by discharging the fuel cell through a range of loads. The coulombic yield of the fuel cell was 

determined by integration of the area under the current-time curve. (Coulombic yield is the total number of 

coulombs passed through the fuel cell, as determined by integration of the current-time curve in units of 

amp-s = coulombs, relative to the theoretical number that might be obtained by complete conversion of the 

reactants to products). Coulombic yields of 32-62% were obtained based on the theoretical maximum 

coulombic equivalent for complete oxidation of glucose in accordance with equation 5. (The theoretical 



   
   

w
w

w
.In

d
ia

n
Jo

u
rn

al
s.

co
m

   
   

   
   

M
em

b
er

s 
C

o
p

y,
 N

o
t 

fo
r 

C
o

m
m

er
ci

al
 S

al
e 

   
 

D
o

w
n

lo
ad

ed
 F

ro
m

 IP
 -

 1
15

.1
15

.1
05

.6
8 

o
n

 d
at

ed
 9

-O
ct

-2
01

2

maximum coulombic equivalent of glucose is 24 mol electron mol-1 glucose x 96,487 C mol-1 electron = 

2.3 x 106 C mol-1 glucose): 

C6H12O6  +  6H2O                                      6CO2  +  12H+   +   24e-    (10) 

 

Thurston et al. [50] argue that if fuels such as carbohydrates are to be used, microorganisms will be 

more economical catalysts than individual enzymes because the multi-step oxidations involved with 

complex fuels would require multiple, expensive enzyme purifications. Proteus vulgaris was chosen as the 

biocatalyst for glucose oxidation and 14C-labeled glucose was used as fuel to establish the distribution of 

products. The amount of CO2 evolved from the oxidation of glucose was determined by scintillation 

methods and a sodium hydroxide trap. Conversion of glucose to CO2 was 40-50%, and coulombic yields 

indicated near unit current efficiency (based on 50% conversion of glucose). The most significant loss in 

energy was from the conversion of 30% of glucose to acetate; it is possible that this side reaction might be 

avoided by metabolic or genetic modification of the microorganism. 

 

Bennetto et al. [51-54] used sucrose as fuel in a TH+ mediated microbial biofuel cell containing 

Proteus vulgaris as biocatalyst [44]. Equation 11 gives the stoichiometry of complete oxidation of sucrose. 

C12H22O11 + 13 H2O                                    12 CO2 + 48 H+ + 48 e-   (11) 

 

The biofuel cell was discharged through a resistance of 100 n after the addition of various amounts of 

sucrose. The amount of CO2 evolved from the anode compartment confirmed near complete oxidation of 

sucrose. The cell current peaked at 3.5 mA and the production of electricity from the oxidative conversion 

of sucrose was >95%, determined from both coulombic yield and CO2 evolution. At higher concentrations 

of sucrose, the buffering capacity of the anodic medium was exceeded due to acid formation. Preliminary 

tests using molasses as fuel suggested that >70% of the carbohydrate was oxidized. Neither the open-

circuit voltage nor electrode size were given. 

 

Since TH+ has frequently been used as a mediator in biofuel cells, Lithgow et al. [55] prepared 

sulfonated derivatives of thionine to determine the effect of ring substitution 
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on mediation of electron transfer from E. Coli to the anode. Changing from TH+ 

to 2-sulfonated thionine (DST-1) and 2,6-disulfonated thionine (DST-2) resulted in an 

increase in the efficiency of mediated electron transfer. This increase was reflected 

by changes in cell current under a 560 n load: 0.35 mA for TH+, 0.45 mA for DST-1, 

and 0.6 mA for DST-2. The low efficiencies of the fuel cells operating with TH+ and 

DST-1 were attributed to interference with electron transfer by adsorption of mediator 

to the microbial membrane, and a resulting decrease of the rate of oxidation of 

glucose at that membrane. 

 

The authors [55] also compared the thionine derivatives to ferric cyclohexane-1,2- 

diamine-N,N,N',N'-tetraacetic acid (FeCyDTA) and found that lower concentrations 

of both TH+ and the sulfonated derivatives gave better mediation than the iron 

chelate. The significant inference from this report was that the power output of microbial biofuel cells 

could be improved by introducing hydrophilic groups into 

several mediators. 

 

Vega et al. [56] studied mediation using several ferric chelates ~ FeCyDTA, 

ferric diethylenetriamine pentaacetic acid (FeDTPA), ferric ethylenediamine diacetic 

acid dipropionic acid (FeEDADPA), ferric ethylenediamine tetraacetic acid 

(FeEDTA), and ferric triethylenetetramine hexaacetic acid (FeTTHA) ~ with 

microbial biofuel cells containing Lactobacillus plantarum. Streptococcus lactis, and 

Erwinia dissolvens). Lactobacillus plantarum and Streptococcus lactis grow on 

dairy products and Erwinia dissolvens grows on coffee wastes. The objective of this 

study was to determine which microorganism/mediator combination would be the 

most efficient in a microbial biofuel cell. Fuel cells using Erwinia dissolvens 

mediated with FeCyDTA ran for five consecutive days, with coulombic yields 

between 80% and 90%. Lactobacillus plantarum and Streptococcus lactis did not 

produce any significant electrical output with any of the ferric chelates. The main 
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results from this study were: 1) different microorganisms, using the same mediators 

and the same amount of fuel, gave different coulombic yields, 2) biofuel cells using 

E .  dissolvens as the biocatalyst gave higher coulombic yields than those using E .  Coli. 

The interaction of the microbial membrane with the mediator was suggested to be the 

source of these effects. 

 

Akiba et al.[57]studied a microbial biofuel cell that operated at basic pH. 

Operating a fuel cell at basic pH circumvents problems associated with fuel cells 

operated at neutral pH, such as low ionic conductivity and inefficient operation of the 

O2 cathode. Problems associated with CO2 rejection are significant however, in fuel 

cells operating at basic pH. Methyl viologen (MV2+), brilliant cresyl blue (BCB), 

and 2-hyclroxy-l,4-naphthoquinone (HNQ) were employed as mediators, either alone 

or in combination with FeEDTA. The anode compartment was loaded with 35-50 mgo f  Bacillus W l ,  an 

unstated amount of mediator, 10 nmol of glucose, and 0.1 M 

KH2PO4 buffer (pH ranging between 10.0-11.0). The fuel cell was discharged 

through resistors of 300 or 500 n at 35oC. The coulombic yields were highest at pH 

10.5 and were > 93.5% with the different mediators. The rate of mediator reduction 

was however, found to be an order of magnitude slower than that at neutral pH. 

Because the reduced mediators are less stable at higher operating temperatures, the 

cells were not examined at such temperatures. No open-circuit voltages were given. 

 

Clostridia are known for their production of dihydrogen, and they have frequently 

been used in microbial fuel cells. Because Clostridia are obligate anaerobes, 

however, both dihydrogen production and microbial growth are oxygen sensitive. 

Tanisho et al.[58] isolated a strain of the facultative anaerobe, Enterobacter aerogenes, 

and found it to produce dihydrogen from glucose. This microorganism, grown 

under aerobic conditions, consumes dioxygen to oxidize organic substrates; under 

anaerobic conditions, it degrades substrate into dihydrogen. 
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During operation of the fuel cell, the anolyte was circulated between the microbial 

reservoir and the anodic chamber of the fuel cell with a peristaltic pump. The 

reservoir contained microorganisms, phosphate buffer, ammonium sulfate, sodium 

citrate, magnesium sulfate, and glucose. Peptone, typically included in culture broth, 

was not included as it often causes microorganisms to adhere to the electrode. The 

fuel cell was operated with circulating microorganisms for 35 h; nutrients were added 

after 25 h. Whenever the anode compartment was opened to the atmosphere, the 

operating voltage would temporarily decrease, but would recover within ten minutes. 

The microorganisms were reported to produce 11 mol of dihydrogen/L culture/h 

(equivalent to 269 L dihydrogen/h at 1 atm and 25oC). The researchers assert that if all 

dihydrogen produced by the 330 ml of culture contained in the reservoir were utilized 

by the fuel cell (we calculate this to be 3.63 mol dihydrogen/h based on 11 mol of 

dihydrogen/L culture/h), then 330 mA would be generated. In fact, complete 

oxidation of 3.63 mol of dihydrogen/h would generate a current of 195 A; some elements of the report are 

thus internally incompatible. Experimentally, an average 

current of only 1.4 mA was observed. The authors suggested switching to a molten 

carbonate fuel cell (MCFC) working on a gas mixture of dihydrogen and carbon 

dioxide to obtain higher current densities. Operating a MCFC at 650oC has, of 

course, a substantial cost in energy relative to cells operating close to room 

temperature. 

 

Sell et al. [59-60] employed HNQ as a redox mediator in a fuel cell using E .  coli as the 

biocatalyst for the oxidation of glucose. The fuel cell was operated for 10 h 

under a 250 n load, during which time VCeii decayed from 250 mV to 75 mV, 

presumably due to glucose consumption. The mechanism for HNQ reduction was not 

identified, but it was determined that HNQ is not reduced by isolated ADH. The 

significant finding in this report was that higher voltage and current density could be 
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obtained by switching from a glassy carbon (GC) disc anode (0.18 mA/cm2) to a 

packed bed of graphite particles (1.3 mA/cm2 of cross-sectional area of bed); thus the 

rate of electron transfer at the electrode seemed to limit current. 

 

Table 3. Performance of MBFCs based on both axenic (single bacterial species) and mixed culture systems 

 Substarte Electrode Type Redox 
Mediat
ed

I 
(Current, 
mA)

P 
(mW/m2) 

P 
(W/m3) 

Auxenic Culture 

Proteous Vulgaris Glucose Glassy carbon X 0.8 4.5 18 

Erwinia dissolvens Glucose Woven Graphite X 0.7 0.27 n.a. e 

Proteous Vulgaris Glucose Glassy carbon X 0.7 85 9.0 

Shewanella putrefaciens Lactate Woven graphite  0.04 0.00032 0.08 

Geobactor sulfurreducens Acetate Plain Graphite  0.4 13 0.35 

Rhodoferax ferrireducens Glucose Plain Graphite  0.2 8 0.25 

  Woven Graphite  0.57 17 1.7 

  Graphite foam  0.4514 33 0.96 

Pseudomonas aeruginosa Glucose Plain Graphite  0.1 88 8.8 

Escherichia coli Lactate Woven 

Graphitec 

X 3.3 1.2 7.6 

  Graphite foamc X 2.6 91 3.6 

Mixed Culture 

Mixed, saltwater Acetate Plain graphite  0.23 10 n.a. e 

 S2-/ Acetate Plain graphite  60 3200 n.a. e 

Mixed consortium, batch  Glucose Plain graphite  60d 36 206 

Activated sludge Wastewater Woven  graphite  0.2 8 1.6 

 Lactate Woven 

graphiteb 

X 11 5.3 34 

  Plain graphiteb X 2.6 788 32 
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 Waste water Woven graphite  4.85 26 1.6 

 Glucose  Woven graphite  0.9 494 13 

Mixed consortium, 

continous 

Sucrose Granular 

graphite 

 6.2 23 47 

 Glucose Granular 

graphite 

 5.4 18 37 

 Acetate Carbon paper  1.27 506 13 

 Butyrate  Carbon paper  0.46 305 7.6 

a No surface data available, value in absolute mW. 

b Power output was calculated as average power output where possible because peak power   

  outputs are less representative. 

c Mediator immobilized in/on electrode matrix. 

d Data as mA/m2 anode surface. 

e n.a, unsufficient data available, or not applicable. 
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APPLICATIONS OF BIO-FUEL CELLS 

 

There are several potential uses of biofuel cells as described below. 

1. Power Generation: 

Abundance of agri-based feed materials, biological waste & organic compounds, especially high 

concentrations of sugars e.g. glucose, make it as a very suitable fuel for enzyme-based power production. 

Dual and single chambered mediator less microbial fuel cells (MFCs) can be readily used for harvesting 

bio-electricity. A variety of substrates and waste material from the water can be utilized to harvest bio-

electric power for the plant. Higher power production can be achieved with bio-film covered anode 

(graphite). MFCs also use energy much more efficiently than standard combustion engines; an MFC being 

capable of 50% or more energy efficiency. According to René Rozendal [21, 61] new microbial fuel cells 

are capable of converting 8 times hydrogen than can be achieved using conventional hydrogen production 

technologies, keeping energy inputs the same. The advantages of MFCs include: i) it uses a renewable form 

of energy and would not need to be recharged like a standard battery. ii)  it operates in mild conditions, 

20°C to 40°C and also at pH of around 7. Power in an MFC can also be derived directly from wastewater, 

plants & crops, algae & other aquatic plants.  

 

2. Transport 

Most of the automobiles are driven either by using fossil fuels or by the power derived from fossil fuels. 

According to one estimate, in about 200 years from now, vehicles will run on carbohydrate solutions using 

biological fuel cells. The energy liberated during the complete oxidation of a monosaccharide like glucose 

or a disaccharide such as sucrose to carbon dioxide and water is about 16 x 106 J/kg, which is about 5 kWh 

of electrical energy and is just less than half the energy that can be obtained from equivalent amounts of 

fuels such as octane. But the efficiency of burning carbohydrate in biological fuel cells is potentially greater 

than burning gasoline. It has been calculated [30] that a litre of a concentrated carbohydrate solution could 

power a car for 25-30 km. The car fitted with a 50L tank could travel over 1000 km without re-fuelling. 

This offers environment benefits as well as removes the risk associated with transport of large amounts of 

volatile, flammable fuels apart from the risk of fire following a road traffic accident. 

Formatted: Not Highlight
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3. Self Powered Medical Implants 

 Biofuel cells can be employed as an in vivo power sources for implantable medical devices such as 

pacemakers, microdrug pumps, deep brain stimulators or integrated, disposable and subcutaneously 

implanted glucose monitoring sensor-transmitters. 

 

3.1 Bio-fuel cells for cardiac pacemakers 

The most promising application for abiotically catalyzed glucose fuel cell is to implant it in a human 

body for powering cardiac pacemaker. Based on potentially long-term stable catalysts such as platinum or 

activated carbon, it is intended to generate electrical energy directly within the human body, using glucose 

(blood sugar) and oxygen from blood or tissue fluid. This way the necessity for regular surgical 

replacement of spent batteries could be circumvented. Since these fuel cells typically exhibit power 

densities of 2-4 cm-2, these are highly suitable to power cardiac pacemakers. The challenges before 

scientific community are biocompatibility, proper functionality in a body-tissue environment, and long-

term stability of the device. The envisioned integration of GFC directly on the casing of a medical implant 

will circumvent the need for intra-body wire connections or additional surgical procedures to place the fuel 

cell within the body. 

 

3.2   Bio-fuel cells for Functional Electrical Stimulation: 

A growing field of "functional electrical stimulation" exists wherein artificially applied electrical current 

is used to control the nervous system, allowing limited control of leg, arm, and finger movement. The 

power requirements of such systems greatly exceed that of pacemakers, and power for one such device, 

along with control signals, is provided by radio-frequency induction via a coil implanted in the patient's 

chest. Implantable power supplies providing milliwatt-scale power would greatly simplify the design of 

such systems. Other prosthetic applications such as artificial hearing or vision might also benefit from such 

a device. 

3.3   Bio-fuel cells for implantable sensors 
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Bio-fuel cells can potentially be run in living systems, since the oxygen and fuel required for their 

operation can conceivably be taken from their immediate environment, and this offers great potential as 

power sources within a range of possible implantable medical devices. For example, a biosensor for 

glucose has been developed utilising a glucose oxidase-based anode and cytochrome c cathode to generate 

electrical current.  This process can be used in a biosensor format to give a measurement of the glucose 

concentration in the range of 1-80 mM. A similar sensor for lactate has also been developed. Other 

potential uses for miniature fuel cells include power sources for drug delivery systems. Glucose fuel cells 

based on enzymatic catalyst can be used to power the short-term implantable glucose sensors. Heller et al. 

presented a glucose fuel cell, consisting of 2 thin graphite fibers serving as anode and cathode. The device 

exhibited a power density of ~ 430 cm-2 under physiological conditions; its projected lifetime is 2 weeks. 

However, due to instability of the cathode enzyme bilirubin oxidase in human serum, so far no in-vivo 

demonstration of the technology has been reported. Enzymatic glucose fuel cells can also function as 

sensors. Kakehi et al. [62] have demonstrated that the open circuit voltage of an enzymatic glucose fuel cell 

can be used to continuously monitor glucose levels. They integrated the fuel cell together with a 

commercial wireless RF-transmission system and envisioned that with further optimization a 

subcutaneously implantable continuous glucose monitoring system can be realized. 

 

Mano et al.[27] described a miniature bio-fuel cell operating at 37°C in a glucose containing, 

aerated, pH 7.2, physiological buffer solution (0.14 M NaCl, 20 mM phosphate). It consists of two 7-μm 

diameter, 2-cm long, 0.44 mm2, electrocatalyst-coated, and carbon fibers. Glucose is electrooxidized to 

gluconolactone on the anode fiber, and dissolved O2 is electroreduced to water on the cathode fiber. When 

the cell operates continuously for one week at 37°C, its 1.9 μW power output (50 nW per mm of fiber) at 

0.52 V declines to 1.0 μW. In its weeklong operation the cell generates 0.9 J of electrical energy while 

passing 1.7 C charge. The 1.7 C charge is 100 times higher than the 0.016 C charge that would have been 

generated at 100% current efficiency through the oxidation of a 7-μm diameter, 2-cm long zinc fiber in a 

battery. The authors hope that the simple miniature bio-fuel cells will be of value in powering small 

autonomous sensor/transmitter systems in animals and in plants 

The future applications of biological fuel cells will be more attractive. One could construct 
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molecular biological cells, which could deliver electrical energy to remove tumors and cancerous cells, and 

could act as drug-delivery systems 

 

4.     Self-powered environmental sensors: 

Bio-fuel cells could be ideally used to power wireless sensor networks (WSN). Applications of 

WSN are ranging from residential home automation, commercial building developments, to industrial 

monitoring and control as well as military. 

 

4.1 Unattended ground sensors 

Outside the medical sector the use of bio-fuels such as tree-sap has been suggested to power e.g. tree-

mountable forest fire sensors. Both, abiotically catalyzed and enzymatic glucose fuel cell concepts have 

been under consideration. However, so far only preliminary studies have been reported, and in particular 

the poisoning of abiotic catalysts by tree-sap components and the limited lifetime of enzymatic catalysts 

have been named as main challenges hindering practical application of the concept. 

 

4.2   Benthic microbial fuel cell powering a meteorological buoy 

A more mature application example is the realization of energy-autonomous senor nodes, powered by a 

benthic microbial fuel cell embedded within the marine sediment. Recently, Tender et al. reported the first 

demonstration of such a microbial fuel cell in which sufficient electrical power to power a meteorological 

buoy was generated. Their fuel cell had a total weight of 16 kg and a volume of 30 L. Constructed from 

graphite-plate anodes embedded in the marine sediment and a graphite brush cathode positioned in the 

overlying water, the fuel cell delivered 36 mW of continuous electrical energy (16 mW m-2 per geometric 

anode surface). The electrical output was transformed to a voltage of 6 V by means of a DC-DC-converter 

and supplied a set of sensors (temperature, air pressure, and relative humidity) as well as a low-power line-

of-sight RF transceiver, which transmitted the data in 5-min intervals. The current challenges in this 

technology are the cost and power output.  

 

4.3   Miniature Bio-fuel cell for Autonomous sensor-transmitter 
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Heller[63] argued that  the feasibility of miniaturization of implantable sensor-transmitter systems 

to volumes smaller than 1 mm3 are likely to create a demand for a miniature, low cost glucose-O2 bio-fuel 

cell that would power the autonomous sensor–transmitters for a few weeks to meet the demand for spatially 

and temporally resolved information on local temperature, flow, pressure and chemical concentrations,. 

Prototypes of these cells are in hand. The cells consist merely of two 7 μm diameter carbon fibers, each 

coated with a different “wired” enzyme bio-electro-catalyst. On one, catalyzing the two-electron electro-

oxidation of glucose at a reducing potential, glucose oxidase is co-immobilized in and electrically 

connected (“wired”) by an electron conducting hydrogel of a reducing redox potential. On the other, 

catalyzing the four electron electroreduction of O2 to water, bilirubin oxidase is co-immobilized in and 

electrically “wired” by an electron conducting hydrogel of an oxidizing potential. The cells are the smallest 

ever built. When the volume of the fibers is 0.0026 mm3, the current of the cell operating at 0.52 V in a 

physiological buffer solution at 37°C is 8.3 μA. The 4.3 μW power output of the cell is expected to suffice 

for the operation of implanted sensors and for the intermittent transmission of the data collected to an 

external receiver. 

 

5.    Energy-autonomous robots 

A fascinating application of microbial fuel cells is the realization of autonomous robots that feed from 

the environment. Kelly et al. [64] first presented their slugbot in 2003 as a robotic predator that 

utonomically collected snails and carried them to a central fermenter unit. Here the snails were "digested" 

in a microbial fuel cell, and the generated electricity was in turn used to re-charge the battery packs of the 

robots. While in this first design the microbial fuel cell had to be stationary due to its size and weight, a 

later robot called "Eco-Bot II" was powered by several on-board microbial fuel cells operating on fuels 

such as sugar, fruit, and insects. The same research group also suggested the use of microbial fuel cells as 

power supply for energy-autonomous under-water robots. Another "gastropod" named "Chew-Chew" has 

also been produced and is capable of "feeding" and so running via consumption of meat. 

 

6.  Wastewater treatment: 
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Bio-fuel cells are useful for waste water treatment as it can remove organic compounds from the waste 

stream and can also generate electrical power. Logan[16] calculated that the wastewater from a town of 

150,000 people could potentially be used to generate up to 2.3 MW of power (assuming a 100% 

efficiency), although a power of 0.5 MW might be more realistic. It should be mentioned in this context 

that up to 80% of the chemical oxygen demand of wastewater can be removed by treatment in a microbial 

fuel cell and it is possible that the electricity generated in this manner could be used on site to power 

further treatment of the wastewater. Another important application of microbial fuel cells is in the field of 

waste water engineering. Microorganisms can discharge the dual duty of degrading effluent and generating 

power. When microorganisms oxidize organic compounds present in waste water, electrons are released 

yielding a steady source of electrical current. If power generation in these systems can be increased, 

microbial fuel cells may provide a new method to offset operating costs of waste water treatment plant, 

making advanced waste water treatment more affordable in both developing and industrialized nations. 

Different designs of fuel cell reactors based on chemical engineering principles like fluidized bed reactors, 

packed bed reactors, etc. are under trial. Tests have been conducted using single chamber microbial fuel 

cell (SCMFC) containing eight graphite electrodes as anodes and a single air cathode. The system was 

operated under continuous-flow conditions with waste water. The prototype SCMFC reactor generated an 

electric power of 26 mW/m2, while removing up to 80% of chemical oxygen demand of the waste water. 

 

7.  Bioremediation:  

An MBFC can be modified for its use in bioremediation. The MBFC is not used to produce 

electricity; instead, power can be put into the system to drive desired reactions to remove or degrade 

chemicals, such as converting soluble U(VI) to insoluble U(IV). Bacteria are not only able to donate 

electrons to an electrode but can also accept electrons from the cathode. By poising the electrodes at –500 

mV, Gregory et al. [66] were able to precipitate uranium directly onto a cathode because of bacterial 

reduction. It has been shown that MBFC-based technologies could be used to remove nitrate, conversion to 

nitrite, even N2 gas by receiving electrons from the cathode [67]. Electrolytic cultivation has been used to 

extend the growth rates of suspensions of iron-oxidizing bacteria in the laboratory [68]. It is known that 

nutrient removal is critical to treatment objectives of most wastewater treatment. 
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8.  Hydrogen production:  

MBFCs can also be modified to produce hydrogen gas (H2). This can be done by removing 

oxygen at the cathode and adding in a small voltage via the bioelectrochemically assisted microbial reactor 

(BEAMR) process or the biocatalyzed electrolysis process [37, 69]. Bacteria produce an anode working 

potential of ~–0.3 V. Liu etal. [69] showed that the protons and electrons that are produced at the anode can 

combine at the cathode to produce H2 with only an additional total cell potential of 0.11 V.  A recent US 

Department of Energy report that one mole of glucose can produce 10-12 mol-H2, making this route of H2 

production economically viable. Bio-hydrogen production via the BEAMR process is not limited to 

glucose. Any biodegradable substrate that produces electricity in an MFC should work in a BEAMR 

system. Recent research has shown that H2 can also be produced using wastewaters via BEAMR process 

for which high-strength wastewaters is more appropriate. 

 

FUTURE OF BIOFUEL CELLS: 

Microbial biofuel cell technology has a huge amount of potential and will emerge gradually an 

essential element for both renewable energy resource and wastewater treatment process. The development 

of bio-fuel cells for practical applications is a field which is still in its infancy. A possible avenue include 

exploiting enzymes harvested from the lysis of living cells as catalysts, thereby combining the power 

output of enzyme-based bio-fuel cells with the versatility of microbial-based bio-fuel cells. 

 

The high turnover of a "wired" enzyme electrode in medical implant BFCs could generate power 

levels capable of meeting the needs of many devices without the need for a mediator. One is required to 

address the problem that most of the enzyme electrodes have lifetimes in the order of weeks whereas for in 

vivo implanted devices, longevities of years would be required for practical application. Enzymes are to be 

modified through genetic engineering to meet the demand of stability. Adaptability to the physiological 

environment and resistance to bio-fouling over extended periods of time is much more needed, otherwise 

would lead to harm to the patient. 
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Although some specialist devices for medical, environment and military purposes could now be 

considered feasible, it is obvious that a continuing research effort need to be made before we will see large 

scale use of biofuel cells. Problems of lifetime, stability and power density all need to be addressed; and we 

need to improve our knowledge of biocatalysis, electron processes at surfaces, biological and other material 

stability to realise this vision. 
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Table 1. Substrates used by different researchers in microbial bio-fuel cells [Pant et.al 30]. 

 

Type of substrate concentration Source inoculation Type of MFC (with 

electrode surface area 

and/or cell volume) 

Current 

density 

(mA/cm2) 

at max 

power 

Acetone 1 g/L Pre-acclimated 

bacteria from MFC 

Cube shaped one- 

chamber MFC with 

graphite fibre brush 

anode(7170 m2/m3 brush 

volume) 

0.8 

Arabitol 1220 mg/L Pre-acclimated 

bacteria from MFC 

One chamber air-cathode 

MFC(12mL) with non-

wet proofed carbon cloth 

as anode (2 cm2) and wet 

proofed carbon cloth as 

cathode (7 cm2) 

0.68 

Azo dye with 

glucose 

300 mg/L Mixture of aerobic 

and anaerobic sludge 

One chamber air-cathode 

MFC with carbon paper 

anode (36 cm2) 

0.09 

Carbomethyl 

cellulose 

1 g/L Co-culture of 

Clostridium 

cellulolyticum & G. 

sulfureducens 

Two chambered MFC 

with graphite plates as 

electrodes (16 cm2) and 

ferricyanide catholyte 

0.05 

Cellulose particles 4 g/L Pure culture of 

Enterobactor cloacae 

U tube MFC with carbon 

cloth anode (1.13 cm2) 

and carbon fibers as 

cathode 

0.02 

Corn stover biomass 1 g/L COD Domestic wastewater One chamber membrane 

less air cathode MFC 

with carbon paper anode 

(7.1 cm2) and carbon 

cloth cathode 

0.15 

Cysteine 385 mg/L Sediment sample 

from 30 cm depth 

Two chambered MFC 

with carbon paper as 

0.0186 
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electrodes (11.25 cm2)  

1,2-dichloroethane 99 mg/L Microbial consortia 

from acetate enrich 

MFC 

Two chambered MFC 

with graphite plate anode 

(20cm2) and graphite 

granules cathode 

0.008 

Ethanol 10mM Anaerobic sludge 

from wastewater 

plant 

Two chambered aqueous 

cathode MFC with 

carbon electrodes (22.5 

cm2) 

0.025 

Farm manure 3 kg in water 

(20%w/v)/L 

Self build up of 

anaerobic 

environment 

One reactor vessel of 

manure with anode at the 

bottom and cathode 

above the manure; 

carbon cloth electrodes 

(256 cm2) 

0.004 

Furfural 6.8 mM Pre-acclimated 

bacteria from anode 

of a ferricyanide 

cathode MFCMFC 

One chamber air-cathode 

MFC with carbon paper 

anode and cathode 

(7cm2) 

0.17 

Galacttitol 1220 mg/L Pre-acclimated 

bacteria from MFC 

One chamber air-cathode 

MFC (12mL) with non-

wet proofed carbon cloth 

as anode (2 cm2) and wet 

proofed carbon cloth as 

cathode (7 cm2)  

0.78 

Glucose 6.7 mM Mixed bacterial 

culture maintained on 

sodium acetate for 1 

year(rhodococcus & 

Paracoccus) 

One chamber air-cathode 

MFC (12mL) with non-

wet proofed carbon cloth 

as anode (2 cm2) and wet 

proofed carbon cloth as 

cathode (7 cm2) 

0.70 

Glucuronic acid 6.7 mM Mixed bacterial 

culture 

One chamber air-cathode 

MFC (12mL) with non-

wet proofed carbon cloth 

as anode (2 cm2) and wet 

proofed carbon cloth as 

cathode (7 cm2) 

1.18 
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Lactate 18 mM Pure culture of 

S.oneidensis MR-1 

Two chambered MFC 

with graphite felt 

electrode (20 cm2) 

0.005 

Landfill leachate 6000 mg/L Leachate & sludge  Two chambered MFC 

with carbon veil 

electrode (30 cm2) 

0.0004 

Macroalgae,Ulva 

lactuca 

2500 mg/L 

COD 

Primary clarifier 

overflow of 

wastewater plants 

One chamber air-cathode 

MFC (25 mL) with 

graphite brush anodes 

and platinized cathode 

0.25 

Malt extract, yeast 

extract 1% & 

glucose 

 Pure culture of 

E.cloacae 

Two chambered salt 

bridge MFC with 

mediators and graphite 

plate as electrode (15 

cm2) 

0.067 

Mannitol 1220 mg/L Pre-acclimated 

bacteria from MFC 

One chamber air-cathode 

MFC (12mL) with non-

wet proofed carbon cloth 

as anode (2 cm2) and wet 

proofed carbon cloth as 

cathode (7 cm2) 

0.58 

Microalgae, Chorella 

vulgaris COD 

2500 mg/L Primary clarifier 

overflow of 

wastewater plants 

One chamber air-cathode 

MFC (25 mL) with 

graphite brush anodes 

and platinized cathode 

0.20 

Microcrystalline 

cellulose 

7.5 g/L Rumen 

microorganism from 

rumen of a cow 

Two chambered MFC 

with graphite plates as 

electrodes (84 (cm2) 

0.02 

Nitrilitriacetic acid 48.5 mg/L Oligotrophic 

consortium enriched 

with river water  

Two chambered MFC 

with graphite felt as 

electrodes (24 cm2) 

0.0005 

Phenol 400 mg/L Mixed aerobic 

activated sludge & 

anaerobic sludge (1:1 

v/v) 

Two chambered MFC 

with aqueous air cathode, 

carbon paper electrode 

(25 cm2) 

0.1 

Propiaonate 0.53 mM Anaerobic sludge Two chambered MFC 

with carbon paper as 

0.035 
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electrodes (22.5 cm2) 

Ribitol 1220 mg/L Pre-acclimated 

bacteria from MFC 

One chamber air-cathode 

MFC (12mL) with non-

wet proofed carbon cloth 

as anode (2 cm2) and wet 

proofed carbon cloth as 

cathode (7 cm2) 

0.73 

Sodium formate 20 mM Anaerobic digested 

fluid from a sewage 

treatment plant 

Two chambered MFC 

with graphite felt as 

electrodes (4.5 cm2) 

0.22 

Sodium fumarate 25 mM Pure culture of 

G.sulfurreducens 

Stainless steel cathode 

(2.5 cm2) half cells 

poised at -600mV versus 

Ag/ AgCl 

2.05 

Sorbitol 1220 mg/L Pre-acclimated 

bacteria from MFC 

One chamber air-cathode 

MFC (12mL) with non-

wet proofed carbon cloth 

as anode (2 cm2) and wet 

proofed carbon cloth as 

cathode (7 cm2) 

0.62 

Starch 10 g/L Pure culture of 

Clostridium 

butyricum 

Two chambered MFC 

with woven graphite 

anode (7 cm2) and 

ferricyanide catholyte 

1.3 

sucrose 2674 mg/L Anaerobic sludge 

from septic tank 

Two chambered mediator 

less MFC with stainless 

steel mesh as anode 

(213.29 cm2) and cathode 

(176.45 cm2); KMnO4 

(0.2 g/L) as catholyte 

0.19 

Xylitol 1220 mg/L Pre-acclimated 

bacteria from MFC 

One chamber air-cathode 

MFC (12mL) with non-

wet proofed carbon cloth 

as anode (2 cm2) and wet 

proofed carbon cloth as 

cathode (7 cm2) 

0.71 
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Xylose 6.7 mM Mixed bed culture One chamber air-cathode 

MFC (12mL) with non-

wet proofed carbon cloth 

as anode (2 cm2) and wet 

proofed carbon cloth as 

cathode (7 cm2) 

0.74 

Xylose & humic 

acid 

10 mM Domestic wastewater Two chambered MFC 

with plain carbon paper 

as electrode (76.5 cm2) 

0.06 

Wastewaters 

artificial wastewater 

with glucose & 

glucomate 

300 mg/L Anaerobic sludge Membrane less MFC 

with anode (465 cm2) at 

bottom and cathode (89 

cm2) at top of cylinder; 

graphite felt as both 

electrode 

0.02 

Brewery wastewater 2240 mg/L Full strength brewery 

wastewater 

One chamber air-cathode 

MFC with non-wet 

proofed carbon cloth as 

anode (7 cm2) and wet 

proofed carbon cloth 

containing  Pt as cathode 

0.2 

Beer brewery 

Wastewater 

600 mg/L Anaerobic mixed 

consortia 

One chamber air-cathode 

MFC with carbon fibers 

as anode 

0.18 

Chocolate industry 

Wastewater 

1459 mg/L 

COD 

Activated sludge Two chambered MFC 

with graphite rods as 

electrodes (16.485 cm2) 

and ferricyanide as 

catholyte 

0.302 

Domestic 

Wastewater 

600 mg/L Anaerobic sludge Two chambered mediator 

less MFC with plain 

graphite electrode (50 

cm2) 

0.06 

Food processing 

Wastewater 

1672 mg/L 

COD 

Anaerobic sludge Two chambered MFC 

with carbon paper as 

electrode (22.5 cm2) 

0.05 

Meat processing 1420 mg/L Domestic wastewater One chamber (28 mL) 0.115 
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Wastewater MFC with carbon paper 

electrodes (25 m2/m3) 

Paper recycling 

Wastewater 

2.452 g/L Diluted paper 

recycling wastewater 

One chamber MFC with 

graphite fiber brush 

anode (5418 m2/m3 brush 

volume) 

0.25 

Protein –rich 

Wastewater 

1.75 g/L COD Mesophilic 

Anaerobic sludge 

Two chambered MFC 

with graphite rods as 

electrode (65 cm2) 

0.008 

Real urban 

Wastewater 

330 mg/L Domestic wastewater Separate anolyte (1000 

cm3) and catholyte 

chambers (100 cm3) 

connected with a salt 

bridge; graphite cylinder 

anode (20 cm2) 

0.018 

Starch processing 

Wastewater 

4852 g/L COD Starch processing 

wastewater 

One chamber air-cathode 

MFC with carbon paper 

anode (25 cm2) 

0.09 

Swine Wastewater 8320 mg/L 

COD 

Full strength swine 

wastewater 

One chamber MFC (28 

mL) with Toray carbon 

paper as anode (25 

m2/m3) and carbon cloth 

as cathode 

0.015 

Synthetic acid mine 

drainage Wastewater 

0.007 M Fe2+ Medium with NaCl 

and NaHCO3 sparged 

with Na and CO2 

Two chambered MFC 

with carbon cloth anode 

(7 cm2) and platinized 

carbon cloth anode 

0.064 

Synthetic 

Wastewater 

12.1 g/L COD Anaerobic mixed 

consortia producing 

hydrogen 

Dual chamber MFC with 

graphite plate electrode 

(83. 56 cm2)  

0.086 

Synthetic 

Wastewater 

16 g COD/day Granular sludge from 

a upflow of anaerobic 

sludge 

blanker(UASB) 

reactor 

Membrane-less, 

mediator-less MFC with 

glassy carbon electrode 

(160 cm2) 

0.017 

Synthetic 

Wastewater 

510 mg/L Anaerobic culture 

froma pre-existing 

Dual chamber MFC with 

stainless tell as anode 

0.008 
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MFC (170 cm2) and graphite 

rods as cathode (150 

cm2) 

Synthetic 

Wastewater with 

urea and molasses 

1000 mg/L Anaerobic mixture 

from a wastewater 

plant 

Two chambered MFC 

with copper wires as 

anode (20.1 cm2) and 

gold covered copper 

wires as cathode 

0.005 

Wastewater 

amended with 

acetate 

1600 mg/L Domestic wastewater Submersible MFC, with 

an immersed anode 

(carbon paper, 16 cm2) 

and an air-cathode 

chamber in an anaerobic 

reactor  

0.08 
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Abstract 

Barium zirconate titanate is a very promising material having good 

ferroelectric properties while bismuth ferrite is a well known multiferroic material. In 

the present work, the compounds (1-x) Ba Zr0.025Ti0.975O3 – (x) BiFeO3 (x = 0.1-0.4) 

have been synthesized using solid state reaction method and structural analysis reveal 

the formation of single phase solid solution. Initially, the Curie temperature increases 

with increasing bismuth ferrite up to x = 0.2 and with the further increase in bismuth 

ferrite content, the Curie temperature decreases. There is an increase in the value of 

dielectric constant at 1 kHz from 551 for x = 0.1 to 3509 for x = 0.4 at their Curie 

temperatures. The values of coercive field decrease with the increasing bismuth ferrite 
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content resulting in slim ferroelectric loops which confirms the formation of relaxor 

multiferroics.  

Keywords: A. ceramics, C. X-ray diffraction, D. Dielectric Properties, D. 

ferroelectricity. 

1. Introduction: 

The term Multiferroics is used for those multifunctional materials in which two or 

more kinds of fundamental ferroic properties coexist. These materials have become 

one of the hottest topics of research in condensed matter physics and materials science 

in the recent years. Various strategies have been followed to combine the two types of 

ferroic properties in a single phase system. In particular, special attention is paid to 

the three novel mechanisms for ferroelectricity (i) the ferroelectricity induced by spin  

orders such as spiral and E- phase antiferromagnetic spin orders, which break the 

spatial inversion symmetry; (ii) the ferroelectricity originating from the charge 

ordered states; and (iii) the ferrotoroidic systems [1]. The multiferroic materials are 

expected to show the magnetoelectric effect (ME). Magnetoelectric effect is defined 

as the appearance of a dielectric polarization in a material upon applying a magnetic 

field and it is also known as direct magnetoelectric effect designated as MEH effect 

(P= αH) or vice versa, i.e., converse magnetoelectric effect defined as the appearance 

of magnetization upon applying an electric field designated as MEE effect (M = αE) 

[2, 3]. Such effect facilitates an effective conversion between electric energy and 

magnetic energy. The literature shows the problems regarding the multifunctionality 

of the single phase materials, not only the low magnetoelectric effect but some other 

problems are also observed such as (i) high leakage current, (ii) structural distortion 

and instability and (iii) magnetic ordering in low temperature (<77K) range [4-6]. In 

order to solve these problems, various attempts are being made including the 
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modification of the chemical composition of the magneto electric materials by 

suitable substitutions at different atomic sites and design and fabrication of 

multicomponent system with Fe [7, 8].  

              Detailed literature survey reveals there is hardly any detailed study on 

combination of BiFeO3 with BaTiO3 – BaZrO3 system. It is well known that a solid 

solution of ferroelectric BaTiO3 and antiferroelectric BaZrO3 provides a very 

interesting stable system for many applications [9]. Therefore, in order to solve the 

inherent problems of BiFeO3, new compositions BiFeO3 - BaTiO3 – BaZrO3 (i.e. Bix 

Ba1-x (Fex Zr0.025(1-x) Ti0.975(1-x)) O3) (BBFZT)  have been synthesized in order to get 

stable structure, which may be useful for making a new lead-free system for data 

storage and sensors - actuators applications. 

 2. Experimental  

Polycrystalline samples of composition (1-x) [Ba Zr0.025Ti0.975O3] – (x) 

[BiFeO3] [x = 0.1- 0.4] were prepared by the solid state reaction method by taking 

high purity BaCO3, TiO2, ZrO2, Bi2O3 and Fe2O3 (all from M/s Aldrich, USA) in their 

stoichiometric proportions. The powder mixtures were thoroughly ground in an agate 

mortar and passed through a sieve of appropriate size. The powder mixture was then 

calcined at 700
o
C for 2 hours in an alumina crucible. The calcined mixtures were 

ground and admixed with polyvinyl alcohol (PVA) as a binder and then pressed at 

150 MPa into disk shaped pellets. The pellets were then sintered at 830
o
C for 2 hours 

in air. X- ray diffractograms of the sintered samples were recorded using a Bruker X-

ray diffractometer with CuKα (λ=1.5406 A
o
) radiations in the range 10

o
 ≤ 2θ ≤ 70

o
 at 

a scanning rate of 2
o
/ minute. The microstructural studies of the samples were carried 

out using Scanning Electron Microscope (Hitachi S-3700N). The sintered pellets were 

polished to a thickness of 1 mm and coated with silver paste on both sides to act as 
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electrodes and then finally cured at 300 
o
C for 30 min. The dielectric measurements 

were carried out in the temperature range of room temperature to 300
o
C at 1 kHz, 10 

kHz and 100 kHz using a precision LCR meter (HP 4284A) at an oscillation 

amplitude of 1 volt. P-E hysteresis loops were recorded at room temperature for 

frequency 1 kHz using an automatic P-E loop tracer based on Sawyer- Tower circuit.    

3. Results and Discussions 

 

3.1 XRD Analysis 

                    

Single phase solid solution is observed in the X-ray diffractograms (Fig. 1(a)). 

It reveals the formation of perovskite structure with orthorhombic phase and with the 

increase in concentration of BFO, the transformation from orthorhombic to 

pseudocubic is observed [10]. The indexing of BFO can be done either for 

rhombohederal or pseudocubic phase [11]. However, splitting observed in the (111) 

peak in the compositions up to x=0.3 has gradually disappeared in x= 0.4; hence 

cannot be indexed according to the rhombohederal symmetry [12]. It is also observed 

that the diffraction peaks shift towards higher angle with the increase in concentration 

of bismuth ferrite. However, for x= 0.4, the peaks are observed to shift towards the 

lower angle. At x = 0.4 the transformation from orthorhombic to pseudocubic has just 

started. This is also evident from the tetragonal splitting in (200) peak gradually seem 

to be disappearing from x = 0.1 to x = 0.4 (Fig.1 (b)) [13]. 

3.2 Dielectric Study 

Fig.2 shows the temperature dependence of dielectric constant of the studied 

specimens at 1 kHz, 10 kHz and 100 kHz. It is observed that the value of permittivity 

increases gradually to a maximum value (εm) with the increase in temperature up to 

the transition temperature and then decreases gradually indicating a phase transition. 

The broadness of the permittivity peaks increases with the increasing content of BFO 
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[14] and with the increase in concentration of BFO, the permittivity peak shifts with 

the frequency indicating a relaxor behavior. There is an increase in the value of 

dielectric constant from 551 (for x=0.1) to 579 (x=0.2), 580 (x= 0.3) and 3509 (x=0.4) 

at 1 kHz. 

                           A diffuse phase transition is characterized by broadening in the 

dielectric constant (ɛ ) versus temperature (T) curve. There is broad permittivity 

temperature curve in the transition temperature region, as seen in Fig. 2, which can be 

attributed to mismatch in the ionic size, valence state and electronegativity difference 

between the solute and solvent atoms in accordance with the Hume rothery rules for 

solid solutions [15]. The broad permittivity temperature curve can also be attributed to 

the tolerance factor of the perovskite structure.  

                For the compositions in the present work, the following equation has been 

used to calculate the value of tolerance factor [16]: 

 

                                                                                                   

For a stable perovskite structure, value of tolerance factor (t) should be greater than 

unity. As t increases, the normal ferroelectric phase gets stabilized [17]. In case of 

BaTiO3 value of t is greater than unity and hence the normal ferroelectric phase is 

stable. With the increasing BFO fraction, the tolerance factor decreases from 0.948 to 

0.937 showing a small distortion in the lattice and the consequent broadening.                                                                           

                               A modified Curie-Weiss law [18] has been proposed to describe 

the diffuseness of a phase transition 
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where γ and C’ are constants. The parameter γ is regarded as a measure of the 

diffuseness of the phase transition: γ = 1 corresponds to the normal ferroelectric 

behavior, while 1< γ < 2 corresponds to the diffuse phase transition and γ = 2 refer to 

a relaxor ferroelectric behavior. The plots of ln (1/ɛ  - 1/ɛ m) as a function of ln (T- 

Tm) for the different compositions (x =0.1 and 0.2) at 1 kHz frequency (with the 

calculated values of diffusivity constant, γ) are shown in Fig. 3. 

             For the composition x=0.3 and x=0.4, the dielectric permittivity peak shifts 

with the increase in frequency showing the relaxor behavior (Fig.3 (inset)) shows the 

Volgel- Fulcher fitting according to the expression (3),  

 

 

 

where Ea and υo are the activation energy and the Debye frequency of the dipole 

reorientation, respectively, and TVF is the freezing temperature of the polarization 

fluctuations. 

                   It is observed in Fig. 2 that the permittivity increases with increase in 

BFO content. This can be understood as follows. In the present compositions, Bi
+3

 

ions substitute Ba
+2

 ions and Fe
+3

 ions substitute Zr
+4

 or Ti
+4

 ions as illustrated in the 

equation (4)              

                        

      

                   

It is well known that the Bi-O (337.2 KJ/mol) bond and Fe-O (407 KJ/mol) bond are 

weaker in comparison to Ba-O (562 KJ/mol) as well as Zr-O (766.1 KJ/mol) and Ti-O 

(668 KJ/mol) bonds. At the same time enthalpy of formation of Fe gas (Fe-Fe = 415.5 

)3.().........
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KJ/mol) is higher than that for Bi gas (Bi-Bi bond = 209.6 KJ/mol). Simultaneously 

the formation of Oxygen gas is equally probable (O-O bond = 249.18 KJ/mol) [19]. 

This leads to the formation of charge carriers as depicted in the following equation (5) 

These charge carriers accumulate near the grain boundaries and this accumulation 

results in high interfacial polarization and increase in dielectric constant [13]. 

 

Here, δ is % Bismuth loss per mole at 700
o
C; x is concentration in mol% ` 

 

 

where m is constant of proportionality and n is multiplier related to δ such that it tells 

about the concentration of bismuth ferrite where it leads to the formation of Ba-O as a 

secondary peak (Fig.1(a)). 

 

 

 

Hence from equations (i) and (ii), it can be deduced that mn should be less than 1 to 

eliminate the secondary phase formation of Ba-O. Therefore, at low concentration of 

BFO, there is a secondary peak formation of Ba-O showing some of the Ba-O has left 

unreacted in the matrix while at higher concentration of BFO, due to bismuth 

volatilization the matrix has widened and hence showing no secondary phase of Ba-O. 

                                    The Curie temperature of barium zirconate titanate is 115
o
C 

and that of bismuth ferrite is 830
o
C. Hence the Curie temperature of the Ba-Bi 
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composite should lie between 115
o
C and 830

o
C according to the Home Ruthery rules. 

This can then be possibly due to the weak bonding force between the Fe
+3 

and the 

oxygen ion structure. As the Ti-O bonds are stronger than Fe-O bonds, the Ti
+4

 ions 

can be substituted at lower temperature for cubic phase formation; resulting in the 

reduction of the phase transition temperature [20]. Also, the weakening of Fe-O bond 

leads to a weaker distortion of the octahedron and the substitution of Fe-O might 

induce a “break” of the Ti-O chains; this could bring about a decrease in the c/a ratio 

as depicted in Table 1. This “break” is also responsible for the drop in the Curie 

temperature [21, 22].  

                       The dielectric anomalies are also observed with the increase in fraction 

of bismuth ferrite (Fig. 2). These anomalies can be attributed to the increase in 

concentration of charge carriers, represented by the expression (5). These anomalies 

indicate the formation of several kinds of dipoles or polar clusters for different 

dielectric modes [23]. The possibility of two kinds of polarization is supported by the 

Z’’ with frequency plots as shown in Fig. 4. The peaks exhibit the frequency 

dispersion and these peaks are highly influenced by the bismuth ferrite fraction. The 

peaks formed at certain temperatures in the paraelectric region may be attributed to 

the orientational polarization existing in the bulk specimens [24]. Oxygen vacancies 

exist as intrinsic type donors. Trivalent Bi
+3

 ions are substituted onto the Ba
+2

 site 

which act like extrinsic acceptors. Similarly, Fe
+2

 or Fe
+3

 ions may substitute the Ti
+4

/ 

Zr
+4

 sites which act as extrinsic acceptors. The dipoles of following type may be 

formed due to coulombian interaction.    

                                                                    or        

                                                                   

                                                                                                                 

BaO iBV  2 ZrTiO eFV /2 
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               The relaxation time (τ) for all the samples follows the well known Arrhenius 

law:            )6.........(exp 









Tk

E

B

a
o                         

Fig. 5 shows the variation of relaxation time for all the samples. The activation energy 

has been calculated using the relation (6). The values of activation energy are found to 

be nearly 1eV which is the value required for the formation of doubly ionized oxygen 

vacancies [25]. The higher values of τ (Table1) also support the formation of dipoles 

with doubly ionized oxygen vacancies [24]. 

                               The dielectric loss of the studied samples from room temperature 

to 300
o
C is shown in Fig. 2. At the lower frequencies the loss is nearly independent of 

temperature up to about 200
o
C and then increases rapidly with increasing temperature. 

This sharp increase of dielectric loss in the high temperature region may be attributed 

to the increased mobility of charge carriers arising from defects or vacancies in the 

sample [26]. It is observed that the loss peak is formed at Curie temperature showing 

the phase transition. This can be understood as follows. At some suitable frequencies 

of the applied alternating field, resonance in dielectric behavior is often observed [27]. 

Moreover, it is also observed that the sudden increase in loss is frequency dependent 

but independent of concentration and temperature which has also been observed in the 

barium zirconate titanate specimen [13].   

 3.4 Hysteresis Loops  

Fig.6 shows the P-E loops of the studied specimens measured at room 

temperature.  Unsaturated loops are observed in all the samples indicating poor 

ferroelectricity [28]. The values of remanent polarization (2Pr) decreases with the 

increase in bismuth ferrite fraction as depicted in Fig.6. There are two major effects of 

grain boundaries on polarization. As the grain size is small, there is large number of 
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grain boundaries [29] and it is well known that grain boundaries are low permittivity 

region, hence poor ferroelectric. On the other hand, there is polarization discontinuity 

between grain boundary and grain surface and hence polarization (2Pr) decreases. It is 

also seen that coercive field decreases with increase in bismuth ferrite content. This 

may be due to the fact that energy barrier for switching ferroelectric domain with the 

change in concentration of charge carriers which leads to the domain pinning [12]. 

The relaxor behavior of x=0.3 and x=0.4 has been confirmed with the help of 

ferroelectric loops as the slim loops are a characteristic of relaxor ferroelectrics [30]. 

Conclusions: 

 The multiferroic compounds with compositions (x) = 0.1- 0.4 in the system (1-x) Ba 

Zr0.025Ti0.975O3 – (x) BiFeO3 were synthesized and studied for the structural and 

electrical properties. X-ray diffractograms reveal the transformation from 

orthorhombic to pseudocubic phase of perovskite structure with the increase in 

concentration of bismuth ferrite. A significant increase in dielectric constant at Curie 

temperature is observed for the specimen with the higher bismuth ferrite content. The 

decrease in the value of tolerance factor from 0.948 to 0.937 with the increasing 

content of bismuth ferrite leads to the structural distortion in the lattice. The 

transformation from normal ferroelectrics to relaxor ferroelectrics has been confirmed 

from the values of diffusivity constant (γ). This is also supported by the appearance of 

the slim hysteresis loop.  
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FIGURE CAPTIONS 

 

Fig. 1 (color online) X- Ray Diffractograms of the compositions (1-x) [Ba        

Zr0.025Ti0.975O3] – (x) [BiFeO3] [x = 0.1- 0.4]  

Fig. 2 (color online) Variation of permittivity and dielectric loss tan δ with 

temperature at frequencies 1 kHz, 10  kHz and 100 kHz of the compositions (1-x) [Ba 

Zr0.025Ti0.975O3] – (x) [BiFeO3] [x = 0.1-0.4]. 

Fig. 3(color online) The plots of ln (1/ɛ  - 1/ɛ m) as a function of ln (T- Tm) for the 

different compositions (x =0.1 and 0.2) at 1 kHz frequency (with the calculated values 

of diffusivity constant, γ)  

Fig. 3 inset (color online) The plots of Volgel- Fulcher fitting for the compositions x 

= 0.3 and 0.4.  

Fig.4 (color online) Variation of Z’’ with frequency of the studied specimens. 

Fig. 5 (color online) The plots of relaxation time and 1000/T for the studied 

specimens. 

Fig. 6 (color online) Ferroelectric hysteresis loops showing remanent polarization (Pr) 

and coercive field of the studied specimens. 

 

 

 

TABLE CAPTIONS 

Table 1 Variation in the tolerance factor, lattice parameters, tetragonal strain, 

dielectric constant, relaxation time and activation energy with concentration of 

bismuth ferrite (x). 
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 The compositions (1-x) BZT-x BFO (x=0.1-0.4) have been synthesised using SSR. 

 The samples showed Relaxor behaviour with the increasing concentration of BFO. 

 Single phase at higher conc. of BFO has been justified through Defect Equation. 

 The relaxor behaviour has been supported by the slim ferroelectric loops. 

 

*Highlights (for review)
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Table1 

Sample 
Tolerance 

factor a b c c/a ɛ m τo Ea (eV) 

x=0.1 0.948 3.98348 4.013072 4.0136428 1.007572 551.26 6.60E-08 1.2008 

x=0.2 0.945 3.97183 3.995046 3.9918248 1.005034 579.11 2.92E-08 1.09617 

x=0.3 0.941 3.99627 3.998591 4.0002516 1.000996 580.73 5.22E-08 1.22541 

x=0.4 0.937 3.99129 3.9971 4.0015962 1.002582 3509.16 3.02E-08 1.12079 

 

Table(s)
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This paper presents implementation of mutually coupled circuit using differential voltage current-controlled conveyor transcon-
ductance amplifier (DVCCCTA). It employs only two DVCCCTAs, one grounded resistor, and two grounded capacitors. The
primary, secondary, and mutual inductances of the circuit can be independently controlled and tuned electronically. The effect of
non-ideal behaviour of DVCCCTA on the proposed circuit is analyzed. The functionality of the proposed circuit is verified through
SPICE simulation using 0.25 μm TSMC CMOS technology parameters.

1. Introduction

Since the beginning of current-mode circuit concept, a lot of
research has been directed towards the development of active
inductance and immittance simulator circuits. A limited
literature is available on active realizations (simulators) of
mutually coupled circuit (MCC). The MCC is character-
ized by primary inductance, secondary inductance, mutual
inductance, and the coupling factor. The MCC simulators
can be integrated easily and have reduced possibility of mag-
netic interference due to absence of inductive components.
Also, there exists a possibility of tunability of inductance
values along with the coupling coefficient. Considering
this, some MCC simulators have recently been reported in
literature that uses different active building blocks [1–8].
The study of MCC simulators [1–8] shows that the circuits
reported in [1, 2, 7] are based on operational transconduc-
tance amplifier (OTA), [2–4] that uses second-generation
current conveyors (CCII), [5, 6] employ second-generation
current-controlled conveyors (CCCII), [7] uses differential
voltage current conveyors (DVCC) and CCIIs, [8] and uti-
lizes current-controlled current backward transconductance
amplifier (CC-CBTA). Some of these implementations [1–7]
realize grounded MCC whereas a floating MCC realization
is reported in [8]. The OTA-based MCC [1, 2] employs
eight OTAs and two grounded capacitors. The CCII-based
structures [2–4] use four to eight active elements, four to six
resistors, and two to four capacitors. The CCCII-based MCC

[5] employs four CCCIIs, five resistors, and two capacitors
[5]. Reference [6] reports another CCCII-based MCC that
uses five CCCIIs, two capacitors, and an inductor. Two
circuits are reported in [7], the first circuit uses four OTAs,
two resistors, and two capacitors whereas the second circuit
makes use of two DVCCs; two CCIIs, six resistors, and two
capacitors. The recently reported MCC [8] uses three CC-
CBTAs and three capacitors. The circuits reported in [1, 5–8]
are electronically tunable MCC parameters.

In this paper, a new DVCCCTA- [9] based MCC is
proposed that uses Gorski Popiel Technique [10]. It is float-
ing in nature and uses only two DVCCCTAs, one resistor,
and two grounded capacitors. The primary inductance (L1),
secondary inductance (L2), and mutual inductance (M) can
be electronically and independently controlled. The effect of
nonideal behaviour of DVCCCTA on the proposed circuit is
discussed. The functionality of the proposed circuit is tested
under open-circuit condition. Its performance is exhibited
by connecting it as a double-tuned band pass filter by using
two additional resistors and two capacitors. The theoretical
proposition has been verified with SPICE simulations using
the parameters of 0.25 μm TSMC CMOS Technology.

2. Circuit Description

2.1. DVCCCTA. The DVCCCTA [9] is based on differential
voltage current conveyor transconductance amplifier (DVC-
CTA) [11] and consists of differential amplifier, translinear
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Figure 1: Circuit symbol of DVCCCTA.

loop and transconductance amplifier. The port relationships
of the DVCCCTA as shown in Figure 1 can be characterized
by the following matrix:

⎡
⎢⎢⎢⎢⎢⎣

IY1

IY2

VX

IZ
IO

⎤
⎥⎥⎥⎥⎥⎦
=

⎡
⎢⎢⎢⎢⎢⎣

0 0 0 0 0
0 0 0 0 0
1 −1 RX 0 0
0 0 1 0 0
0 0 0 gm 0

⎤
⎥⎥⎥⎥⎥⎦

⎡
⎢⎢⎢⎢⎢⎣

VY1

VY2

IX
VZ

VO

⎤
⎥⎥⎥⎥⎥⎦

, (1)

where RX is the intrinsic resistance at X terminal and gm is
the transconductance from Z terminal to O terminal of the
DVCCCTA.

The CMOS-based internal circuit of DVCCCTA [9] in
CMOS is depicted in Figure 2. The values of RX and gm
depend on bias currents IB1 and IB2, respectively, which may
be expressed as

RX = 1(√
2μnCox(W/L)18,19IB1 +

√
2μpCox(W/L)16,17IB1

) ,

(2)

gm =
√
μnCox(W/L)24,25IB2. (3)

2.2. DVCCCTA-Based Floating Mutually Coupled Circuit. In
this section, firstly the port equations for a floating MCC
are stated. Then, Gorski Popiel technique is outlined which
is followed by realieation of the proposed DVCCCTA-based
floating mutually coupled circuit.

2.2.1. Floating Mutually Coupled Circuit. A floating MCC is
shown in Figure 3(a) and is functionally represented as

V1F = sLPI1 + sM12I2 + V3F ,

V2F = sM21I1 + sLSI2 + V3F ,
(4)

where LP = L1 + M11 and LS = L2 + M22, and M12 and M21

represent mutual inductances of MCC.
Alternately, (4) can be represented as

V1F −V3F = s(L1 + M11)I1 + sM12I2,

V2F −V3F = sM21I1 + s(L2 + M22)I2.
(5)

Representing the voltages V1F − V3F and V2F − V3F as V1D

and V2D, respectively, (5) reduces to

V1D = s(L1 + M11)I1 + sM12I2,

V2D = sM21I1 + s(L2 + M22)I2.
(6)

Equation (6) can be represented pictorially in Figure 3(b)
which can be realized using Gorski Popiel technique [10]
described in the following section.

2.2.2. Gorski Popiel Technique [10]. This technique is gener-
alization of inductor simulation method and uses generalized
impedance converter (GIC). The GICs are circuits whose
input impedance can be changed by appropriate selection of
components and load. A simplified pictorial representation
of GIC is shown in Figure 4. The characteristic equation of
GIC may be written as

V1 = V2,

I2 = sTI1,
(7)

where T represents time constant of GIC. In Figure 5, a GIC
connected to a resistor in input branch makes the input
impedance inductive. The value of the inductance would be
TR.

This technique implies that a resistive network embedded
in GICs appears like an inductive network of same topology
with the inductance matrix Li = TRi. Thus it allows replace-
ment of complete inductor networks by similar resistive
networks rather than treating each inductor separately. Thus,
this technique can be easily applied to T-shaped resistive
network to get the mutually coupled circuit as shown in
Figure 6.

2.2.3. Proposed Floating Mutually Coupled Circuit. The
method outlined in preceding section can be used for
floating MCC realization if the voltages V1 and V2 (Figure 6)
represent differential voltage as shown in Figure 7. The
DVCCCTA, being capable of processing differential inputs
through Y1 and Y2 terminals, can be used to implement
floating mutually coupled circuit.

The proposed floating MCC circuit is shown in Figure 8
where each DVCCCTA realizes GIC block (sT : 1) and a series
resistance. Thus the circuit uses X-port resistances of 1st
and 2nd DVCCCTA for realization of inductances L1 and
L2 whereas resistance RM provides mutual coupling. The
analysis of the circuit in Figure 8 gives

V1D = sC1(RX1 + RM)
gm1

I1 +
sC2RM

gm2
I2,

V2D = sC1RM

gm1
I1 +

sC2(RX2 + RM)
gm2

I2,

(8)

where V1D = V1F −V3F , V2D = V2F −V3F , RXi and gmi repre-
sent intrinsic X-port resistance and transconductance of ith
DVCCCTA.
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Figure 3: Pictorial representation of floating MCC.
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Figure 5: Inductance simulation using Gorski Popiel Technique.
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Figure 6: MCC implementation using Gorski Popiel Technique. (a)
Resistive network with GIC, (b) its equivalent network.

Using (3) and (6), the values of various inductances L1,
L2, M11, M22, M12, and M21 can be computed as

L1 = C1RX1

gm1
, L2 = C2RX2

gm2
,

M11 = C1RM

gm1
, M12 = C2RM

gm2
,

M21 = C1RM

gm1
, M22 = C2RM

gm2
.

(9)

For symmetrical coupling, M12 =M21 =M. Assuming gm1 =
gm2 = gm, and C1 = C2 = C, the inductances become

L1 = CRX1

gm
, L2 = CRX2

gm
,

M = CRM

gm
.

(10)
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Figure 7: Floating MCC implementation using Gorski Popiel
Technique.
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Figure 8: Proposed floating MCC circuit.

The coefficient of coupling (k) can be computed as

k = RM√
(RX1 + RM)(RX2 + RM)

. (11)

The resistance RM being grounded can easily be implemented
with MOS transistor [12]. Thus, the inductances of MCC as
well as coefficient of coupling can be electronically tuned.

2.3. Non-Ideal Analysis. The frequency performance of the
proposed MCC may deviate from the ideal one due to non-
idealities. The DVCCCTA nonidealities may be categorized
in two groups. The first comes from nonunity internal
current and voltage transfers in DVCCCTA. The modified
port relationships may be written in matrix form as follows:

⎡
⎢⎢⎢⎢⎢⎣

IY1

IY2

VX

IZ
IO

⎤
⎥⎥⎥⎥⎥⎦
=

⎡
⎢⎢⎢⎢⎢⎣

0 0 0 0 0
0 0 0 0 0
β1 −β2 RX 0 0
0 0 α 0 0
0 0 0 γgm 0

⎤
⎥⎥⎥⎥⎥⎦

⎡
⎢⎢⎢⎢⎢⎣

VY1

VY2

IX
VZ

VO

⎤
⎥⎥⎥⎥⎥⎦

, (12)

where the voltage transfer functions β1 = 1 − εv1 and β2 =
1 − εv2. The εv1 and εv2 denote voltage tracking errors

Table 1: Aspect ratios of CMOS transistors in DVCCCTA.

Transistors Aspect ratio (W (μm)/L (μm))

M1, M4, M9, M11–M15, M30-M31 3/0.25

M2, M3, M5, M6 1/0.25

M7-M8, M20–M23, M26, M28-M29 5/0.25

M10 12.5/0.25

M16-M17 8/0.25

M18-M19 5/0.25

M24-M25 5/0.25

M27 4.35/0.25

from Y1 and Y2 terminals to X terminal, respectively. The
current transfer function α = 1 − εi, where εi denote
current tracking error from X to Z terminal. The coefficient
γ denotes current transfer function from Z terminal to O
terminals. Considering these deviations in the voltage and
current transfers, (9) modifies to

L1 = CRX1(
αβγgm

) , L2 = CRX2(
αβγgm

) ,

M11 =M12 =M21 =M22 = CRM(
αβγgm

) ,

(13)

where equal values of α, β, and γ are assumed for both
DVCCCTAs. Equation (9) clearly indicates that the nonunity
voltage and current transfer functions of DVCCCTA affect
various inductances. Apart from having non-unity values,
the current and voltage transfer functions also have poles
at high frequencies. Their effect on proposed MCC perfor-
mance can however be ignored if the operating frequencies
are chosen sufficiently smaller than voltage and current
transfer pole frequencies of the DVCCCTA.

The second group of nonidealities comes from parasitics
of DVCCCTA comprising of resistances and capacitances
connected in parallel at terminals Y1, Y2, Z, and O (i.e., RY1,
CY1, RY2, CY2, RZ , CZ , RO, CO). The effects of these parasitics
on filter response depend strongly on circuit topology. In
the proposed structure, the external capacitor appears in
parallel to the parasitic capacitor, the effect of these may be
accommodated by preadjusting the external capacitor value.

3. Simulation Results

To verify the functionality of the proposed DVCCCTA-
based MCC, SPICE simulations have been carried out using
TSMC 0.25 μm CMOS process model parameters and power
supplies of VDD = −VSS = 1.25 V and VBB = 0.8 V. The
aspect ratios of various transistors of DVCCCTA (Figure 2)
are listed in Table 1. Firstly, the proposed circuit is tested
under the open-circuit condition, that is, I2 = 0, so the
ratio between the secondary and the primary voltage can be
expressed as

Vout

Vin
= RM

RM + RX1
. (14)

Equation (14) clearly shows that under the open-circuit
condition the ratio between the output and input voltages
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will be frequency independent. The open circuit is tested
for bias currents IB1 and IB2 taken as 10 μA and 160 μA,
respectively, for both DVCCCTA. The values of C1, C2, and
RM are 10 pF, 10 pF, and 1.33 kΩ, respectively. The simulation
result as shown in Figure 9 confirms the relation between
Vout and Vin.

To illustrate an application of proposed mutually coupled
circuit, a double-tuned circuit is constructed as shown
in Figure 10. The primary and secondary side resonance
frequencies ( fP and fS) and quality factors (QP and QS) can
be obtained as

fP = 1(
2π
√
CP(L1 + M)

) , fS = 1(
2π
√
CS(L2 + M)

) ,

QP = 2π fPRPCP , QS = 2π fSRSCS.
(15)

The performance of the double-tuned circuit is tested
with following component values: RP = RS = 11 kΩ; CP =
CS = 20 pF; for proposed MCC: RM = 1.33 kΩ, C1 = C2 =
10 pF. The bias current IB1 and IB2 are selected as 10 μA and
160 μA, respectively, so as to provide RX1 = RX2 as 2 kΩ and
1/gm1 = 1/gm2 as 1.5 kΩ. The resulting values of inductances
are L1 = L2 = 30μH and M11 = M12 = M21 = M22 =
19.95μH. This selection results in fP = fS = 5.035 MHz
and Qp = Qs = 6.952. The ideal and simulated responses
of a double-tuned circuit are shown in Figure 11. There is a
close agreement between the ideal and simulated values. The
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Figure 11: Simulated and ideal response of double-tuned circuit.
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Figure 12: Simulated filter response with varying bias current IB2.

electronic tunability is demonstrated by varying bias current
IB2 of both the DVCCCTAs from 10 μA to 250 μA and the
simulation results are shown in Figure 12.

To study the time domain behaviour of the double-tuned
circuit (Figure 10), a sinusoidal signal of 300 mV amplitude
and frequency of 5.035 MHz is applied as input. The
transient response is depicted in Figure 13 which shows that
ideal and simulated responses are in close approximation.
The power consumption of the circuit was 2.77 mW. The
double-tuned circuit is also tested to judge the level of
harmonic distortion at the output of the signal. The %THD
result is shown in Figure 14 which shows that the output
distortion is low and within 3% up to about 800 mV.

4. Conclusion

In this paper, DVCCCTA-based circuit for simulation of
floating mutually coupled circuit has been presented. The
proposed circuit uses only two DVCCCTAs, one grounded
resistor, and two grounded capacitors. The primary and
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secondary inductances of the circuit can be independently
controlled and tuned electronically via bias currents of
DVCCCTAs whereas mutual coupling can be adjusted via
grounded resistor. This resistor can be realized with MOS
transistors. The nonideal analysis of circuit is included and
as an application a double-tuned circuit is simulated.
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Polypyrrole (PPy) nanoparticles were synthesized via microemulsion polymerization technique using sodium dodecyl sulfate as
surfactant. Polyvinyl alcohol (PVA) was added as soft template during polymerization to modify the structure and properties
of PPy nanoparticles. The synthesized materials namely, PVA-free and PVA added were characterized by Fourier transform
infrared spectroscopy (FT-IR), X-ray diffraction (XRD), scanning electron microscopy (SEM), and DC electrical conductivity
measurements. The sample synthesized in the presence of PVA has longer conjugation length as estimated from FT-IR
investigation. Temperature dependence (4.2–300 K) of DC electrical conductivity measurement reveals that the PVA has a strong
effect on the polymerization mechanism of PPy giving evidence of H-bonded assistance during polymerization leading to the
synthesis of better ordered polymer. A growth mechanism has been proposed which explains the H-bonded assistance of PPy
polymerization leading to enhanced structural ordering.

1. Introduction

Conjugated polymers have attracted considerable attention
in the past few decades because of their potential appli-
cation in electronic devices [1]. Their ease of processing
and chemically tunable properties makes them useful for
electronic, optoelectronic, electromechanical, and sensing
device application [2, 3]. During the recent years conducting
polymer nanostructures have received increasing attention
from both fundamental research as well as application point
of view. Conducting polymer nanostructures show high
electrical conductivity, large surface area, short path lengths
for the transport of ions, and high electrochemical activity as
compared to its macrogranular structure or self-supporting
films [4–7]. It can be synthesized by several approaches
such as well-controlled solution synthesis [8, 9], soft-
template methods [10], hard-template methods [11], and

electrospinning technology [12]. Recently some conducting
polymer nanowires and nanorods have been synthesized via
hydrogen bonding [13].

Polypyrrole (PPy) is one of the most studied conduct-
ing polymers because of its good environmental stability,
facile synthesis, ion exchange capacity, biocompatibility,
and higher conductivity [14, 15]. It can be used in drug
delivery, rechargeable batteries, supercapacitors, anhydrous
electrorheological fluids, microwave shielding, and corro-
sion protection [16–18]. Soft template uses microemul-
sion polymerization which allows particles to transfer into
spherical aggregates through the surfactant template for
the production of PPy nanostructures. Conducting polymer
nanoparticles (particle size) ∼50–200 nm [19, 20] and ∼20–
50 nm [21] have been synthesized. It has been observed that
the microemulsion polymerization has increased the yield
of the PPy nanoparticles, the extent of the π-conjugation
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Table 1: Peaks observed in FT-IR spectra of Sample A and B.

Absorption bands Samples A (cm−1) Sample B (cm−1)

C=C 1553.1 1538

C–C 1481.1 1453

C–N (in plane def.) 1280 1289

Vibration of pyrrole ring 1211 1156

N–H (in plane def.) 1044 1025

C–H out of plane vibrations 925 960

C–H wagging 787 764

N–H out of plane vibration 679 690
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Figure 1: FT-IR spectra of PPy nanoparticles synthesized in the
absence (sample A) and presence (sample B) of PVA.

along the polymer backbone, and the ordered arrangement
of the macromolecular chains. Song et al. 2004 have reported
the synthesis of PPy nanoparticles doped with a variety
of alkylbenzenesulfonic acid (ABSA) [22]. PPy doped with
short alkyl chain showed higher conductivity than long alkyl
chain. These achievements indicate that the microemulsion
polymerization is powerful technique for the fabrication of
polymer nanostructures.

In the present paper, we report the synthesis of
PPy nanoparticles by microemulsion polymerization. The
temperature-dependent (4.2 to 300 K) dc conductivity mea-
surement along with structural investigations indicates that
the addition of PVA during the polymerization affects the
polymerization mechanism.

2. Experimental

PPy nanoparticles were synthesized using doubly distilled
0.1 M pyrrole monomer (Fluka chemie) with 0.5 M ferric
chloride (FeCl3) (Sigma Aldrich). Sodium dodecyl sulfate
(SDS) (Fluka) (0.03 M) was used as surfactant. The solution
of SDS was prepared in distilled water (18 MΩ cm). Con-
tinuous stirring was carried out for 6 hrs at 275 K in inert
atmosphere during polymerization. The black precipitate
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Figure 2: X-ray diffraction pattern of samples synthesized in the
absence (sample A) and presence (sample B) of PVA.

of PPy from the reaction mixture was filtered via vacuum
filtration. The filtered precipitate was washed repeatedly with
methanol and distilled water till clear and colorless filtrate
was obtained. Finally, the PPy nanoparticles were dried for
6 hrs in vacuum oven at 333 K and was designated as sample
A. PPy nanoparticles were also synthesized with the addition
of polyvinyl alcohol (PVA) (5% by weight of pyrrole) in
the abovementioned reaction mixture, and similar procedure
was followed for polymerization and filtration and was
designated as sample B.

Fourier transform infrared (FT-IR) spectra of both
samples A and B were recorded using Smart orbit ATR-single
reflection accessory of the Thermo Scientific Nicolet 5700
spectrometer, with a diamond crystal, taking four scans at a
resolution of 4 cm−1, and details of different vibration peaks
are given in Table 1. X-ray diffraction of samples A and
B was taken by Rigaku-make powder X-ray diffractometer
for Cu-Kα (λ = 1.5404 Å) radiation. The scanning electron
micrographs (SEMs) of samples A and B were taken using
SEM model Zeiss EVO MA-10 microscope to investigate
the surface morphology of the samples. A thin layer of
gold was sputtered on the samples before loading in the
microscope probe to nullify any charging effect. For dc
electrical conductivity (σdc) measurement, circular pellets of
both samples A and B having dia∼5 mm were made by using
hydraulic press at ∼5 × 108 Pa. Conductivity measurements
were performed by using four-probe technique. Keithley 238
high current source measuring unit was used for applying
constant current and Keithley 6517A Electrometer/High
Resistance meter was employed to measure the voltage.
The thickness of the samples was accurately measured
to calculate the bulk conductivity. Temperature-dependent
(4.2–320 K) dc conductivity measurement was performed
in liquid helium Dewar using Keithley’s 224 Programmable
Constant Current Source and 195 A Digital Multimeter.
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Figure 3: (a) SEM of PPy nanoparticles (sample A) and (b) SEM of PPy (sample B). Inset shows their corresponding TEM images.
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Figure 4: Plot of dc conductivity (σdc) versus (a) 1000/T and (b) T−1/2 for both the samples in the temperature range 4.2–320 K.

3. Results and Discussion

A key property of a conducting polymer is the presence of
conjugated double bond which gives rise to the electrical
conductivity, as it allows the efficient transfer of electrons
or positive charges along the polymer backbone. Increas-
ing conjugation length and improving order throughout
polymer chain will allow charge to migrate along a longer
distance and hence enhances the conductivity. In the present
work, the conjugation length and structural ordering of
PPy nanoparticles have been influenced by the addition of
polyvinyl alcohol (PVA) during the microemulsion polymer-
ization.

Figure 1 shows the FT-IR spectra of samples A and B
confirming the synthesis of polymers. Sample A shows the
peaks at 1553 and 1481 cm−1 which correspond to C=C-
stretching and C–C-stretching vibrations, respectively [23].
The peaks at 1280 and 1211 cm−1 are attributed to the

C–N in plane deformation and vibrations of the pyrrole
ring. The peak at 1040 cm−1 is attributed to N–H in plane
deformation vibration [23, 24]. The peaks at 787 and
925 cm−1 correspond C–H wagging and C–H out of plane
vibrations, respectively. The peak at 679 cm−1 is attributed to
N–H out of plane vibration [24].

Sample B shows the peaks at 1538 and 1453 cm−1 which
correspond to the stretching vibration of C=C and C–C,
respectively [23]. The peaks at 1289 cm−1 correspond to C–
N in plane deformation. The peak at 1156 cm−1 is attributed
to the vibration of the pyrrole ring. The band of N–H in
plane deformation is located at 1025 cm−1 while C–H out
of vibration is found at 960 cm−1 [23, 24]. The peaks at
764 and 690 cm−1 corresponds to C–H wagging vibration
and N–H out of plane vibration, respectively [24]. The
characteristic peaks of PVA could not be observed in the
spectrum, indicating that alcohol has been washed out from
the final PPy nanostructures.
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Figure 5: Plot of log EA (EA is the activation energy derived from
Figure 4(a)) versus log T in the temperature range 8–290 K.

The FT-IR spectra for both samples A and B have all the
characteristic peak of PPy, which suggest that it has been
successfully synthesized. However, there are few differences
between the spectra of samples A and B. The band of
C=C stretching vibration located at 1553 cm−1 in the FT-
IR spectrum of sample A synthesized in the absence of PVA
shifts to 1538 cm−1 for sample B synthesized in the presence
of PVA. Due to this shift the room temperature (∼300 K)
conductivity of sample B (∼7.5 × 10−2 S/cm) is higher than
sample A (∼1.6 × 10−2 S/cm). The intensity of the C=C and
C–C band in the two samples is different which can be linked
with the conjugation length of PPy. The conjugation length
is estimated from the ratio of peak intensity of C=C and
C–C stretching vibrations [25]. The higher ratio represents
longer effective π conjugation along the PPy chains and
hence higher conductivity. PPy synthesized using PVA shows
higher conjugation (∼0.98) than the one synthesized without
it (∼0.91). This shows that the PVA considerably influenced
the molecular structure of PPy. The hydrogen in the O–H
group of PVA is capable of forming bond with the hydrogen
in the N–H group of the pyrrole ring. These hydrogen bonds
are known to be weak, and PVA is soluble in water, and
quantity of PVA added was very small; therefore, these bonds
get broken, and PVA is removed during the washing of the
sample. FTIR confirms that this as no characteristic peak for
PVA is observed.

Figure 2 shows the XRD pattern of the synthesized
PPy nanoparticles with and without PVA. PPy nanoparticles
synthesized in the absence of PVA (sample A) exhibit broad
scattering peaks at 2θ value around 25.6◦, which suggest that
PPy is virtually amorphous. PPy nanoparticles synthesized in
the presence of PVA (sample B) exhibit two peaks at 2θ values
around 14.1◦ and 23.45◦ with almost same intensity which
suggests that this sample B is less amorphous than sample A.

It can be said here that sample synthesized in the presence
of PVA is partially crystalline and has better ordering than
sample synthesized in the absence of PVA. Higher ordering
in PPy prepared in the presence of PVA may be attributed to
the alignment given to the PPy chains via hydrogen bonding
between N–H group of pyrrole ring and oxygen atom of PVA.
The d spacing (interlayer spacing) value for the sample A is
∼3.46 Å under whereas for sample B the values of d1 and d2

are ∼6.28 Å and 3.79 Å, respectively.
The SEM micrograph in Figure 3(a) represents the

general morphological features of the PPy nanoparticles
obtained without using PVA (sample A) during the exper-
iment process. The SEM image reveals the presence of
globular particles with diameter ranging from 50 to 100 nm.
These globular particles conglutinate together to form bigger
aggregates. The size measured by particle size analyzer
was found to around 80 to 100 nm (result not shown).
Figure 3(b) shows the typical SEM images of PPy nanopar-
ticles obtained when PVA was introduced to the experiment
process (sample B). The SEM image reveals the existence
of lamella disc-like structures with diameter ranging from
150 to 200 nm. The size measured by particle size analyzer
was found to around 200 to 300 nm (result not shown).
On careful observation it can be said that the sample looks
well-ordered and the level of aggregation in this sample
is very low as compared to the sample prepared in the
absence of PVA. This suggests that the presence of the
PVA in polymerization mixture has strongly influenced the
morphology of synthesized PPy and is also responsible for
better order and reduction in the aggregations. The inset in
Figures 3(a) and 3(b) shows their respective transmission
electron micrographs which further support the variation in
particle size as well as a core-shell structure, the material of
the shell being amorphous, and the core being formed by the
more closely packed polymer macromolecules.

The variation of dc conductivity (σdc) for both the
samples A and B is shown in Figure 4 as functions of
(a) 1000/T, (b) T−1/2 in the temperature range 4.2–300 K.
The temperature-dependent variation of dc conductivity
data indicates that the charge transport seems to occur
by phonon-assisted hopping or thermally activated jumps
between localized states [26–28]. According to Mott and
Davis, the dc conductivity (σdc) can be written [27] as

σdc = σo exp
{
−
(
T0

T

)γ}
, (1)

where σ0 is the infinite temperature conductivity, σdc is
the conductivity at temperature T , and T0 is the Mott’s
characteristic temperature that determines the thermally
activated hopping among localized states at different energies
and is also considered as a measure of disorder. We have
γ = 1/(d + 1), where d is the dimensionality. The values
of d = 1, 2, 3 signify the 1-dimensional, 2-dimensional, and
3-dimensional Mott’s VRH. A plot of log σdc versus (1/T)γ

should give a straight line for proper value of γ. It is evident
from this figure that for both the samples that is, prepared in
presence (sample A) and absence of PVA (sample B) exhibits
the linear dependence of log σdc versus T−1/2 (Figure 4(b))
and is better than that of log σdc versus T−1/4 (result not
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Figure 6: Mechanism of growth of PPy in presence of PVA showing the H-bonding assisted growth.

shown). The linearity factor of the PPy prepared in PVA
is 0.99935 while for PPy prepared in absence of PVA is
0.96196. These linearity factors illustrate that the Mott’s 1D-
VRH mechanism of T−1/2 type seems to be more appropriate
[27, 29] for explaining the mechanism of dc conduction in
both PPy samples.

The temperature region where (1) is valid should gives
[26] the activation energy as

EA = −d(ln σ)
d(1/kBT)

, (2)

where kB is the Boltzmann’s constant and EA is the activation
energy. Equation (2) can be correlated to the parameters of
(1) and can be written as

EA = γkBT0

(
T0

T

)γ−1

. (3)

It is evident from (3) that a plot of log EA versus log T should
yield a straight line of slope = (–(γ−1)). To verify this, the
activation energy (EA) evaluated at different temperatures
from Figure 4(a) has been plotted as log EA versus log T in
the temperature range 8–290 K and is shown in Figure 5. It
can be clearly seen that the behavior of activation energy with
temperature matches with a straight line corresponding to γ
= 1/2 which is shown as a solid line in Figure 5. This gives
a clear indication that the Mott’s VRH mechanism of T−1/2

type dominates the mechanism of charge transport in both

PPy samples. Equations (1) and (3) give the slope T0 from
log σdc versus T−1/2 plots (Figure 4) [27, 30] as

T0 = B0α3

kBN(EF)
, (4)

where T0 is the characteristic temperature, B0 is dimension-
less constant ∼1.66 [27, 30], kB is Boltzmann’s constant, N
(EF) is the density of states at the Fermi level, and α (=1/rP)
is the coefficient of exponential decay of the localized states
involved in the hopping process.

Based on the experimental observations, a mechanism
explaining the role of PVA in improving the order and
conjugation length has been proposed in Figure 6. The
hydrogen in the O–H group of PVA is capable of forming
bond with the hydrogen in the N–H group of the pyrrole
ring. Thus hydrogen bonding takes place between the N–
H group of the Pyrrole ring and O–H group of the PVA
molecule. Now, PVA acts as a bridging agent between the PPy
chains and forms a temporary soft template which controls
the growth of the PPy chains as shown in Figure 6. PVA forms
linkage between the PPy chains via hydrogen bonding. These
hydrogen bonds act as temporary soft template which is
responsible for increasing the order of the PPy nanoparticles
and hence increase in conjugation length and conductivity.
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4. Conclusion

PPy nanoparticles synthesized by microemulsion polymer-
ization in the presence of PVA show better ordering and
conjugation length than those synthesized in absence of PVA.
This study shows the importance of H-bonding assistance
during polymerization and gives rise to a promising method
to the controllable synthesis of other conducting polymers
with high conductivity.
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Abstract: Evaluation of MT is required for Indian languages 

because the same MT is not works in Indian language as in 

European languages due to the language structure. So, there 

is a great need to develop appropriate evaluation metric for 

the Indian language MT.  The main objective of MT is to 

break the language barrier in a multilingual nation like 

India. The present research work aims at studying the 

Evaluation of Machine Translation Evaluation’s 

Modified-BLEU Metric for English to Hindi for tourism 

domain. This work will help to give the feedback of the MT 

engines. We may make the changes in the MT engines and 

further we may revise the study.  

  We see that as we increase the number of references there is improvement in our results.  

Keywords:  MT – Machine Translation,  MTE- 

Machine Translation Evaluation, EILMT –Evaluation 

of Indian Language Machine Translation, ManTra – 

MAchiNe Assisted TRAnslation Technology, Tr – 

Tourism. 

 

INTRODUCTION  

Indian languages are highly inflectional, with a rich 

morphology, relatively free word order, and default 

sentence structure as Subject-Object-Verb. In addition, 

there are many stylistic differences.  So the evaluation of 

MT is required for Indian languages because the same MT 

is not works in Indian language as in European languages. 

The same tools are not used directly because of the 

language structure. So, there is a great need to develop 

appropriate evaluation metric for the Indian language MT.   

English is understood by less than 3% of Indian 

population. Hindi, which is official language of the country, 

is used by more than 400 million people. MT assumes a 

much greater significance in breaking the language barrier 

within the country’s sociological structure.  The main 

objective of MT is to break the language barrier in a 

multilingual nation like India. English is a highly 

positional language with rudimentary morphology, and 

default sentence structure as Subject-Verb-Object. The 

present research work aims at studying the “Evaluation of 

Machine Translation Evaluation’s Modified-BLEU 

Metric for English to Hindi” for tourism domain. The 

 
 

present research work is the study of statistical evaluation 

of machine translation evaluation for English to Hindi. 

The research aims to study the correlation between 

automatic and human assessment of MT quality for 

English to Hindi.  The main goal of our experiment is to 

determine how well a variety of automatic evaluation 

metric correlated with human judgment.   

 In the present work we propose to work with 

corpora in the tourism domain and limit the study to English 

– Hindi language pair. It may be assumed that the inferences 

drawn from the results will be largely applicable to 

translation for English to other Indian Languages. Our test 

data consisted of a set of English sentences that have been 

translated from expert and non-expert translators. The 

English source sentences were randomly selected from the 

corpus of tourism domain. These sentences are taken 

randomly from the different resources like websites, 

pamphlets etc.  Each output sentence was score by Hindi 

speaking human evaluators who were also familiar with 

English. It may be assumed that the inferences drawn from 

the results will be largely applicable to translation for English 

to other Indian Languages, as assumption which will have to 

be tested for validity. We used ManTra MT engine for this 

work. 

ManTra: C-DAC Pune has developed a translation system 

called ManTra. The work in ManTra has to be viewed in 

its potentiality of translating the bulk of texts produced in 

daily official activities. The system is facilitated with 

pre-processing and post-processing tools, which enables 

the user to overcome the problems/errors with minimum 

effort.  

OBJECTIVE 

The main goal of this work is to determine how well a 

variety of automatic evaluation metrics correlated with 

human scores. The other specific objectives of the present 

work are as follows.     

1. To design and develop the parallel corpora for 

deployment in automatic evaluation of English to Hindi 

machine translation systems. 

2. Assessing how good the existing automatic evaluation 

metrics Modified-BLEU, will be as MT evaluating 

strategy for evaluation of Indian language machine 

translation systems by comparing the results obtained 
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by this with human evaluator’s scores by correlation 

study. 

3. To study the statistical significance of the evaluation 

results as above, in particular the effect of- 

 size of corpus 

 sample size variations 

 increase in number of reference translations 

Creation of parallel corpora: Corpus quality plays a 

significant role in automatic evaluation. Automatic 

metrics can be expected to correlate very highly with 

human judgments only if the reference texts used are of 

high quality, or rather, can be expected to be judged high 

quality by the human evaluators. The procedure for 

creation of parallel corpora is as under: 

1.   Collect English corpus from the domain from 

various resources. 

2.   Generate multiple references (we limit it to three) 

for each sentence by getting the source sentence 

translated by different expert translators.  

3. XMLise the source and translated references for 

use in Automatic evaluation 

Table 1: Description of Corpus 

Domain 
Source 

Language 

Target 

Language 

No. of 

Sentences 

No. of 

Human 

Translation 

Name 

of MT 

Engine 

Tourism English Hindi 1000 3 Mantra 

 

For the corpus collection our first motive was to collect 

as possible to get better translation quality and a wide 

range vocabulary. For this purpose the first corpus we 

selected to use in our study is collected from different 

sources. We have manually aligned the sentence pairs. 

 

 In our study for tourism domain we take 1000 

sentences. When the text has been collected, we 

distributed this collected text in the form of Word File. 

Each word files having the 100 sentences of the particular 

domain. In this work our calculation will be based on four 

files- source file and three reference files. Reference files 

are translated by the language experts. We give the file a 

different identification. For e.g. our first file name is 

Tr_0001_En where Tr_ for tourism 0001 means this is the 

first file and En means this is the Candidate file. We treat 

this as the candidate file. In the same way our 

identification for the Hindi File is Tr_0001_Hi, in this Hi 

is for the Hindi file and we have called this a reference file. 

As we already mention that we are taking the three 

references we named them reference 1(R1), reference 

2(R2), reference 3(R3).  In the study we take the candidate 

sentence and the reference sentences, as shown below. For 

e.g.  

 Source Sentence:  Known for their fine architecture, 

elegant speech and intellectual pursuits, they were the 

ancestors of the famous Aztecs. 

Candidate Sentence: प्रससद्ध  के  सरए  उनका  

अच्छे  असचिटेक्चय , सुॊदय  बाषण  औय 

फुद्धद्ध  जीवी  अनुसयण , वे  भशहूय  

अज़टेक्स  का  ऩूविजं  थे   

Reference Sentences:       R1: अऩने उत्तभ स्थाऩत्म 
करा, सुन्दय बाषा औय फौद्धद्धक अनुसयण के सरए जाना जाने 
वारा, वे प्रससद्ध ऐज़टेक्स के ऩूविज थे । 

R2: अऩने उत्कृष्ट स्थाऩत्म करा तथा सहज बाषा तथा 
फौद्धद्धक शौकं के सरए जाने गमे, वे प्रससद्ध एजटैक्स के 
ऩूविज थे । 

 

R3: वे प्रससद्ध एजटेक्स के ऩूविज थे, उत्तभ सशल्ऩ, सशष्ट वाणी 
औय भानससक खोज के सरए जाने जाते हं । 

HUMAN EVALUATION 

Human evaluation is always best choice for the evaluation 

of MT but it is impractical in many cases, since it might 

take weeks or even months (though the results are required 

within days). It is also costly, due to the necessity of 

having a well trained personnel who is fluent in both the 

languages, source and targeted. While using human 

evaluation one should take care for maintaining 

objectivity. Due to these problems, interest in automatic 

evaluation has grown in recent years. Every sentence was 

assigned a grade in accordance with the following four 

point scale for adequacy.                       

                                Score 

 Ideal                    1 

 Acceptable              .5 

 Not Acceptable               .25 

 If a criterion does not apply to the translation 0 

 

      

AUTOMATIC EVALUATION BY 

MODIFIED-BLEU METRIC 

We used Modified-BLEU evaluation metric for this study. 

This metric is specially designed for English to Hindi. 

Modified-BLEU metric, designed for evaluating MT 

quality, scores candidate sentences by counting the 

number of n-gram matches between candidate and 

reference sentences. Modified-BLEU metric is probably 

known as the best known automatic evaluation for MT.  

To check how close a candidate translation is to a 

reference translation, an n-gram comparison is done 

between both. Metric is designed from matching of 

candidate translation and reference translations. We have 

chosen correlation analysis to evaluate the similarity 

between automatic MT evaluations and human evaluation. 

Next, we obtain scores of evaluation of every translated 

sentence from both MT engines. The outputs from both 

MT systems were scored by human judges. We used this 

human scoring as the benchmark to judge the automatic 

evaluations.  The same MT output was then evaluated 

using both the automatic scoring systems. The 

automatically scored segments were analyzed for 

Spearman’s Rank Correlation with the ranking defined by 

the categorical scores assigned by the human judges. 

Increases in correlation indicate that the automatic 
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systems are more similar to a human in ranking the MT 

output.  

 Statistical significance is an estimate of the 

degree, to which the true translation quality lays within a 

confidence interval around the measurement on the test 

sets.  A commonly used level of reliability of the result is 

95%. To reach at decision, we have to set up a hypothesis 

and compute p-value to get final conclusion. 

 

 The present research is the study of statistical 

evaluation of machine translation evaluation’s 

Modified-BLEU metric. The research aims to study the 

correlation between automatic and human assessment of 

MT quality for English to Hindi. While most studies report 

the correlation between human evaluation and automatic 

evaluation at corpus level, our study examines their 

correlation at sentence level. The focus in this work is to 

examine the correlation between human evaluation and 

automatic evaluation and its significance value, not to 

discuss the translation quality. In short we can say that this 

research is the study of statistical significance of the 

evaluated results, in particular the effect of sample size 

variations.  

 So, firstly we take source sentences and then get 

these sentences translated by our MT engine, here we 

consider the Anuvadaksh. We have the different 

references of these sentences. After doing this we do the 

evaluations of these sentences human as well as the 

automatic evaluations and we collect the individual scores 

of the given sentences considering all the three references 

one by one. The following table shows the individual 

scores of the five sentences (particular sentences can be 

seen at the end of the paper) using different no. of 

references. 

Table 2: Human Evaluation and Modified-BLEU 

Evaluation scores 

S. No. Modified-BLEU Score 

 
Human 

Eval. 

one no. of 

reference 

two no. of 

references 

three no. of 

references 

1.  0.25 0.1503 0.1679 0.1679 

2.  0.75 0.4971 0.6717 0.801 

3.  1 0.2649 0.2727 0.2727 

4.  0.5 0.1747 0.2513 0.3602 

5.  0.75 0.1152 0.1171 0.1171 

  

In this way we also collect the individual scores of all the 

sample sizes like 20, 60,100,200,300,500 and 1000 

sentences. After this we do the correlation analysis of 

these values. In order to calculate the correlation with 

human judgements during evaluation, we use all 

English–Hindi human rankings distributed during this 

shared evaluation task for estimating the correlation of 

automatic metrics to human judgements of translation 

quality, were used for our experiments. In our study the 

rank is provided at the sentence level.  

 

For correlation analysis we calculate the correlation 

between human evaluation and automatic evaluations one 

by one by the Spearman’s Rank Correlation method. The 

Spearman’s rank correlation coefficient is given as 

(when ranks are not repeated)- 
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where d is the difference between corresponding values in 

rankings and n is the length of the rankings. An automatic 

evaluation metric with a higher correlation value is 

considered to make predictions that are more similar to the 

human judgements than a metric with a lower value. 

Firstly, we calculate the correlation value in between the 

human evaluation and automatic evaluation 

Modified-BLEU metric means human evaluation with 

Modified-BLEU for sample size 20, 60, 100, 200, 300, 

500 and 1000. 

Table 3: Correlation (  ) values 

Sample 

Size 

  values 

one no. of 

reference 

two no. of 

references 

three no. of 

references 

20 .270 -.104 .196 

60 .287 .245 .289 

100 .183 .179 .187 

200 .046 .008 .046 

300 .050 -.024 -.054 

500 -.002 -.050 -.056 

1000 -.027 -.053 -.033 

  

 After calculating the correlation, we need to find 

out which type of correlation is there between the 

variables and of which degree and whether the values of 

the correlation are significant.  

ANALYSIS OF STATISTICAL SIGNIFICANCE 

TEST FOR HUMAN EVALUATION AND 

AUTOMATIC EVALUATION 

Statistical significance is an estimate of the degree, to 

which the true translation quality lays within a confidence 

interval around the measurement on the test sets.  A 

commonly used level of reliability of the result is 95%, for 

e.g. if, say, 100 sentence translations are evaluated, and 30 

are found correct, what can we say about the true 

translation quality of the system?  To reach at decision, we 

have to set up a hypothesis and compute p-value to get 

final conclusion that whether there is any correlation 

between the human evaluations and automatic 

evaluations. If yes, then what is the type and degree of 

correlation? Also what is the significance of the 

correlation value? In this work we set the hypothesis that 

there is no correlation between the values of human and 

automatic evaluation. The p-value will provide the answer 

about the significance of the correlation value. 

A Z-test is a statistical test for which 

the distribution of the test statistic under the null 

hypothesis can be approximated by a normal 

distribution. For each significance level, the Z-test has a 

single critical value (for example, 1.96 for 5% two 
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tailed) which makes it more convenient than 

the Student's t-test which has separate critical values for 

each sample size. The test statistic is calculated as: 

2
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n
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n
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where 1x  and 2x are the sample means, 
2

1s  and 
2

2s are 

the sample variances, n1 and n2 are the sample sizes and 

z is a quartile from the standard normal distribution. 

 

Table 4: p-values of output of Anuvadaksh using different 

no. of references 

Sample 

Size 

p-values 

one no. of 

reference 

two no. of 

references 

three no. of 

references 

20 0.0001 0.0001 0.0001 

60 0.0001 0.0001 0.0001 

100 0.0001 0.0001 0.0001 

200 0.0183 0.0183 0.0183 

300 0.0262 0.0594 0.0594 

500 0.0314 0.0375 0.0375 

1000 0.0322 0.0336 0.0336 

  

 Now on the basis of these values we conclude our 

results like which type and degree of correlation is there 

between the given variables and whether the correlation 

results are significant. In the above example we have done 

all the calculations by considering the single reference 

sentence and in tourism domain using 5 numbers of 

sentences.  

 But in our research work we consider the 

different references like 1, 2, 3 and we use the different 

sample sizes like 20, 60, 100, 200, 300, 500, and 1000. We 

see whether the results remains uniform for different 

sample sizes and different number of references in 

particular domains.   

For above calculation we used following sentences: 

English Sentences:  

1. The other factor on Cortes side was the lucky 

coincidence that 1519 was the exact year when legend 

had it that the Aztec god, Quetzalcoatl, would return 

from the east and so Cortes was mistaken for a god. 

2. Mexico City has a peculiar charm, possessing Mexico in 

microcosm: pollution and poverty intermingled with 

streets named after philosophers. 

3. For those who love sailing, yachting and windsurfing, 

there are facilities in Goa as well as at Kovalam beach in 

Kerala. 

4. Traverse the lonely stretches of the That Desert, like the 

travelers of old. 

5. Boparais organization is situated on Chandigarh Shimla 

highway. 

Candidate Sentences (translated by ManTra): 

1. अन्म  तत्व  सौबाग्मशारी  सॊमोग  वह  

1519 ऩय  दन्तकथा  जफ  वषि  सटीक  मह  था  

कक  अज़टेक  ईश्वय , कुएट्ज़ल्कोअट्र , 

ऩूवि  से  प्रसतराब  कयंगे  औय ऐसा  

था   

2. भेक्क्सको  नगय  सनक्ित  भनोहयता , 

स्वाभी  होने  वारे  भेक्क्सको  भं  

रघु  जगत ् : प्रदषूण  औय गयीफी  ने  

सड़कं  नाभ  ऩय  दाशिसनकं  के  साथ  

ऩयस्ऩय  सभसित  ककमा  जाए   

3. उनके  सरए  जो  पे्रभ  जरमात्रा  कयने  

वारे , नौका  द्धवहाय  औय 

द्धवॊड्सुकपंग , वहाॉ  गोवा  के  रूऩ  

भं  अच्छा  के  रूऩ  भं  कोवराभ  

सभुद्र  तट  भं  केयरा  भं  सुद्धवधा  

हं   

4. थाय  भरूस्थर  का  भारायेखा  अकेरा  

बूखॊडं , माद्धत्रमं  का  ऩुयानी  को  

ऩसॊद  कयते  हं   

5. फोऩयैस  सॊगठन  क्स्थत  ऩय  चॊडीगढ़  

सशभरा  याजऩथ   

 

RESULTS 

In the domain tourism there is significance difference 

between the average evaluation score of human with 

Modified-BLEU at 5% level of significance and this is for 

sample sizes 20, 60 and 100.  

  In Table 2 (Correlation (  ) values) correlation 

value for Modified-BLEU is .046 and .050 these values 

are for sample size 200 and 300 for three and tone number 

of references which is insignificant at 5% level of 

significance and same result are seen for the sample sizes 

500 and 1000.  

I.  CONCLUSION 

Corpus quality plays a significant role in automatic 

evaluation. This work will help to give the feedback of the 

MT engines. In this way we may make the changes in the 

MT engines and further we may revise the study.  
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Abstract --- This paper is an extension to the models of species 

abundance in biogeography based optimization technique. We 

present the extended species abundance models by defining the 

parameter species growth rate as a function of species evolution 

rate and the species immigration rate and species decline rate as 

a function of species extinction rate and emigration rate for the 

determination of the total species count at a given time instant 

on a single habitat, as opposed to the Simon’s model which 

relies upon migration only for the determination of the species 

count. We also introduce an additional dependency factor which 

signifies the interdependence of migrating species on each 

other such as the predator-prey relationships; to be 

considered for the determination of immigration and emigration 

rates and hence further extend the original model of species 

abundance in a single habitat. We discuss the extended BBO 

and its mathematics and then go on to present the extended 

forms of each of the six representative migration models that 

were originally proposed by Haiping Ma as an extension to the 

work by Simon. We demonstrate the performance of each of the 

extended models of BBO by running them on standard 

benchmark functions and found that the average convergence  

of each of the proposed extended species abundance models is 

faster leading to better optimization results than the original 

species abundance model of BBO.   

Keywords--- biogeography based optimization; species 

population modeling; evolutionary algorithms; benchmark 

functions.                 

I.   INTRODUCTION 

    Biogeography based Optimization (BBO) is a new 

population based evolutionary optimization method which 

is inspired from the migration mechanism of ecosystems 

[14]. As a global optimization method, BBO is an original 

algorithm based on the mathematical model of organism 

distribution in biological systems. Biogeography based 

optimization is a technique that has been adaptively 

applied in various areas of computer intelligence [1], 

including genetic algorithms (GAs) [10], ant colony 

optimization (ACO) [3], and particle swarm optimization 

(PSO) [7]. This evolutionary algorithm was introduced by 

Simon [14] in 2008 and demonstrated good optimization 

performance on various benchmark functions. In the 

original BBO paper, it was illustrated that BBO is 

competitive with other EAs. It could become a popular EA      

if it continues to improve with additional extensions and 

modifications (for example, oppositional BBO [4] and 

blended BBO [9]), and if it is applied to additional 

practical engineering problems (for example, ECG 

diagnosis [11], power system optimization [13], economic 

load dispatch [2], and satellite image classification [5, 12]).  

    This paper is an extension to the Simon’s model of 

species abundance in biogeography based optimization 

technique. The paper introduces an additional dependency 

factor which signifies the interdependence of migrating 

species on each other such as the predator-prey 

relationships to be considered for the determination of 

immigration and emigration rates and hence modifies the 

Simon’s model of species abundance in a single habitat. 

Motivated by natural biogeography, new migration models 

were incorporated in BBO [8] and six representative 

migration models were formulated.  We discuss the 

extended BBO and its mathematics and then go on to 

present the extended forms of each of the six representative 

migration models that were originally proposed by Haiping 

Ma [8] as an extension to the work by Simon [14].  

    The rest of this paper is organized as follows. Section 2 

gives a brief overview of the BBO algorithm as an 

optimizing approach. Section 3 first describes the 

theoretical foundations of the extended model of species 

abundance in biogeography, and proves new theorems 

about species count probabilities; second, it extends the six 

representative migration models by Ma [8] and presents 

our extended species abundance models. Section 4 presents 

the performance analysis of the extended models of BBO 

and compares their performance with the Simon’s model of 

BBO on standard benchmark functions. Section 5 presents 

the conclusions and directions for future research.  

 

II. BIOGEOGRAPHY BASED OPTIMIZATION (BBO) 

    BBO is a population based EA motivated by the 

migration mechanisms of ecosystems. It is based on the 

mathematics of biogeography. In BBO, problem solutions 

are represented as islands, and the sharing of features 

between solutions is represented as emigration and 

immigration. The idea of BBO was first presented in 

December 2008 by D. Simon [14]. It is an example of a 

natural process that can be modeled to solve general 

optimization problems. One characteristic of BBO is that 

the original population is not discarded after each 

generation; it is rather modified by migration. Also for 

each generation, BBO uses the fitness of each solution to 
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determine its emigration and immigration rate [8, 14]. In a 

way, we can say that BBO is an application of 

biogeography to EAs. In BBO, each individual is 

considered as a habitat with a HSI [8, 14], which is similar 

to the fitness of EAs, to measure the individual fitness. 

Also, an SIV which characterizes the habitability of an 

island is used. A good solution is analogous to an island 

with a high HSI, and a poor solution indicates an island 

with a low HSI. High HSI solutions tend to share their 

features with low HSI solutions. Low HSI solutions accept 

a lot of new features from high HSI solutions [14]. The 

algorithm for biogeography based optimization is given in 

fig. 1. 

 
Initialize the BBO parameters, the maximum species count Smax 

and the maximum migration rates E and I, the maximum mutation 

rate mmax , an elitism parameter and a random set of habitats, each 

habitat corresponding to a potential solution to the given problem. 

For each habitat  

 Map the HSI to the number of species K, the immigration rate λ, 

and the emigration rate µ. 

        Probabilistically use immigration and emigration to modify 

each non-elite habitat. 

        Re-compute each HSI.  

         Update the probability of its species count using (4). Then 

mutate each non-elite habitat based on its probability and re-

compute each HSI. 

End For 

End. 

  
Figure 1: Algorithm for biogeography based optimization 

 

III. EXTENDED MODELS OF SPECIES ABUNDANCE 

IN BIOGEOGRAPHY 

    This section presents the theoretical framework and the 

proposed extended models of species abundance in 

biogeography.  

A. Biogeography with species population modeling 

 

    This section presents the concepts of biogeography 

with species population modeling for the development of 

the extended BBO models. Biogeography theory proposes 

that the number of species found on a habitat is mainly 

determined by immigration and emigration. Immigration 

is the arrival of new species into a habitat or population, 

while emigration is the act of leaving one’s native region. 

In addition there are other important factors which 

increase the species count other than the immigration rate 

between habitats, including the cross-breeding rate, 

reproduction rate, human activity, bringing in species 

through wind, or natural causes, etc. We consider these 

factors as contributors to the population evolution rate [6]. 

Factors which lead to a decrease in the species count 

include predator-prey relationships, competition for 

available resources, etc. These factors contribute to the 

population extinction rate [6]. Hence, these factors make 

the immigration and the emigration curves complicated as 

was presented in our paper [6], contrary to those 

described in the original BBO [14] and the models 

proposed by Haiping Ma [8].   

    We also introduce a factor called the dependency factor ��� with the emigration rate. The factor is an important 

factor in the determination of the emigration rate since 

species tend to resist migration because of the dependency 

on other species until this dependence questions the 

survivability of the species themselves because of a 

deteriorating habitat suitability index. The HSI value of a 

habitat decreases with the deterioration of favorable 

factors (SIVs) such as rainfall, temperature, diversity of 

vegetation, topography, etc. Thus, the dependency factor ��� signifies the interdependence of migrating species on 

each other one such example being the predator-prey 

relationships. We model our dependency factor as the 

ratio of the number of groups of dependent species ���  
and the total number of species S for a non-zero value of  � ��� 1 for � 
 0 in equation (1). Thus,  

 

� 
 ������ �� ����� �� ��������� ������� ���� , � � 0                                                                                  1,                                             � 
 0 � 
(1) 

    Hence, we extend the original model proposed by 

Simon [14], and propose an extended species abundance 

model where we define two factors namely, the growth 

rate and the decline rates [6] as below in equations (2) and 

(3) respectively. (The mathematical formulations for the 

derivation of evolution and extinction rates are discussed 

in our paper [6]).  ������� �����  !��� 
 "���������� !��� #$%�&���� !��� 
  '(  
  " )1 * (+, # -(                      (2) 

 

And, ������� .��&��� !��� 
 $��������� !��� #$/�������� !��� 
 0( 
  1(+ #  2√�. 5                                    
     

Since, some species’ movement is interdependent, we add 

a dependency factor φ to our mathematical formulation of 

the decline rates and the growth rates 0( ��� '( in order 

to account for this dependency.  Thus,   ������� .��&��� !���
  $��������� !�������  � � ������ �� ���������: �������# $/�������� !��� 
 0(  
  1(;+ #  2√�. 5                                                    (3) 
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B. Extended Models of species abundance  

 

    According to different mathematical models of 

biogeography [8], various migration curves were 

proposed by Ma in his paper [8]. To explore the influence 

of migration curve shape on optimization performance, 

he listed six representative migration models. We extend 

these migration models by considering factors other than 

migration (as discussed in the previous section) to 

formulate the extended species abundance model. We 

thereby present the modified forms of each of the six 

migration models proposed by Ma [8] and call these as 

the generalized species abundance models. The first three 

are extended versions of the linear models [8], which 

means that the immigration rate <( and the emigration 

rate =( are linear (or at least affine) functions of the 

number of species k, and the other three are extended 

versions of the nonlinear models [8].  

 

1) Linear models 

 

Model 1: (constant immigration and linear emigration 

model)  

    The emigration rate =(   is linear with respect to the 

number of species k, and the immigration rate <( is 

constant and equal to half of I. The proposed extended 

species abundance curve is illustrated in fig. 2(a) and the 

probability curve is shown in fig. 2(b). The growth rate 

and the decline rate are as derived below in equations (4) 

and (5) respectively. 
 

Growth rate '( 
  >?  #  -(                                               (4) 

 

Decline rate 0( 
 
1(;+ #  2√�5                                     (5) 

 

Model 2: (linear immigration and constant emigration 

model)  

    The immigration rate <(  is linear with respect to the 

number of species k, and the emigration rate =(   is 

constant and equal to half of E. The proposed extended 

species abundance model is illustrated in fig. 2(a) and the 

probability curve is shown in fig. 2(b). The growth rate 

and the decline rate are as derived below in equations (6) 

and (7) respectively. 

 

Growth rate '( 
 " )1 * (+,  #  -(                                   (6) 

Decline rate 0( 
 
1;? #  2√�5                                       (7) 

 

 

Model 3: (linear immigration and linear emigration 

model)  

    This model was presented in the original BBO paper 

[14]. The immigration rate <(   and the emigration rate 

=(    are linear functions of the number of species k in the 

habitat. The proposed extended species abundance model 

is illustrated in fig. 2(a) and the probability curve is 

shown in fig. 2(b). The growth rate and the decline rate 

are as derived below in equations (8) and (9) 

respectively. 

 

Growth rate '( 
  " )1 * (+,  # -(                                 (8) 

Decline rate 0( 
 
1(;? #  2√�5                                     (9) 

 

 

2) Non-Linear Models 

 

    Ma proposed three nonlinear migration models, a 

trapezoidal migration model, a quadratic migration model 

and a sinusoidal migration model. We present the 

extended forms of each of these non-linear models.   

 

Model 4:  (Trapezoidal migration model) 

    The immigration rate <(  and the emigration rate =( 

are trapezoidal functions of the number of species k. The 

proposed extended species abundance model is illustrated 

in fig. 2(a) and the probability curve is shown in fig. 2(b). 

The growth rate and the decline rate are as derived below 

in equations (10) and (11) if 5 @  �A and (12) and (13) if  5 @ �  respectively.  

 If   5 @  �A                   �" D $� 
 

Growth rate '( 
  " #  -(                                             (10) 

Decline rate 0( 
 
?1(;? #  2√�5                                      (11) 

 

 $&��   5 @ �           �" E $� 
 

Growth rate '( 
  2" )1 * (+, # -(                               (12) 

Decline rate 0( 
 $� #  2√�5                                    (13) 

 

 

where i’ is the smallest integer that is greater than or 

equal to �� #  1�/2; that is, �G  
  ���&��� #  1�/2�.  
 

Model 5: (quadratic migration model) 

    The migration rate <(  and =(  are convex quadratic 

functions of the number of species k. The proposed 

extended species abundance model is illustrated in fig. 

2(a) and the probability curve is shown in fig. 2(b). The 

growth rate and the decline rate are as derived below in 

equations (14) and (15) respectively. 
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Figure 2: (a) Proposed extended species abundance model. (b) Steady state probability  H( as a function of species count k , where 5G is the equilibrium 

number of species , and H(I is its corresponding probability. 

Growth rate '( 
  " )(+ * 1,? # -(                               (14) 

Decline rate 0( 
  $� )(+,? #  2√�5                          (15) 

 

Model 6: (sinusoidal migration model) 

    The migration rate =(  and <( are sinusoidal functions 

of the number of species k, resulting in a bell-like shape. 

The proposed extended species abundance model is 

illustrated in fig. 2(a) and the probability curve is shown 

in fig. 2(b). The growth rate and the decline rate are as 

derived below in equations (16) and (17) respectively. 

 

Growth rate '( 
 >? )��� )(J+ , # 1, # -(                     (16) 

Decline rate 0( 
  $� )*��� )(J+ , #  1, #  2√�5     (17) 

 

    It is to be noted that the extended species abundance 

model as well as the corresponding probability curve is 

same for all the six migration models. This is because of 

the overshadowing effect of the evolution and extinction 

curves on the migration curves. The evolution curve 

which is basically a rectangular hyperbola overshadows 

the effect of the species growth by immigration and the 

extinction curve which is a y-axis centered parabola  

scales down the effect of the species decline by 

emigration. This means that evolution and extinction play 

a major role in the determination of the species count on 

a habitat at a given time instant and hence the species 

growth rates and decline rates are primarily determined 

by evolution and extinction of species rather than by 

migration under normal circumstances. Also, the addition 

of the dependency factor in the determination of the 

emigrating species further diminishes the role of 

emigration in the determination of species count on a 

habitat and hence, we propose our species abundance 

model as presented in fig. 2(a) and the corresponding 

probability curve as given by fig. 2(b). We therefore 

model the species count on a habitat not as a function of 

migration only but as a function of migration (modeling 

the effect of dependency factor) as well as evolution / 

extinction of species on the habitat under consideration. 

Hence, we extend each of the migration models by Ma 

[8] and define the growth and the decline rates as a 

function of migration and evolution / extinction. The 

modified definitions of growth rates and decline rates for 

each of the six representative models are as presented 

above. 

    Fig. 2(a) presents our species abundance model in a 

single habitat.  Maximum values of immigration and 

emigration are E and I. The equilibrium point is 5G at 

which the species immigration rate and the emigration 

rates are equal. The figure presents our model of species 

abundance where the species abundance is a function of 

species growth and species decline rate. Species growth 

rate is a function of the immigration <( and the 

evolution rates K(  and is equal to �<( # K(�. Species 

decline rate is the function of emigration =(  and the 

extinction rates  L(   and is equal to �=( # L(�. The 

equilibrium point is 5G at which the species growth rate 

and the decline rates are equal. The maximum value of 

the growth rate curve and decline rate curves are 

achieved at " # KMNO  and $ # LMNO  respectively. 

Hence, we can see how the inclusion of the two 

additional factors as well as the dependency factor which 

characterize the population growth rates and the decline 

rates [6] have affected the species abundance model.  For 

the proposed model, the probability H( is an even 

function with respect to its midpoint, as shown in fig. 

2(b). By looking at the equilibrium point on the 

probability curve of fig. 2(b), we see that there is high 

probability near the equilibrium point 5G. We also 

observe that the equilibrium point 5G is reached earlier 

than indicated by Simon’s model. This means that the 

habitat is the most stable when there are fewer species. 

The point 5G can be found by equating the growth rates 

and the decline rates. 
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IV. PERFORMANCE ANALYSIS  

 
    In order to explore the benefits of the proposed 

models of BBO, we compare their performance on two 

standard benchmark functions, the Step function and the 

Griewank function. Each algorithm had a population size 

of 50, an elitism parameter of 2. We ran 50 Monte Carlo 

simulations of each algorithm on the benchmark to get 

representative performances.  

    Tables I and II show the absolute best minima and the 

average minima found by each model, averaged over 50 

Monte Carlo runs for the Step and the Griewank 

functions respectively. The tables show the average 

performance of each model, as well as the best 

performance of each model for the step as well as the 

Griewank functions. It can be observed from the tables 

that the best and the average performances of each of the 

proposed extended species abundance models is better 

than the original Simon’s species abundance model [14] 

which is evident from the fact that the average and the 

absolute minimal cost found for each of the extended 

models is much lower than that found by the original 

BBO model. For example, the absolute minima for 

model 3 is 70 and 9 for the Step and the Griewank 

functions respectively whereas for original BBO it is 102 

and 20, almost half of that of the Simon’s model, that for 

model 2 is 286 and 12 whereas for Simon’s model, it is 

564 and 16 for the Step and Griewank functions  

 
 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

TABLE I: MEAN OPTIMIZATION RESULTS AND CPU TIMES 

ON BENCHMARK FUNCTION ‘STEP’. THE NUMBERS SHOWN 

ARE THE MINIMUM AND THE AVERAGE FUNCTION VALUES 

FOUND BY THE MODELS, AVERAGED OVER 50 MONTE 

CARLO SIMULATIONS. 

Step 

function 

Models of BBO BBO 

Best Mean CPU 

Time 

Best Mean CPU 

Time 

Model 1 22 793.84 0.5470 103 1081.32 0.5470 

Model 2 286 1194.02 0.6410 564 1318.26 0.5160 

Model 3 70 1079.74 0.5470 102 1104.14 0.5000 

Model4(a) 270 714.90 0.5630 537 1629.44 0.4850 

Model4(b) 149 738.72 0.5000 199 986.88 0.5160 

Model 5 11 1171.68 0.5310 22 1824.02 0.5150 

Model 6 79 396.44 0.5000 182 531.50 0.5310 

 
TABLE II: MEAN OPTIMIZATION RESULTS AND CPU TIMES 

ON BENCHMARK FUNCTION ‘GRIEWANK’. THE NUMBERS 

SHOWN ARE THE MINIMUM AND THE AVERAGE FUNCTION 

VALUES FOUND BY THE MODELS, AVERAGED OVER 50 

MONTE CARLO SIMULATIONS. 

Griewank 

function 

Models of BBO BBO 

Best Mean 
CPU 

Time 
Best Mean 

CPU 

Time 

Model 1    3 40.27 2.6250 4 51.36 2.6250 

Model 2 12 62.52 2.6400 16 72.16 2.6100 

Model 3 9 66.49 2.5940 20 68.38 2.6090 

Model4(a) 11 32.17 2.6720 15 63.11 2.6090 

Model4(b) 11 44.35 2.5780 17 75.05 2.5940 

Model 5 13 65.73 2.5630 16 83.32 2.5780 

Model 6 12 83.32 2.5780 15 92.55 2.8120 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

FFFigure 3 (a) - (f):  Graph plot of the minimum cost values for each of the proposed extended migration models of BBO over 50 simulations for 

the Step function. The color codes are: ‘red’ – proposed extended model and ‘green’ – original Simon’s model of BBO [2]. 
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respectively and similarly for the other models too. This 

can be explained by the fact that with the incorporation of 

other factors of evolution / extinction, the equilibrium 

point 5G is reached earlier than that indicated by Simon’s 

model and hence, convergence to a minimal cost value is 

faster in the proposed model. Also, the inclusion of the 

concept of dependency in migration of species in the 

determination of true migration rates further decreases the 

minimal cost value found by the proposed model thereby 

increasing the efficiency of optimization leading to better 

optimization results.  From Tables I and II, we also observe 

that the CPU times have not increased substantially as 

opposed to the decrease in the cost functions that they 

provide for each of the models.  
    The CPU times are greater than the Simon’s model for 

model 2 and 4(a) only for both the Step and the Griewank 

functions while they are comparable for rest of the other 

models. Figs.  3(a) - (f) present the graph plot of the 

minimum cost values for each of the proposed extended 

species abundance models of BBO for the Step function 

over 50 simulations. The color codes are  ‘red’ for the 

minimum cost graph plot for the proposed extended model 

and ‘green’ for the minimum cost values found by the  

original Simon’s model of BBO over 50 monte carlo 

simulations [14]. From the graphs, it can be easily 

observed that the absolute minima found by each of the 

proposed extended models of BBO is lower than that found 

by the Simon’s model.      

 

V. CONCLUSION AND FUTURE SCOPE 

 

     This paper is an extension to the Simon’s model of 

species abundance in biogeography based optimization 

technique wherein the determining factor for the species 

count at a given time instant on a single habitat has been 

redefined by the inclusion of evolution and extinction 

factors along with the migration rates. Hence, we 

reformulate the governing factors of the species count 

function as the species growth rates and the species decline 

rates. We also presented the extended forms of each of the 

six representative migration models that were originally 

proposed by Haiping Ma [8] as an extension to the work by 

Simon [14]. We also demonstrated the performance of each 

of the extended models of BBO by running them on 

standard benchmark functions and found that the average 

convergence of each of the proposed extended species 

abundance models is faster than the original Simon’s 

species abundance model of BBO hence leading to better 

optimization results than the original model. We note that 

CPU time is a bottleneck to the implementation of many 

population-based optimization algorithms. If an algorithm 

does not converge rapidly, it  will be impractical, since it 

would take too long to find a near-optimal solution. 

However, the proposed extended models of BBO do not 

seem to require an unreasonable amount of computational 

effort; and require CPU times comparable with that of the 

Simon’s model of BBO which further adds to the strengths 

of these models. 

    BBO presents promising potential but still requires 

additional theoretical and empirical investigations. For 

future work, we can further tune the extended species 

abundance models as inspired by other aspects of 

biogeography, seeking the best possible performance for 

BBO. We can also incorporate features from other EAs 

into BBO to improve optimization performance.    
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Abstract 
Vehicular Ad hoc Networks (VANETs) allow vehicles to form a 
self-organized network without any fixed infrastructure. VANETs 
have received wide attention and numerous research issues have 
been identified in the recent time. The design and implementation 
of efficient and scalable routing protocols for VANETs is a 
challenging task due to high dynamics and mobility constraints. 
In this paper, we have proposed D-LAR (Directional-Location 
Aided Routing), is an extension of Location Aided Routing 
(LAR) with Directional Routing (DIR) capability. D-LAR is a 
greedy approach based-position based routing protocol to forward 
packet to the node present in request zone within the transmission 
range of the source node as most suitable next-hop node. We 
have justified the feasibility of our proposed protocol for 
VANET. 
Keywords: VANET, Routing Protocol, DIR, LAR, D-LAR, 
Feasibility Evaluation. 

1. Introduction 

Vehicular Ad hoc Network (VANET) is a rapidly 
emerging new class of mobile ad hoc networks. VANET 
consists of a large number of vehicles providing 
connectivity to each other. We assume that vehicles move 
in every direction with high mobility. Neighboring 
vehicles that are within a transmission range directly 
communicate over a wireless links. Ifsource and 
destination vehicle are not in direct communication range 
of each other, then they communicate through intermediate 
node in multi-hop fashion. 
 
VANETs have a large potential to improve the traffic 
safety and travel comfort of drivers and passengers [1]. 
For example vehicles can communicate detour, traffic 
congestion, and accident information with the nearby 
vehicles to reduce the traffic jam near the affected areas. 
Rescue vehicles could instantly receive exact location 
information of the accident site to reach there faster. Toll 

could be automatically paid, traffic signals equipped with 
communication equipments could more accurately control 
intersection traffic. Although fixed infrastructure is not 
required for VANET, however fixed network nodes may 
be used in the form of roadside units. These roadside units 
open up a wide variety of services for vehicular ad hoc 
networks such as serving as a gateway to the Internet, 
serving up geographical data etc [2]. 
 
The work in this paper involves two steps.First, we explain 
the proposed routing protocol in VANET which is very 
essential to establish a path for packet transmission 
between nodes. In second step,we evaluatethe feasibility 
of VANET for the dense traffic scenario using proposed 
routing protocol [3]. Our work only focuses on a densely 
connected city network.  
 
Unlike traditional ad hoc and other routing protocols, 
position-based routing protocols present challenging and 
interesting properties of VANETs [4,5]. A position-based 
routing protocol does not require any information on the 
global topology, but uses the local information of 
neighboring nodes that restricted to the transmission range 
of any forwarding node. Due to this restrictions, it gives 
low overhead of their creation and maintenance. Generally 
position-based routing is based on greedy forwarding 
scheme that guarantees loop-free operation. The local 
information about the physical location of nodes can be 
provided by the Global Positioning System (GPS), if 
vehicular nodes are equipped with a GPS receiver [6, 7]. 
Over the last few years, there have been numerous 
variations of position-based routing protocols such as LAR 
and DIR protocols examined in the literature [8, 9].  

 
In this work, we study the performance of both LAR and 
DIR protocolsand propose a new protocol based on greedy 
forwarding approach, that we call Directional-Location 
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AidedRouting (D-LAR) protocol. In this protocol, we first 
draw a straight line between source and destination. Then 
the packet is forwarded in the request zone to the direct 
neighbor having direction closest to the line drawnbetween 
source and destination. 
 
The rest of the paper is organized as follows. We discuss 
the related work in section 2. In section 3, the design of D-
LAR routing protocol is introduced. Section 4 presents the 
performance analysis of the proposed protocol. Finally, we 
conclude the paper in section 5. 

2. Related Work 

Ad-hoc routing protocols are classified into two 
categories: topology-based routing protocols and position- 
based routing protocols. Topology-based routing protocols 
are not more suitable in VANETs where the network 
topology is changing frequently. To cope with the 
dynamic network, position-based routing protocols are 
used. In this section, we introduce two existing position-
based routing protocols like DIR and LAR protocols. 

2.1DIrectional Routing (DIR) 

Kranakis [10] proposed the Directional Routing (DIR) 
(referred as the Compass Routing) is based on the greedy 
forwarding method in which the source node uses the 
position information of the destination node to calculate its 
direction. In DIR protocol next-hop neighbor node is 
decided through unicast forwarding by using the position 
information of the sender node, its next-hop neighbor 
nodes, and the destination node. Then the message is 
forwarded to the nearest neighbor having direction closest 
to the line drawn between source and destination. Thus a 
message is forwarded to the neighboring node minimizing 
the angle between itself, the previous node, and the 
destination.  
 
The performance of DIR depends on the network density. 
DIR have high packet delivery rates for dense vehicular 
networks and low delivery rates for sparse vehicular 
networks. In the Fig. 1 (a), source node S has five 
neighbors in it transmission range. Among these nodes, 
node F has the closest direction (node F has minimum 
angle among all the neighbors within the communication 
range) to line SD and is the selected next-hop node for 
further packet transmission. Figure 1 (b), shows the 
direction of path selection by DIR protocol. 
 
 
 
 
 
 

 

(a) 

 

(b) 

Fig. 1 (a) DIR forwarding method, (b) Path selected by DIR 

2.2 Location-Aided Routing (LAR) 

Several routing protocols have already been proposed for 
ad hoc networks. Young-BaeKo and Nitin H. Vaidyaproposed 
the LAR protocol [8]. LAR is an on-demand routing 
protocol whose operation is similar to DSR (Dynamic 
Source Routing) [11]. As like DSR, LAR utilizes location 
information using GPS to limit the area for discovering a 
new route to a smaller "request zone". The location 
information is used to reduce routing overhead and 
improve the performance of routing protocols for ad hoc 
networks. In LAR, instead of flooding the route requests 
into the entire network, only those nodes in the request 
zone will forward packets. 
 
In LAR, two zones are defined: expected zone and request 
zone [12]. The source node estimates a circular area 
(expected zone) in which the destination is expected to be 
found at the current time. The position and the size of the 
circle are calculated based on the location information and 
speed of destination (v) at time t0. The request zone is the 
smallest rectangular region that includes the expected zone 
of radius R (= v (t1-t0)) and the source nodes that should 
forward the route request packets to the destination. 

 
The coordinates of the four corners of the request zone are 
included in the route request packet when initiating the 
route discovery process. RREQ broadcast is limited to this 
request zone. Thus, when the node in the request zone 
receives RREQ, it forwards the packet normally. However 
when a node which is not in the request zone receives an 
RREQ, it drops the packet. Therefore, the overhead of 
control packets is reduced. In Fig. 2, for example, if node I 
receives the RREQ from another node, node I forwards the 
RREQ to its direct neighbors because it is located in the 
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request zone. However, when node J which is not in the 
request zone receives an RREQ, it discards the request. 
 

 
Fig. 2 Request and expected zones in LAR[12] 

3. Proposed Scheme  

This section is divided into two parts: Section 3.1 
describes the assumptions of the proposed model while 
section 3.2 introduces our proposed scheme. 

3.1 System Model 

Since this scheme is improved based on DIR and LAR 
position-based routing protocol, some assumptions are 
made as follows:  

• A large vehicular ad hoc network is considered. 
• Vehicles forward packet only in ad hoc mode. 
• Each vehicle is equipped with GPS to obtain the 

position information of itself. 
• Every vehicle finds its own coordinates through 

receiver. 
• The source vehicle forwards its own position 

through beacon message so that the neighboring 
vehicles forward packets to the destination. 

• Impact of signalslocked by obstacles or buildings 
not included. 

3.2 Directional-Location Aided Routing (D-LAR) 
Protocol 

In this section, we propose a Directional Location-Aided 
Routing (D-LAR) scheme to improve the performance of 
LAR scheme. D-LAR uses the advantage of DIR and LAR 

both. In DIR, the source node forward packets in a 
geographical area towards the direction of the destination 
node. LAR uses this directional forwarding method to 
forward the packet between source and destination node. 
This scheme is based on greedy forwarding approach 
which uses the location and direction of motion of their 
neighbors to select the next-hop node for further 
transmission. 
 
The packet delivery ratio in position-based routing 
protocols depends on the position information of nodes 
obtained from the GPS. Each node finds its own location 
information once in every beacon interval. In high 
mobility network such as VANET, beacon interval has to 
be small to find more accurate position information but it 
gives high communication overhead that affect the overall 
performance of the network. Therefore, we need a method 
to find current position and direction of nodes towards 
destination in highly mobile network with low control 
packets overhead. So our proposed routing protocol finds 
the position of nodes using direction of nodes within 
beacon interval during packet transmission. 
 
In D-LAR, the sender node selects the next-hop 
forwarding node having direction closest to the straight 
line drawn between source and destination. D-LAR selects 
the next-hop node from the nodes running in the same 
direction as the forwarding node because moving direction 
can help to build a stable route between forwarding and 
next-hop node. Therefore, a message is forwarded to the 
next-hop node in the request zone minimizing the angle 
between itself, the previous node and the destination node.  
 
In D-LAR, the straight line drawn between source and 
destination node in the requested zone is used to determine 
the angle of the nodes within the transmission range. Then 
D-LAR select the node having minimum angle as a next-
hop node for further transmission. In this method, angle 
(direction closest to the straight line, SD) of nodes can be 
determined through directional routing scheme as given 
below: 
 
The positions of the two mobile nodes S and A in Fig. 3 
are (x1,y1) and (x2,y2) respectively. In Fig. 3, when node A 
receives the RREQ from source node S, node Awill 
calculate the distance d between the source node and itself 
as 
 
             � � ���� � ���� 	 �
� � 
���                              �1� 
 
Similarly, the angle θ for node A with respect to straight 
line SD is calculated as 
 

             � � ����
�
� � 
��
��� � ���                                                  �2� 
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Fig. 3 Angle calculated by DIR Scheme  

In Fig.4, nodeS and D are source and destination nodes. 
Node A is a next-hop node of source node Sbecause node 
A has minimum angle between itself, source node S, and 
the destination node D. Therefore, node A is selected as 
the next-hop forwarding node when it receives the 
message from S. It uses the same method, to find the next-
hop forwarding node with minimum angle with line SD.  
In this way, node B is selected as a next-hop node of A for 
forwarding packets to destination. Finally node C directly 
delivers the packet to destination node D. During the 
whole D-LAR process route request packet is forwarded 
using LAR scheme.  

 

Fig. 4 Directional- location aided routing scheme 

The D-LAR scheme is more suitable for dense vehicular 
network such as city traffic scenario, where an adequate 
number of vehicles in the city road at any given time in 
order to make connectivity between vehicles. 

4. Feasibility Evaluation of VANET using D-
LAR 

The number of vehicles in the vehicular network has a 
crucial impact on network performance, when a high 
number of nodes are available in the network, which will 
increase the probability of finding the most suitable node 
to forward the packet to its desired destination. If there is 
link breakage has occurred, an alternative node can be 
selected immediately with a minimum time delay and the 
packet delivery ratio will increase when increasing the 
number of nodes in the network. 
 
In VANET, vehicles can move into many different traffic 
environments that can interfere with wireless 
communication. Velocities of vehicles are restricted by 
speed limits, road traffic condition, and traffic control 
mechanism. Usually, there are large numbers of vehicles 
in city roads available at any given time. Take the 
metropolitan city Delhi in India for example, where plenty 
of vehicles like car, truck, buses, motorcycles etc. run on 
the road at any given time. Delhi has huge population and 
with respect to population, vehicles population in Delhi is 
large among all metropolitan cities in India. On an average 
about 800 new vehicles are added in Delhi every day [13]. 
According to Department of Transportation (DOT) annual 
reports, there are 50 thousand to 100 thousand of vehicles 
in the city in day times. Therefore, vehicle density can 
vary in day times. A number of road-based routing 
protocols have been designed to study the feasibility of 
VANET. In this work, the feasibility evaluation of 
VANET has explained using D-LAR routing protocol.  
 
In D-LAR, the process of selecting the next-hop node in 
the network has an impact on the connectivity and 
reliability of the network, and selecting the suitable next-
hop node will increase the feasibility of obtaining a high 
network performance. Let S be the forwarding node. Since 
as per the D-LAR scheme, the next-hop node must be 
present in the request zone for further transmission. 
Therefore, search for a next-hop node of S is restricted to 
the one fourth of the circular region of the source node S. 
In case of multi-hop VANET, each vehicle must be within 
the range of at least one other vehicle to maintain the link 
in the network. Let N be the number of nodes located in 
the circular area are followsPossion distribution with 
parameter λ, where λ is the node density per unit area. We 
assume that each node has the same transmission and 
receiving range of R, therefore, the average number of 
nodes within a circular area can be calculated as: 

Number of nodes (N) = λ × Area of the region  

         =    λπ R2 
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Similarly if n nodes are distributed according to Possion 
process in one fourth area of the circular region (shaded 
area) of S, which is the part of request zone, then the 
number of nodes n in the shaded area as shown in the Fig. 
5 is 

n = λπ R2/4  (3) 

 

 

Fig. 5 Showing the shaded area of the circle 

Since nodes are Possion distributed, then the probability 
that nother nodes located in the shaded area is given by 
[14] 
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Thus, the probability to select at least k out of n within the 
shaded area is 
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Figure 6 shows the probability of selecting at least k nodes 
in the transmission range of the source node.  We have 
taken node density 0.0002 and 0.0004 nodes/km2. In Fig. 
7, the probability of selecting at least k nodes in the shaded 
area has shown for the same node densities. Based on 
these observations, we can say that the probability that a 
vehicle has at least k neighbors in the shaded area within 
the transmission range is relatively high. 

 

Fig. 6 Probability of selecting at least k nodes in the circular area 

This study shows that shaded area belonging to request 
zone of the transmission range has less number of nodes 
compare to whole circular region of the source node. Less 
number of nodes in the shaded area improving the 
individual reachable neighbors will improve the 
connectivity between nodes in the network. Thus, Fig. 7 
clearly shows that the probability to select a node as a 
next-hop node in shaded area is higher than the  
probability to select a node in whole circular area (as 
shown in Fig. 6) within the transmission range for further 
transmission. 

 

 

Fig. 7 Probability of selecting at least k nodes in the shaded area 
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5. Conclusion 

In this paper, a new position-based routing protocol, D-
LAR which uses the advantage of DIR and LAR routing 
protocols is proposed. In this scheme, the next-hop node is 
selected with minimum angle along with the straight line 
drawn between source and destination node in the 
requested zone as per DIR protocol. During the whole D-
LAR packet transmission process route request packet is 
forwarded using LAR scheme.The D-LAR scheme is more 
suitable for dense vehicular network such as city traffic 
scenario, where an adequate number of vehicles in the city 
road at any given time in order to make connectivity 
between vehicles. 
 
We studied the characteristics of VANET for dense 
network and the feasibility of VANET for D-LAR routing 
protocol have been justified. The performance of D-LAR 
protocol can be compared in terms of end-t-end delay, 
packet delivery ratio, and route costs with DIR and LAR 
routing protocols in the next step of work.  
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 Abstract : It has always been a topic of interest whether Universe is expanding or collapsing, if anyone of 

them is happening then whether the phenomena is accelerating or decelerating. This paper is a fiction 

supported by the basic principles of physics and Nebula hypothesis. 
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I. INTRODUCTION  
The Big Bang theory is the prevailing cosmological model that explains the early development of 

the Universe. According to the Big Bang theory, the Universe was once in an extremely hot and dense state 

which expanded rapidly. This rapid expansion caused the young Universe to cool and resulted in its present 

continuously expanding state. According to the most recent measurements and observations, this original state 

existed approximately 13.7 billion years ago, which is considered the age of the Universe and the time the Big 

Bang occurred. 
 In my opinion it is hard to say whether the universe is expanding or collapsing because only of the 

observation of a few supernovae and their rate of expansion can never predict the complete nature of the 

Universe. So here we go for a fiction like explanation of the above mentioned phenomena.   

 

II. BEFORE BIG BANG 
It might have happened that before the Big-Bang, the system would have looked like a super-giant sun 

with extremely super-high temperature that could have ever been imagined. Now one question may be asked 

how such a system could be stable. The answer lies in the present Universe system’s sun stability. It has been 

observed that big suns (stars) have higher temperature compared to smaller suns. It seems like the stability, mass 
and temperature of a star are parameters of a single equation (like the following one) 

    S=f(T,M)= a. T
b
. M

-c 

Where S is stability factor, T is temperature and M is the mass of the star. a, b and c are constants (or 

can  be variables dependent of few more nature’s parameters). If the mass and the temperature of the star are 

unbalanced, the star will not be able to survive i.e. less mass and high temperature will create a supernova and 

less temperature and high mass will turn system to go cold into a system like planets. 

 

III. AFTER BIG BANG 
After the super-explosion (The Big-Bang), according to the nebula hypothesis [1], the solar system 

began as a nebula, an area in the Milky Way Galaxy that was a swirling concentration of cold gas and dust. Due 

to some perturbation, possibly from the nearby supernova this cloud of gas and dust began to condense (fig. 1), 

or pull together under the force of its own gravity. Condensation was slow at first, but increase in speed as more 

material was drawn towards the centre of the nebula. This made gravity stronger, making condensation faster. 

This theory was justified by a well know experiment in which astronomers used a transparent glass tube of 

water with dissolved salt crystals (mingled in spaces). It was observed that salt crystals started to condense with 

many locality of condensation region. During the Nebulae formation the whole system still kept expanding with 

a very high velocity. 
 

IV. REASON FOR DECELERATED EXPANSION 
According to my view nebula theory is not just only for the dust particles and gases created during the 

supernovae but can also be applied for the whole Universe system where all the galaxies are tiny particles in 

comparison of the center of the super-explosion (the big-bang). It may be possible that one day the expansion 

will stop and the whole universe will collapse into a single Star (sun or a super-nebula) and once again big-bang 

will occur and again the universe will be formed. 
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Fig.1. Nebula formation 

 

V. CONCLUSION  
History repeats itself. 
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Abstract: The main objective of MT is to break the language 

barrier in a multilingual nation like India. Evaluation of MT 

is required for Indian languages because the same MT is not 

works in Indian language as in European languages due to 

the language structure. So, there is a great need to develop 

appropriate evaluation metric for the Indian language MT.  

The present research work aims at studying the Evaluation 

of Machine Translation Evaluation’s F-Measure Metric for 

English to Hindi for tourism domain. This work will help to 

give the feedback of the MT engines. We may make the 

changes in the MT engines and further we may revise the 

study.  We see that as we increase the number of references 

there is improvement in our results. 

Keywords:  MTE- Machine Translation Evaluation, MT- 

Machine Translation, SVO- Subject-Verb-Object, 

SOV-Subject-Object-Verb, Tr.-Tourism. 

INTRODUCTION 

India is a highly multilingual country with 22 

constitutionally recognized languages. Still, English is 

understood by less than 3% of Indian population.  Hindi, 

which is official language of the country, is used by more 

than 400 million people. Therefore, Machine Translation 

(MT) assumes a much greater significance in breaking the 

language barrier within the country’s sociological structure.  

The main objective of MT is to break the language barrier 

in a multilingual nation like India. English is a highly 

positional language with rudimentary morphology, and 

default sentence structure as Subject-Verb-Object. Indian 

languages are highly inflectional, with a rich morphology, 

relatively free word order, and default sentence structure 

as Subject-Object-Verb. In addition, there are many 

stylistic differences.  So the evaluation of MT is required 

for Indian languages because the same MT is not works in 

Indian language as in European languages. The same tools 

are not used directly because of the language structure. So, 

there is a great need to develop appropriate evaluation 

metric for the Indian language MT.   

The present research work aims at studying the 

“Evaluation of Machine Translation Evaluation’s 

F-Measure metric for English to Hindi” for tourism 

domain. The present research work is the study of 

statistical evaluation of machine translation evaluation for 

English to Hindi. The research aims to study the 

correlation between automatic and human assessment of 

MT quality for English to Hindi.  The main goal of our 

experiment is to determine how well a variety of automatic 

evaluation metric correlated with human judgment.   

 
 

MATERIALS AND METHODS 

In the present work we propose to work with corpora in the 

tourism domain and limit the study to English – Hindi 

language pair. It may be assumed that the inferences drawn 

from the results will be largely applicable to translation for 

English to other Indian Languages. Our test data consisted 

of a set of English sentences that have been translated from 

expert and non-expert translators. The English source 

sentences were randomly selected from the corpus of 

tourism domain. These samples are taken randomly from 

the tourism domain in which we have the 15200 sentences 

and from the health care domain in which we have the 

10000 sentences. Each output sentence was score by Hindi 

speaking human evaluators who were also familiar with 

English. It may be assumed that the inferences drawn from 

the results will be largely applicable to translation for English 

to other Indian Languages, as assumption which will have to 

be tested for validity. We intend to be consider the following 

MT engine in our study- 

 Anuvadaksh 

 

OBJECTIVE 

The main goal of this work is to determine how well a 

variety of automatic evaluation metrics correlated with 

human judges. A secondary goal is to determine for which 

the correlation of automatic and human evaluation is 

particularly good or bad. The other specific objectives of 

the present work are as follows.     

1.      To design and develop the parallel corpora for 

deployment in automatic evaluation of English to 

Hindi machine translation systems. 

2.      Assessing how good the existing automatic 

evaluation metric F-Measure, will be as MT 

evaluating strategy for evaluation of Indian language 

machine translation (EILMT) systems by comparing 

the results obtained by this with human evaluator’s 

scores by correlation study. 

3.      To study the statistical significance of the evaluation 

results as above, in particular is the effect of- 

 size of corpus 

 sample size variations 

 increase in number of reference translations 

Creation of parallel corpora: Corpus quality plays a 

significant role in automatic evaluation. Automatic 

F-Measure Metric for English to Hindi 

Language Machine Translation 
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1
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metrics can be expected to correlate very highly with 

human judgments only if the reference texts used are of 

high quality, or rather, can be expected to be judged high 

quality by the human evaluators. The procedure for 

creation of parallel corpora is as under: 

1.   Collect English corpus from the domain from 

various resources. 

2.   Generate multiple references (we limit it to three) 

for each sentence by getting the source sentence 

translated by different expert translators.  

3. XMLise the source and translated references for 

use in automatic evaluation. 

Description of Corpus 

Domain          Tourism 

Source Language English 

Target Language Hindi 

No. of Sentences 1000 

No. of Words      23000 

No. of Human      3 

 Translation 

No. of MT Engine 1 

For the corpus collection our first motive was to collect 

as possible to get better translation quality and a wide 

range vocabulary. For this purpose the first corpus we 

selected to use in our study is collected from different 

sources. We have manually aligned the sentence pairs. 

 

 In our study for tourism domain we take 1000 

sentences. When the text has been collected, we 

distributed this collected text in the form of Word File. 

Each word files having the 100 sentences of the particular 

domain. In this work our calculation will be based on four 

files- source file and three reference files. Reference files 

are translated by the language experts. We give the file a 

different identification. For e.g. our first file name is 

Tr_0001_En where Tr_ for tourism 0001 means this is the 

first file and En means this is the Candidate file. We treat 

this as the candidate file. In the same way our 

identification for the Hindi File is Tr_0001_Hi, in this Hi 

is for the Hindi file and we have called this a reference file. 

As we already mention that we are taking the three 

references we named them reference 1(R1), reference 

2(R2), reference 3(R3).  In the study we take the candidate 

sentence and the reference sentences, as shown below. For 

e.g.  

Source Sentence:   Internal problems dominated the 

agenda for the next 30 years, as a series of governments 

struggled to keep the economy, which was almost 

completely destroyed as a result of the Pacific War, from 

disintegrating. 

Candidate Sentence: 

उष्ण कटिफॊधीम ननम्नबूनभमाॉ वन्म जीवन का फहुत फड़ी क्रभ 
छुऩाती हं , घनी वनस्ऩनत औय सभान देश के अॊतगगत अबी तक 

नािकीम जरप्रऩातं टे्रककयं औय ऩवगतायोटहमं को चुनौती देकय 
ऊॉ ची एन्न्िमन चोटिमाॉ भं है 

Reference Sentences: 

R1-   अगरे 30 वषं तक एजेण्िा भं अन्दरूनन सभस्माएॊ 
सवोच्च यही, जफटक एक के फाद एक सयकायं सॊघषगयत 
थी उस अथगव्मवस्था को ववघटित होने से फचाने भं जो 
टक ऩैनसटपक मुध्द के ऩरयणाभ स्वरुऩ रगबग ऩूयी तयह 
नष्ट हो चुकी थी। 

R2-   न्जस तयह अथगव्मस्था को फनाए यखने के नरए सयकायं 
की श्रने्णमं भं सॊघषग टकमा, आने वारे 30 वषं के नरए 
आन्तरयक सभस्माओॊ ने कामग सूनच को अनधकाय  भं 
यखा जो ववघटित होने से Pacific War के 
ऩरयणाभस्वरूऩ ऩूणगतमा सभाप्त हो गमी थी। 

R3-    अगरे तीस वषं के नरए आन्तरयक सभस्माएॊ कामगक्रभ 
ऩय प्रबावी यहीॊ, क्यमंटक सयकायं की एक श्रृॊखरा ने 
अथगव्मवस्था, जो ऩेनसटपक मुद्ध के  ऩरयणाभस्वरूऩ 
ऩूणगत् नष्ट हो गमी थी, ववखन्ण्ित होने से फचाए यखने 
के नरए सॊघषग टकमा। 

HUMAN EVALUATION 

Human evaluation is always best choice for the evaluation 

of MT but it is impractical in many cases, since it might 

take weeks or even months (though the results are required 

within days). It is also costly, due to the necessity of 

having a well trained personnel who is fluent in both the 

languages, source and targeted. While using human 

evaluation one should take care for maintaining 

objectivity. Due to these problems, interest in automatic 

evaluation has grown in recent years. Every sentence was 

assigned a grade in accordance with the following four 

point scale for adequacy.                       

                                Score 

 Ideal                    1 

 Acceptable              .5 

 Not Acceptable               .25 

 If a criterion does not apply to the translation 0 

 

AUTOMATIC EVALUATION BY F-MEASURE 

METRIC 

We used F-Measure evaluation metric for this study. This 

metric is specially designed for English to Hindi. 

F-Measure metric, designed for evaluating MT quality, 

scores candidate sentences by counting the number of 

n-gram matches between candidate and reference 

sentences. F-Measure metric is probably known as the best 

known automatic evaluation for MT.  To check how close 

a candidate translation is to a reference translation, an 

n-gram comparison is done between both. Metric is 

designed from matching of candidate translation and 

reference translations. We have chosen correlation 

analysis to evaluate the similarity between automatic MT 
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evaluations and human evaluation. Next, we obtain scores 

of evaluation of every translated sentence from both MT 

engines. The outputs from both MT systems were scored 

by human judges. We used this human scoring as the 

benchmark to judge the automatic evaluations.  The same 

MT output was then evaluated using both the automatic 

scoring systems. The automatically scored segments were 

analyzed for Spearman’s Rank Correlation with the 

ranking defined by the categorical scores assigned by the 

human judges. Increases in correlation indicate that the 

automatic systems are more similar to a human in ranking 

the MT output.  

 Statistical significance is an estimate of the 

degree, to which the true translation quality lays within a 

confidence interval around the measurement on the test 

sets.  A commonly used level of reliability of the result is 

95%. To reach at decision, we have to set up a hypothesis 

and compute p-value to get final conclusion. 

 

 The present research is the study of statistical 

evaluation of machine translation evaluation’s F-Measure 

metric. The research aims to study the correlation between 

automatic and human assessment of MT quality for 

English to Hindi. While most studies report the correlation 

between human evaluation and automatic evaluation at 

corpus level, our study examines their correlation at 

sentence level. The focus in this work is to examine the 

correlation between human evaluation and automatic 

evaluation and its significance value, not to discuss the 

translation quality. In short we can say that this research is 

the study of statistical significance of the evaluated results, 

in particular the effect of sample size variations.  

 So, firstly we take source sentences and then get 

these sentences translated by our MT engine, here we 

consider the Anuvadaksh. We have the different 

references of these sentences. After doing this we do the 

evaluations of these sentences human as well as the 

automatic evaluations and we collect the individual scores 

of the given sentences considering all the three references 

one by one. The following table shows the individual 

scores of the five sentences (particular sentences can be 

seen at the end of the paper) using different no. of 

references. 

Table 1: Human Evaluation and F-Measure Evaluation 

scores 

S. No. F-Measure Score 

 
Human 

Eval. 

one no. 

of 

referenc

e 

two no. of 

reference

s 

three no. 

of 

reference

s 

1.  0.75 0.1286 0.1575 0.1575 

2.  0.25 0.1814 0.1689 0.1865 

3.  0.75 0.1917 0.2073 0.2472 

4.  0.75 0.1352 0.1505 0.1679 

5.  1 0.1336 0.1713 0.1868 

  

In this way we also collect the individual scores of all the 

sample sizes like 20, 60,100,200,300,500 and 1000 

sentences. After this we do the correlation analysis of 

these values. In order to calculate the correlation with 

human judgements during evaluation, we use all 

English–Hindi human rankings distributed during this 

shared evaluation task for estimating the correlation of 

automatic metrics to human judgements of translation 

quality, were used for our experiments. In our study the 

rank is provided at the sentence level.  

 

For correlation analysis we calculate the correlation 

between human evaluation and automatic evaluations one 

by one by the Spearman’s Rank Correlation method. The 

Spearman’s rank correlation coefficient is given as 

(when ranks are not repeated)- 
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where d is the difference between corresponding values in 

rankings and n is the length of the rankings. An automatic 

evaluation metric with a higher correlation value is 

considered to make predictions that are more similar to the 

human judgements than a metric with a lower value. 

Firstly, we calculate the correlation value in between the 

human evaluation and automatic evaluation F-Measure 

metric means human evaluation with F-Measure for 

sample size 20, 60, 100, 200, 300, 500 and 1000. 

Table 2: Correlation (  ) values 

Sample 

Size 

  values  

one no. of 

reference 

two no. of 

references 

three no. 

of 

references 

20 .384 .399 .410 

60 .141 .151 .204 

100 .071 .092 .106 

200 .219 .212 .260 

300 .216 .199 .232 

500 .116 .256 .256 

1000 .176 .256 .176 

  

 After calculating the correlation, we need to find 

out which type of correlation is there between the 

variables and of which degree and whether the values of 

the correlation are significant.  

 

ANALYSIS OF STATISTICAL SIGNIFICANCE TEST 

FOR HUMAN EVALUATION AND AUTOMATIC 

EVALUATION 

Statistical significance is an estimate of the degree, to 

which the true translation quality lays within a confidence 

interval around the measurement on the test sets.  A 

commonly used level of reliability of the result is 95%, for 

e.g. if, say, 100 sentence translations are evaluated, and 30 

are found correct, what can we say about the true 

translation quality of the system?  To reach at decision, we 

have to set up a hypothesis and compute p-value to get 

final conclusion that whether there is any correlation 
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between the human evaluations and automatic 

evaluations. If yes, then what is the type and degree of 

correlation? Also what is the significance of the 

correlation value? In this work we set the hypothesis that 

there is no correlation between the values of human and 

automatic evaluation. The p-value will provide the answer 

about the significance of the correlation value. 

A Z-test is a statistical test for which 

the distribution of the test statistic under the null 

hypothesis can be approximated by a normal 

distribution. For each significance level, the Z-test has a 

single critical value (for example, 1.96 for 5% two 

tailed) which makes it more convenient than 

the Student's t-test which has separate critical values for 

each sample size. The test statistic is calculated as: 

2

2

2

1

2

1

21

n

S

n

S

xx
Z






 

where 1x  and 2x are the sample means, 
2

1s  and 
2

2s are 

the sample variances, n1 and n2 are the sample sizes and 

z is a quartile from the standard normal distribution. 

 

Table 3 : p-values of output of Anuvadaksh using different 

no. of references 

Sample 

Size 

p-values 

one no. of 

reference 

two no. of 

references 

three no. of 

references 

20 0.0001 0.0001 0.0001 

60 0.0001 0.320 0.0001 

100 0.0001 0.0001 0.450 

200 0.0001 0.0001 0.0001 

300 0.0001 0.0202 0.0162 

500 0.2296 0.0069 0.0069 

1000 0.0764 0.069 0.0754 

  

 Now on the basis of these values we conclude our 

results like which type and degree of correlation is there 

between the given variables and whether the correlation 

results are significant. In the above example we have done 

all the calculations by considering the single reference 

sentence and in tourism domain using 5 numbers of 

sentences.  

 But in our research work we consider the 

different references like 1, 2, 3 and we use the different 

sample sizes like 20, 60, 100, 200, 300, 500, and 1000. We 

see whether the results remains uniform for different 

sample sizes and different number of references in 

particular domains.   

For above calculation we used following sentences: 

English Sentences: 

1. Little wonder, then, that its environment is so rich. 

2. French Guiana is also home to a colorful blend of 

different cultural backgrounds. 

3. All this combined with rich historical and 

archaeological past and enduring indigenous 

cultures. 

4. The country enjoys 500km of fine sandy beaches 

on the Atlantic and the Río de la Plata, woods, 

hills, hot springs, hotels, casinos, art festivals and 

numerous opportunities for sport and 

entertainment. 

5. First occupied by the French in 1764, the islands 

were quickly ceded to Spain, which then ruled the 

adjacent territory in Latin America. 

 

Candidate Sentences: 

1. थोड़ा सा ववस्भम , तफ जो अऩनी ऩमागवयण इसनरए सभदृ्ध 
है  

2. फं्रेज गुआना ववनबन्न साॊस्कृनतक ऩषृ्ठबूनभमाॉ का यॊगीन 
नभश्रण को आवास बी है  

3. सबी मह सभदृ्ध ऐनतहानसक औय ऩुयातान्ववक बूतकार औय 
नचयस्थाई स्वदेशी सॊस्कृनतमाॉ के साथ सुभेनरत टकमा 

4. देश खेर औय भनोयॊजन के नरए रा प्राि , रकटड़माॉ , ऩहाड़ं 
, गभग वसॊतं , होिरं , नतृ्मशाराएॉ , करा उत्सवं औय 
अनेक अवसयं द अिराॊटिक औय आय. ओ ऩय अच्छे 
फारुकाभम सभुद्र तिं का 500 टकभी को आनन्द प्राप्त कयता 
है 

5. 1764 भं फं्रेच द्वाया ऩहरा अनधकाय टकमा गमा , द्वीऩं स्ऩेन 
को शीघ्रताऩूवगक संऩ टदमे गमे थे जो रैटिन अभेरयका भं 
सॊरग्न प्राॊत को तफ शासन टकमा 

 

RESULTS 

In the domain tourism there is significance difference 

between the average evaluation score of human with F- 

Measure at 5% level of significance and for the sample 

size 20. There is highest correlation between the 

evaluation score of human and F-Measure for MT engine 

Anuvadaksh. 

  We see that as we increase the number of 

references there is improvement in our results. In Table 2 

(Correlation (  ) values) correlation value for F- 

Measure is .399 and .410 these values are for sample size 

20 and for two and three number of references which is 

significant at 5% level of significance. A similar result is 

seen in the case of sample size 60, 100 and 200 for two 

and three no. of references. But for the sample sizes 500 

and 1000 value of correlation is .256 for two no. of 

references which is insignificant on the given level of 

significance. From the analysis on the basis of z-test used 

for the significance test of human evaluation and 

automatic evaluation we obtain the following important 

point; in the domain tourism there is significance 

difference between the average evaluation score of 

human with F- Measure at 5% level of significance and 

for the some sample sizes.  

CONCLUSION 

This work will help to give the feedback of the MT 
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engines. In this way we may make the changes in the MT 

engines and further we may revise the study. Corpus 

quality plays a significant role in automatic evaluation. 

Automatic metrics can be expected to correlate highly with 

human judgments only if the reference texts used are of 

high quality, or rather, can be expected to be judged of high 

quality by human evaluators.  In this evaluating MT 

evaluation metrics for English to Indian Language 

machine translation work, we developed the tool SEMTE 

which is good enough according to the results obtained. 
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Abstract This paper presents a methodology based on graph theoretic approach (GTA) to design a

new cogeneration cycle power plant (CGCPP), improvement of existing plant and comparison of two

real life operating cogeneration cycle power plants. Different combinations may be suggested by a

manufacturer to an organization for selecting or improving the efficiency of a power plant. This

paper identifies various design parameters affecting cogeneration cycle power plant efficiency. All

these parameters are interacting with each other by different amounts. An attempt has been made

to develop a mathematical model of CGCPP from these interacting parameters using GTA. A

CGCPP efficiency index is proposed which evaluates the influence power of these parameters.
� 2012 Ain Shams University. Production and hosting by Elsevier B.V.

All rights reserved.

1. Introduction

Cogeneration is the production of more than one useful form
of energy (such as process heat and electric power) from the

same energy source. Cogeneration systems often capture other-
wise wasted thermal energy, usually from an electricity produc-
ing device like a heat engine (e.g., steam-turbine, gas-turbine,

diesel-engine), and use it for space and water heating, indus-

trial process heating, or as a thermal energy source for another
system component [1,2].

Design of cogeneration cycle power plant, improvement in

existing plant and comparison of two real life operating power
plants require a multi attribute decision making (MADM)
technique to analyze the effect of one system/design parameter

on the other systems/design parameters. In multiple criteria
decision making, a number of alternatives have to be evaluated
and compared using several criteria. The aim of MADM tech-
niques is to provide support to the decision-maker in the pro-

cess of making the choice between alternatives.
From the literature review it has been revealed that there

are two models i.e. thermodynamic and thermo-economic

model for the analysis of power plants. Thermodynamic model
of a power plant gives solution for optimum efficiency while
thermo-economic model is useful for the analysis on efficiency

and cost basis in association with each other. For the complete
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analysis of a power plant (CGCPP for the present case) ther-
modynamic, economic, reliability, human being and environ-
ment aspects have to be studied in association with each

other. At present there is no effective mathematical model
for studying these aspects in association with each other for
CGCPP. Simple model, easy to implement, lesser computa-

tional cost and flexible with changing environment is required
to evaluate the cogeneration cycle power plant efficiency on
design basis or analysis basis.

A number of MADM techniques have been suggested in
the literature to model various systems and their elements.
Graph theory is one of such methodologies. It is a systematical
and logical approach. Digraph model representation has

proved to be useful for modeling and analyzing various kinds
of systems and problems in numerous fields of science and
technology [3,4]. The matrix approach is useful in analyzing

the graph/digraph models expeditiously to derive the system
function and index to meet the objectives. Moreover, represen-
tation of the digraph by a matrix offers ease in computer han-

dling. In view of these, GTA method is proposed in this paper
for the prediction of efficiency of a CGCPP in terms of an in-
dex which takes into account various design parameters and

interactions between them.

2. Identification of design parameters in cogeneration cycle

power plant

In this part, system modeling of cogeneration cycle power
plant and its analysis is described. Cogeneration cycle power
plant considered for the present analysis is shown in Fig. 1.

The air at the ambient temperature is compressed by the air
compressor and directed to the combustion chamber. The
compressed air mixes with the natural gas from the fuel supply

system to produce hot combustion gas in the combustor. The
hot combustion gas is delivered to the gas turbine where the
power is generated. The exhaust gas passes through a Heat

Recovery Steam Generator where water is converted to steam.
The steam produced is used as process steam.

For the graph theoretic analysis cogeneration cycle power

plant is divided into following four systems:

1. Air compressor system (S1).

2. Combustion chamber system (S2).
3. Gas turbine system (S3).
4. Heat Recovery Steam Generator (HRSG) system (S4).

Based on the above analysis, a real life CGCPP has been
converted into a well defined and bounded engineering repre-
sentation based on these systems. These systems of the CGCPP

are also connected with each other physically or indirectly at
the level of their sub-systems. Efficiency of these systems and
their interaction will decide the efficiency of CGCPP. In the

present work, system is modeled by considering its structure
on the basis of efficiency. Let each of the four systems of plant
be represented by vertices Si’s (i= 1, 2, 3, 4) and interconnec-

tion between two systems (Si, Sj) is represented by edges cij’s
(i = 1, 2, 3, 4 and i „ j) connecting the two vertices Si and Sj.

In actual system all four system do not affect each other.

The graph theoretic representation [S, c] of vertex and edge
sets of the four system cogeneration cycle power plant, called
system structure graph (SSG) is shown in Fig. 2. This system
structure graph (Fig. 2) represents the internal structure of

the CGCPP at system level. It clearly shows different systems
and their interactions in the CGCPP as discussed above.

This is based upon the working of cogeneration cycle power

plant as per the following:

1. The ambient air comes to the compressor after being fil-

tered by air filters. Compressor and turbine are attached
with a shaft. So the power to compress the air comes to
the compressor from the turbine. This is represented by

the edge c31. S1 is the compressor system.

Figure 1 Schematic flow diagram of cogeneration cycle power plant.
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2. After compression, air goes to the combustion chamber.

This is represented by edge c12. Fuel is added in the com-
bustion chamber.

3. A blade is cooled by being made hollow so that a coolant

air can circulate through it. Coolant air is obtained directly
from the compressor, thus bypassing the combustion cham-
ber. Edge c13 represents the bypassing of cooling air.

4. Fuel supplied to the combustion chamber is generally com-
pressed natural gas (CNG). Fuel supply is taken as a part of
combustion chamber system. Outlet temperature of com-
bustion chamber system [S2] depends upon thermal stress

limit of gas turbine blade material. Highest temperature
of flue gas coming out from combustion chamber is con-
trolled by changing air–fuel (A/F) ratio. Combustion prod-

uct flows to gas turbine as shown by edge c23.
5. Depending upon the temperature of flue gas, HRSG [S4]

may be used for (i) partial heating (regeneration) of the

compressed air leaving the compressor (c42), or (ii) generat-
ing steam in a dual or multipressure steam cycle.

6. Flue gases coming out of combustion chamber and entering

to HRSG system [S4] are shown by the edge c34.

The design parameters affecting the CGCPP efficiency have
been identified on the basis of exhaustive literature survey and

discussion with experts both from organization and academics.
These parameters are epitomized in Fig. 3.

Rationales for selecting the design parameters for all sys-

tems are discussed below.

2.1. Compressor system

1. As the ambient temperature increases, density of air

decreases. Due to which the compressor has to do more
work to compress the same mass of air at high temperature
than at lower temperature. Output of gas-steam cogenera-

tion cycle is a strong function of the inlet air temperature.
When the inlet air temperature drops, power output

increases considerably and heat rate varies slightly. Where

heat rate is heat input required to produce a unit quantity
of power.

2. Enthalpy and specific heats (both at constant pressure and

constant volume) for a gas at particular temperature and
pressure have different values for humidified air and non-
humidified air. This difference depends upon the relative
humidity.

3. Compressor efficiency is a function of manufacturing qual-
ity and may vary from manufacturer to manufacturer.

4. The thermal efficiency of ideal Brayton Cycle is being given

by the following relationship.

gTH ¼ 1� 1

r
ðk�1Þ=k
p

rp is the compressor pressure ratio; k is the ratio of specific
heats

5. Compressor outlet temperature is the temperature at which
compressed air will be entering the combustor. It will be

affected by the pressure ratio and polytropic efficiency of
compressor.

2.2. Combustion chamber system

1. If the inlet temperature to combustion chamber is higher

then lower amount of fuel will be required to attain the
combustion chamber outlet temperature or turbine inlet
temperature (TIT).

2. Type of fuel used in combustion chamber will be a decid-

ing factor that how much heat will be released by burning
unit amount of fuel. Ratio of Carbon to Hydrogen (C/H)
decides the calorific value of fuel. When the fuel-calorific

value is higher then the combustion efficiency will be
higher. With the increase in fuel-calorific value the burn-
ing velocity increases which decline the NOx conversion

rate slightly [5].
3. Combustion chamber loses energy due to heat transfer,

noise and vibration. Fuel utilization efficiency depends
upon the design of combustion chamber.

4. Overall efficiency of cycle depends upon the amount of
fuel injected in combustion chamber. There is no other
supply of energy to the cycle for a fixed net output power,

so mass of fuel injected will be deciding factor for cycle
efficiency.

5. If the mass of air entering the combustion chamber gets

changed and amount of fuel is not changed then combus-
tion chamber outlet temperature will depend upon the mass
of air. For a lean fuel–air mixture, if amount of fuel

remains same and mass of air decreases then temperature
of combustion gasses will be increased.

6. Combustion chamber outlet temperature is fixed by ther-
mal stress limit of turbine blade material. As the turbine

inlet temperature (TIT) increases the cycle efficiency will
also increase.

7. Under high pressure conditions, combustion efficiency

improves with increase in pressure [6].

S1

S3

S2

S412c

13c

31c

23c

42c

34c

Air

Flue Gases

Work

Heat Energy

Figure 2 System structural graph of cogeneration cycle power

plant: air compressor system (S1), combustion chamber system

(S2), gas turbine system (S3), Heat Recovery Steam Generator

system (S4).
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2.3. Gas turbine system

1. Expansion ratio of gas turbine depends upon the pressure
ratio of air compressor. Higher is the expansion ratio of
gas turbine more will be the utilization of enthalpy across

the gas turbine.
2. Higher TIT means that combustion gases are having higher

enthalpy. It can be seen from the following relationship that

work obtained from cycle is a function of TIT [6].

W ¼ CpT3 1� 1

r
ðc�1Þ

c

� �
� T1 r

ðc�1Þ
c � 1

� �

where W is the net work obtained from a simple gas turbine

cycle, Cp is the specific heat at constant pressure, c is the ratio
of specific heats, T1 is ambient air temperature, T3 is TIT and r
is the pressure ratio. Higher is the TIT, higher will be work

obtained. For all cooling modes, coolant requirement increases
with increase in TIT.

3. If the efficiency of gas turbine is higher then the utilization
of energy in gas turbine will be higher.

4. Flue gases coming out of gas turbine at lower pressure and
high temperature are passed through HRSG for waste heat
recovery.

5. Cooling air is passed through the blades for cooling. This

air quantity is fixed by air-by-pass ratio.

2.4. Heat Recovery Steam Generator system

1. It is being found that introducing multipressure steam

generation in the HRSG in place of single pressure
improves the performance of a cogeneration power plant.
HRSGs are classified into single, dual, and triple pressure
types depending on the number of drums in the boiler [7].
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Figure 3 Diagram showing systems of CGCPP and design parameters.
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2. Due to increased velocity of flue gases, convective heat

transfer coefficient of flue gases gets increased. If the veloc-
ity of flue gases coming of gas turbine is high then more
heat will be transferred to HRSG tubes and steam can be

produced at high temperature and pressure [8].
3. Heat transfer by conduction mode is more than convection

mode for the same temperature difference. Heat transfer by
radiation is very less.

4. If the flue gases have high specific heat then there will be
very less drop in temperature of flue gases while passing
through HRSG for a specific amount of heat transfer.

5. A large size of HRSG will minimize the heat loss but this
will increase the cost of HRSG [7].

6. Temperature of gases coming out from HRSG is being lim-

ited by the dew point temperature of flue gases. If it is kept
high then energy will be lost to the environment and effi-
ciency will be decreased.

7. The HRSG steam production for a given gas turbine goes

down as the steam pressure and temperature goes up [9].
8. Higher pinch point leads to lesser efficiency. Where pinch

point is the difference between gas temperature leaving an

evaporating section and the temperature at which boiling
is occurring.

3. Graph theoretic approach (GTA)

Graph theory is a logical and systematic approach useful for

modeling and analyzing various kinds of systems and problems
in numerous fields of science and technology [10–18]. GTA
synthesizes the inter-relationship among different parameters

or sub-system parameters and provides a synthetic score for
the entire system. It also takes care of directional relationship
and inter-dependence among parameters.

Graph theoretic and matrix model consists of digraph rep-

resentation, matrix representation and permanent representa-
tion. The digraph characterizes the visual representation of
the elements (parameters) and their interdependence. The ma-

trix converts the digraph into mathematical form. The perma-
nent function is a mathematical model that helps to determine
index, which can be used for comparison.

3.1. Digraph representation of CGCPP system

Digraph is used to represent the parameters affecting the effi-

ciency of CGCPP system and their interdependencies in terms
of nodes and edges. The digraph consists of a set of nodes
N= {ni} with i= 1, 2,. . ., M and a set of directed edges
E = {cij}. A node ni represents ith parameter and edges repre-

sent the interdependence between parameters. The total of
nodes, M, is equal to the number of parameters considered
for the system. If a node i has relative importance over another

node j, then a directed edge or arrow is drawn from node i to
node j (cij). If a node j is having relative importance over i, then
a directed edge or arrow is drawn from node j to node i (cji).

The digraphs are dependent on the subjective judgement. In
the present case, to overcome this limitation different power
plant expert (both academic and industry) has been consulted

for the digraph preparation.
For the development of CGCPP system digraph, the four

categories of system (as discussed in Section 2) are considered

and represented by four nodes in the CGCPP system digraph,
shown in Fig. 4. The directed edges are drawn according to the

interdependence of these systems.

3.2. Matrix representation of CGCPP system

Digraph helps the experts to visualize and analyze the pro-
posed system. But as the number of nodes and their interde-
pendence increase, the digraph becomes complex. In such

cases, a visual analysis of the digraph is more difficult and
complex. To overcome this difficulty, the digraph is repre-
sented in matrix form. Matrix representation of a digraph
gives one-to-one representation.

In general, if there is M number of contributing categories
of systems and interdependencies exists among all of these cat-
egories and there are no self loops, then the GTPP system ma-

trix E for the GTPP system digraph is written as:

ð1Þ

Hence, the CGCPP system matrix, also known as variable per-
manent matrix (VPMCGCPP), corresponding to CGCPP system

digraph as shown in Fig. 4 is written as:

ð2Þ

In this matrix E\, the diagonal elements S1, S2, S3, and S4 rep-
resent the impact of different categories of systems on the
CGCPP efficiency on the basis of their design parameters

and cij represents the interdependency of the system category
i and j, represented by the edge cij from i to j in the digraph.

Figure 4 Digraph showing four attributes of cogeneration cycle

power plant and their interdependencies in the system (attributes:

air compressor system (S1), combustion chamber system (S2), gas

turbine system (S3), Heat Recovery Steam Generator system (S4)).
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3.3. Permanent representation of CGCPP system matrix

Both digraph and matrix representations are not unique in nat-
ure because they are altered by changing the labels of their
nodes. Hence, to develop a unique representation that is inde-

pendent of labeling, a permanent function of the CGCPP sys-
tem matrix is proposed here. The permanent is a standard
matrix function and is used in combinatorial mathematics
[3,19,20]. The permanent function is obtained in a similar man-

ner as the determinant but unlike in a determinant where a
negative sign appears in the calculation, in a variable perma-
nent function positive signs replace these negative signs.

The expression for permanent function corresponding to
four-element digraph, as shown in Fig. 4, is written as:

PerðE�Þ ¼ S1 S2 S3 S4

þ c12 c21 S3 S4 þ c13 c31 S2 S4 þ c14 c41 S2 S3

þ c23 c32 S1 S4 þ c24 c42 S1 S3 þ c34 c43 S1 S2

þ c12 c23 c31 S4 þ c13 c32 c21 S4 þ c12 c24 c41 S3

þ c14 c42 c21 S3 þ c13 c34 c41 S2 þ c14 c43 c31 S2

þ c23 c34 c42 S1 þ c24 c43 c32 S1

þ c12 c21 c34 c43 þ c13 c31 c24 c42 þ c14 c41 c23 c32

þ c12 c23 c34 c41 þ c14 c43 c32 c21 þ c13 c34 c42 c21

þ c12 c24 c43 c31 þ c14 c42 c23 c31 þ c13 c32 c24 c41

ð3Þ

Eq. (3), i.e., the permanent function of the CGCPP system ma-
trix, is a mathematical expression in symbolic form and con-
tains a number of terms which are structure invariants.

These terms are arranged in groupings whose physical signifi-
cance is explained below:

� The first group contains only one term and represents the
presence of major systems i.e. S1 S2 S3 S4.
� The second grouping is absent since these are no self-loops

i.e. this grouping will occur in expression only if a system is
connected to itself.
� The third grouping contains a set of 2 systems, interdepen-
dence and remaining N-2 (i.e., 2 here) systems.

� Each term of fourth grouping represents a set of 3 system,
interdependence and remaining N-3 (i.e., 1 here) systems.
� Thefifth grouping contains terms arranged in two-sub group-

ing. The first sub grouping contains a set of two systems, the
interdependence andmeasure of remainingN-4 systems. The
second sub grouping is a set of 4 systems, interdependence or

its pair and the measure of remaining N-4 systems.

If the values of CGCPP system matrix, i.e. Eq. (2) are
substituted in Eq. (3), then, some of the terms in various

groupings are nullified and resultant permanent representation
is as follows:

Per½E�� ¼ ½S1 S2 S3 S4 þ ðc13 c31ÞðS2 S4Þ þ ðc31 c23ÞðS1 S4Þ
þ S1 ðc23 c34 c42Þ� ð3Þ

A computer program was developed using C++ language for
calculating the values of permanent function for square matrix

of M · M matrix.

3.4. Cogeneration cycle power plant efficiency index

CGCPP efficiency index is function of considered systems i.e.

air compressor system, combustion chamber system, gas tur-
bine system, and Heat Recovery Steam Generator system.

CGCPP efficiency indexðCGCPPEIÞ
¼ f ðsystemsÞ¼ f ðAir compressor system;Combustion chamber system;

turbine system;Heat Recovery Steam Generator systemÞ

The permanent function of CGCPP system (i.e. Eq. (3)) is pro-

posed, here, for the evaluation of CGCPPEI because it con-
tains all the possible components of CGCPP system and
their interdependence. The numerical value of CGCPP system

matrix is named as the CGCPPEI:

CGCPPEI ¼ Per½E��
¼ Permanent function of CGCPP system matrix

To calculate this index, the values of Si and cij are required.

The values of these parameters and their interdependence are
found on the basis of the production system data available
in the organization and the experience of production person-

nel. If a quantitative value is not available, then a ranked value
judgement on a scale (e.g., from 1 to 9) is adopted. Table 1 is
suggested for this purpose. To assign numerical values to the

interdependence of parameters cij, the opinions of production
experts can be recorded. But this interdependence of parame-
ters cannot be measured directly and, hence, qualitative values
may be adopted. These qualitative values of the interdepen-

dence of parameters are also assigned on a scale (e.g., 1–5),
as suggested in Table 2.

The efficiency index value for a number of cogeneration cy-

cle power plants can be evaluated by substituting the values of
Si and cij in Eq. (3). Index values will differ for different cogen-
eration cycle power plants because of affect of different param-

eters to different extent on the system. In this way, different
power plants may be arranged in ascending or descending or-
der, according to their efficiency index value. Power plant with

the higher value of efficiency index find better chance of higher
work output for same consumption of fuel than the others.

4. Comparison of cogeneration cycle power plants

The identification of a new power plant and its comparison
with other power plants based on efficiency index is carried
out by considering their VPFCGCPP. Two organizations are

similar the cogeneration cycle power plant system viewpoint
if their digraphs are isomorphic at the system and subsystem
level. Two CGCPP system digraphs are isomorphic if they

have identical VPFCGCPP. This means that not only numbers
of terms in each grouping/subgrouping are the same but also
the value. Based on this fact, a composite CGCPP design

parameter set for an organization is written as:

½ðTD
i =T

D
ij ÞðHD

i =H
D
ij Þ� ð4Þ

where TD
i represents the total number of terms in the ith group-

ing, TD
ij represents the total number of terms in jth subgrouping

of the ith grouping. In case there is no subgrouping, TD
ij is same

as TD
i ; similarly HD

i is the value of the ith grouping. HD
ij is the

numerical value of the jth subgrouping in the ith grouping.

Numerical values of the Si’s and cij’s are substituted in the sub-
grouping and grouping to obtain HD

ij : In general, two power
plants may not be isomorphic from the design parameter view-

point. Comparison is also carried out on the basis of coeffi-
cient of similarity. The coefficient is derived from the
structure, i.e., the number of terms in different groupings
and the permanent function, i.e., VPFCGCPP and compares
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two power plants or a set of power plants on the basis of sim-
ilarity or dissimilarity.

If the values of distinct terms in the jth subgrouping of the
ith grouping of VPFCGCPP for two power plants under consid-

eration are denoted by HD
ij and H0Dij , then criterion of coeffi-

cient of dissimilarity ðCD
d Þ is given as

CD
d ¼

P
i

P
j/i

Y
ð5Þ

where Y is the maximum of
P

i

P
jjHD

ij j and
P

i

P
jjH0Di j. When

subgrouping are absent, HD
ij ¼ HD

i and H0Dij ¼ H0Di ; while
/ij ¼ jHD

i �H0Di j; when the subgrouping are absent. Once the

coefficient of dissimilarity is known, then, coefficient of simi-
larity ðCD

S Þ is calculated as follows:

CD
S ¼ 1� CD

d ð6Þ

It may be noted that the coefficient of similarity and dissimilar-
ity lie in the range between 0 and 1. If two power plants are

isomorphic or completely similar then, their coefficient of sim-
ilarity is 1 and the coefficient of dissimilarity is 0. In a similar
manner, if two power plants are completely dissimilar, their
coefficient of dissimilarity is 1.

5. Methodology

A methodology for the evaluation of CGCPP efficiency index

(CGCPPEI) for a cogeneration cycle power plant is proposed
on the basis of GTA. The main steps of this methodology are
as follows:

1. Identify the various system categories affecting the
CGCPP efficiency.

2. Develop the CGCPP system digraph. This is the digraph

at the system level.
3. Identify the various design parameters for each system

category of CGCPP system.

4. For each system category, develop a digraph among the
design parameters based on the interactions among
them. This is the digraph at each sub-system level.

5. Based on the above-mentioned digraphs among sub-sys-

tem design parameters, develop the variable permanent
matrix for each system category.

6. Calculate the permanent function at each sub-system

level. For avoiding the complexity, the numerical values
of inheritance and interactions are used.

7. Develop the CGCPP system matrix for the CGCPP sys-

tem digraph. This will be M · M matrix with diagonal
elements of Si and off-diagonal elements of cij. The value
of the permanent function at each sub-system level pro-
vides inheritance (diagonal elements of Si) for each sys-

tem category. The values of interaction among these
system categories (i.e. off-diagonal elements of cij) are
to be decided by the experts on the basis of scale of 1–5.

8. Calculate the permanent function of CGCPP system
matrix at the system level. This is the value of CGCPP
efficiency which mathematically characterizes the

efficiency of any cogeneration cycle power plant based
on the different design parameters and their
interdependence.

9. Compare different power plants in terms of CGCPP effi-
ciency index and list them in descending order of their
VPMCGCPP values. The power plant having the lowest
value of VPMCGCPP has the best chance of efficiency

improvement.
10. Record the results of this study and document them for

future analysis.

6. Working example

For the demonstration of proposed methodology, a cogenera-
tion cycle power plant is taken as an example. It is proposed to
find the value of CGCPP efficiency index (CGCPEI). For this

purpose, some numerical values of all parameters and their
interdependencies are required i.e. the value of all terms of
VPMCGCPP. The value of diagonal elements in VPMCGCPP,

i.e., the value of all four systems S1, S2, S3 and S4 are evaluated
by applying GTA for design parameters of the respective sub-
system. The methodology explained in Section 4 is used to
evaluate CGCPP efficiency index in this example.

1. Various system categories affecting the CGCPP efficiency
(four categories of system in the present case) are identified

and presented in Fig. 2.
2. A digraph is developed for these four system category as

shown in Fig. 4.

3. Design parameters are identified for each category of
CGCPP system and presented in Fig. 2.

4. Digraphs for each system category (Figs. 5–8) are devel-
oped considering the sub-systems design parameters. Nodes

in the digraph represent the design parameters and their
mutual interactions are depicted by different edges.

Table 1 Quantification of factors affecting cogeneration cycle

power plant efficiency.

S. No. Qualitative measure of

parameters affecting

cogeneration cycle efficiency

Assigned value of parameter

1 Exceptionally low 1

2 Very low 2

3 Low 3

4 Below average 4

5 Average 5

6 Above average 6

7 High 7

8 Very high 8

9 Exceptionally high 9

Table 2 Quantification of interdependencies.

S. No. Qualitative measure of interdependencies cij

1 Very strong 5

2 Strong 4

3 Medium 3

4 Weak 2

5 Very weak 1
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5. Variable permanent matrix for digraph for each subsystem

is written. At the sub-system level, VPM for digraph for
subsystem 1 (Fig. 5) in general form is considered. Similar
to Eq. (1), VPM for air compressor system is given by:

ð7Þ

At subsystem level, Tables 1 and 2 are used to determine
numerical values for inheritance of parameters and their
interactions. The variable permanent matrices for different

sub-systems (based on their digraph) are written through
Eqs. (8)–(11).

For air compressor, the values taken from Table 1 are:

C1
1 ¼ 9; C1

2 ¼ 1; C1
3 ¼ 9; C1

4 ¼ 5; C1
5 ¼ 1; C1

6 ¼ 3.
The values taken from Table 2 are: c112 ¼ 3; c113 ¼

4; c115 ¼ 3; c116 ¼ 5; c126 ¼ 2; c134 ¼ 5; c135 ¼ 4; c143 ¼ 3; c165 ¼ 1.

Substituting these values in Eq. (7), VPMair compressor is gi-
ven as:

ð8Þ

In similar way, variable permanent matrices for other sub-sys-
tems are written as:

ð9Þ

ð10Þ

ð11Þ

The value of permanent function for each category is calcu-

lated using a computer programme developed in language
C++. Substituting the values from Eq. (8) we get

Per C1 ¼ 1620

Figure 6 Digraph for combustion chamber system design

parameters (attributes: Temperature of air entering combustion

chamber ðC2
1Þ, calorific value of fuel ðC2

2Þ, combustion chamber

efficiency ðC2
3Þ, combustion chamber outlet temperature ðC2

4Þ,
velocity of gases in combustion chamber ðC2

5Þ, mass of fuel

injected in combustion chamber ðC2
6Þ, mass of air entering

combustion chamber ðC2
7Þ, pressure loss in combustion chamber

ðC2
8Þ, combustion Stability and intensity ðC2

9Þ, and concentration

of combustion products ðC2
10Þ).

Figure 5 Digraph for air compressor system design parameters

(attributes: inlet air temperature ðC1
1Þ, inlet air humidity ðC1

2Þ,
compressor polytropic efficiency ðC1

3Þ, compressor pressure ratio

ðC1
4Þ, compressor outlet temperature ðC1

5Þ, and specific heat ratio

ðC1
6Þ).
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Similarly the values of permanent function of different sub-sys-

tems are evaluated from variable permanent matrices in Eqs.
(9)–(11) and are written as under:

PerC2 ¼ 2:3882� 107

PerC3 ¼ 186624

PerC4 ¼ 4:5730� 107

1. CGCPP system matrix at the system level is developed as

per Eq. (1). In this matrix, values of diagonal elements
are taken from the sub-system level as explained below:

S1 = Per C1, S2 = Per C2, S3 = Per C3, S4 = Per C4 and
the values of the off-diagonal elements are taken form Table 2.

ð12Þ

7. Value of permanent function at the system level is evaluated
and found to be 3.29434 · 1021 which indicates the value of

CGCPP efficiency index for the case considered. CGCPP
efficiency index depends upon the inheritance and interde-
pendencies of system/sub-systems. As in present case, the

system is large and the numbers of performance parameters
are also large in number, so naturally index value comes out
to be large digit number. In its present form it may be help-

ful in comparing the efficiency index of two or more similar
cogeneration cycles. Moreover, as it is a new proposal in
the field of cogeneration cycle power plant and no new

work is a perfect one, so this matter can be discussed in
future international meetings and conferences for the sim-
plification of this index. By carrying out similar analysis,
the efficiency index for different CGCPP system can be

obtained. Higher value for the efficiency index of a CGCPP
system indicates that its efficiency will be better than others.
Monitoring at regular interval may be carried out by third

party to assess power plant efficiency. Moreover, the anal-
ysis may be carried out at regular interval for self
assessment.

Similarity and dissimilarity among CGCPP in terms of effi-
ciency index may be estimated using methodology discussed in
Section 4. Two cogeneration cycle power plants are considered

which can be devided into four subsystems (1) air compressor
system (2) combustion chamber system (3) gas turbin system
(4) HRSG system. These are designated by H1, H2, H3 and

H4 and H01; H02; H03 and H04 for the organization 1 and organi-
zation 2, respectively. Although the parameters identified are
the same for both organizations, it is the inheritance and inter-

action of these design parameters that will lead to comparison.
Based on the methodology discussed earlier in this paper, the
VPM for organization 1 may be written as:

ð13Þ
The VPF of Eq. (13) will lead to the permanent of the matrix
per E\ using Eq. (3).
The expression for Per H�1 is arranged in n + 1, i.e., five groups

Figure 8 Digraph for HRSG system design parameters (attri-

butes: mass flow rate of combustion gas ðC4
1Þ, inlet temperature of

combustion gas ðC4
2Þ, outlet temperature of combustion gas ðC4

3Þ,
specific heat of combustion gas ðC4

4Þ, velocity of combustion gas

ðC4
5Þ, pinch point of combustion gas and circulating water ðC4

6Þ,
size of HRSG ðC4

7Þ, mode of heat transfer of combustion gas to

circulating water (conduction, convection, radiation) ðC4
8Þ, and

pressure level of boiler water drums (single pressure, dual pressure,

triple pressure) ðC4
9Þ).

Figure 7 Digraph for gas turbine system design parameters

(attributes: expansion ratio ðC3
1Þ, turbine inlet temperature ðC3

2Þ,
gas turbine polytropic efficiency ðC3

3Þ, gas turbine outlet temper-

ature ðC3
4Þ, quantity of cooling air ðC3

5Þ, specific heat of flue gases

ðC3
6Þ, relative humidity ðC3

7Þ, and mass/volume of combustion

gases ðC3
8Þ).
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(the second group is absent as there is no self-loops) and con-
tains n!, i.e., 24 terms.

Similar to Eqs. (13) and (14), VPM and the permanent
function for the organization 2 may be written down. The val-

ues of inheritance and interactions, i.e., Hi’s and Hij’s are to be
determined by the experts. In present example only one param-
eter affecting the performance of air compressor is considered.

For demonstration of methodology, these are taken from the
Tables 1 and 2 as.

H1 ¼ 6; H2 ¼ 7; H3 ¼ 5; H4 ¼ 6; h12 ¼ 5; h13

¼ 3; h23 ¼ 5; h31 ¼ 3; h34 ¼ 4; h42 ¼ 2; h43 ¼ 5

H01 ¼ 3; H02 ¼ 7; H03 ¼ 5; H04 ¼ 6; h012 ¼ 5; h013

¼ 3; h023 ¼ 5; h031 ¼ 3; h034 ¼ 4; h042 ¼ 2; h043 ¼ 5

Substituting the values, the permanent for organization 1 (Eq.

(14)) may be written as:

Per H�1 ¼ 1260þ 810þ 240þ 0 ¼ 2310

Based on Eq. (4), Eq. (14) and the value of Per H*, the iden-

tification set for power plant one may be written as:

½1=0=2=1=0�½1260=0=810=240=0�

On the similar lines, the permanent for organization 2 may be
written as:

Per H�2 ¼ 630þ 540þ 80þ 0 ¼ 1250

The identification set for organization 2 may be written as:

½1=0=2=1=0�½630=0=540=80=0�

Whereas the identification sets help in visually analyze the

existence of various groups, Eq. (5) is used to compare similar-
ities in power plants in terms of performance parameters.
Based on this criterion, the coefficient of dissimilarity between

the two power plants is .459. Thus, the coefficient of similarity
is .541. The comparison procedure helps organizations com-
pare different groups in identification sets, on which they can
analyze and improve the weak parameter in power plant de-

sign or analysis. Moreover, organizations can be ranked in
increasing or decreasing order of value of the coefficient of
similarity or dissimilarity. The increasing or decreasing order

is just for ranking of power plants but managers should mainly
focus on the performance parameters according to which some
major decision regarding power plant performance on effi-

ciency basis can be taken.

7. Conclusion

1. A methodology based on GTA is proposed to evaluate the

role of design parameters in calculating the efficiency of
CGCPP. For this purpose, CGCPP has been divided into
four systems as the CGCPP is a very large system. Design

parameters affecting system efficiency are identified.
2. Themethodology presented in this paper builds a flexible and

comprehensive model, which has the capability to consider
the inheritance and interdependencies between various sys-

tems and design parameters affecting efficiency of CGCPP.
3. The methodology helps in quantifying the influence of var-

ious design parameters on the efficiency of the system/sub-

systems. Accordingly, weak and strong design parameters
can be identified.

4. Efficiency of CGCPP is expressed in terms of an index. The

index value depends on inheritance of systems which fur-
ther depends upon design parameters.

5. Using this methodology, efficiency of any system can be

evaluated and compared under the impact of any number
of design parameters.

ð14Þ
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6. This methodology permits to generate alternative for

CGCPP efficiency improvement.
7. This methodology can be effective tool for evaluation, com-

parison, ranking and selection of an optimum CGCPP sys-

tem on efficiency basis.

Practical implementation of the proposed methodology in a
systematic manner will help power generation industry to iden-

tify, analyze and evaluate parameters responsible for CGCPP
performance on efficiency basis. Evaluation and comparison
will also lead to identify critical areas that are roadblock to

CGCPP efficiency. The CGCPP efficiency index will help an
organization to achieve profitability through productivity.

The world is dynamic in nature and new performance

parameters may be identified in future. To overcome such sit-
uations, a computer program may be developed to expedite the
process as the mathematical calculations are tedious, repetitive
and more time consuming if they are done manually. With the

help of computer program, new performance parameters may
be introduced. The impact of these new parameters on system
performance may be analyzed and a new mathematical model

may be developed. From the results of new model, strategy for
improving the power plant performance may be modified or
developed.
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Abstract 

CD34 is a highly glycosylated surface-expressed sialomucin and, because it is present on 

hematopoietic stem cells (HSCs), has demonstrated immense clinical utility in their enumeration in 

aphaeresis products, immunoaffinity purification for transplantation, and disease monitoring.  The 

success of CD34 based reagents in identifying hematopoietic progenitors led to the assumption that 

CD34 is expressed on cells with regenerative potential and is sufficient for hematopoietic 

reconstitution in marrow-ablated recipients. Recently, researchers have identified the existence of 

CD34
-neg

 HSCs, which have also been shown to successfully reconstitute hematopoiesis in both 

human and primate models. These reports stymied efforts to precisely define a critical role for 

CD34 in hematopoietic biology. Preliminary reports indicated its role in the early hematopoiesis, 

differentiation, and proliferation of HSCs. However, evidences accumulated so far suggest that 

CD34 is predominantly an adhesion/anti-adhesion molecule playing crucial role in HSCs 

trafficking. These studies are still in the early stages and a detailed analysis of the structural and 

functional importance of CD34 is likely to enhance our understanding of its role in hematopoiesis. 

This article reviews the biological significance of CD34 in hematopoiesis. 
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Introduction 

CD34 is a surface glycoprotein expressed on 

a variety of cells including immature 

hematopoietic progenitors (1-3), small vessel 

endothelial cells (4, 5), embryonic fibroblast 

cells (6), adipose tissue (7), and mesenchymal 

stem cells (8, 9). The expression of CD34 in 

bone marrow (BM) comprises about 1.5-3% 

population that includes all hematopoietic 

progenitors as evident by reconstitution of 

hematopoiesis by CD34
+
 progenitors in 

myeloablated mice, primates and human 

recipients (1-3). CD34
+
 cells from all sources 

including BM, peripheral blood (PB), and 

umbilical cord blood (UCB) have been used 

in clinical transplantation regimes for the last 

two decades (10-15). Use of CD34
+
 cells in 

combination with various other hematopoietic 

stem cell transplantation (HSCT) strategies 

supports rapid engraftment kinetics with 

fewer chances of leukemia relapse and 

declined hospitalization time (16). These 

tempting results encouraged a number of 

people to attempt the development of efficient 

protocols for their ex-vivo expansion (17). In 

spite of enormous clinical utilities of CD34 

little is known about its structure and 

function. It is merely reported to play critical 

role in cellular localization, HSCs 

differentiation and proliferation. Though, 

earlier reports indicated its pro-adhesive 

properties but recent findings acclaimed its 

more predominant anti-adhesive functions 

(18-24). The highly modified extracellular 

domain of CD34 is likely to facilitate cell 

trafficking during their circulation by 

avoiding non-specific adhesive interactions. 

Beside that CD34 expression is often linked 

with the active –proliferating states of HSCs 

(24-27). In contrast, CD34 expression could 

also be reported on quiescencent 

hematopoietic progenitors cells (HPCs) (28-

33). In addition there are meager evidences of 

its role in HSCs differentiation (34-35) and 

attempts have been in progress to establish a 

correlation between CD34 expression and 

leukemia (36). Recent advancements in the 

techniques to achieve optimal clinical 

transplantation led to the finding of CD34
-
 

HPCs which are demonstrated to be equally 

capable of sustaining hematopoietic 

reconstitution (37-38). It is interesting to 

notice that CD34
-
  cells could represent a 

more primitive stem cell state and these may 

express CD34 on their surface during various 

states of engraftment before returning back to 

their original CD34
-
 state and remain dormant 

throughout steady-state (39-42). These 

findings are still in their infancy and concrete 

biological significance of CD34 expression in 

HSCs biology is still awaited. We review 

these findings to develop a consensus concept 

about the biological significance of CD34 in 

stem cell biology.         

Discovery of CD34 
+
cells  

Discovery of the cell surface antigen CD34 

was a milestone and was achieved due to a 

monoclonal antibody (My 10) specifically 

recognizing a highly glycosylated cell surface 

protein (CD34) on the myeloid leukemia cell 

line KG-1a (1-3). The potential use of this 

and other related antibodies in the 

identification of CD34-expressing 

hematopoietic progenitors (HPCs) was 

demonstrated when their use led to successful 

hematopoietic reconstitution through their 

infusion, first in a lethally-irradiated baboon 
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and then in a breast cancer patient (9-10). The 

contemporary methods used for 

hematopoietic recovery involved 

determination and subsequent infusion of 

Granulocyte-Macrophage colony forming 

units (GM-CFUs) isolated from peripheral 

blood in cancer patients (43). This was a time 

consuming and expensive method but was 

made easy by establishment of a positive 

correlationship between CD34
+
 HPCs from 

patients’ own peripheral blood following the 

chemotherapeutics/growth factors (rhGM-

CSF) and GM-colony forming units derived 

from peripheral blood. The enumeration and 

isolation of HPCs ensuring hematopoietic 

recovery became possible by comparatively 

faster and cost effective flowcytometric 

methods (44). Later on, several studies were 

performed by various research groups at 

Human Leukocyte Differentiation Antigen 

(HLDA) workshops introduced more than 

twenty different antibodies for the potential 

use in identifying and purifying CD34
+
 HPCs 

for both clinical and research purposes (Table 

1) (45-48). The overwhelming utility of CD34 

based reagents in identifying HPCs with the 

potential for long-term hematopoietic 

reconstitution assisted many clinicians in 

successfully selecting HPCs for 

transplantation (16).  The enormous potential 

of CD34
+
 HPCs for clinical grafting raised 

the possibility of likely existence of many 

immature ―true hematopoietic stem cells‖ in 

this population. It therefore remained a 

primary HSC selection marker for more than 

two decades.   

Morphological and Immunological 

Characteristics of CD34
+
 cells  

CD34
+
 cells are morphologically and 

immunologically heterogeneous population.  Its 

expression is more dependent upon the stage of 

HSCs differentiation than lineage (49). There are 

several other concomitant surface expression 

markers such as Thy-1, CD38, HLA-DR, CD45-

RA, CD71and lineage specific markers including 

T-lymphoid (TdT, CD10, CD7, CD5, CD2), B-

lymphoid (TdT, CD10, CD19), Myeloid (CD33, 

CD13) and Megakaryocytic (CD61, CD41, 

CD42b) (50). There are peculiar morphological 

differences (May-Grimswald-Giemsa staining 

assays) in CD34
+
 cells populations. Early CD34

+
 

progenitors (CD33
-
, HLA-DR

-
) are all 

lymphocyte like cells with more homogeneity in 

size, lacking cytoplasmic granules with a 

prominent nucleoli. These cells have low protein 

synthesis and proliferation activity with most cells 

in G0 state. Whereas, more differentiated CD34
+
 

cells shown a large nucleus, eccentrically narrow 

rim of deep blue cytoplasmic granules (51-54). 

Apart from these immunologic markers there are 

various kinds of receptors expressed on the 

surface of these cells which can be largely defined 

into two subgroups,viz. (i) Tyrosine kinase 

receptors, e.g. Stem cell factor receptor (SCF-R), 

CD117; Macrophage Colony stimulating factor 

Receptor (MCSF-R), CD115 (ii) hematopoietic 

growth factor receptor lacking inherent tyrosine 

kinase domain, e.g. Granulocyte Macrophage- 

colony stimulating Factor receptor, CDw116 (50, 

54). Recently, the human homologue of murine 

Flk-2/Flk-3 tyrosine kinase receptor namely stem 

cell tyrosine kinase receptor-1 (STK-1) has also 

been associated with the expression of CD34 (55-

57). The estimation of reconstitution potential of 

CD34
+
 population is often determined by 

clonogenic assays. More primitive long term 

culture initiating cells, CFU-Blast, CFU-T and 

CFU-B are commonly associated with CD34
+
. 

CD45RA
+
, low to variable expression level of 

HLA-DR. Whereas,   CD34
+
, CD38

+ 
, HLA-DR

+
 

population is enriched of multipotent progenitors  

(CFU-GM, CFU-G, CFU-M, BFU-E, CFU-E, 
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BFU-Meg and CFU-Meg (50). The clonogenic 

capacity of all CD34
+
 population ranges between 

10-30% while rests of them do not proliferate in 

in vitro culture assays (58-60).     

Clinical utility of CD34
+
 cells 

Enriched CD34
+
 cell content in the graft very 

well correlates with the increased rate of 

engraftment (16). Infusion of higher doses of 

CD34
+
 cells results in the significant 

reduction of time required for engraftment 

(16). Therefore,  CD34
+
 cell enrichment has 

been proven to be of great importance in both 

the autologous and allogenic transplantation 

settings. In autologous transplantation, CD34
+
 

cells (>5x10
6
cells/kg body weight) correlates 

well with engraftment kinetics which is 

measured by evaluating the time taken by 

patients to develop absolute neutrophil count 

(ANC) or platelet recovery count (PRC) in 

peripheral blood. Use of maximized CD34
+
 

cells dose (from < 2.5x10
6
cells/kg to >12.5 

x10
6
cells/kg body weight) is shown to reduce 

the time taken to acquire ANC (>0.5X10
9
 

cells/L) from 11 to 8 days (61). Further, 

CD34
+
 cells are heterogeneous population 

and enrichment of specific CD34
+
 

subpopulation may have beneficial effect on 

the engraftment kinetics which is evident for 

the reduction in the platelet recovery time 

from 19 to 11 days on incubating < 0.5 x 10
6
 

CD34
+
/CD41

+
 cells/kg of body weight (62). 

Inclusion of such high number of CD34
+
 cell 

dose often requires large bone marrow 

harvesting which could be a limiting factor 

due to technical complications. Harvesting of 

mobilized CD34
+
 HSCs from peripheral 

blood (autologous/allogenic donors) has been 

a more favorable option in clinics (63-67).  

However, both autologous and allogenic 

grafts suffer from inherent risk of malignancy 

relapse, graft failure and/or Graft-vs-Host 

Disease (GVHD). Depletion of T-cells from 

peripheral mobilized stem cell graft has been 

suggested as a possible method to reduce the 

risk associated with these protocols of stem 

cell transplantation. But this is limited by 

increased events of graft failure and leukemia 

relapse (68).  The more advanced method 

combines unmanipulated marrow graft plus 

highly enriched CD34
+
 mobilized peripheral 

blood cells which lack most of the T-cells 

(<1% of the graft) providing the beneficial 

effects of CD34
+
 high cell dose while 

reducing associated  risk of Graft-vs-Host 

Disease (69).  In addition, these approaches 

reduce the duration of hospitalization from 28 

days to 14 days due to rapid engraftment 

kinetics (69).    

In clinical setting CD34
+
 cells have been the 

best predictors of the number of HPCs for 

collection in the blood for both good and poor 

mobilizers (70-74). Enumeration of CD34
+
 

cells in patients blood, (8-20 cell/µl giving 2-

4 x10
4
 cells/single leukapheresis), suggests 

both time and frequency of leukapheresis, ( to 

determine when to start leukapheresis and 

how many times it should be done), to 

achieve sufficient number of HPCs for 

successful transplantation (6-8 x10
6
 CD34

+
 

cells/ Kg body weight). To minimize different 

variables among different collection centers 

two commercial single tests, namely Procount 

(Beckton-Dickinson, Mt View, CA) and Stem 

kit (Beckman Coulter, Fullerton, CA) have 

been made available presently.  Recently, 

alternative methods for HPCs enumeration in 

aphaeresis products are developed which are 
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suppose to be comparatively inexpensive and 

enables lesser time to collect sufficient 

number of HPCs for transplantation. The 

Food and Drug Administration (FDA) has 

approved the use of a HPCs window on an 

automated cell counter (Sysmex, Kobe, 

Japan) and this may be used to predict when 

to start aphaeresis (75). To be noticed, the 

HPCs detected by this counter do not 

correlate well with the CD34
+
cell numbers in 

the blood. The pluripotent HPCs are also 

identified on the basis of the levels of 

Aldehyde dehydrogenase (ALDH). HPCs 

identified on the basis this enzyme include 

both the CD34
+
 and CD34

- 
cells. A 

commercial assay has now been developed 

for this intracellular enzyme (Aldecount, 

Stemco Biomedical, Durham, NC) (76-77). 

The structure of CD34 molecule 

The type I cell surface protein CD34 is a 

member of CD34 family of proteins 

iincluding two other molecules namely 

Podocalyxin and Endoglycan (78-80).  These 

three molecules share overall domain-

structure and sequence homology (Fig.1) (81-

82). The characteristic mucin like structure of 

all the three proteins consists of N-terminus 

carbohydrate rich region and cystine rich 

immunoglobulin like (Ig) region which 

remains anchored in cell membrane through a 

small transmembrane and C-terminus 

cytoplasmic tail region (Fig.1) (49, 81-83). 

The most N-terminus region of CD34 is 

enriched of Ser/ Thr residues (~ 35% of total 

protein sequence) that is essential for both O-

linked and N-linked glycosylations playing 

crucial role in both stability and functional 

specificity of the proteins (4, 84-89).  The 

specific interactions with poorly defined 

counter ligands and high negative charge 

provided by N/ O-linked moieties and glycans 

play central role in determining its function as 

an adhesion/ anti-adhesion molecule in 

different sites of expression and stage of 

development (4, 84-89). These attachments 

are also useful in classifying three different 

classes of clinically relevant epitopes (Type I-

III) on CD34 depending on their sensitivity to 

neuraminidase from Vibrio cholerae  and O-

sialoglyco-protein endopeptidase (OSGE) 

from Pasteurella haemolytica (84,90-94) (See 

Table 1). The cytoplasmic tail region of CD34 

family members share maximal sequence 

similarity (33-58%) and high degree of 

sequence conservation (83). There is no 

catalytic domain/motif evident in any of the 

CD34 family members but various protein 

phosphorylation sites exist indicating its 

potential signaling capabilities (18, 95-96). 

The Protein Kinase C mediated 

phosphorylation of CD34 cytoplasmic tail 

(Thr 356/ Ser 362 residues) is reported to up 

regulate its surface expression in 

hematopoietic cells. The SH2/ SH3 family 

member adapter protein Crk-L also interacts 

with juxtamembrane cytoplasmic tail region 

of CD34 (97-98). The interaction of CD34 

with anti-CD34 monoclonal antibodies is 

reported to induce phosphorylation and 

relocalization of various cytoskeleton proteins 

including membrane associated Lyn and Syk 

Kinases and f-actin. A conspicuous signaling 

pathway and there functional consequences 

are yet to be defined.               

The functional significance of CD34  

Role in early hematopoiesis 
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CD34 plays an important role in early 

hematopoiesis, as evident from studies in 

mice, CD34 is also expressed in 

hematopoietic progenitors throughout 

embryogenesis and at diverse sites, including 

yolk sac islands, the aortic-gonadal-

mesonepharose (AGM) region, fetal liver, and 

fetal BM (99-100). A CD34
+
 fraction from 

the murine yolk sac and embryo at days 9 to 

11 is reported to generate myeloid and 

erythroid colony forming units, suggesting 

that CD34 is relevant to the early onset of 

embryonic hematopoiesis through late 

embryonic hematopoietic development and 

adult hematopoiesis (101). An important role 

of this sialomucin in blood vessel formation is 

also expected, based on its expression on 

endothelial cells lining yolk sac blood islands 

(4, 99-100, 102-103). In fact, the interaction 

of endothelial cells with HPCs is likely to 

occur through CD34 and to regulate the 

growth and differentiation of HSCs. This is 

strongly evident from the demonstrated 60-

fold expansion of CD34
+
 yolk sac cells when 

cultured with CD34
+
 endothelial cell lines 

derived from the transformation of yolk sac 

blood islands from 10 to 11-day-old mouse 

embryos (101). Interestingly, these CD34
+
 

yolk sac cells can be differentiated into 

myeloid and erythroid cells by the addition of 

erythropoietin to the same in vivo cultures. 

These studies further indicate that CD34 is 

likely to mediate the interaction between 

CD34
+
 endothelial cells lining the yolk sac 

blood islands and CD34
+
 yolk sac HPCs, 

inducing their growth, proliferation, and 

presumably self-renewal.   

Role in adhesion  

In addition to an important role of CD34 in 

early hematopoiesis, a distinct function that 

remains to be delineated is its role as an 

adhesion molecule (19-20). The extended N-

terminal region bearing extensive O-linked/N-

linked carbohydrate attachments has been 

proposed to function as an interacting 

junction for various adhesion molecules, such 

as selectins (78). The sulfated glycoform of 

human CD34 that is exclusively expressed on 

high endothelial venules (HEVs) is 

specifically shown to bind L-selectin-IgG 

chimeric protein (104).  Lyn et al. 

demonstrated enhanced specific binding of 

human-CD34
+
/CD2

+
 (Hu-CD34

+
/CD2

+
) 

murine thymocytes to the human bone 

marrow stroma in a transgenic mouse model 

(19), whereas when murine thymocytes were 

co-cultured they did not bind to the human 

stroma. However, an enhanced adhesion of 

both Hu-CD34
+
/CD2

+
 murine thymocytes and 

normal murine cells was shown to occur with 

the prior incubation of these cells with anti-

CD34 monoclonal antibodies, implying a 

signal-dependent adhesion (19). The cellular 

aggregation observed upon incubation of both 

KG-1 and KG-1a cells with type I and type II 

anti-CD34 monoclonal antibodies, which 

resulted in enhanced adhesion, tended to be 

signal-dependent (18). This aggregation event 

was demonstrated to be mediated by energy-

dependent cytoskeletal rearrangement 

involving 2-integrins such as CD11a, CD18, 

and CD54 or ICAM-1 and LFA-1 (18). These 

reports suggest that CD34 protein induces the 

active binding states of surface adhesion 

molecules, a process that is likely mediated 

by some unknown signaling pathway. The 

abrogation of CD34-mediated cellular 

aggregation on the deletion of its complete 
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cytoplasmic tail region suggests definitive 

involvement of CD34 in adhesion signaling 

(20). This effect is reversed by the expression 

of a truncated version of the CD34 protein 

consisting of only 16 residues juxtaposed with 

the membrane in the cytoplasmic region, 

suggesting that the induction of intracellular 

cues proceeds by the molecular engagement 

of class I and class II epitopes with anti-CD34 

monoclonal antibodies (MoAbs) that assist 

CD34-mediated signaling. The MoAb-

induced cellular adhesion is sensitive to prior 

treatment of HPCs with the protein tyrosine 

kinase inhibitor herbamycin A, implying that 

downstream CD34-induced signaling is 

mediated by protein tyrosine kinases (18). 

Although the potential protein tyrosine kinase 

phosphorylation site in the cytoplasmic tail 

region of the wild type CD34 protein 

(Tyr318) remains unphosphorylated (See 

Supplemental Data).  Other protein tyrosine 

kinases, such as Lyn and Syk, are activated 

and recruited to the plasma membrane to form 

a cap-like structure upon interaction with 

CD34-Anti CD34 MoAbs (105).  These 

interactions are followed by F-actin-mediated 

cytoskeletal rearrangement and have been 

shown to recruit a yet–to-be-defined cellular 

protein at the site of capping (105). The 

functional consequences of these interactions 

are not clear, but similar capping or uropod-

like structures are well known to facilitate 

cellular locomotion, as shown in lymphocyte 

homing to inflammatory sites (106). CD34 

surface expression is significantly upregulated 

upon protein kinase-mediated 

phosphorylation of CD34 at Thr 356 and Ser 

362 in the cytoplasmic region (95, 96). The 

application of protein kinase C activators, 

such as 12-O-tetradecanoylphorbol-13-acetate 

(TPA), directly induces the surface expression 

of CD34 molecules via some unknown 

mechanism. The strongest evidence indicates 

that CD34 signaling is indirect and involves 

kinases, as shown by the existence of an 

SH2/SH3 binding site in its cytoplasmic tail 

(98,107). 

Role in HSC differentiation and proliferation 

Several preliminary reports have indicated an 

important role for CD34 in HSC terminal 

differentiation.  Most multipotent progenitors 

express high levels of CD34 protein, while 

the expression is reduced in unipotent 

progenitors and terminally matured cells. The 

full length CD34 protein has been shown to 

inhibit IL-3 and Leukemia Inhibitory Factor-6 

(LIF-6)-induced differentiation of a murine 

myeloid leukemia cell line (MI) into 

macrophages (34). When the CD34 gene was 

knocked down, erythroid differentiation was 

significantly reduced. In contrast, the 

differentiation of myeloid lineages was 

enhanced (35). Furthermore, the retroviral-

mediated overexpression of CD34 was 

demonstrated to negatively regulate 

granulocytic and megakaryocytic 

differentiation, along with a significant 

enhancement of erythrocytic differentiation 

(35).    

Role in cellular trafficking/migration 

The HPCs/HSCs trafficking is regulated by 

sequential interactions among a large number 

of molecules including selectin-counter 

ligands, chemokine-chemokine receptors, 

integrin-counter ligands and components of 

bone marrow microenvironment (108).  CD34 

family members might be playing important 
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role in HPCs/HSCs trafficking by recognition 

of their carbohydrate rich extracellular 

domain that is good receptors for selectins 

(78, 104). In fact studies in CD34 knockout 

mice have revealed profound migratory 

impairments with minor hematopoietic 

defects (109).   Doyonnas et al have reported 

> 20% reduction in the cellular migration of 

CD34
-/-

 fetal liver HSCs in comparison to 

wild type by using short term homing assays 

(110). Accordingly knock down of 

podocalyxin in mice (PodX
-/-

) exhibited 

>30% declined migration of HSCs in 

comparison to wild type (110).  Knock down 

of both the CD34 family members (CD34
-/-

 

and PodX
-/-

) resulted in >30% reduced HSCs 

migration (110). Similarly, CD34
-/-

 cells 

engraft with a reduced (>20% reduction) 

efficiency in comparison to wild type HSCs 

in sublethally irradiated mice recipients (21). 

However, both the wild type and CD34
-/--

 

were shown to engraft equally in lethally 

irradiated mice (21,111). A possible 

explanation may for that may be the fact that 

lethal dose of irradiation produces breakages 

in the marrow endothelium and hence 

increases permeability, therefore reducing the 

need for specific interactions among HSCs 

and marrow endothelium during their 

migration from circulation into the BM (112).  

The effect of CD34 expression in cellular 

migration is also evident from studies in 

asthmatic mice models showing profound 

impairments in mast cells and eosinophill 

migration in parenchyma (21). Dew et al 

demonstrated delayed repopulation kinetics of 

CD34
-/-

 cells (21). Similarly, defects in CD34
-

/-
 mast cells/eosinophils migration to lung 

inflammatory sites were demonstrated (113). 

These migratory impairments in CD34
-/-

 mast 

cells/eosinophils were also reported in mice 

experiments exhibiting resistance to the 

intestinal polyopsis and cancer due to lack of 

mast cells/eosinophil trafficking to these sites 

(114).  

Role in cancer biology 

CD34 family members of proteins have also 

been evaluated for their significance in 

various malignancies. There are several 

reports on the relationship between CD34 

expression and leukemia (36). It is 

exclusively expressed in acute leukemia cells 

while chronic matured disorders are shown 

CD34
-
(36). It has been used as a characteristic 

marker for discrimination between immature 

and mature leukemic cells (36). At the same 

time, expression of CD34 has been explored 

for the potential prognostic implications in 

acute leukemia (36). CD34 identification is a 

potential marker for monitoring minimal 

residual disease. Despite of variables 

(depending on various factors e.g. methods 

used:  flowcytometric-vs-

immunohistochemistry, sample BM-vs-

peripheral blood, Frozen-vs-fresh, RECs 

lysed whole blood-vs-mononuclear cells, de 

novo-vs-secondary acute myeloid leukemia 

(AML), cut-off values for the detection of 

CD34) CD34 expression has been detected 

repeatedly on 25-64% AML patients (115-

116). Expression of CD34 could also be taken 

as a worse prognostic marker influencing 

clinical outcomes when associated with some 

genetic lesions and chromosomal aberrations 

(117-119). Unlike AML the role of CD34 

expression in acute lymphoblastic leukemia 

(ALL) is more clearly defined. CD34 is 
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detectable on most (approximately 70%) of 

B-(CD10
+
) cells in ALL patients (118, 120-

121). Whereas  it is not detected on >50% 

cases of phenotypically more immature pre 

pre B ALL (CD10
-
) (B-I). In T-ALL, > 40% 

cases are CD34
+
 independent of T-cell 

maturity (118, 120-121). Expression of CD34 

in association with other surface markers such 

as CD19, CD45, CD10, CD38, and TdT is 

reported to be used as good marker for 

monitoring minimal residual disease in ALL 

(122-123). Similar results are demonstrated in 

ALL cases where CD34 expression is 

detected along with CD45, CD7, TdT and/or 

CyCD3 (121, 124). Expression of CD34 and 

CD10 is demonstrated as specific genotype in 

B-ALL. Translocation t(1:19/q23:p13) 

characterized by E2A-PBX-1 fusion protein is 

demonstrated to be CD10
+
CD34

-
 (or its 

derivative) (125-126). Similarly, CD34 is 

expressed in childhood B-ALL which is 

detected by TEL-AML-1 fusion protein, a 

characteristic of t(12:21) (p13:q22) 

translocation (124). Another member of 

CD34 family podocalyxin is highly expressed 

in several types of malignancies e.g. breast 

cancer, prostate cancer, embryonic 

carcinoma, leukemia and pancreatic cancer 

(127-132)   

 

 

Discovery of CD34
-neg

 HSCs and Their Relationship to CD34
+
 Cells 

With the advent of more sophisticated HSC selection methods, such as fluorescence-activated cell 

sorting (FACS) based on the efflux of certain dyes such as 

 

The concept of existence of CD34
- 
HSCs gained momentum among the research community. The 

strongest evidence for the regenerative potential of CD34
- 
HSCs came from successful multilineage 

hematopoietic reconstitution by CD34
-
/c kit

+
/Sca-1

+
/Lin

-
 HPCs in murine models (37). This was 

followed by the demonstration of successful engraftment of CD34
-
 CD38

-
 Lin

-
 cord blood (CB) cells 

in mice (38) and successful reconstitution by CD34
-
 bone marrow (BM) cells in human/sheep 

competitive engraftment models (39). These findings led to the assumption that “true hematopoietic 

stem cells” may also be found in CD34
-
 cell populations.  More interestingly, CD34

-
 HPCs/HSCs 

were found to become CD34
+
 in ex vivo culture, and could return to the CD34

- 
state after 

engraftment (while achieving a steady state) (25). Therefore, the expression of CD34 is believed to 

vary among mature, highly proliferating cells and quiescent stem cells (40-42).  The variation in 

the expression of CD34 on HSCs has led to confusion among clinicians when selecting HSC 
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populations for transplantation, which in turn raised the issue of its functional significance in 

hematopoiesis.  These issues shall be discussed in detail in later sections.  

Evidences from murine transplantation 

models 

Firstly, Osawa and colleagues reported 

successful hematopoietic reconstitution using 

CD34
- 

HSCs in lethally irradiated mice, 

challenging the concurrent concept of CD34
+
 

HSCs (37). In their studies, murine c-

Kit
+
/Sca-1

+
/Lin

- 
BM cells were fractionated 

into CD34
+
 and CD34

-/low
 populations using a 

novel 49E8 monoclonal antibody that was 

raised in rats immunized with Glutathione-S-

Transferase-murine CD34 fusion protein. 

Greater colony-forming ability was observed 

in the murine CD34
+
 (mCD34

+
) population 

(approximately 20%/200 cells inoculated in 

IL-3-dependent colony forming unit cultures 

(CFU-C) and approximately 14.1%/200 cells 

in 12-day colony forming unit spleen (CFU-

S) assays) in comparison to the mCD34
-/low

 

cells (~0.16, CFU-C and 1.6, CFU-S, 

respectively). However, studies like 

competitive long-term reconstitution assays 

(CLTR) revealed sustained long-term 

multilineage reconstitution by mCD34
-/low

 

cells in comparison to mCD34
+
 cells, which 

provided an early but short-term multilineage 

reconstitution in lethally irradiated mice. 

Furthermore, the infusion of a single CD34
-

/low
 cell reconstituted approximately 85% of 

the lymphohematopoietic cells in the 

peripheral blood for more than 3 months in 

21% of mice.   To avoid the ambiguity of 

contamination with CD34
+
 cells in these 

studies, the authors performed quantitative 

reverse transcription polymerase chain 

reaction (qRT-PCR) and established the lack 

of CD34 mRNA in CD34
-
/c-Kit

+
/Sca-1

+
/Lin

-
 

cells. This was the first experimental evidence 

for the existence of CD34
-
 HSCs in mice. In 

agreement with this finding, successful long-

term reconstitution was also demonstrated in 

murine models through the use of Thy-1
low

 

Lin
-neg/low

Sca-1
+
 (TLS) CD34

-neg 
cells (136). 

The authors separated TLS BM cells into 

CD34
+
 and CD34

-
 subpopulations and 

demonstrated successful radioprotection by 

both cell types. Similar to the findings 

reported by Osawa’s group, a larger number 

of CFU-S (93-95%), colony forming cells 

(CFCs), and cobblestone area forming cells 

(CAFCs) (one of every five CD34
+
 TLS) 

were observed in the CD34
+
 subpopulation.  

The distribution of these competitive long-

term repopulating units (CRUs) between both 

subpopulations was shown to be equal by 

injecting a limited number of cells into 

lethally irradiated Ly-5 congenic mouse 

models. Similarly, successful hematopoietic 

reconstitution was again demonstrated using 

both CD34
+
 Lin

-
 and CD34

- 
Lin

-
 BM cells in 

syngeneic mouse models by Donelly et al 

(137). They observed a 100-fold higher 

repopulating activity of CD34
+ 

cells, which 

was assumed to be a manifestation of the 

different methods used for transplantation. In 

agreement with this direct experimental 

evidence, the reconstitution potential of 

CD34
-
 HSCs was also confirmed by a newer 

method of HSC selection for transplantation. 

Goodell et al demonstrated a characteristic 

phenomenon in which HSCs efflux the DNA 

binding dye Hoechst 33342 in the flow 

cytometric determination, and termed these 
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cells as ―side population‖ (133). This side 

population  (later coined as mesenchymal 

cells)was demonstrated to be CD34
-
 and had 

high reconstitution capabilities, as 

demonstrated in mouse reconstitution 

experiments. Altogether, these studies 

strengthened the belief that CD34
-
 HSCs do 

exist, at least in mice.  

CD34
-
 cells in human 

Following these explanatory studies, most of 

the existing information on human CD34
-
 

HSCs has been obtained from xenogeneic 

transplantation studies. Bhatia et al. 

demonstrated the multilineage regenerative 

potential of human CD34
-
 CD38

-
 cells in 

NOD/SCID mice (38). In these studies, 13 of 

16, 1 of 5, and 4 of 56 mice receiving more 

than 10
5
 Lin

-
CD34

-
 cells from human cord 

blood exhibited successful engraftment, with 

one SCID repopulating cell activity (SRC) out 

of 1.25 x 10
5
 Lin

-
CD34

-
 cord blood cells in 

limited serial dilution assays. Successful 

reconstitution by CD34
-
 cells was 

demonstrated in human/sheep in utero 

engraftment models (39). It was reported that 

4 of 9 fetuses had long-term multilineage 

human cell engraftment when more than 12 x 

10
4
 CD34

-
 cells from human BM were 

transplanted. These observations were again 

confirmed by Verfaillie et al., who reported 

successful hematopoietic reconstitution in 

sheep fetuses by human Lin
-
CD34

- 
cells from 

human BM and GM-CSF-mobilized 

peripheral blood (PB) (138). Infusion of 3.5 x 

10
4 

Lin
-
 CD34

- 
cells from either BM or GM-

CSF-mobilized PB resulted in reconstitution 

in 9 of 9 and 6 of 6 recipients, respectively. 

Thus, human CD34
-
 HSCs from many 

different sources, such as bone marrow, 

peripheral blood, and cord blood 

demonstrated reconstitution potential.  

 

 

Relationship between CD34
+
 and CD34

-
 cells 

Several groups independently reported that 

CD34
-
 cells first differentiate into CD34

+
 

cells and return to their CD34
-
 state upon 

achieving homeostasis (40-42). CD34
-
 CD38

-
 

Lin
- 
cells from human bone marrow and GM-

CSF-mobilized peripheral blood were all 

observed to express CD34 when grown in a 

serum-free culture, and demonstrated high 

colony forming potential (139-143). 

Similarly, CD34
- 

cells differentiate into 

CD34
+
 cells with higher repopulating 

potential when grown in cytokine-supported 

short-term culture assays (2-4 days) (38). 

Along with their differentiation into CD34
+
 

cells exhibiting higher repopulating activity, 

CD34
-
 cells rapidly proliferate and 

differentiate into erythrocytes, granulocytes, 

and megakaryocytes after 10 days of ex vivo 

culture (25). These studies indicate that 

CD34
- 

cells are inferior to CD34
+
 cells, as 

they show low colony forming ability. This 

assumption was supported by Nakamura et al, 

who demonstrated acquisition of both high 

colony forming ability and CD34 expression 

by human cord blood Lin
-
CD34

- 
cells cultured 

for 7-days with murine bone marrow stromal 

cell line Hess-5 and thrombopoietin, Flt-3 

ligand, SCF, G-CSF, IL-3, and IL-6 (144). 

These studies indicated a close relationship 

between CD34
-
 and CD34

+
 HSCs. As 

discussed by various groups, CD34
-
 cells 
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seem to be more primitive, and can be 

activated upon stimulation with different 

cytokines, such as SCF, IL-6, and IL-11 

(144). However, CD34
+
 cells are also 

speculated to revert to their CD34
- 
state under 

certain circumstances (144). This 

interchangeable distribution of CD34
-
 CD34

+
 

HSCs into two pools has been termed as the 

―stem cell cycle‖ (26-28) (Fig.2). HSCs in 

this cycle may remain distributed in bone 

marrow and peripheral blood. Perhaps CD34
-
 

HSCs can be triggered to the CD34
+
 state 

(active state), and can leave the bone marrow 

and circulate in the peripheral blood, 

proliferate, differentiate, and return to the 

bone marrow, and to their quiescent state (26-

27). However, the mechanism by which 

specific factors regulate their transition from 

one state to another remains unclear. 

Primarily, cell-to-cell interactions and growth 

factors are major regulators of these events. 

One of the predominant growth factors to 

regulate the HSC fate is SCF, which is 

reported to induce CD34 expression and 

differentiation in ex vivo culture (28). SCF 

induces the expression of p27
kip-1

 protein, 

which blocks proliferation during 

differentiation, whereas IL-6 promotes HSC 

proliferation while inhibiting the expression 

of p27
kip-1

 in proliferating HSCs.    

The expression of CD34 in HSCs is under the 

control of various factors, including the 

developmental stage and interactions with 

different environmental factors, such as 

cytokines and growth factors. The 

significance of its expression for only a 

transient period is not completely defined. 

The concept demonstrated by Sato et al. that 

expression of CD34 indicates a proliferatively 

active state remains ambiguous, because 

expression has also been demonstrated on 

quiescent stem cells (29, 145). CD34
+
 cells 

lack Ki67 expression, which indicates cells in 

G0 phase that cannot be readily induced to 

enter the cell cycle by the application of 

cytokines (30-33). This is also supported by 

the demonstration of an inverse relationship 

between CD34 expression and secondary 

colony forming ability (146). SCF, along with 

having an up regulating effect on CD34 

expression in ex vivo cultures, also induces 

cyclin-dependent kinase p27
kip-1

 to block 

cellular proliferation during differentiation 

(27). These contradictory reports raise 

confusion among researchers, and it is 

becoming more difficult to decide whether to 

select CD34
+ 

or CD34
-
 cells for clinical use.  

In this regard, detailed knowledge of the 

structure and function of CD34 might be 

helpful in determining its exact role in 

different biological and clinical processes. 

The structure of CD34 has so far only been 

defined based on molecular biology and 

immunological analysis, and a functionally 

relevant critical analysis of its structure is yet 

to be de defined.  

Current status of CD34
+
 cells in 

regenerative medicine and future 

indications  

Despite the confusion that whether CD34
 

is 

expressed or not on most immature true HSCs, it 

remains the major selection marker and CD34
+
 

progenitors are widely used in clinical HSCT 

settings. In addition, CD34
+
 cells are 

demonstrated to acquire trans-differentiation 

markers such as endothelium markers on ex vivo 

culture expressing endothelial marker protein e.g. 
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von Williebrand factor (vWF) and DIL-acetylated 

LDL (1,1\’-dioctadecyl-3,3,3\’,3\’-tetramethyl-

indocarbocynanine perchlorate labeled acetylated 

Low density lipid) (147-148). Initially, Asahara et 

al., reported neovascularization by injecting 

human peripheral blood derived CD34
+
/ CD34

—

cells into a mice model of unilateral hind limb 

ischemia (147). The amount of human CD34
+
 DIL 

acetylated LDL labeled cells were 8 times higher 

then CD34
-
 cells (147).   Similarly, acquisition of 

cardiogenic phenotype was demonstrated by bone 

marrow derived CD34
+
 (149-151). Kocher et al., 

demonstrated marked capillary regeneration by G-

CSF mobilized human peripheral blood CD34
+
/ 

CD133
+
 cells in nude rats (152). These findings 

extends the scope of CD34
+
 cells in clinics 

beyond the hematopoietic system.    

 Beside this iconic use of CD34
+
 HPCs/ HSCs in 

clinics they are vastly used in lab investigations. 

CD34
+
 cells have been used for identification and 

cloning of human FLT-3 receptor and its ligand 

(153-154); cloning of a novel tyrosine kinase 

TNK-1 by using CD34
+
 cells (155-156).  Efforts 

have been made to delineate the molecular 

mechanism of hematopoiesis by studying the 

development of CD34
+
 cells from human 

embryonic stem cells (157). Furthermore, CD34
+
 

CD38
-
 Lin

-
 HSC enriched cells could be used as a 

model for microarray chip analysis to determine 

differentially expressed genes in HSCs (153). 

Together these findings indicate a much wider use 

of CD34
+
 cells/ reagent in both clinics and lab 

investigations.        
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Figures and their legends 

 

 

Figure 1. Structure of CD34 protein: (a) 

Predicted three-dimensional model of human 

CD34 protein showing different structural 

regions.  The N-terminal region likely attains 

an extended rod-like structure protruding 

away from the cell surface, providing enough 

space for optimal interactions with various 

cellular adhesion molecules, followed by a 

cysteine-rich globular domain that likely 

supports the N-terminal rod-like structure like 

a scaffold. The molecule remains anchored 

through a small single transmembrane helix, 

and protrudes inside the cytoplasm through a 

comparatively small cytoplasmic region.    

The 3D model was generated manually by 

following comparative homology modeling 

protocols, and the picture was generated by 

Raswin version 6.0.  (b) Multiple sequence 

alignment of the CD34 cytoplasmic domain 

with human Podocalyxin and human 

endoglycan cytoplasmic tail regions, 

revealing a high degree of sequence 

conservation (red). The human CD34 

cytoplasmic tail sequence was obtained from 

amino acid nos. 301-373, human podocalyxin 

from amino acid no. 453, and human 

Endoglycan from amino acid no.  525. The 

sequence alignment was generated by  

T-COFFEE Version 6.07. Color indication:  

BAD AVG GOOD (c) structural domain 

similarities among the CD34 family of 

proteins. The endoglycan consists of one 

highly acidic region in the N-terminal region, 

which is absent in CD34 and podocalyxin.
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Figure 2. Schematic presentation of the 

distribution of hematopoietic stem cells in 

different states of activation: Expression of 

CD34 on hematopoietic stem cells is 

regulated by various factors, including 

cytokines, resulting in their altered 

proliferation and differentiation rates during 

different states of hematopoiesis. CD34
+
 

HPCs are believed to possess high 

proliferation rates in comparison to CD34
-neg

 

HPCs. On the other hand, CD34
-neg

 HPCs are 

assumed to be more primitive, with higher 

long-term engraftment potential. The 

expression of CD34 on the surface of HPCs is 

assumed to be induced upon activation of 

cellular proliferation. It can be inhibited upon 

the achievement of homeostasis. 

  



ISSN: 2229-6646                  IJSTM, Vol. 3 Issue 2, September 2012 

                         www.ijstm.com 
 

© International Journal of Science Technology & Management Page 71 
 

 

Epitope types 

Enzyme sensitivity 

Antibodies Functional significance 

 
 

Neuraminidas

e 

From Vibrio 

cholera. 

 

 

O-Linked 

Glycoprotease 

from Pasteurella 

hae  molytica. 

  

Class I 
 

Sensitive 

 

Sensitive 

 

12.8, BI.3C5, Immu409, B-

G25, B-H21 My10, ICH3, 

Immu133, 14G3, ICO-115 

 

 

Induction Of Adhesion 

Signaling 

 

Class II 

 

Resistant  

 

Sensitive 

 

QBEnd10, 43A1, MD34.3, 

MD34.1*, MD34.2, 4A1, 

9044, 9049*, 45.28 

 

 

Induction Of Adhesion 

Signaling 

 

Class III 

 

Resistant 

 

Resistant 

 

TUK3, 115.2, 8G12, 

CD34-9F2, 581, 553, 563, 

Birma-K3, BF23, 6A6, 

7E10, 4H11 

 

 

Not Defined                                                                                                

 

 

                                                              



IOSR Journal of Electronics and Communication Engineering (IOSR-JECE) 

ISSN: 2278-2834, ISBN: 2278-8735. Volume 3, Issue 4 (Sep-Oct. 2012), PP 06-11 
www.iosrjournals.org 

www.iosrjournals.org                                                             6 | Page 

 

 

Patch Antenna Array Fault Modeling and Its Monitoring  
 

Umesh Kumar
1
, Rajiv Kapoor

2
 

1(Student, Delhi Technological University, India) 
2(Faculty, Delhi Technological University, India) 

 

Abstract : The On/Off faults are among the most prominent hazards observed in antenna arrays. They behave 

like a catalyst towards steady degradation of the circuit’s performance. This paper is regarding fault 

monitoring in the microstrip patch antenna array [1][6]. The fault modeling, included here is single and double 

fault models of the patch antenna array of 8 elements. There is a marked deviation in the parametric properties 
of the array because of On/Off faults. By observation and analysis of these trends, the detection of fault in the 

array is simplified to a great extent. We aim at identification of On/Off faults in a faulty array structure by 

observation of its characteristic properties (like S- parameters and Radiation Pattern) and their analysis using 

Matrix Comparison Method and Scaled Conjugate Gradient Back Propagation Algorithm in Artificial Neural 

Network. 

Keywords:  Patch antenna, patch array antenna feed, S-parameter, radiation pattern, characteristic 

impedance, neural network. 

 

I. INTRODUCTION 
Microstrip array [1],[2] is designed at 2.49 GHz used in IEEE 802.11b high-speed TCP/IP 

communications. It can be used as mass-produced, inexpensive equipment designed for FCC part 15 unlicensed 

uses. Microstrip antennas have been one of the most innovative topics in antenna theory and design in recent 

years, and are increasingly finding application in a wide range of modern microwave systems. The development 

of microstrip antennas has been driven by systems requirements for antennas with low-profile, low-weight, low-

cost, easy integrability into arrays or with microwave integrated circuits, or polarization diversity. One of the 

best features of microstrip antennas is the ease with which they can be formed into arrays, and a wide variety of 

series-fed, corporate-fed, scanning, and polarization-agile arrays have been designed using microstrip elements. 

With the help of IE3D simulation tool, which is most versatile, easy to use, efficient and accurate 
electromagnetic simulation tool, the single patch as well as patch array has been simulated successfully. For 

modelling and simulation of Matrix Comparison Method [13] and Scaled Conjugate Gradient Back Propagation 

Algorithm in Artificial Neural Network [9], the MATLAB software is used. 

 

II. Design Of Single Patch 
The required specifications for the patch [9] are: 

Resonant Frequency (f0) = 2.49 GHz 

Dielectric constant of Substrate=2.33 

Height of the substrate =1.6mm 
Matching Load=50Ώ 

Using the standard formulae and the standard design considerations we obtain a single patch with following 

parameters: 

Width of the patch (W)=46.66 mm 

Effective Dielectric (Єreff)=2.2248 

Effective Length (Leff)=40.40 mm 

Length extension (ΔL)=0.8175 mm 

Length of the patch (L)=38.765 mm 

Inset position (y)=13.665 mm 

Inset width (W0)=5.2578 mm 

 

    
 

 Fig. 1-schematic of single patch element with inset line feed 
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        Fig. 2- The reflection loss is around -37.5 dB indicating     effective coupling between port and element. 

The microstrip inset feed line (figure 1) is a conducting strip, usually of much smaller width compared 

to the patch. It’s easy to fabricate, simple to match by controlling the position of inset [3][4] and rather simple to 

model. But with increase in substrate thickness, spurious and surface radiation increase resulting in limiting the 

bandwidth. 

 
Fig. 3- This graph gives us the 2D view of radiation pattern in the azimuthal plane. The half power beamwidth is 

determined to be 74.42º. 
 

We determine the physical spacing between the elements and the structure of the feed using the above 

information. To have zero grating lobes we kept the inter element spacing to be λ/2. Since any larger distance 

resulted in one or more grating lobes while smaller distances led to introduction of inherent asymmetries into the 

design.The feed length was taken to be approximately λ/4 for impedance transformation at the desired resonant 

frequency of 2.49GHz. The feed width was chosen on a hit-and-trial basis to obtain the required load matching 
of 50Ω. The initial width of the feed connecting the single element to the entire feed structure was taken to be 

the same as inset width (W0). 

 

III. Antenna Array Fault Modeling 
The antenna array feed is based on parallel feed technique with improved beam shape [7]. The resonant 

frequency has changed from 2.49 GHz to 2.5 GHz (figure-2). This much of shift is tolerable since the maximum 

limit of tolerance is 2%. The shift in our case is 0.43%. As we can see that at resonant frequency we have a dip 

of -37.5 dB which gives very good antenna performance (figure 5). Here we have considered only the single and 

double fault modelling with different combinations of faults in the elements of the patch antenna array. The 
deviation in values of reflection coefficient and radiation pattern from those of fault-free case is valid. At the 

resonance frequency, these deviations are reduced. Hence, the patch array is very less prone to single fault 

errors. In case of double faults, these deviations are much higher than those of single fault cases. At resonance 

frequency, these deviations got reduced. Although the deviations are within tolerable limit, they are still 

traceable. 

 
Fig. 4- schematic for 8 element array 

 
Fig. 5- Plot of S[1,1] in dB scale 

The deviation in values of reflection coefficient and radiation pattern from those of fault-free case is 

valid. At the resonance frequency, these deviations are reduced. Hence, the patch array is very less prone to 

single fault errors. In case of double faults, these deviations are much higher than those of single fault cases. At 

resonance frequency, these deviations got reduced. Although the deviations are within tolerable limit, they are 

still traceable. 
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III a. The single fault 

In the following figures, the fault model is shown with feed discontinuity fault in the first element and 

the antenna characteristics parameter.  

 
Fig. 6-discontinuity of feed in first patch element  

 
Fig. 7- current distribution in single fault  

 

 

 
Fig. 8- 2D polar plot of gain pattern 

 
Fig. 9- Re Z[1,1] for all combinations of faulty cases 

 

 
Fig. 10- Im Z[1,1] for all combinations of faulty cases 

The point here is to be noted that patch with discontinued feeding is still showing current distribution, which is 

the parasitic effect [8] of the elements nearby.   

 

III b. The double fault 
In the following figures, the fault model is shown with feed discontinuity fault in the first and second 

element and the antenna characteristics parameter.  
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Fig. 11- current distribution in double fault  

Figure12-dB S[1,1] characteristics of Double Faulty cases for 

combinations of (1,3), (1,4) and (1,5) faults 

 

In the following figures antenna characteristics for the fault of combinations of (1, 3), (1, 4) and (1, 5) are only 

shown (figure 12,13). Rest of the cases can similarly be modelled. 

   

 
(a) 

 
(b) 

 
(c) 

Figure 13-2D polar plot of Double Faulty cases for combinations of a(1,3),b (1,4) andc (1,5) faults 
 

These are the 2D polar plots for each of the double faulty cases, which shows gain for double fault cases of 

13.35 dBs. 
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IV. Antenna Array Fault  Monitoring 

IV a. Matrix Comparison Method 
The efficiency of the matrix comparison method [13] for the fault identification is up to 85 % on an 

average for up to double fault in array. 

 
Fig.14- simulation of matrix comparison method with MATLAB 

 

IV b. Artificial Neural Network  Method 

The ANN is based on Scaled Conjugate Gradient Back Propagation Algorithm in Artificial Neural 

Network [14][15], gives an accuracy of more than 95 % and more for most of the test cases.  

 

     

   Figure 15- simulation of performance characteristic of ANN 

method 

 
Figure 16- fault monitoring simulation 

Monitoring these deviations using ANN(figure 15) we obtain the following Neural Network training statistics: 

Epochs elapsed = 228 
Time elapsed = 2 min 6 sec 

Performance achieved = 0.000964314 

Gradient at last = 0.0326946 

 

V.         Conclusion 
The design of patch antenna for IEEE 802.11 has been successfully implemented at 2.49 GHz. The 

patch gives us very accurate results. 

The 8 – element microstrip antenna array meets the requisite specifications. Although there is relative 

shift in resonant frequency (from 2.49 to 2.5 GHz), it is within tolerable limits (2%).  

It is found out that on an average the Matrix Comparison Method gives an accuracy of 80 – 85 %. This method 
is also found to be susceptible to ambiguity decisions. 

The ANN gives an accuracy of more than 95 % and more for most of the test cases. This method is free 

of any error generated because of ambiguity. 

 

VI.  Future Scope 
Dipole antennas [12] can be used instead of microstrip patches. It is known that dipoles are more 

susceptible to flaws in array structures and hence errors can be easily traced. Circularly polarized patches can be 

used instead of linearly polarized ones. Cavity model analysis can be used instead of transmission line model. 
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The same analysis can be implemented for a larger array structure consisting of 32/64 elements. Higher degree 

of faults can be analysed in the array. 
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ABSTRACT:  

In the present scenario of energy crisis and global warming, the use of eco-friendly renewable fuels is gaining 
worldwide attention. Amongst the variety of such fuels, bio-fuels from energy crops form an important solution. In 
this context, fuels derived from non-edible vegetable oil have a major role to provide energy security and mitigate 
environmental degradation. Despite extensive work carried out by large number of researchers, a huge number of 
non-edible vegetable oils are yet to be explored as a feed stock for small energy requirements. So there is an urgent 
need to assess the potential of such underutilized feed stocks. It has been found that chemical processing of 
vegetable oil should be carried to bring its properties similar to diesel fuel. However, the chemical processing 
requires capital investment and technical experience which is not feasible in rural areas. Therefore the vegetable oil 
in neat form without any chemical treatment presents a sustainable solution. The present study aims at evaluation of 
one such underutilized species “Calophyllum”. This plant is abundantly available in coastal India, Bangladesh, 
South America, African coast and Australia. The oil in raw form and blended with diesel (10% and 20% by volume) 
were used to fuel a single cylinder diesel engine and the results compared with baseline data of diesel. The results 
suggest a reduction of 6.97% and 12.4% in brake thermal efficiency (BTE) on 10% and 20% blend respectively as 
compared to mineral diesel operation. Further brake specific energy consumption (BSEC) was found to increase by 
7.35% for 10% blend and 14.03% for 20% blend. This reduction in BTE is compensated by the fact that CO 
emission is reduced by 25% at full load with 10% blend; and around 50% with 20% blend suggesting better 
combustion. The NOx emissions were found to be reduced by 13.48% at full load with 10% blend and by 25.24% for 
20% blend. Un-burnt hydrocarbon (UBHC) emissions at peak load were increased by 9.1% at 10% blend as 
compared to baseline. At 20% blend, the UBHC emissions were found to be further increased by 18% compared to 
the neat diesel operation. UBHC emissions are lower at partial loads but tend to increase at higher loads for all 
fuels. This is due to the lack of oxygen, which is caused by engine operation at a higher equivalence ratio. On the 
basis of exhaustive experimental work, it can be concluded that 10% blend of Calophyllum oil with diesel in 
unmodified diesel engine may roughly decrease CO emissions by 12% and NOx by 25% whereas UBHC is 
increased by 9%, at the penalty of 5% reduction in BTE and 8% increase of BSEC. 

Key words: Bio-fuels, Energy security, Performance, Vegetable oil, Single cylinder, Brake thermal efficiency, 

Brake specific energy consumption, Emission, Unburnt hydrocarbon etc.  
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1. INTRODUCTION 

With rapid economic growth and large human population, the resurging economies like India and China are putting 
huge pressure on global energy supply and environmental sustainability. Globalization and rapid economic growth 
has resulted in exhaustive use of energy resources worldwide. This can be explained by certain trends exhibited by 
post reformed India and its energy intensive economy.  
 
The total primary energy consumption of India was 524.2 mtoe in 2011 which has increased around 75% as 
compared to the base year 2000[1]. During the period 2000-2010, the Indian GDP growth rate was a robust 6.8% per 
annum [2], which shows that increasing energy consumption is an indicator of healthy economic growth [3].Per 
capita energy consumption in India was 560kgoe in 2009 which has increased significantly from 434 kgoe in 2000 
with an average annual growth rate of 3.2% [4]. During the same period global average per capita energy 
consumption was found to increase from 1638.3kgoe in year 2000 to 1788.2kgoe in 2009 with an average annual 
growth rate of 1.01% [4]. Therefore Indian per capita energy consumption is found to be 3.19 times less than global 
average but its rate of growth is 3.16 times more than the global average during the period 2000 to 2009. Hence, it is 
very much expected that the energy requirements of India are supposed to increase many folds to reach the global 
average level in the years to come.  
 
As highlighted above, countries like India need an abundant and sustainable energy supply for the foreseeable future 
to maintain the economic growth momentum and progressive social transformation without jeopardizing 
environment. However, the present energy sources and their sustainability as well as environmental effect are the 
factors of great concern. This can be explained by the heavy reliability of developing economies like India on 
exhaustible resources such as fossil fuels.  
 
Out of the total primary energy requirement of India, 42.3% is met through coal, 23.6% through oil, 26.2% through 
renewables and rest through others [5]. Contribution of non-renewable sources like coal and oil towards total 
primary energy requirement in India has alarmingly increased [5] since last ten years partly due to installation of a 
large number of Mega thermal power projects running on coal, natural gas or oil and an exponential increase in 
terms of numbers as well as variations of automobile fleet that was made available for a billion plus market. India 
does not have large reserves of crude oil and imported 163.59 million tones (which is nearly 70% of its total oil 
requirement) of crude oil worth 4559 billion Indian rupees in 2010-11[6].  
 
This heavy dependence of countries like India on non-renewable resources results in faster resource depletion, 
environmental degradation and a huge economic burden for import of expensive fossil fuels resulting in widening 
trade deficit [7]. Excessive use of perishable energy resources (mostly fossil fuels) has major local, regional and 
global environmental impact such as [8]: 
1. Local - Air pollution. 
2. Regional - Acid rain and airborne pathogens (i.e. infections, particles and chemicals). 
3. Global - Greenhouse effect. 
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Projections for the 30-year period from 1990 to 2020 indicate that vehicle travel, and consequently fossil-fuel 
demand, will almost triple and the resulting emissions will pose a serious problem. The main reason for increased 
pollution levels, in spite of the stringent emission standards that have been enforced, is the increased demand for 
energy in all sectors and most significantly the increased use of internal combustion engines for mobility and power. 
[7,8]. Among them diesel engines have proven their utility in the transportation and power sectors due to  higher 
efficiency and ruggedness. They are also potential sources of decentralized energy generation for small 
electrification plant [9]. However, concerns about long-term avail-ability of petroleum diesel, stringent 
environmental norms and environmental impacts due to extensive use in fast growing economies, have mandated the 
search for a renewable alternative of diesel fuel [10]. In this context, fuels derived from non-edible vegetable oil 
have a major role to provide energy security and mitigate environmental degradation. A large number of non-edible 
vegetable oils are yet to be explored as a feed stock for small energy needs. There is an urgent need to assess the 
potential suitability of such underutilized feed stocks. It has been found that chemical processing of vegetable oil 
should be carried to bring its properties similar to diesel fuel. However, the chemical processing requires capital 
investment and technical experience which is not feasible in rural areas. Therefore the vegetable oil in neat form 
without any chemical treatment presents a sustainable solution.  
 
The present study deals with the evaluation of one such underutilized fuel species known as Calophyllum [11-13]. It 
is a medium-sized to large evergreen tree that averages 8–20 m (25–65 ft) in height with a broad spreading crown of 
irregular branches. The tree supports a dense canopy of glossy, elliptical leaves, fragrant white flowers, and large 
round nuts. It grows along coastal areas and adjacent lowland forests, although it occasionally occurs inland at 
higher elevations. It is native to East Africa, India, Southeast Asia, Australia, and the South Pacific. It has been 
widely planted throughout the tropics and is naturalized in the main Hawaiian Islands [11, 12]. The flowering and 
fruiting periods vary and in India, the flowers appear in May-June and sometimes again in November. It has been 
suggested that apomixis may occur in Calophyllum, resulting in polyembryony. Trees often bear fruit throughout the 
year [13].Its oil generating part is the seeds and one large brown seed of 2–4 cm (0.8–1.6 in) in diameter is found in 
each fruit. Seeds are prepared by cleaning off the skin and husk from the shell of the seed; there are 100–200 
seeds/kg, with shells intact but husks removed [11, 12]. The bisexual flowers are pollinated by insects such as bees. 
This oil has been used as a lighting fuel for centuries. The use of this seed oil could be carried out by blending 
directly in mineral diesel without any substantial chemical treatment or conversion to biodiesel and subsequent 
application in a compression ignition engine to exhibit its potential as an eco-friendly fuel. 
 

2. CALOPHYLLUM AS A POTENTIAL SOURCE 
 
Calophyllum is a perennial angiosperm widely available in the costal belt of India. Its botanical name is 
“Calophyllum Innophyllum”. In India it is locally known as “Polanga” Some unique characteristics of the plant are 
[11-13]: 

1. High transpiring plant thus its carbon absorption and Oxygen emission is higher. 
2. It has no incubation in yielding i.e. seeds could be obtained throughout the year.  
3. It is non-edible oil, hence would not create food inflation. 
4. After yielding the oil from the seed, the residue can be used as organic fertilizer. 
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3. PHYSICO-CHEMICAL CHARACTERIZATION 
 
Comparison of important physico-chemical properties of Calophyllum oil with respect to diesel fuel is essential for 
its evaluation as an engine fuel and subsequent analysis. Various properties of the seed oil like flash point, density, 
viscosity, calorific value, blend stability etc. were determined in accordance with ASTM/BIS standards as described 
below.  
 
The diesel used in the present study was procured from a local refilling station. The properties of diesel procured 
was as per IS 1460 : 2005. The Calophyllum oil sample was taken from a local supplier and subsequently pressure 
filtered in laboratory. It was heated at 1000C for 30 minutes with mild stirring and then kept in an air tight screw cap 
bottle for chemical analysis. Kinematic viscosity of liquid fuel samples were measured at 400C as per ASTM D-
445. The equipment used was “Petrotest Viscometer”. Specific gravity of the samples was measured at a 
temperature of 150C in accordance with ASTM D-4052. The equipment used was “Antan Par Density Meter, Model 
DMA 4500”. Similarly calorific values of the fuel samples were measured as per ASTM D-240 standard with the 
help of “Parr 6100 Calorimeter”. Flash point of liquid samples was measured using “Pensky Martin’s Flash Point 
Apparatus” in accordance with ASTM D-93(2011). A comparison of various physico-chemical properties of diesel 
and Calophyllum oil is shown in Table-1.  
 

 
Table-1: Properties of Calophyllum Innophyllum oil in comparison with mineral diesel. 

 
It can be seen that the properties like specific gravity and calorific value of both the fuels are comparable, but 
viscosity of Calophyllum oil is too high. The high viscosity of vegetable oils may contribute to the formation of 
carbon deposits in the engines, incomplete fuel combustion and results in reducing the life of an engine [17]. 
Therefore any direct blending of vegetable oil in unmodified diesel engines should be confined within 30% of 
volume wise substitution of diesel. 
 

4. EXPERIMENTAL PROCEDURE 
 
In the present investigation, pressure filtered Calophyllum oil was taken and heated up to 1000C with mild stirring to 
remove any absorbed moisture. Stirring was done to prevent explosion of trapped moisture at the bottom of the oil 
carrying container.  It was then cooled and kept in an airtight bottle. During the course of present study, two blends 
of diesel and Calophyllum oil were prepared.  

Property Diesel Calophyllum 

Specific gravity 0.827 0.922 

Viscosity (dP) 3.972 14.83 

Flash point (0C) 66 210 

Boiling Point (0C) 385 514 

Color Pale Yellow Blackish 

Calorific value (kJ/Kg) 44100 39100 
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While preparation of blend, 10% Calophyllum oil was blended with 90% diesel (v/v %) and called as D90/B10 and 
20% Calophyllum oil was blended with 80% diesel (v/v %) which was termed as D80/B20.The nomenclature of 
neat diesel was D100. 
 
The test set up (Fig.1) consists of the CI engine (Specification given in table-2), the fuel supply and measurement 
system, air supply and measurement system, load variation and measurement system along with emission 
measurement system. The engine trial was conducted as specified by IS: 10,000. The diesel engine used was a 
Kirloskar make 4 Stroke, single cylinder, 1500 rpm, vertical, water cooled, diesel engine with hydraulic 
dynamometer. For fuel supply, two separate tanks were used, one for neat diesel and the other for various blends. 
Fuel flow from the tanks to fuel meter was controlled by a valve. The fuel measurement unit consisted of a 
graduated tube of 100mL capacity. 
 
 

 
Fig.1: Schematic diagram of the experimental setup. 

The fuel flow from tank was regulated by a stop valve. Flow rate was measured by measuring the time requirement 
by a stop watch for 20cc consumption of fuel through the graduated tube. Air flow measurement was done by the air 
box method. For applying different load, a hydraulic dynamometer was provided. For measurement of engine 
emission, an AVL 437 smoke meter and an AVL Di Gas Analyzer were used. The accuracy and reproducibility of 
the instrument was +/- 1% of full scale reading.  
 
The detector used in the smoke meter was a Selenium photocell with diameter 45 mm. Its maximum sensitivity in 
light was within the frequency range of 550 to 570 nm. Below 430 nm and above 680 nm, the sensitivity of the 
instrument was less than 4% related to the maximum sensitivity. The measurement principle for CO, UBHC and 
CO2  was infrared measurement and for NOx and O2  it was electrochemical measurement. 
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Table-2: Engine specification. 

5. RESULTS AND DISCUSSIONS 

Exhaustive performance and emission test were carried out with D100, D90/B10 and D80/B20 as the fuel. For each 
blend, the results were obtained at 6 different loads i.e. at 0%, 20%, 40%, 60%, 80% and 100% load using the 
hydraulic dynamometer. The different performance parameters evaluated were brake thermal efficiency (BTE), 
brake specific energy consumption (BSEC) and brake mean effective pressure (BMEP). Various emissions 
determined were carbon monoxide (CO), un-burnt hydrocarbons (UBHC) and nitrogen oxides (NOx).  

 

 
     Fig. 2: Variation of BTE with BMEP 
 

The variation of brake thermal efficiency (BTE) with brake mean effective pressure (BMEP) is shown in Fig. 2. 
BTE at full load is maximum for D100. With 10% blending, BTE is decreased by 6.97% and 12.4% for 20% blend 
in comparison to neat diesel at full load. The decrease in efficiency with blending may be attributed to the fact that 
with higher blend percentage, mass of fuel consumption increases faster than decline in calorific value to generate 
same amount of power [3,9,18,19]. However, at lower loads the variation in BTE for blends is less.  
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The results obtained are not consistent with the results of Pramnik as he has reported better thermal efficiency using 
Jatropha Oil. [17]. 
 
 

 

Fig.3: Variation of BSEC with BMEP. 
 

Brake specific energy consumption (BSEC) is a parameter to compare the energy requirement for producing unit 
power [3].The variation of BSEC with BMEP is shown in the Fig. 3. It is clear that BSEC of Calophyllum-diesel 
blend is higher than neat diesel which may be due to high relative fuel density, viscosity and low calorific value of 
fuel blends [3, 17, 18]. The higher density of Calophyllum diesel blends led to more discharging of fuel for the same 
displacement of the plunger in the fuel injection pump, thereby increasing the specific fuel consumption and thus 
energy consumption for producing unit power [9]. For D90/B10 fuel, BSEC at full load is increased by 7.85% 
compared to pure diesel. Similarly for D80/B20 fuel the BSEC at full load is increased by 16.42% over neat diesel 
operation.  

 

Fig.4: Variation of carbon mono oxide with BMEP 
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The variation of carbon monoxide with respect to BMEP is shown in Fig.4. Within the whole experimental range, 
the CO emission from the Calophyllum diesel blends is lower than neat diesel fuel. With increase in Calophyllum 
percentage in diesel, CO emission decreases, as Calophyllum is an oxygenated fuel and contains oxygen which 
helps in complete combustion. [15,16,18]. As evident from the figure, the variation of CO emission is insignificant 
at lower loads for different test fuels. At higher loads, the percentage differences are in two digits. [16]. 
 

 
 
 

Fig. 5: Variation of unburned hydrocarbon with BMEP 
 

The variation of emissions of un-burnt hydrocarbons (UBHC) with respect to BMEP is shown in Fig.5. The value of 
UBHC emission from the diesel engine in the case of Calophyllum diesel blend is higher than that of diesel fuel. 
UBHC emissions are lower at partial loads but tend to increase at higher loads for all fuels. This is due to the lack of 
oxygen, which is caused by engine operation at a higher equivalence ratio [3,9,16,19]. 

 

Fig. 6: Variation of NOx emissions with BMEP 
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Fig.6 shows the variation of NOx emission. It indicates that at full load, NOx emission is reduced by 13.59% with 
D90/B10 fuel as compared D100 fuel. Similarly for D80/B20 fuel, the decrease of NOx at full load is 25.24% 
[14,16]. The decline in NOx emission may be attributed to the fact that the peak engine temperature is reduced due 
to reduction in calorific value of fuels combusted which prohibits NOx formation [15,13]. This is the most important 
emission characteristic of plant oil as the NOx emission is the most harmful gaseous emission from engines; 
therefore, its reduction has always been the goal of engine researchers and makers. This typical emission 
characteristic of NOx for plant oil is very useful in the application of plant oil in diesel engines. The results obtained 
from the experiment clearly show that using plant oil in diesel engine reduces NOx emissions, which is in 
accordance to results obtained by Wang et al. [19, 13]. 
 

6. CONCLUSION 
 
The following conclusion can be drawn from the series of exhaustive experiments and subsequent analysis carried in 
the present study. 
 

1. The experimental results show that the engine performance with Calophyllum oil diesel blend is slightly 
inferior to the performance with neat diesel operation due to marginal reduction in brake thermal efficiency 
(BTE) and some tolerable increment in brake specific energy consumption (BSEC).  

2. It is found that CO emissions are lower for Calophyllum oil diesel blend than diesel fuel and this reduction 
increases with increase of Calophyllum oil in Calophyllum oil diesel blend.  

3. Emissions of nitrogen oxides (NOx) are found to be reduced substantially with Calophyllum oil diesel 
blend. 

4. However, un-burnt hydrocarbons (UBHC) emission is found to be marginally higher at higher percentage 
blend.  

5. It could be concluded that Calophyllum oil when blended with diesel up to 20%, are promising alternative 
to fossil diesel and would not require any modification in engine design. 
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Abstract  

We report results of the studies relating to phase transformation of bare Fe3O4 

nanoparticles (NPs) to α-Fe2O3 NPs obtained during electrophoretic film deposition onto indium-

tin oxide coated glass plate. The in-situ oxidation of NPs during electrophoretic deposition can 

be circumvented using surface passivation of the Fe3O4 NPs with organic shell (carbon) as well 

as inorganic shell (silica) while retaining biocompatibility of Fe3O4 NPs.  XRD and XPS studies 

reveal the transformation of Fe3O4 NPs to α-Fe2O3 NPs on electrophoretic deposition and 

retention of phase of Fe3O4 NPs on encapsulation with carbon and silica, respectively. The 

results of SEM studies indicate decreased agglomeration of Fe3O4 NPs on encapsulation during 

film deposition. Attempts have been made to compare the characteristics of cholesterol 

biosensors fabricated using Fe3O4@C and α-Fe2O3 NPs, respectively. The Fe3O4@C NPs based 

cholesterol biosensor shows response time as 60 s, linearity range as 25-500 mgdl-1, sensitivity as 

193 nAmg-1dlcm-2 and Michaelis-Menten constant as 1.44 mgdl-1.  

Keywords: nanostructured iron oxide, phase transformation, in-situ oxidation, surface 

passivation, biocompatibility 
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Introduction 

Nanostructured iron oxides (Fe3O4, γ-Fe2O3 and α-Fe2O3) owing to their multifunctional 

properties such as small size, superparamagnetism, low toxicity etc. are being widely 

investigated for applications in high-density information storage1, electronic devices2, ferrofluid 

technology3, catalysis4, pharmaceuticals5 and biotechnology6. Among these, applications of 

nanostructured iron oxides in clinical diagnostics and biomedicine have aroused much interest 

because of their biocompatibility and stability in physiological conditions7, 8. They can also be 

used as contrast agents in magnetic resonance imaging9, 10, as mediators in hyperthermia11,  as 

carriers for guided drug delivery12-14
 and as immobilization support for desired biomolecules for 

diagnosis of various pathogens, diseases and estimation of various biochemical analytes such as 

glucose, urea etc15-17. Besides this, particle size of the nanostructured iron oxide can be 

controlled to a similar size as that of a biomolecule (protein 5-50 nm; virus 20-450 nm; cell 10-

100 µm)18. 

          Despite several advantages, susceptibility of Fe3O4 NPs towards oxidation and the 

tendency to agglomerate due to the strong dipole-dipole attraction between particles, have  

limited their applications till date19. It is anticipated that encasing colloids in a shell of a different 

material may perhaps protect the core from extraneous chemical and physical changes. And core-

shell nanostructures are known to exhibit improved physical and chemical properties over the 

single-component counterparts, and hence are potentially useful for a range of applications. To 
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improve stability of the deposited NPs, many molecules such as carbon and silica have been 

considered as interesting encapsulants20-22. Compared to polymer and inorganic shells, carbon 

shells exhibit much higher stability in various chemical and physical environments such as acid 

or base media, as well as at high temperatures and pressures23. Thus, carbon coated Fe3O4 NPs 

may perhaps ensure prolonged activity of the biomolecules and enhanced stability of the 

biosensors. 

            Among the various methods, formation of nanocrystalline films using electrophoretic 

deposition has recently gained much interest since it is cost effective24 and can be used to obtain  

uniform thin films by optimizing parameters such as solution concentration, applied potential, 

pH of the solution etc25,24. The fabrication of nanostructured iron oxide films using 

electrophoretic deposition and its characterization may perhaps yield important information 

relating to phase change of nanostructured iron oxide. Also, the utilization of nanostructured iron 

oxide films for fabrication of biosensors may perhaps result in enhanced electrocatalytic activity 

of the given biomolecule and improved sensitivity for detection of the desired analyte. 

               We report a novel method of controlling phase of iron oxide NPs obtained during 

electrophoretic deposition. It is shown that phase of the nanostructured iron oxide during 

electrophoretic deposition can be tuned to desired requirement by using bare Fe3O4 NPs or 

capped Fe3O4 NPs as the starting material. The nanocrystalline films of Fe3O4@C and α-Fe2O3 

NPs have been employed for the fabrication of a biosensor using cholesterol oxidase as a model 

enzyme and biosensing characteristics have been investigated using electrochemical techniques 

such as cyclic voltammetry and electrochemical impedance spectroscopy. To the best of our 

knowledge, there is as yet no report on the phase transformation of Fe3O4 NPs during 

electrophoretic deposition, its prevention and further application in biosensing. 
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Experimental Methods  

Materials and Methods 

Ferrous sulphate heptahydrate (FeSO4. 7H2O), ferric chloride (FeCl3), sodium hydroxide 

(NaOH), fructose (C6H12OH) powder and tetraethyl orthosilicate (Si(OC2H5)4) have been 

purchased from Sigma-Aldrich. All reagents are of analytical grade and have been used without 

further purification. De-ionized water (Milli Q 10 TS) with resistivity >18.2 MΩ-cm has been 

used for preparing all aqueous solutions.  Indium-tin-oxide (ITO) coated glass plates have been 

obtained from Balzers, UK, (Baltracom 247 ITO, 1.1 mm thick) with a sheet resistance and 

transmittance of 25 Ωsq-1 and 90%, respectively. Cholesterol powder and cholesterol oxidase 

(EC 1.1.36 from Pseudomonas fluorescens) with specific activity of 26 Umg−1 have been 

purchased from Sigma–Aldrich (USA). The stock solution of cholesterol has been prepared in 

10% triton X-100 and stored at 4°C.  

a) Preparation of Fe3O4, Fe3O4@C and Fe3O4@SiO2 NPs 

i) Fe3O4 NPs 

The Fe3O4 NPs have been prepared via hydrolytic reaction based on chemical co-precipitation of 

metal salts with an alkali as reported earlier26. Briefly, 0.32 M FeSO4.7H2O and 0.64 M FeCl3 

are added to 10 ml of deoxygenated water (containing 12.1 N HCl) with continuous stirring at 30 

°C. Solution containing iron salts is dropwise added to 100 ml of NaOH solution (1.5 M) with 

vigorous stirring at 30 °C. Mixture is then stirred for additional 30 mins resulting in appearance 

of a black precipitate. The particles are washed by centrifugation at 3500 rpm for 30 mins and 

supernatant is removed by decantation. Particles are then redispersed in 200 ml of deoxygenated 

water and are stabilized by making pH of the sol 3.5 using HCl.  
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Further, Fe3O4 NPs are subjected to high temperature and pressure using autoclaves. 30 

ml of above synthesized NPs are autoclaved at 180 °C for 4 h27.  

ii) Fe3O4@C NPs 

Carbon capped Fe3O4 NPs have been prepared via hydrothermal carbonization reaction. For this 

purpose, 10 mmol of fructose powder is added to 30 mL of Fe3O4 NPs sol23, 28, 29 and the mixture 

is autoclaved at 180 °C for 4 h. At this temperature, fructose melts and carbonization of fructose 

occurs, resulting in the carbon shell over Fe3O4 NPs30. The reaction mixture is cooled under 

ambient conditions. The synthesized product is washed by centrifugation at 3500 min-1 and the 

supernatant is removed by decantation. No change in color of the sol is observed and pH of the 

NPs redispersed in water is recorded as 8.0. 

iii) Fe3O4@SiO2 NPs 

To 10 mL of Fe3O4 NPs sol (diluted with 40 mL of iso-propanol) are added 1 mL of ammonia 

and 1 mL of tetraethyl orthosilicate (TEOS)31. The mixture is stirred at 30 °C for 4 h and change 

in colour from dark brown to light brown is observed on completion of the reaction. The 

synthesized NPs are collected by centrifugation at 3500 min-1 and pH of the NPs redispersed in 

water is recorded as 9.6. 

b) Preparation of Nanostructured Iron Oxide Films 

The nanocrystalline films of iron oxide are deposited onto ITO coated glass plates using a two-

electrode system with platinum as the auxillary electrode and ITO coated glass plate as the 

deposition electrode. The electrophoretic deposition involves charged particles in a suspension 

being deposited onto an electrode under the influence of applied electric field. Thus, use of 
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surfactant is avoided and charge on the surface of NPs is introduced by adjusting pH of the 

suspension to obtain stable sol. Fe3O4 NPs carry positive charge at pH 3.5 since isoelectric point 

of Fe3O4 is 6-732-34. Cationic NPs are deposited onto ITO coated glass plate at the cathode 

terminal. Application of even a small voltage leads to electrolysis of water producing hydrogen 

and oxygen gas that hinder continuous flow of the NPs and affect the film uniformity25. Thus, 

mixture of methanol-water (2:1) is utilized for deposition of the desired nanocrystalline film. 

Conditions for obtaining uniform films have been optimized for various parameters such as 

applied potential, concentration, deposition time etc and uniform films of Fe3O4 NPs and Fe3O4 

NPs (autoclaved) are obtained on application of 5V potential for 30 s. 

            The Fe3O4@C and Fe3O4@SiO2 NPs have been deposited in methanol-water (2:1) 

mixture. Although Fe3O4@C NPs are stable at 8.0 pH but no deposition occurs indicating that 

NPs carry negligible charge. Positive charge on NPs is then introduced by adjusting pH to 3.5 

and nanocrystalline film is deposited onto ITO coated glass plate at the cathode terminal by 

applying optimized potential of 10 V for 60 s.  Interestingly,  Fe3O4@SiO2 NPs carry negative 

charge at pH 9.6 (as iso-electric point of SiO2 NPs is ~2)35, thus nanocrystalline  film is 

deposited onto ITO coated glass plates at the anode terminal on application of 10 V potential for 

60 s.  

c) Fabrication of Nanostructured Iron Oxide Films based Bioelectrodes  

ChOx is physiosorbed onto the nanostructured iron oxide films. For this purpose, 20 µL of 

freshly prepared ChOx solution (1 mg/mL) is spread onto the α-Fe2O3 and Fe3O4@C 

nanocrystalline films. ChOx immobilized iron oxide films are incubated at 27 °C for 2 h and at 4 

°C for 12 h36. Later weakly bound  ChOx are removed by washing these films with 100 mM PBS 

buffer containing 0.05% Tween-2037. These films are stored at 4°C when not in use. The 
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fabricated ChOx/Fe3O4@C film/ITO and ChOx/α-Fe2O3 film/ITO bioelectrodes have been 

characterized via SEM, CV and EIS studies and the enzyme activity measurements for the 

fabricated bioelectrodes have been carried out using CV and EIS techniques.  

d) Characterization 

TEM micrographs have been recorded using a high-resolution transmission electron microscope 

(HR-TEM, Tecnaii-G2F30 STWIN). Samples for TEM are prepared on 200 mesh carbon coated 

copper grids. A drop of iron oxide NPs sol is carefully placed on the copper grid surface and is 

then dried under ambient conditions. The structure of the powder samples and nanostructured 

iron oxide films have been analyzed using X-ray powder diffraction (XRD, Cu-Kα radiation, 

Rigaku) over the 2ϴ range from 25°-70° using monochromatized X-ray beam with Cu-Kα 

radiations (λ = 1.54 Å). XPS measurements have been carried out in a Perkin Elmer XPS 

chamber (PHI 1257) with a base pressure of 5 × 10-9 torr. The chamber is equipped with a dual 

anode Mg-Kα (energy 1253.6 eV) and Al-Kα (energy 1486.6 eV) X-ray source and a high-

resolution hemispherical energy analyzer for energy resolved electron detection. The Mg-Kα X-

ray source has been used for this study. The samples are sputtered with 4 keV argon ions to 

remove surface contamination prior to XPS studies. The absorption studies of the bare and 

encapsulated NPs have been conducted on Phoenix – 2200 DPCV UV-Vis Spectrophotometer in 

the wavelength range of 200-900 nm. The transmission studies of nanostructured iron oxide 

films in the infrared region have been carried out on Perkin Elmer, Spectrum BX II 

spectrophotometer in the wavenumber range of 400-4000 cm-1. The morphological changes of 

nanocrystalline films on enzyme immobilization have been studied using SEM, LEO 440 

scanning electron microscope.  

Page 7 of 37 Journal of Materials Chemistry B

Jo
u

rn
al

 o
f 

M
at

er
ia

ls
 C

h
em

is
tr

y 
B

 A
cc

ep
te

d
 M

an
u

sc
ri

p
t

D
ow

nl
oa

de
d 

by
 I

nd
ia

n 
In

st
itu

te
 o

f 
In

te
gr

at
iv

e 
M

ed
ic

in
e 

II
IM

  o
n 

16
 O

ct
ob

er
 2

01
2

Pu
bl

is
he

d 
on

 1
1 

O
ct

ob
er

 2
01

2 
on

 h
ttp

://
pu

bs
.r

sc
.o

rg
 | 

do
i:1

0.
10

39
/C

2T
B

00
19

2F

View Online



           The electrochemical experiments have been conducted on Autolab PGSTAT 302N 

System (Ecochemie, The Netherlands) in a three electrodes system. All electrochemical 

experiments have been carried out in a cell containing 15 ml of 100 mM Phosphate Buffer 

Solution (PBS) containing 0.9% NaCl and 5 mM K3/K4[Fe(CN)6] as a redox probe and using a 

platinum wire as auxiliary, a Ag/AgCl wire as reference, and the nanostructured iron oxide films 

on ITO as the working electrode. 

Results and Discussion 

a) TEM Studies of Iron Oxide NPs 

Fig. 1(a) shows TEM micrograph of Fe3O4 NPs indicating formation of nearly monodispersed 

nanocrystals with average diameter of 10 nm. The lattice spacing of ~ 2.56 Å obtained from 

fringe pattern [Inset Fig. 1(a)], match with the d-value (2.56 Å), corresponding to (311) hkl plane 

of the Fe3O4 nanocrystals [JCPDS file – 890951]. However, after hydrothermal treatment, the 

average size of NPs increases by about two nm [Fig. 1(b)]. Increase in average particle size of 

autoclaved NPs and decrease in the number of smaller NPs indicates growth of NPs at the  

expense of smaller NPs, suggesting Ostwald ripening38 of NPs. Also, the edges and roughness 

observed on NPs surfaces are reduced on hydrothermal treatment and the NPs assume spherical 

shape. Thus, size and soomthness of the NPs can be tailored using hydrothermal treatment. 

On capping of Fe3O4 NPs with carbon and silica, the average particle size of Fe3O4 NPs 

increased to 14 nm and 20 nm [Fig. 1(c), 1(d)] suggesting the formation of carbon and silica 

shell, respectively, over Fe3O4 NPs. Due to the formation of the thick shell of silica, the Fe3O4 

NPs are well separated and uniform [Inset Fig. 1(d)] while some agglomeration has been 

observed in case of Fe3O4@C NPs [Inset Fig. 1(c)].  
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b) UV-visible Studies of Fe3O4, Fe3O4 (autoclaved), Fe3O4@C and Fe3O4@SiO2 NPs 

Fig. 2 shows absorption spectra of the Fe3O4 NPs, Fe3O4 NPs (autoclaved), Fe3O4 NPs capped 

with carbon and Fe3O4 NPs capped with silica in the UV-Vis wavelength range. The absorption 

onset of Fe3O4 NPs is at ~ 600 nm [Fig. 2(a)]. Because of the quantam size effect, this onset 

value is blue-shifted by 100 nm as compared to that of the bulk Fe3O4
39. The band near 300 nm 

corresponds to ligand field transitions of Fe3+ and shoulder peak around 480 nm corresponds to 

excitation of Fe-Fe pair40. Similar spectrum is observed for the autoclaved Fe3O4 NPs [Fig. 2(b)]. 

The higher absorption for autoclaved NPs for the same concentration may be due to increase in 

particle size of the NPs on hydrothermal treatment.  

On encapsulation of the Fe3O4 NPs with carbon and silica shells, the scattering from the 

NPs increases due to increase in particle size41. Importantly, this increase in scattering is specific 

to wavelength range of 500-900 nm. On contrary, the absorption at lower wavelengths 

suppresses due to capping of the Fe3O4 NPs. Such crossover in absorption spectra for the same 

concentration suggests surface modification of Fe3O4 NPs. For carbon capped Fe3O4 NPs, the 

characteristic spectrum from Fe3O4 NPs is retained [Fig. 2(c)] but the partial suppression of the 

absorption intensity suggests capping of the Fe3O4 NPs with thin layer of carbon. On capping of 

Fe3O4 NPs with silica, absence of characteristic absorption from Fe3O4 NPs (200-450 nm) can be 

seen42, 43 [Fig. 2(d)]. This suggests complete coverage of Fe3O4 NPs with thick shell of silica, 

which increases over all scattering from the NPs while on contrary it completely suppresses the 

absorption from Fe3O4 NPs.  

c) X-ray Diffraction Studies of Fe3O4 NPs and Nanostructured Iron Oxide Films 
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Fig. 3(a) shows XRD pattern of bare Fe3O4 NPs. The diffraction peaks obtained correspond to 

cubic spinel structure of Fe3O4
44, 45. The average particle diameter of 10.6 nm calculated using 

Debye-Scherrer formula (from the most intense peak at 2ϴ = 35.57°) is in agreement with the 

particle size determined by statistical analysis of the TEM images, indicating that each individual 

particle is a single crystal46.  

Fig. 3(b) and 3(c) show XRD spectra of iron oxide films prepared from Fe3O4 NPs and Fe3O4 

NPs (autoclaved), respectively. The diffraction peaks of films match with the α-Fe2O3 [JCPDS 

file - 890599-96]. Inspite of Fe3O4 NPs being starting material for the film deposition, the XRD 

spectra obtained from the deposited film corresponds to that of α-Fe2O3. This change of phase 

can be ascribed to oxidation of NPs during electrophoretic deposition in water-methanol mixture. 

The hydroxyl (OH) groups resulting from the dissociation of water and methanol molecules get 

adsorbed on the surface of magnetite NPs and catalyze their oxidation process47. In addition, the 

application of potential above the oxidation potential of Fe2+ (i.e. 0.77 V) results in the modified 

nucleation rate (kinetics), enhanced diffusion of species and gradient of the lattice constant, 

which drive the nucleation of  α-Fe2O3 NPs47, 48. Also, as we have mentioned in the manuscript 

that uncapped Fe3O4 NPs undergo rapid agglomeration during deposition and their large size 

favor the oxidation to hematite over magnetite49. To the best of our knowledge, change in phase 

of Fe3O4 NPs obtained during electrophoretic deposition occurring in such short span of time (30 

s) has not been reported in literature. 

To control this oxidation step, Fe3O4 NPs have been encapsulated with organic carbon 

shell and inorganic silica shell as mentioned in the preceding section. Fig. 3(d) and 3(e) show 

XRD spectra of films obtained from Fe3O4@C NPs and Fe3O4@SiO2 NPs, respectively. 

Diffraction peaks obtained from the films of encapsulated NPs match with Fe3O4 (with slight 
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shift), indicating that no oxidation occurs during deposition of films on capping Fe3O4 NPs with 

organic and inorganic shell.  After capping, the surface of Fe3O4 NPs has been passivated which 

circumvent the adsorption of hydroxyl groups onto their surface and thus prevent their phase 

change. Thus, an additional oxidation step during electrophoretic deposition of Fe3O4 NPs can be 

circumvented using surface passivation.  

d) X-ray Photoelectron Studies of α-Fe2O3 and Fe3O4@C films 

To further confirm the phase of NPs before and after electrophoretic deposition, XPS core level 

spectra of α-Fe2O3 and Fe3O4@C films have been acquired for Fe 2p and the deconvoluted Fe 

2p3/2 spectra are shown in Fig. 4. Background subtraction and peak fitting of the spectra have 

been done using Shirley function and Gaussian function, respectively and the spectra have been 

referenced to C 1s main peak at 284.6 eV. Considerable difference can be seen in the two spectra 

for α-Fe2O3 and Fe3O4@C films.  

Fig. 4(a) shows the deconvoluted XPS Fe 2p3/2 spectra of α-Fe2O3 film. The peak fitting 

of spectra reveals that Fe2+ and Fe3+ ions are present in the ratio of 1:6.7. This shows that the film 

majorly contains Fe2O3 with traces of Fe3O4, which suggests in-situ oxidation of uncapped Fe3O4 

NPs during electrophoretic deposition. However, the deconvolution and peak fitting of Fe 2p3/2 

spectra obtained for Fe3O4@C film reveals that the ratio of Fe2+ and Fe3+ ions is 1:2 [Fig. 4(b)]. 

This shows that Fe3O4 NPs retain their phase on encapsulation with carbon and the film consists 

of Fe3O4 NPs. Thus, surface passivation restricts the in-situ oxidation of Fe3O4 NPs during 

electrophoretic deposition. Presence of metal Fe has also been noticed in Fe3O4@C film while 

hydrated Fe is present in both the films as expected50, 51. 

e) FTIR Studies of Nanostructured Iron Oxide Films 
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Fig. 5 shows the transmittance spectra of nanostructured iron oxide films. In case of α-Fe2O3 NPs 

film [Fig. 5(a), 5(b)] (obtained from Fe3O4 NPs and Fe3O4 NPs (autoclaved), respectively), the 

peak seen at 566 cm-1 corresponds to the vibrations of Fe-O19. However, on capping of Fe3O4 

NPs with carbon and silica, the Fe-O vibration peak at 566 cm-1 disappears and two additional 

peaks at 649 cm-1 and 465 cm-1 [Fig. 5(c), 5(d)] have been obtained.   

         In case of carbon capped Fe3O4 NPs [Fig. 5(c)], peak at 2934 cm-1 refers to the C-H 

stretching vibrations, peak at 1416 cm-1 refers to the C-H bending vibrations and peak at 1066 

cm-1 refers to the C-O stretching vibrations. All these peaks indicate the presence of aliquots of 

fructose, since fructose molecules present in hydrated state are unlikely to decompose 

completely52-54 but as a convention adopted by previous reports, we label these nanoparticles as 

carbon capped Fe3O4 NPs23, 29.  

          In case of silica capped Fe3O4 NPs [Fig. 5(d)], sharp peak at 1118 cm-1 corresponds to 

characteristic Si-O vibrations, revealing capping of the Fe3O4 NPs with silica55, 56. The broad 

band found at 3300-3400 cm-1 and peak at 1602 cm-1 present in all the films correspond to the O-

H stretching mode and H-O-H bending mode, respectively, indicating presence of the interstitial 

water molecules in the films44.  

f) Morphological Studies of Nanostructured Iron Oxide Films and Bioelectrodes 

Fig. 6 shows the SEM micrographs of the nanostructured iron oxide films. It can be seen that the 

α-Fe2O3 films obtained from Fe3O4 NPs and Fe3O4 NPs (autoclaved) has an average particle size 

of 300 nm and 200 nm, respectively [Fig. 6(a), 6(b)].  The observed increase in particle size and 

deformation in shape indicate agglomeration of the uncapped NPs on deposition. The 

agglomeration is more prominent for the as-prepared Fe3O4 NPs owing to their surface 
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roughness. The electrical double layer gradient is maximum at the edges of the NPs which result 

in the electrostatic attraction of the NPs and the growth in their size57.  However, due to removal 

of edges and surface smoothening of the NPs on hydrothermal treatment, autoclaved NPs 

undergo reduced aggregation.  

On capping of Fe3O4 NPs with carbon and silica, the agglomeration has been further 

restricted. The radical decrease of average particle size to 100 nm [Fig. 6(c)] and 160 nm [Fig. 

6(d)] is observed in case of carbon capped NPs and silica capped NPs, respectively. Also, the 

capped NPs retain their initial spherical shape on deposition as compared to the film of uncapped 

NPs. The reduction in size and retention of spherical shape indicate considerable decrease in 

agglomeration of NPs on capping. Further, the immobilization of the cholesterol oxidase onto 

nanostructured iron oxide films has been confirmed using SEM [Figure S1, supplementary 

information]. The change in morphology from dense uniform distribution of NPs in the 

nanoscale to the globular structure of ChOx in the micron scale is attributed to physical 

adsorption of ChOx  molecules onto nanostructured iron oxide films58.  

g) Biocompatibility of Fe3O4@C and α-Fe2O3 Films  

The biocompatibility of Fe3O4@C and α-Fe2O3 films have been investigated using bacterial 

system i.e. gram positive (Bacillus sp.) and gram negative (Providencia sp.) bacteria. Two 

methods have been utilized to examine the biocompatibility of nanostructured iron oxide films. 

Firstly, cultures of gram positive and gram negative bacteria are spread on nutrient agar plates 

and Fe3O4@C and α-Fe2O3 films are kept on these plates under optimum growth conditions (28 

°C & 150 rpm). No zone of inhibition is observed for nanostructured iron oxide films. Secondly, 

the side arm flasks are prepared with nutrient broth and both the bacteria are inoculated. Films 
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are kept in the nutrient broth and grown under optimum conditions (28 °C & 150 rpm). 

Colorimetric readings recorded at interval of 2 h are summarized in Table I, which clearly 

indicates the biocompatibility of Fe3O4@C and α-Fe2O3 films as the optical density of gram 

positive and gram negative bacteria increases with time in presence of nanostructured iron oxide 

films.  

h) Electrochemical Characterization of ChOx Immobilized Iron Oxide Electrodes  

i) ChOx/Fe3O4@C film/ITO Bioelectrode 

Fig. 7(a) shows the cyclic voltammograms of ITO electrode, Fe3O4@C film/ITO electrode and 

ChOx/Fe3O4@C film/ITO bioelectrode in the potential range of -0.7 V to +0.7 V at scan rate of 

30 mV/s. The decrease in anodic peak current obtained for Fe3O4@C film/ITO electrode [Fig. 

7(a) (ii)] compared to that of the ITO electrode [Fig. 7(a) (i)] reveals formation of the layer of 

Fe3O4@C NPs on the ITO surface. Further, increase in oxidation current obtained for 

ChOx/Fe3O4@C film/ITO bioelectrode [Fig. 7(a) (iii)] compared to that of the Fe3O4@C 

film/ITO electrode [Fig. 7(a) (ii)] is attributed to the electron transfer facilitated by redox 

moieties at the active sites (FAD centres) of the enzyme at the electrode surface.  

Fig. 7(b) shows the Nyquist plots obtained for ITO electrode, Fe3O4@C film/ITO 

electrode and ChOx/Fe3O4@C film/ITO bioelectrode. The increased Rct value of 1.35 kΩ for 

Fe3O4@C film/ITO electrode [Fig. 7(b) (ii)] compared to the Rct value of 0.28 kΩ for ITO 

electrode [Fig. 7(b) (i)] indicates formation of the Fe3O4@C NPs layer on the ITO surface. The 

presence of Fe3O4@C NPs layer impedes the flow of electrons resulting in an increased value of 

Rct. Further, decrease in Rct value from 1.35 kΩ for Fe3O4@C film/ITO electrode to 1.18 kΩ for 

ChOx/Fe3O4@C film/ITO bioelectrode [Fig. 7(b) (iii)] reveals the ChOx immobilization onto 
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Fe3O4@C film/ITO electrode. This decrease in Rct value is ascribed to the facile electron transfer 

aided by the redox moieties of the enzyme at the electrode surface. 

According to Laviron’s theory, the slope of the linear curve between the anodic peak 

potential and the logarithm of scan rate represents RT/αnF (α- transfer coefficient). This can be 

used to calculate the surface concentration of the ionic species of the bioelectrodes using the 

following equation:  

ip = n2F2νCA (4RT)-1                          … Eq.1  

where, ip/ν can be calculated from the ip Vs. ν plot58 (ip- anodic peak current; ν- scan rate). 

The slope of the linear plot of anodic peak potential vs. logarithm of scan rate for 

ChOx/Fe3O4@C film/ITO bioelectrode gives RT/αnF = 0.23. Using Eq.1, the surface 

concentration on the ChOx/Fe3O4@C film/ITO bioelectrode has been found to be as 2.52 × 10-11 

molcm-2.  

ii) ChOx/α-Fe2O3 film/ITO Bioelectrode 

Fig. 7(c) shows the cyclic voltammograms obtained for ITO electrode, α-Fe2O3 film/ITO 

electrode and ChOx/α-Fe2O3 film/ITO bioelectrode in the potential range of -0.7 V to +0.7 V at 

scan rate of 30 mVs-1. The oxidation peak seen at 0.38 V is attributed to the oxidation of the 

redox couple, K3/K4[Fe(CN)6] present in the buffer58. The decrease in the oxidation current 

obtained for α-Fe2O3 film/ITO electrode [Fig. 7(c) (ii)] compared to that of the ITO electrode 

[Fig. 7(c) (i)] indicates formation of the layer of α-Fe2O3 NPs onto the ITO surface. Further, 

increase in oxidation current obtained for ChOx/α-Fe2O3 film/ITO bioelectrode [Fig. 7(c) (iii)] 

compared to that of the α-Fe2O3 film/ITO electrode [Fig. 7(c) (ii)] is attributed to the presence of 

redox moieties at active sites (FAD centres) of the enzyme leading to fast electron transfer 

between the enzyme and the electrode surface37.  

Page 15 of 37 Journal of Materials Chemistry B

Jo
u

rn
al

 o
f 

M
at

er
ia

ls
 C

h
em

is
tr

y 
B

 A
cc

ep
te

d
 M

an
u

sc
ri

p
t

D
ow

nl
oa

de
d 

by
 I

nd
ia

n 
In

st
itu

te
 o

f 
In

te
gr

at
iv

e 
M

ed
ic

in
e 

II
IM

  o
n 

16
 O

ct
ob

er
 2

01
2

Pu
bl

is
he

d 
on

 1
1 

O
ct

ob
er

 2
01

2 
on

 h
ttp

://
pu

bs
.r

sc
.o

rg
 | 

do
i:1

0.
10

39
/C

2T
B

00
19

2F

View Online



Fig. 7(d) shows the Nyquist plots obtained for ITO electrode, α-Fe2O3 film/ITO electrode 

and ChOx/α-Fe2O3 film/ITO bioelectrode. The increased Rct (charge transfer resistance) value of 

1.14 kΩ obtained for α-Fe2O3 film/ITO electrode [Fig. 7(d) (ii)] compared to the Rct value of 

0.28 kΩ for ITO electrode [Fig. 7(d) (i)] is attributed to the formation of layer of α-Fe2O3 NPs on 

the ITO surface. Formation of α-Fe2O3 NPs layer results in decreased interfacial electron 

transfer, thereby causing increase in the Rct value. Further, observed decrease in Rct value from 

1.14 kΩ for α-Fe2O3 film/ITO electrode [Fig. 7(d) (ii)] to 0.82 kΩ for ChOx/α-Fe2O3 film/ITO 

bioelectrode [Fig. 7(d) (iii)] is attributed to facile electron transfer mediated by the redox centres 

of the enzyme.  

The surface concentration of the ionic species on the ChOx/α-Fe2O3 film/ITO 

bioelectrode has been found to be as 1.81 × 10-11 molcm-2 (using RT/αnF = 0.16). The higher 

concentration of ionic species on ChOx/Fe3O4@C film/ITO bioelectrode compared to the 

ChOx/α-Fe2O3 film/ITO bioelectrode is attributed to that of the larger surface area provided by 

the Fe3O4@C nanocrystalline film owing to the smaller particle size of NPs as compared to α-

Fe2O3 nanocrystalline film for enzyme immobilization.  

i) Electrochemical Response of ChOx Immobilized Iron Oxide Electrodes 

i) ChOx/ Fe3O4@C film/ITO Bioelectrode  

Fig. 8(a) shows response of the ChOx/Fe3O4@C film/ITO bioelectrode obtained as a function of 

cholesterol concentration using cyclic voltammetry. The bioelectrode exhibits the response time 

of 60 s [Figure S4(a)]. The anodic peak current of ChOx/Fe3O4@C film/ITO bioelectrode plotted 

as a function of cholesterol concentration [Fig. 9(a)] reveals the linearity range as 25-500 mgdl-1 

with standard deviation and correlation coefficient of 4.82 µA and 0.99, respectively. The 
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sensitivity of the ChOx/Fe3O4@C film/ITO bioelectrode exhibited by the slope of linear 

regression curve is 193 nAmg-1dlcm-2. The value of Michaelis-Menten constant of ChOx 

immobilized Fe3O4@C film has been found to be as 1.44 mgdl-1. 

       The Nyquist plots for the ChOx/Fe3O4@C film/ITO bioelectrode as a function of 

cholesterol concentration have been investigated to obtain impedimetric response of the 

biosensor [Fig. 8(b)]. The linear calibration curve obtained by plotting the Rct value for 

ChOx/Fe3O4@C film/ITO bioelectrode as a function of cholesterol concentration [Fig. 10(a)] 

reveals linearity range of 25-500 mgdl-1 with standard deviation and regression coefficient of 

0.02 kΩ and 0.99, respectively. The sensitivity of 0.90 Ωmg-1dlcm-2 is obtained from the slope of 

the linear regression curve of ChOx/Fe3O4@C film/ITO bioelectrode.  

The shelf life and reproducibility of the ChOx/Fe3O4@C film/ITO bioelectrode have been 

investigated using cyclic voltammetry. The activity of the bioelectrode is monitored at regular 

interval of seven days. The bioelectrode exhibits only 6% reduction in peak current after 10 

weeks for 100 mgdl-1 cholesterol concentration when stored at 4°C [Fig. S2(a)]. The 

reproducibility of the sensing parameters of the bioelectrode has been studied with cholesterol 

concentration of 25 mgdl-1 and it has been found that the bioelectrode can be used upto 25 times 

without significant decrease (40 µA) of the response signal [Fig. S3(a)].  

ii) ChOx/α-Fe2O3 film/ITO Bioelectrode  

Fig. 8(c) shows the response of the ChOx/α-Fe2O3 film/ITO bioelectrode obtained as a function 

of cholesterol concentration using cyclic voltammetric technique. The response time of this 

electrode is found to be 60 s [Fig. S4(b)]. The magnitude of amperometric current of ChOx/α-

Fe2O3 film/ITO bioelectrode plotted as a function of cholesterol concentration [Fig. 9(b)] shows 

linearity in the range 25-500 mgdl-1 with standard deviation and correlation coefficient of 4.52 
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µA and 0.99, respectively. The sensitivity of the ChOx/α-Fe2O3 film/ITO bioelectrode exhibited 

by the slope of linear calibration curve is found to be as 218 nAmg-1dlcm-2. The value of 

Michaelis-Menten constant of ChOx immobilized α-Fe2O3 film has been found to be as 1.46 

mgdl-1. 

         The electrochemical impedimetric response of the ChOx/α-Fe2O3 film/ITO bioelectrode 

has been investigated as a function of cholesterol concentration using Nyquist plots [Fig. 8(d)]. 

The linear calibration curve obtained by plotting the Rct values for ChOx/α-Fe2O3 film/ITO 

bioelectrode as a function of cholesterol concentration [Fig. 10(b)] reveals the linearity range of 

50-500 mgdl-1 with standard deviation and regression coefficient of 0.02 kΩ and 0.97, 

respectively. The value of sensitivity exhibited by the slope of the linear regression curve for 

ChOx/α-Fe2O3 film/ITO bioelectrode is 0.42 Ωmg-1dlcm-2. 

The shelf-life of the ChOx/α-Fe2O3 film/ITO bioelectrode has been investigated for 100 

mgdl-1 cholesterol concentration using cyclic voltammetry. The bioelectrode exhibits 6% 

decrease in the peak current for first 8 weeks but sudden decrease in the signal has been observed 

afterwards and the current reduced by 11.5% after 10 weeks [Fig. S2(b)]. The ChOx/α-Fe2O3 

film/ITO bioelectrode can be used upto 20 times with insignificant loss (66 µA) of the signal 

[Fig. S3(b)].  

 

Table II Comparison table summarizing characteristics of the cholesterol biosensors based on 

nanostructured metal oxide films. 

 

Conclusions  

Page 18 of 37Journal of Materials Chemistry B

Jo
u

rn
al

 o
f 

M
at

er
ia

ls
 C

h
em

is
tr

y 
B

 A
cc

ep
te

d
 M

an
u

sc
ri

p
t

D
ow

nl
oa

de
d 

by
 I

nd
ia

n 
In

st
itu

te
 o

f 
In

te
gr

at
iv

e 
M

ed
ic

in
e 

II
IM

  o
n 

16
 O

ct
ob

er
 2

01
2

Pu
bl

is
he

d 
on

 1
1 

O
ct

ob
er

 2
01

2 
on

 h
ttp

://
pu

bs
.r

sc
.o

rg
 | 

do
i:1

0.
10

39
/C

2T
B

00
19

2F

View Online



The nanocrystals of Fe3O4 with average particle diameter of 10 nm have been synthesized. The 

electrophoretic deposition of bare Fe3O4 NPs in methanol-water mixture results in oxidation and 

phase transformation of NPs and film of α-Fe2O3 NPs has been obtained. The phase 

transformation of Fe3O4 NPs can be circumvented using surface passivation of Fe3O4 NPs with 

organic carbon shell and inorganic silica shell. Encapsulation of Fe3O4 NPs restricts 

agglomeration of NPs during film deposition and retains high surface to volume ratio for enzyme 

loading. Due to the non-conducting nature of silica, Fe3O4@SiO2 NPs shows poor 

electrochemical response. However, these can be utilized for applications in drug delivery21, 

biocatalysis and bioseparations20, 59, magnetic resonance imaging60, determination of metal ion 

concentration61 etc. Growth of gram positive and gram negative bacteria in contact with 

Fe3O4@C and α-Fe2O3 films reveals biocompatible nature of nanostructures that is suitable for 

prolonged activity of enzymes and thus stability of biosensors. The fabricated cholesterol 

biosensors employing Fe3O4@C and α-Fe2O3 nanocrystalline films show sensitivities of 193 

nAmg-1dlcm-2 and 218 nAmg-1dlcm-2, respectively, from cyclic voltammetric studies and 

sensitivities of 0.42 Ωmg-1dlcm-2 and 0.90 Ωmg-1dlcm-2, respectively, from electrochemical 

impedance spectroscopic studies. The low values of Michaelis-Menten constant reveal the 

enhanced enzymatic activity of ChOx onto nanostructured iron oxide films. The comparable 

sensitivities for biosensors obtained using Fe3O4@C and α-Fe2O3 NPs suggest that encapsulation 

of Fe3O4 NPs with carbon do not significantly affect electrocatalytic activity of Fe3O4 NPs while 

adds to the stability of the NPs. However, encapsulation of Fe3O4 NPs with conjugated carbon 

molecules, conducting polymers like polypyrrole, polyaniline etc may result in improved 

sensitivity of the biosensor.  

Supplementary Information 
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SEM studies showing the immobilization of cholesterol oxidase onto nanostructured iron oxide 

films, shelf life, reproducibility and response time studies of the fabricated cholesterol 

biosensors. 
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Tables  

 

Table I Optical density of gram positive (providencia sp.) and gram negative (bacillus sp.) 
bacteria as a function of time in presence of Fe3O4@C and α-Fe2O3 films. 

 
Nanostructured 

film 

Bacteria Optical Density 

0 hrs 2 hrs 4 hrs 6 hrs 8 hrs 10 hrs 12 hrs 

Fe3O4@C film Providencia sp. 0.01 0.03 0.07 0.15 0.28 0.43 0.56 

Fe3O4@C film Bacillus sp. 0.02 0.09 0.24 0.57 0.68 0.73 0.89 

α-Fe2O3 film Providencia sp. 0.03 0.06 0.09 0.14 0.19 0.54 0.63 

α-Fe2O3 film Bacillus sp. 0.02 0.08 0.26 0.58 0.65 0.82 0.85 

 

 

Table II Comparison table summarizing characteristics of the cholesterol biosensors based on 

nanostructured metal oxide films. 

 

Electrode Transducer Linear 

Range 

(mgdL-1) 

Sensitivity Km 

value 

Response 

time (s) 

Reprodu

cibility 

Shelf life 

(days) 

Ref. 

CeO2/ ITO Cyclic Voltammetry 10-400  ---- 2.08 mM 15 ---- ---- 62 

Chitosan-SnO2/ ITO Cyclic Voltammetry 5-400  34.7 µAmg-1dlcm-2 3.8 mM 5 ---- 80 63 

ZnO/ Au Cyclic Voltammetry 25-400  45.7 nAmg-1dlcm-2 2.1 mM 15 ---- 70 64 

ZnO/ ITO Cyclic Voltammetry 5-400  59.0 nAmg-1dlcm-2 0.03 mM 10 20 85 65 

Fe3O4 NPs Spectroscopy 50-200  ---- 0.45 mM --- ---- 10 66 

Fe3O4@C/ ITO Cyclic Voltammetry 
Impedance Spectroscopy 

25-400  193 nAmg-1dlcm-2 

0.90 Ωmg-1dlcm-2 
0.03 mM 60 25 70  

Present 

Work α-Fe2O3/ ITO Cyclic Voltammetry 
Impedance Spectroscopy 

50-400  218 nAmg-1dlcm-2 

0.42 Ωmg-1dlcm-2 
0.04 mM 60 20 56 
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Scheme  

 

Fe3O4

CH3OH:H2O (2:1)

α-Fe2O3

Fe3O4  C@ Fe3O4  C@

EPD (60 s)

1.

2.

Fe3O4  @ SiO2
Fe3O4  @ SiO2

EPD (60 s)

EPD (30 s)

C
ap

pi
ng

CH3OH:H2O (2:1)

CH3OH:H2O (2:1)
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Figure Captions 

Fig. 1 TEM micrographs of: (a) Fe3O4 NPs; Inset: High-resolution image of a single particle, 
and; (b) Fe3O4 NPs (autoclaved). 

Fig. 2 UV-vis absorption spectra of : (a) Fe3O4 NPs; (b) Fe3O4 NPs (autoclaved); (c) Fe3O4@C 
NPs; (d) Fe3O4@SiO2 NPs. 

Fig. 3 XRD spectra of: (a) Fe3O4 NPs; (b) film obtained from Fe3O4 NPs; (c) film obtained from 
Fe3O4 NPs (autoclaved); (d) film obtained from Fe3O4@C NPs; (e) film obtained from Fe3O4@ 
SiO2 NPs. 

Fig. 4 Deconvoluted XPS spectra of Fe 2p3/2 acquired for: (a) α-Fe2O3 film, and; (b) Fe3O4@C 
film. 

Fig. 5 FTIR spectra of: (a) α-Fe2O3 NPs film obtained from Fe3O4 NPs; (b) α-Fe2O3 NPs film 
obtained from Fe3O4 NPs (autoclaved); (c) film of Fe3O4@C NPs; (d) film of Fe3O4@SiO2 NPs. 

Fig. 6 SEM micrograph of: (a) α-Fe2O3 NPs film obtained from Fe3O4 NPs; (b) α-Fe2O3 NPs 
film obtained from Fe3O4 NPs (autoclaved); (c) film of Fe3O4@C NPs; (d) film of Fe3O4@SiO2 
NPs. 

Fig. 7 (a) CV curves for the ITO electrode (i), Fe3O4@C film/ITO electrode (ii) and ChOx/ 
Fe3O4@C film/ITO bioelectrode (iii); (b) Nyquist plots for the ITO electrode (i), Fe3O4@C 
film/ITO electrode (ii) and ChOx/Fe3O4@C film/ITO bioelectrode (iii);   (c) CV curves for the 
ITO electrode (i), α-Fe2O3 film/ITO electrode (ii) and ChOx/α-Fe2O3 film/ITO bioelectrode (iii); 
(d) Nyquist plots for the ITO electrode (i), α-Fe2O3 film/ITO electrode (ii) and ChOx/α-Fe2O3 

film/ITO bioelectrode (iii).                     

Fig. 8 (a) CV response studies of ChOx/Fe3O4@C film/ITO bioelectrode; (b) EIS response 
studies of ChOx/Fe3O4@C film/ITO bioelectrode; (c) CV response studies of ChOx/α-Fe2O3 
film/ITO bioelectrode and; (d) EIS response studies of ChOx/α-Fe2O3 film/ITO bioelectrode 
with different cholesterol concentrations (mgdl-1): (i) 10; (ii) 25; (iii) 50; (iv) 100; (v) 200; (vi) 
300; (vii) 400 and (viii) 500.  
 
Fig. 9 Linear calibration plots obtained using CV data for: (a) ChOx/Fe3O4@C film/ITO 
bioelectrode and; (b) ChOx/α-Fe2O3 film/ITO bioelectrode.  
 
Fig. 10 Linear calibration plots obtained using EIS data for: (a) ChOx/Fe3O4@C film/ITO 
bioelectrode and; (b) ChOx/α-Fe2O3 film/ITO bioelectrode. 
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Figure 2 
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Figure 4 
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Figure 5 
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Figure 6 
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Figure 7 

 

  

 

-0.6 -0.4 -0.2 0.0 0.2 0.4 0.6

-4.0x10
-4

-2.0x10
-4

0.0

2.0x10
-4

4.0x10
-4

6.0x10
-4

(a) (iii)

(ii)
(i)

C
u
rr
e
n
t 
(A
)

Potential (V) 

0 400 800 1200 1600 2000
0

100

200

300

400

500

600

700

800

(b)

R
ct 
values :

(i) 0.28 kohm
(ii) 1.35 kohm
(iii) 1.18 kohm

(iii)

(ii)

(i)

-Z
" 
(o
h
m
)

Z' (ohm)

Page 32 of 37Journal of Materials Chemistry B

Jo
u

rn
al

 o
f 

M
at

er
ia

ls
 C

h
em

is
tr

y 
B

 A
cc

ep
te

d
 M

an
u

sc
ri

p
t

D
ow

nl
oa

de
d 

by
 I

nd
ia

n 
In

st
itu

te
 o

f 
In

te
gr

at
iv

e 
M

ed
ic

in
e 

II
IM

  o
n 

16
 O

ct
ob

er
 2

01
2

Pu
bl

is
he

d 
on

 1
1 

O
ct

ob
er

 2
01

2 
on

 h
ttp

://
pu

bs
.r

sc
.o

rg
 | 

do
i:1

0.
10

39
/C

2T
B

00
19

2F

View Online



 

 

 

 

-0.6 -0.4 -0.2 0.0 0.2 0.4 0.6
-6.0x10

-4

-4.0x10
-4

-2.0x10
-4

0.0

2.0x10
-4

4.0x10
-4

6.0x10
-4 (c) (iii)

(ii) (i)

C
u
rr
e
n
t 
(A
)

Potential (V)

0 200 400 600 800 1000 1200 1400 1600 1800
0

100

200

300

400

500

600

700

800

R
ct 
values :

(i) 0.28 kohm
(ii) 1.14 kohm
(iii) 0.82 kohm

(d)

(iii)

(ii)

(i)

-Z
" 
(o
h
m
)

Z' (ohm)

Page 33 of 37 Journal of Materials Chemistry B

Jo
u

rn
al

 o
f 

M
at

er
ia

ls
 C

h
em

is
tr

y 
B

 A
cc

ep
te

d
 M

an
u

sc
ri

p
t

D
ow

nl
oa

de
d 

by
 I

nd
ia

n 
In

st
itu

te
 o

f 
In

te
gr

at
iv

e 
M

ed
ic

in
e 

II
IM

  o
n 

16
 O

ct
ob

er
 2

01
2

Pu
bl

is
he

d 
on

 1
1 

O
ct

ob
er

 2
01

2 
on

 h
ttp

://
pu

bs
.r

sc
.o

rg
 | 

do
i:1

0.
10

39
/C

2T
B

00
19

2F

View Online



Figure 8 
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Figure 9 
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Abstract  

We report results of the studies relating to phase transformation of bare Fe3O4 

nanoparticles (NPs) to α-Fe2O3 NPs obtained during electrophoretic film deposition onto indium-

tin oxide coated glass plate. The in-situ oxidation of NPs during electrophoretic deposition can 

be circumvented using surface passivation of the Fe3O4 NPs with organic shell (carbon) as well 

as inorganic shell (silica) while retaining biocompatibility of Fe3O4 NPs.  XRD and XPS studies 

reveal the transformation of Fe3O4 NPs to α-Fe2O3 NPs on electrophoretic deposition and 

retention of phase of Fe3O4 NPs on encapsulation with carbon and silica, respectively. The 

results of SEM studies indicate decreased agglomeration of Fe3O4 NPs on encapsulation during 

film deposition. Attempts have been made to compare the characteristics of cholesterol 

biosensors fabricated using Fe3O4@C and α-Fe2O3 NPs, respectively. The Fe3O4@C NPs based 

cholesterol biosensor shows response time as 60 s, linearity range as 25-500 mgdl-1, sensitivity as 

193 nAmg-1dlcm-2 and Michaelis-Menten constant as 1.44 mgdl-1.  

Keywords: nanostructured iron oxide, phase transformation, in-situ oxidation, surface 

passivation, biocompatibility 
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Introduction 

Nanostructured iron oxides (Fe3O4, γ-Fe2O3 and α-Fe2O3) owing to their multifunctional 

properties such as small size, superparamagnetism, low toxicity etc. are being widely 

investigated for applications in high-density information storage1, electronic devices2, ferrofluid 

technology3, catalysis4, pharmaceuticals5 and biotechnology6. Among these, applications of 

nanostructured iron oxides in clinical diagnostics and biomedicine have aroused much interest 

because of their biocompatibility and stability in physiological conditions7, 8. They can also be 

used as contrast agents in magnetic resonance imaging9, 10, as mediators in hyperthermia11,  as 

carriers for guided drug delivery12-14
 and as immobilization support for desired biomolecules for 

diagnosis of various pathogens, diseases and estimation of various biochemical analytes such as 

glucose, urea etc15-17. Besides this, particle size of the nanostructured iron oxide can be 

controlled to a similar size as that of a biomolecule (protein 5-50 nm; virus 20-450 nm; cell 10-

100 µm)18. 

          Despite several advantages, susceptibility of Fe3O4 NPs towards oxidation and the 

tendency to agglomerate due to the strong dipole-dipole attraction between particles, have  

limited their applications till date19. It is anticipated that encasing colloids in a shell of a different 

material may perhaps protect the core from extraneous chemical and physical changes. And core-

shell nanostructures are known to exhibit improved physical and chemical properties over the 

single-component counterparts, and hence are potentially useful for a range of applications. To 
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improve stability of the deposited NPs, many molecules such as carbon and silica have been 

considered as interesting encapsulants20-22. Compared to polymer and inorganic shells, carbon 

shells exhibit much higher stability in various chemical and physical environments such as acid 

or base media, as well as at high temperatures and pressures23. Thus, carbon coated Fe3O4 NPs 

may perhaps ensure prolonged activity of the biomolecules and enhanced stability of the 

biosensors. 

            Among the various methods, formation of nanocrystalline films using electrophoretic 

deposition has recently gained much interest since it is cost effective24 and can be used to obtain  

uniform thin films by optimizing parameters such as solution concentration, applied potential, 

pH of the solution etc25,24. The fabrication of nanostructured iron oxide films using 

electrophoretic deposition and its characterization may perhaps yield important information 

relating to phase change of nanostructured iron oxide. Also, the utilization of nanostructured iron 

oxide films for fabrication of biosensors may perhaps result in enhanced electrocatalytic activity 

of the given biomolecule and improved sensitivity for detection of the desired analyte. 

               We report a novel method of controlling phase of iron oxide NPs obtained during 

electrophoretic deposition. It is shown that phase of the nanostructured iron oxide during 

electrophoretic deposition can be tuned to desired requirement by using bare Fe3O4 NPs or 

capped Fe3O4 NPs as the starting material. The nanocrystalline films of Fe3O4@C and α-Fe2O3 

NPs have been employed for the fabrication of a biosensor using cholesterol oxidase as a model 

enzyme and biosensing characteristics have been investigated using electrochemical techniques 

such as cyclic voltammetry and electrochemical impedance spectroscopy. To the best of our 

knowledge, there is as yet no report on the phase transformation of Fe3O4 NPs during 

electrophoretic deposition, its prevention and further application in biosensing. 
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Experimental Methods  

Materials and Methods 

Ferrous sulphate heptahydrate (FeSO4. 7H2O), ferric chloride (FeCl3), sodium hydroxide 

(NaOH), fructose (C6H12OH) powder and tetraethyl orthosilicate (Si(OC2H5)4) have been 

purchased from Sigma-Aldrich. All reagents are of analytical grade and have been used without 

further purification. De-ionized water (Milli Q 10 TS) with resistivity >18.2 MΩ-cm has been 

used for preparing all aqueous solutions.  Indium-tin-oxide (ITO) coated glass plates have been 

obtained from Balzers, UK, (Baltracom 247 ITO, 1.1 mm thick) with a sheet resistance and 

transmittance of 25 Ωsq-1 and 90%, respectively. Cholesterol powder and cholesterol oxidase 

(EC 1.1.36 from Pseudomonas fluorescens) with specific activity of 26 Umg−1 have been 

purchased from Sigma–Aldrich (USA). The stock solution of cholesterol has been prepared in 

10% triton X-100 and stored at 4°C.  

a) Preparation of Fe3O4, Fe3O4@C and Fe3O4@SiO2 NPs 

i) Fe3O4 NPs 

The Fe3O4 NPs have been prepared via hydrolytic reaction based on chemical co-precipitation of 

metal salts with an alkali as reported earlier26. Briefly, 0.32 M FeSO4.7H2O and 0.64 M FeCl3 

are added to 10 ml of deoxygenated water (containing 12.1 N HCl) with continuous stirring at 30 

°C. Solution containing iron salts is dropwise added to 100 ml of NaOH solution (1.5 M) with 

vigorous stirring at 30 °C. Mixture is then stirred for additional 30 mins resulting in appearance 

of a black precipitate. The particles are washed by centrifugation at 3500 rpm for 30 mins and 

supernatant is removed by decantation. Particles are then redispersed in 200 ml of deoxygenated 

water and are stabilized by making pH of the sol 3.5 using HCl.  
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Further, Fe3O4 NPs are subjected to high temperature and pressure using autoclaves. 30 

ml of above synthesized NPs are autoclaved at 180 °C for 4 h27.  

ii) Fe3O4@C NPs 

Carbon capped Fe3O4 NPs have been prepared via hydrothermal carbonization reaction. For this 

purpose, 10 mmol of fructose powder is added to 30 mL of Fe3O4 NPs sol23, 28, 29 and the mixture 

is autoclaved at 180 °C for 4 h. At this temperature, fructose melts and carbonization of fructose 

occurs, resulting in the carbon shell over Fe3O4 NPs30. The reaction mixture is cooled under 

ambient conditions. The synthesized product is washed by centrifugation at 3500 min-1 and the 

supernatant is removed by decantation. No change in color of the sol is observed and pH of the 

NPs redispersed in water is recorded as 8.0. 

iii) Fe3O4@SiO2 NPs 

To 10 mL of Fe3O4 NPs sol (diluted with 40 mL of iso-propanol) are added 1 mL of ammonia 

and 1 mL of tetraethyl orthosilicate (TEOS)31. The mixture is stirred at 30 °C for 4 h and change 

in colour from dark brown to light brown is observed on completion of the reaction. The 

synthesized NPs are collected by centrifugation at 3500 min-1 and pH of the NPs redispersed in 

water is recorded as 9.6. 

b) Preparation of Nanostructured Iron Oxide Films 

The nanocrystalline films of iron oxide are deposited onto ITO coated glass plates using a two-

electrode system with platinum as the auxillary electrode and ITO coated glass plate as the 

deposition electrode. The electrophoretic deposition involves charged particles in a suspension 

being deposited onto an electrode under the influence of applied electric field. Thus, use of 
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surfactant is avoided and charge on the surface of NPs is introduced by adjusting pH of the 

suspension to obtain stable sol. Fe3O4 NPs carry positive charge at pH 3.5 since isoelectric point 

of Fe3O4 is 6-732-34. Cationic NPs are deposited onto ITO coated glass plate at the cathode 

terminal. Application of even a small voltage leads to electrolysis of water producing hydrogen 

and oxygen gas that hinder continuous flow of the NPs and affect the film uniformity25. Thus, 

mixture of methanol-water (2:1) is utilized for deposition of the desired nanocrystalline film. 

Conditions for obtaining uniform films have been optimized for various parameters such as 

applied potential, concentration, deposition time etc and uniform films of Fe3O4 NPs and Fe3O4 

NPs (autoclaved) are obtained on application of 5V potential for 30 s. 

            The Fe3O4@C and Fe3O4@SiO2 NPs have been deposited in methanol-water (2:1) 

mixture. Although Fe3O4@C NPs are stable at 8.0 pH but no deposition occurs indicating that 

NPs carry negligible charge. Positive charge on NPs is then introduced by adjusting pH to 3.5 

and nanocrystalline film is deposited onto ITO coated glass plate at the cathode terminal by 

applying optimized potential of 10 V for 60 s.  Interestingly,  Fe3O4@SiO2 NPs carry negative 

charge at pH 9.6 (as iso-electric point of SiO2 NPs is ~2)35, thus nanocrystalline  film is 

deposited onto ITO coated glass plates at the anode terminal on application of 10 V potential for 

60 s.  

c) Fabrication of Nanostructured Iron Oxide Films based Bioelectrodes  

ChOx is physiosorbed onto the nanostructured iron oxide films. For this purpose, 20 µL of 

freshly prepared ChOx solution (1 mg/mL) is spread onto the α-Fe2O3 and Fe3O4@C 

nanocrystalline films. ChOx immobilized iron oxide films are incubated at 27 °C for 2 h and at 4 

°C for 12 h36. Later weakly bound  ChOx are removed by washing these films with 100 mM PBS 

buffer containing 0.05% Tween-2037. These films are stored at 4°C when not in use. The 
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fabricated ChOx/Fe3O4@C film/ITO and ChOx/α-Fe2O3 film/ITO bioelectrodes have been 

characterized via SEM, CV and EIS studies and the enzyme activity measurements for the 

fabricated bioelectrodes have been carried out using CV and EIS techniques.  

d) Characterization 

TEM micrographs have been recorded using a high-resolution transmission electron microscope 

(HR-TEM, Tecnaii-G2F30 STWIN). Samples for TEM are prepared on 200 mesh carbon coated 

copper grids. A drop of iron oxide NPs sol is carefully placed on the copper grid surface and is 

then dried under ambient conditions. The structure of the powder samples and nanostructured 

iron oxide films have been analyzed using X-ray powder diffraction (XRD, Cu-Kα radiation, 

Rigaku) over the 2ϴ range from 25°-70° using monochromatized X-ray beam with Cu-Kα 

radiations (λ = 1.54 Å). XPS measurements have been carried out in a Perkin Elmer XPS 

chamber (PHI 1257) with a base pressure of 5 × 10-9 torr. The chamber is equipped with a dual 

anode Mg-Kα (energy 1253.6 eV) and Al-Kα (energy 1486.6 eV) X-ray source and a high-

resolution hemispherical energy analyzer for energy resolved electron detection. The Mg-Kα X-

ray source has been used for this study. The samples are sputtered with 4 keV argon ions to 

remove surface contamination prior to XPS studies. The absorption studies of the bare and 

encapsulated NPs have been conducted on Phoenix – 2200 DPCV UV-Vis Spectrophotometer in 

the wavelength range of 200-900 nm. The transmission studies of nanostructured iron oxide 

films in the infrared region have been carried out on Perkin Elmer, Spectrum BX II 

spectrophotometer in the wavenumber range of 400-4000 cm-1. The morphological changes of 

nanocrystalline films on enzyme immobilization have been studied using SEM, LEO 440 

scanning electron microscope.  
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           The electrochemical experiments have been conducted on Autolab PGSTAT 302N 

System (Ecochemie, The Netherlands) in a three electrodes system. All electrochemical 

experiments have been carried out in a cell containing 15 ml of 100 mM Phosphate Buffer 

Solution (PBS) containing 0.9% NaCl and 5 mM K3/K4[Fe(CN)6] as a redox probe and using a 

platinum wire as auxiliary, a Ag/AgCl wire as reference, and the nanostructured iron oxide films 

on ITO as the working electrode. 

Results and Discussion 

a) TEM Studies of Iron Oxide NPs 

Fig. 1(a) shows TEM micrograph of Fe3O4 NPs indicating formation of nearly monodispersed 

nanocrystals with average diameter of 10 nm. The lattice spacing of ~ 2.56 Å obtained from 

fringe pattern [Inset Fig. 1(a)], match with the d-value (2.56 Å), corresponding to (311) hkl plane 

of the Fe3O4 nanocrystals [JCPDS file – 890951]. However, after hydrothermal treatment, the 

average size of NPs increases by about two nm [Fig. 1(b)]. Increase in average particle size of 

autoclaved NPs and decrease in the number of smaller NPs indicates growth of NPs at the  

expense of smaller NPs, suggesting Ostwald ripening38 of NPs. Also, the edges and roughness 

observed on NPs surfaces are reduced on hydrothermal treatment and the NPs assume spherical 

shape. Thus, size and soomthness of the NPs can be tailored using hydrothermal treatment. 

On capping of Fe3O4 NPs with carbon and silica, the average particle size of Fe3O4 NPs 

increased to 14 nm and 20 nm [Fig. 1(c), 1(d)] suggesting the formation of carbon and silica 

shell, respectively, over Fe3O4 NPs. Due to the formation of the thick shell of silica, the Fe3O4 

NPs are well separated and uniform [Inset Fig. 1(d)] while some agglomeration has been 

observed in case of Fe3O4@C NPs [Inset Fig. 1(c)].  
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b) UV-visible Studies of Fe3O4, Fe3O4 (autoclaved), Fe3O4@C and Fe3O4@SiO2 NPs 

Fig. 2 shows absorption spectra of the Fe3O4 NPs, Fe3O4 NPs (autoclaved), Fe3O4 NPs capped 

with carbon and Fe3O4 NPs capped with silica in the UV-Vis wavelength range. The absorption 

onset of Fe3O4 NPs is at ~ 600 nm [Fig. 2(a)]. Because of the quantam size effect, this onset 

value is blue-shifted by 100 nm as compared to that of the bulk Fe3O4
39. The band near 300 nm 

corresponds to ligand field transitions of Fe3+ and shoulder peak around 480 nm corresponds to 

excitation of Fe-Fe pair40. Similar spectrum is observed for the autoclaved Fe3O4 NPs [Fig. 2(b)]. 

The higher absorption for autoclaved NPs for the same concentration may be due to increase in 

particle size of the NPs on hydrothermal treatment.  

On encapsulation of the Fe3O4 NPs with carbon and silica shells, the scattering from the 

NPs increases due to increase in particle size41. Importantly, this increase in scattering is specific 

to wavelength range of 500-900 nm. On contrary, the absorption at lower wavelengths 

suppresses due to capping of the Fe3O4 NPs. Such crossover in absorption spectra for the same 

concentration suggests surface modification of Fe3O4 NPs. For carbon capped Fe3O4 NPs, the 

characteristic spectrum from Fe3O4 NPs is retained [Fig. 2(c)] but the partial suppression of the 

absorption intensity suggests capping of the Fe3O4 NPs with thin layer of carbon. On capping of 

Fe3O4 NPs with silica, absence of characteristic absorption from Fe3O4 NPs (200-450 nm) can be 

seen42, 43 [Fig. 2(d)]. This suggests complete coverage of Fe3O4 NPs with thick shell of silica, 

which increases over all scattering from the NPs while on contrary it completely suppresses the 

absorption from Fe3O4 NPs.  

c) X-ray Diffraction Studies of Fe3O4 NPs and Nanostructured Iron Oxide Films 
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Fig. 3(a) shows XRD pattern of bare Fe3O4 NPs. The diffraction peaks obtained correspond to 

cubic spinel structure of Fe3O4
44, 45. The average particle diameter of 10.6 nm calculated using 

Debye-Scherrer formula (from the most intense peak at 2ϴ = 35.57°) is in agreement with the 

particle size determined by statistical analysis of the TEM images, indicating that each individual 

particle is a single crystal46.  

Fig. 3(b) and 3(c) show XRD spectra of iron oxide films prepared from Fe3O4 NPs and Fe3O4 

NPs (autoclaved), respectively. The diffraction peaks of films match with the α-Fe2O3 [JCPDS 

file - 890599-96]. Inspite of Fe3O4 NPs being starting material for the film deposition, the XRD 

spectra obtained from the deposited film corresponds to that of α-Fe2O3. This change of phase 

can be ascribed to oxidation of NPs during electrophoretic deposition in water-methanol mixture. 

The hydroxyl (OH) groups resulting from the dissociation of water and methanol molecules get 

adsorbed on the surface of magnetite NPs and catalyze their oxidation process47. In addition, the 

application of potential above the oxidation potential of Fe2+ (i.e. 0.77 V) results in the modified 

nucleation rate (kinetics), enhanced diffusion of species and gradient of the lattice constant, 

which drive the nucleation of  α-Fe2O3 NPs47, 48. Also, as we have mentioned in the manuscript 

that uncapped Fe3O4 NPs undergo rapid agglomeration during deposition and their large size 

favor the oxidation to hematite over magnetite49. To the best of our knowledge, change in phase 

of Fe3O4 NPs obtained during electrophoretic deposition occurring in such short span of time (30 

s) has not been reported in literature. 

To control this oxidation step, Fe3O4 NPs have been encapsulated with organic carbon 

shell and inorganic silica shell as mentioned in the preceding section. Fig. 3(d) and 3(e) show 

XRD spectra of films obtained from Fe3O4@C NPs and Fe3O4@SiO2 NPs, respectively. 

Diffraction peaks obtained from the films of encapsulated NPs match with Fe3O4 (with slight 
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shift), indicating that no oxidation occurs during deposition of films on capping Fe3O4 NPs with 

organic and inorganic shell.  After capping, the surface of Fe3O4 NPs has been passivated which 

circumvent the adsorption of hydroxyl groups onto their surface and thus prevent their phase 

change. Thus, an additional oxidation step during electrophoretic deposition of Fe3O4 NPs can be 

circumvented using surface passivation.  

d) X-ray Photoelectron Studies of α-Fe2O3 and Fe3O4@C films 

To further confirm the phase of NPs before and after electrophoretic deposition, XPS core level 

spectra of α-Fe2O3 and Fe3O4@C films have been acquired for Fe 2p and the deconvoluted Fe 

2p3/2 spectra are shown in Fig. 4. Background subtraction and peak fitting of the spectra have 

been done using Shirley function and Gaussian function, respectively and the spectra have been 

referenced to C 1s main peak at 284.6 eV. Considerable difference can be seen in the two spectra 

for α-Fe2O3 and Fe3O4@C films.  

Fig. 4(a) shows the deconvoluted XPS Fe 2p3/2 spectra of α-Fe2O3 film. The peak fitting 

of spectra reveals that Fe2+ and Fe3+ ions are present in the ratio of 1:6.7. This shows that the film 

majorly contains Fe2O3 with traces of Fe3O4, which suggests in-situ oxidation of uncapped Fe3O4 

NPs during electrophoretic deposition. However, the deconvolution and peak fitting of Fe 2p3/2 

spectra obtained for Fe3O4@C film reveals that the ratio of Fe2+ and Fe3+ ions is 1:2 [Fig. 4(b)]. 

This shows that Fe3O4 NPs retain their phase on encapsulation with carbon and the film consists 

of Fe3O4 NPs. Thus, surface passivation restricts the in-situ oxidation of Fe3O4 NPs during 

electrophoretic deposition. Presence of metal Fe has also been noticed in Fe3O4@C film while 

hydrated Fe is present in both the films as expected50, 51. 

e) FTIR Studies of Nanostructured Iron Oxide Films 
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Fig. 5 shows the transmittance spectra of nanostructured iron oxide films. In case of α-Fe2O3 NPs 

film [Fig. 5(a), 5(b)] (obtained from Fe3O4 NPs and Fe3O4 NPs (autoclaved), respectively), the 

peak seen at 566 cm-1 corresponds to the vibrations of Fe-O19. However, on capping of Fe3O4 

NPs with carbon and silica, the Fe-O vibration peak at 566 cm-1 disappears and two additional 

peaks at 649 cm-1 and 465 cm-1 [Fig. 5(c), 5(d)] have been obtained.   

         In case of carbon capped Fe3O4 NPs [Fig. 5(c)], peak at 2934 cm-1 refers to the C-H 

stretching vibrations, peak at 1416 cm-1 refers to the C-H bending vibrations and peak at 1066 

cm-1 refers to the C-O stretching vibrations. All these peaks indicate the presence of aliquots of 

fructose, since fructose molecules present in hydrated state are unlikely to decompose 

completely52-54 but as a convention adopted by previous reports, we label these nanoparticles as 

carbon capped Fe3O4 NPs23, 29.  

          In case of silica capped Fe3O4 NPs [Fig. 5(d)], sharp peak at 1118 cm-1 corresponds to 

characteristic Si-O vibrations, revealing capping of the Fe3O4 NPs with silica55, 56. The broad 

band found at 3300-3400 cm-1 and peak at 1602 cm-1 present in all the films correspond to the O-

H stretching mode and H-O-H bending mode, respectively, indicating presence of the interstitial 

water molecules in the films44.  

f) Morphological Studies of Nanostructured Iron Oxide Films and Bioelectrodes 

Fig. 6 shows the SEM micrographs of the nanostructured iron oxide films. It can be seen that the 

α-Fe2O3 films obtained from Fe3O4 NPs and Fe3O4 NPs (autoclaved) has an average particle size 

of 300 nm and 200 nm, respectively [Fig. 6(a), 6(b)].  The observed increase in particle size and 

deformation in shape indicate agglomeration of the uncapped NPs on deposition. The 

agglomeration is more prominent for the as-prepared Fe3O4 NPs owing to their surface 
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roughness. The electrical double layer gradient is maximum at the edges of the NPs which result 

in the electrostatic attraction of the NPs and the growth in their size57.  However, due to removal 

of edges and surface smoothening of the NPs on hydrothermal treatment, autoclaved NPs 

undergo reduced aggregation.  

On capping of Fe3O4 NPs with carbon and silica, the agglomeration has been further 

restricted. The radical decrease of average particle size to 100 nm [Fig. 6(c)] and 160 nm [Fig. 

6(d)] is observed in case of carbon capped NPs and silica capped NPs, respectively. Also, the 

capped NPs retain their initial spherical shape on deposition as compared to the film of uncapped 

NPs. The reduction in size and retention of spherical shape indicate considerable decrease in 

agglomeration of NPs on capping. Further, the immobilization of the cholesterol oxidase onto 

nanostructured iron oxide films has been confirmed using SEM [Figure S1, supplementary 

information]. The change in morphology from dense uniform distribution of NPs in the 

nanoscale to the globular structure of ChOx in the micron scale is attributed to physical 

adsorption of ChOx  molecules onto nanostructured iron oxide films58.  

g) Biocompatibility of Fe3O4@C and α-Fe2O3 Films  

The biocompatibility of Fe3O4@C and α-Fe2O3 films have been investigated using bacterial 

system i.e. gram positive (Bacillus sp.) and gram negative (Providencia sp.) bacteria. Two 

methods have been utilized to examine the biocompatibility of nanostructured iron oxide films. 

Firstly, cultures of gram positive and gram negative bacteria are spread on nutrient agar plates 

and Fe3O4@C and α-Fe2O3 films are kept on these plates under optimum growth conditions (28 

°C & 150 rpm). No zone of inhibition is observed for nanostructured iron oxide films. Secondly, 

the side arm flasks are prepared with nutrient broth and both the bacteria are inoculated. Films 
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are kept in the nutrient broth and grown under optimum conditions (28 °C & 150 rpm). 

Colorimetric readings recorded at interval of 2 h are summarized in Table I, which clearly 

indicates the biocompatibility of Fe3O4@C and α-Fe2O3 films as the optical density of gram 

positive and gram negative bacteria increases with time in presence of nanostructured iron oxide 

films.  

h) Electrochemical Characterization of ChOx Immobilized Iron Oxide Electrodes  

i) ChOx/Fe3O4@C film/ITO Bioelectrode 

Fig. 7(a) shows the cyclic voltammograms of ITO electrode, Fe3O4@C film/ITO electrode and 

ChOx/Fe3O4@C film/ITO bioelectrode in the potential range of -0.7 V to +0.7 V at scan rate of 

30 mV/s. The decrease in anodic peak current obtained for Fe3O4@C film/ITO electrode [Fig. 

7(a) (ii)] compared to that of the ITO electrode [Fig. 7(a) (i)] reveals formation of the layer of 

Fe3O4@C NPs on the ITO surface. Further, increase in oxidation current obtained for 

ChOx/Fe3O4@C film/ITO bioelectrode [Fig. 7(a) (iii)] compared to that of the Fe3O4@C 

film/ITO electrode [Fig. 7(a) (ii)] is attributed to the electron transfer facilitated by redox 

moieties at the active sites (FAD centres) of the enzyme at the electrode surface.  

Fig. 7(b) shows the Nyquist plots obtained for ITO electrode, Fe3O4@C film/ITO 

electrode and ChOx/Fe3O4@C film/ITO bioelectrode. The increased Rct value of 1.35 kΩ for 

Fe3O4@C film/ITO electrode [Fig. 7(b) (ii)] compared to the Rct value of 0.28 kΩ for ITO 

electrode [Fig. 7(b) (i)] indicates formation of the Fe3O4@C NPs layer on the ITO surface. The 

presence of Fe3O4@C NPs layer impedes the flow of electrons resulting in an increased value of 

Rct. Further, decrease in Rct value from 1.35 kΩ for Fe3O4@C film/ITO electrode to 1.18 kΩ for 

ChOx/Fe3O4@C film/ITO bioelectrode [Fig. 7(b) (iii)] reveals the ChOx immobilization onto 
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Fe3O4@C film/ITO electrode. This decrease in Rct value is ascribed to the facile electron transfer 

aided by the redox moieties of the enzyme at the electrode surface. 

According to Laviron’s theory, the slope of the linear curve between the anodic peak 

potential and the logarithm of scan rate represents RT/αnF (α- transfer coefficient). This can be 

used to calculate the surface concentration of the ionic species of the bioelectrodes using the 

following equation:  

ip = n2F2νCA (4RT)-1                          … Eq.1  

where, ip/ν can be calculated from the ip Vs. ν plot58 (ip- anodic peak current; ν- scan rate). 

The slope of the linear plot of anodic peak potential vs. logarithm of scan rate for 

ChOx/Fe3O4@C film/ITO bioelectrode gives RT/αnF = 0.23. Using Eq.1, the surface 

concentration on the ChOx/Fe3O4@C film/ITO bioelectrode has been found to be as 2.52 × 10-11 

molcm-2.  

ii) ChOx/α-Fe2O3 film/ITO Bioelectrode 

Fig. 7(c) shows the cyclic voltammograms obtained for ITO electrode, α-Fe2O3 film/ITO 

electrode and ChOx/α-Fe2O3 film/ITO bioelectrode in the potential range of -0.7 V to +0.7 V at 

scan rate of 30 mVs-1. The oxidation peak seen at 0.38 V is attributed to the oxidation of the 

redox couple, K3/K4[Fe(CN)6] present in the buffer58. The decrease in the oxidation current 

obtained for α-Fe2O3 film/ITO electrode [Fig. 7(c) (ii)] compared to that of the ITO electrode 

[Fig. 7(c) (i)] indicates formation of the layer of α-Fe2O3 NPs onto the ITO surface. Further, 

increase in oxidation current obtained for ChOx/α-Fe2O3 film/ITO bioelectrode [Fig. 7(c) (iii)] 

compared to that of the α-Fe2O3 film/ITO electrode [Fig. 7(c) (ii)] is attributed to the presence of 

redox moieties at active sites (FAD centres) of the enzyme leading to fast electron transfer 

between the enzyme and the electrode surface37.  
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Fig. 7(d) shows the Nyquist plots obtained for ITO electrode, α-Fe2O3 film/ITO electrode 

and ChOx/α-Fe2O3 film/ITO bioelectrode. The increased Rct (charge transfer resistance) value of 

1.14 kΩ obtained for α-Fe2O3 film/ITO electrode [Fig. 7(d) (ii)] compared to the Rct value of 

0.28 kΩ for ITO electrode [Fig. 7(d) (i)] is attributed to the formation of layer of α-Fe2O3 NPs on 

the ITO surface. Formation of α-Fe2O3 NPs layer results in decreased interfacial electron 

transfer, thereby causing increase in the Rct value. Further, observed decrease in Rct value from 

1.14 kΩ for α-Fe2O3 film/ITO electrode [Fig. 7(d) (ii)] to 0.82 kΩ for ChOx/α-Fe2O3 film/ITO 

bioelectrode [Fig. 7(d) (iii)] is attributed to facile electron transfer mediated by the redox centres 

of the enzyme.  

The surface concentration of the ionic species on the ChOx/α-Fe2O3 film/ITO 

bioelectrode has been found to be as 1.81 × 10-11 molcm-2 (using RT/αnF = 0.16). The higher 

concentration of ionic species on ChOx/Fe3O4@C film/ITO bioelectrode compared to the 

ChOx/α-Fe2O3 film/ITO bioelectrode is attributed to that of the larger surface area provided by 

the Fe3O4@C nanocrystalline film owing to the smaller particle size of NPs as compared to α-

Fe2O3 nanocrystalline film for enzyme immobilization.  

i) Electrochemical Response of ChOx Immobilized Iron Oxide Electrodes 

i) ChOx/ Fe3O4@C film/ITO Bioelectrode  

Fig. 8(a) shows response of the ChOx/Fe3O4@C film/ITO bioelectrode obtained as a function of 

cholesterol concentration using cyclic voltammetry. The bioelectrode exhibits the response time 

of 60 s [Figure S4(a)]. The anodic peak current of ChOx/Fe3O4@C film/ITO bioelectrode plotted 

as a function of cholesterol concentration [Fig. 9(a)] reveals the linearity range as 25-500 mgdl-1 

with standard deviation and correlation coefficient of 4.82 µA and 0.99, respectively. The 
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sensitivity of the ChOx/Fe3O4@C film/ITO bioelectrode exhibited by the slope of linear 

regression curve is 193 nAmg-1dlcm-2. The value of Michaelis-Menten constant of ChOx 

immobilized Fe3O4@C film has been found to be as 1.44 mgdl-1. 

       The Nyquist plots for the ChOx/Fe3O4@C film/ITO bioelectrode as a function of 

cholesterol concentration have been investigated to obtain impedimetric response of the 

biosensor [Fig. 8(b)]. The linear calibration curve obtained by plotting the Rct value for 

ChOx/Fe3O4@C film/ITO bioelectrode as a function of cholesterol concentration [Fig. 10(a)] 

reveals linearity range of 25-500 mgdl-1 with standard deviation and regression coefficient of 

0.02 kΩ and 0.99, respectively. The sensitivity of 0.90 Ωmg-1dlcm-2 is obtained from the slope of 

the linear regression curve of ChOx/Fe3O4@C film/ITO bioelectrode.  

The shelf life and reproducibility of the ChOx/Fe3O4@C film/ITO bioelectrode have been 

investigated using cyclic voltammetry. The activity of the bioelectrode is monitored at regular 

interval of seven days. The bioelectrode exhibits only 6% reduction in peak current after 10 

weeks for 100 mgdl-1 cholesterol concentration when stored at 4°C [Fig. S2(a)]. The 

reproducibility of the sensing parameters of the bioelectrode has been studied with cholesterol 

concentration of 25 mgdl-1 and it has been found that the bioelectrode can be used upto 25 times 

without significant decrease (40 µA) of the response signal [Fig. S3(a)].  

ii) ChOx/α-Fe2O3 film/ITO Bioelectrode  

Fig. 8(c) shows the response of the ChOx/α-Fe2O3 film/ITO bioelectrode obtained as a function 

of cholesterol concentration using cyclic voltammetric technique. The response time of this 

electrode is found to be 60 s [Fig. S4(b)]. The magnitude of amperometric current of ChOx/α-

Fe2O3 film/ITO bioelectrode plotted as a function of cholesterol concentration [Fig. 9(b)] shows 

linearity in the range 25-500 mgdl-1 with standard deviation and correlation coefficient of 4.52 
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µA and 0.99, respectively. The sensitivity of the ChOx/α-Fe2O3 film/ITO bioelectrode exhibited 

by the slope of linear calibration curve is found to be as 218 nAmg-1dlcm-2. The value of 

Michaelis-Menten constant of ChOx immobilized α-Fe2O3 film has been found to be as 1.46 

mgdl-1. 

         The electrochemical impedimetric response of the ChOx/α-Fe2O3 film/ITO bioelectrode 

has been investigated as a function of cholesterol concentration using Nyquist plots [Fig. 8(d)]. 

The linear calibration curve obtained by plotting the Rct values for ChOx/α-Fe2O3 film/ITO 

bioelectrode as a function of cholesterol concentration [Fig. 10(b)] reveals the linearity range of 

50-500 mgdl-1 with standard deviation and regression coefficient of 0.02 kΩ and 0.97, 

respectively. The value of sensitivity exhibited by the slope of the linear regression curve for 

ChOx/α-Fe2O3 film/ITO bioelectrode is 0.42 Ωmg-1dlcm-2. 

The shelf-life of the ChOx/α-Fe2O3 film/ITO bioelectrode has been investigated for 100 

mgdl-1 cholesterol concentration using cyclic voltammetry. The bioelectrode exhibits 6% 

decrease in the peak current for first 8 weeks but sudden decrease in the signal has been observed 

afterwards and the current reduced by 11.5% after 10 weeks [Fig. S2(b)]. The ChOx/α-Fe2O3 

film/ITO bioelectrode can be used upto 20 times with insignificant loss (66 µA) of the signal 

[Fig. S3(b)].  

 

Table II Comparison table summarizing characteristics of the cholesterol biosensors based on 

nanostructured metal oxide films. 

 

Conclusions  
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The nanocrystals of Fe3O4 with average particle diameter of 10 nm have been synthesized. The 

electrophoretic deposition of bare Fe3O4 NPs in methanol-water mixture results in oxidation and 

phase transformation of NPs and film of α-Fe2O3 NPs has been obtained. The phase 

transformation of Fe3O4 NPs can be circumvented using surface passivation of Fe3O4 NPs with 

organic carbon shell and inorganic silica shell. Encapsulation of Fe3O4 NPs restricts 

agglomeration of NPs during film deposition and retains high surface to volume ratio for enzyme 

loading. Due to the non-conducting nature of silica, Fe3O4@SiO2 NPs shows poor 

electrochemical response. However, these can be utilized for applications in drug delivery21, 

biocatalysis and bioseparations20, 59, magnetic resonance imaging60, determination of metal ion 

concentration61 etc. Growth of gram positive and gram negative bacteria in contact with 

Fe3O4@C and α-Fe2O3 films reveals biocompatible nature of nanostructures that is suitable for 

prolonged activity of enzymes and thus stability of biosensors. The fabricated cholesterol 

biosensors employing Fe3O4@C and α-Fe2O3 nanocrystalline films show sensitivities of 193 

nAmg-1dlcm-2 and 218 nAmg-1dlcm-2, respectively, from cyclic voltammetric studies and 

sensitivities of 0.42 Ωmg-1dlcm-2 and 0.90 Ωmg-1dlcm-2, respectively, from electrochemical 

impedance spectroscopic studies. The low values of Michaelis-Menten constant reveal the 

enhanced enzymatic activity of ChOx onto nanostructured iron oxide films. The comparable 

sensitivities for biosensors obtained using Fe3O4@C and α-Fe2O3 NPs suggest that encapsulation 

of Fe3O4 NPs with carbon do not significantly affect electrocatalytic activity of Fe3O4 NPs while 

adds to the stability of the NPs. However, encapsulation of Fe3O4 NPs with conjugated carbon 

molecules, conducting polymers like polypyrrole, polyaniline etc may result in improved 

sensitivity of the biosensor.  

Supplementary Information 
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SEM studies showing the immobilization of cholesterol oxidase onto nanostructured iron oxide 

films, shelf life, reproducibility and response time studies of the fabricated cholesterol 

biosensors. 

Acknowledgment  

We thank Prof. R. C. Budhani, Director, National Physical Laboratory, New Delhi, India for 

providing facilities. R. S. is thankful to the UGC-CSIR for award of Junior Research Fellowship. 

Authors thank Dr. K. N. Sood, NPL for SEM measurements, Dr. S. M. Shivprasad, JNCASR for 

XPS measurements and Dr. Kavita Arora, JNU for TEM studies. Financial support received from 

the Department of Science and Technology (DST) centre on biomolecular electronics and CSIR 

Empower projects is sincerely acknowledged. Thanks are due to Dr. Pratima Solanki, C. M. 

Pandey, Manoj Patel and all the members of the Biomedical Instrumentation Section, NPL, for 

discussions.  

References  

1. S. Chou, J. Appl. Phys., 1994, 76, 6673. 

2. D. Schaadt, J. Vac. Sci. Technol. A, 2000, 18, 1834. 

3. K. Mosbach and L. Andersson, Nature, 1977, 270, 259-261. 

4. D. K. Yi, S. S. Lee and J. Y. Ying, Chem. Mater., 2006, 18, 2459-2461. 

5. C. B. Catherine and S. G. C. Adam, J. Phys. D: Appl. Phys., 2003, 36, R198. 

6. E. Amstad, M. Textor and E. Reimhult, Nanoscale, 3, 2819-2843. 

7. S. Laurent, D. Forge, M. Port, A. Roch, C. Robic, L. Vander Elst and R. N. Muller, 

Chem. Rev., 2008, 108, 2064-2110. 

8. T. Osaka, T. Matsunaga, T. Nakanishi, A. Arakaki, D. Niwa and H. Iida, Anal. Bioanal. 

Chem., 2006, 384, 593-600. 

9. R. Weissleder, H.-C. Cheng, A. Bogdanova and A. Bogdanov, J. Magn. Reson. Imaging, 

1997, 7, 258-263. 

10. F. Cengelli, D. Maysinger, F. Tschudi-Monnet, X. Montet, C. Corot, A. Petri-Fink, H. 

Hofmann and L. Juillerat-Jeanneret, J. Pharmacol. Exp. Ther., 2006, 318, 108-116. 

Page 20 of 37Journal of Materials Chemistry B

Jo
u

rn
al

 o
f 

M
at

er
ia

ls
 C

h
em

is
tr

y 
B

 A
cc

ep
te

d
 M

an
u

sc
ri

p
t

D
ow

nl
oa

de
d 

by
 I

nd
ia

n 
In

st
itu

te
 o

f 
In

te
gr

at
iv

e 
M

ed
ic

in
e 

II
IM

  o
n 

16
 O

ct
ob

er
 2

01
2

Pu
bl

is
he

d 
on

 1
1 

O
ct

ob
er

 2
01

2 
on

 h
ttp

://
pu

bs
.r

sc
.o

rg
 | 

do
i:1

0.
10

39
/C

2T
B

00
19

2F

View Online



11. F. Sonvico, S. p. Mornet, S. b. Vasseur, C. Dubernet, D. Jaillard, J. Degrouard, J. 

Hoebeke, E. Duguet, P. Colombo and P. Couvreur, Bioconjugate Chem., 2005, 16, 1181-

1188. 

12. M. Mahmoudi, A. Simchi, M. Imani and U. O. Halfeli, J. Phys. Chem. C, 2009, 113, 

8124-8131. 

13. A. Petri-Fink, M. Chastellain, L. Juillerat-Jeanneret, A. Ferrari and H. Hofmann, 

Biomaterials, 2005, 26, 2685-2694. 

14. A. K. Gupta and S. Wells, IEEE T. Nanobiosci., 2004, 3. 

15. J. Li, R. Yuan and Y. Chai, Microchim. Acta, 173, 369-374. 

16. J. Wang, Z. Zhu, A. Munir and H. S. Zhou, Talanta, 84, 783-788. 

17. H. Li, Q. Wei, J. He, T. Li, Y. Zhao, Y. Cai, B. Du, Z. Qian and M. Yang, Biosens. 

Bioelectron., 26, 3590-3595. 

18. I. M. Hsing, Y. Xu and W. Zhao, Electroanalysis, 2007, 19, 755-768. 

19. G. Zhao, J. J. Feng, Q. L. Zhang, S. P. Li and H. Y. Chen, Chem. Mater., 2005, 17, 3154-

3159. 

20. H.-H. Yang, S.-Q. Zhang, X.-L. Chen, Z.-X. Zhuang, J.-G. Xu and X.-R. Wang, Anal. 

Chem., 2004, 76, 1316-1321. 

21. K. Souza, J. Ardisson and E. Sousa, J. Mater. Sci.- Mater. M., 2009, 20, 507-512. 

22. T. Sen, A. Sebastianelli and I. J. Bruce, J. Am. Chem. Soc., 2006, 128, 7130-7131. 

23. W. Xian-Wen, Z. Guo-Xing, X. Chuan-Jun and Y. Yin, Nanotechnology, 2006, 17, 4307. 

24. I. Zhitomirsky, J. Mater. Sci., 2006, 41, 8186-8195. 

25. L. Besra and M. Liu, Prog. Mater Sci., 2007, 52, 1-61. 

26. Y. S. Kang, S. Risbud, J. F. Rabolt and P. Stroeve, Chem. Mater., 1996, 8, 2209-2211. 

27. T. J. Daou, G. Pourroy, S. Begin-Colin, J. M. Greneche, C. Ulhaq-Bouillet, P. Legare, P. 

Bernhardt, C. Leuvrey and G. Rogez, Chem. Mater., 2006, 18, 4399-4404. 

28. Y. Li, T. Leng, H. Lin, C. Deng, X. Xu, N. Yao, P. Yang and X. Zhang, J. Proteome 

Res., 2007, 6, 4498-4510. 

29. X. Shouhu, H. Lingyun, J. Wanquan, G. Xinglong, H. Yuan and C. Zuyao, 

Nanotechnology, 2007, 18, 035602. 

30. J. Li and C.-y. Liu, New J. Chem., 2009, 33, 1474-1477. 

31. Y. Lu, Y. Yin, B. T. Mayers and Y. Xia, Nano Lett., 2002, 2, 183-186. 

Page 21 of 37 Journal of Materials Chemistry B

Jo
u

rn
al

 o
f 

M
at

er
ia

ls
 C

h
em

is
tr

y 
B

 A
cc

ep
te

d
 M

an
u

sc
ri

p
t

D
ow

nl
oa

de
d 

by
 I

nd
ia

n 
In

st
itu

te
 o

f 
In

te
gr

at
iv

e 
M

ed
ic

in
e 

II
IM

  o
n 

16
 O

ct
ob

er
 2

01
2

Pu
bl

is
he

d 
on

 1
1 

O
ct

ob
er

 2
01

2 
on

 h
ttp

://
pu

bs
.r

sc
.o

rg
 | 

do
i:1

0.
10

39
/C

2T
B

00
19

2F

View Online



32. Z. X. Sun, F. W. Su, W. Forsling and P. O. Samskog, J. Colloid Interface Sci., 1998, 197, 

151-159. 

33. M. Jarlbring, L. Gunneriusson, B. Hussmann and W. Forsling, J. Colloid Interface Sci., 

2005, 285, 212-217. 

34. T. J. Daou, G. Pourroy, J. M. Greneche, A. Bertin, D. Felder-Flesch and S. Begin-Colin, 

Dalton T., 2009, 4442-4449. 

35. M. L. Fisher, M. Colic, M. P. Rao and F. F. Lange, J. Am. Ceram. Soc., 2001, 84, 713-

718. 

36. P. R. Solanki, S. K. Arya, S. P. Singh, M. K. Pandey and B. D. Malhotra, Sensor Actuat. 

B- Chem., 2007, 123, 829-839. 

37. Z. Matharu, G. Sumana, S. K. Arya, S. P. Singh, V. Gupta and B. D. Malhotra, 

Langmuir, 2007, 23, 13188-13192. 

38. L. Yonglan, Mater. Lett., 2007, 61, 1039-1041. 

39. L. Huo, W. Li, L. Lu, H. Cui, S. Xi, J. Wang, B. Zhao, Y. Shen and Z. Lu, Chem. Mater., 

2000, 12, 790-794. 

40. T. D. W. David M. Sherman, Am. Mineral., 1985, 70, 1262-1269. 

41. T. A. Egerton and I. R. Tooley, Int. J. Cosmetic Sci., 34, 117-122. 

42. S. L. Westcott, S. J. Oldenburg, T. R. Lee and N. J. Halas, Langmuir, 1998, 14, 5396-

5401. 

43. Y. Kobayashi, V. Salgueirino-Maceira and L. M. Liz-Marzan, Chem. Mater., 2001, 13, 

1630-1633. 

44. K. Tao, H. Dou and K. Sun, Chem. Mater., 2006, 18, 5273-5278. 

45. W. Cai and J. Wan, J. Colloid Interface Sci., 2007, 305, 366-370. 

46. J. Sun, S. Zhou, P. Hou, Y. Yang, J. Weng, X. Li and M. Li, J. Biomed. Mater. Res. A, 

2007, 80A, 333-341. 

47. O. N. Shebanova and P. Lazor, Journal of Raman Spectroscopy, 2003, 34, 845-852. 

48. J. Tang, M. Myers, K. A. Bosnick and L. E. Brus, The Journal of Physical Chemistry B, 

2003, 107, 7501-7506. 

49. W. Feitknecht and K. J. Gallagher, Nature, 1970, 228, 548-549. 

50. J. Morales, L. Sanchez, F. Martin, F. Berry and X. L. Ren, J. Electrochem. Soc., 2005, 

152, A1748-A1754. 

Page 22 of 37Journal of Materials Chemistry B

Jo
u

rn
al

 o
f 

M
at

er
ia

ls
 C

h
em

is
tr

y 
B

 A
cc

ep
te

d
 M

an
u

sc
ri

p
t

D
ow

nl
oa

de
d 

by
 I

nd
ia

n 
In

st
itu

te
 o

f 
In

te
gr

at
iv

e 
M

ed
ic

in
e 

II
IM

  o
n 

16
 O

ct
ob

er
 2

01
2

Pu
bl

is
he

d 
on

 1
1 

O
ct

ob
er

 2
01

2 
on

 h
ttp

://
pu

bs
.r

sc
.o

rg
 | 

do
i:1

0.
10

39
/C

2T
B

00
19

2F

View Online



51. P. Guardia, J. Perez-Juste, A. Labarta, X. Batlle and L. M. Liz-Marzan, Chem. Commun., 

46, 6108-6110. 

52. B. M. Kabyemela, T. Adschiri, R. M. Malaluan and K. Arai, Ind. Eng. Chem. Res., 1999, 

38, 2888-2895. 

53. Q. Wang, H. Li, L. Chen and X. Huang, Carbon, 2001, 39, 2211-2214. 

54. C. Adina, F. Florinela, T. Abdelmoumen and S. Carmen, Rom. Biotech. Lett., 2010, 15. 

55. A. Azioune, A. Ben Slimane, L. Ait Hamou, A. Pleuvy, M. M. Chehimi, C. Perruchot 

and S. P. Armes, Langmuir, 2004, 20, 3350-3356. 

56. D. Kandpal, S. Kalele and S. Kulkarni, Pramana, 2007, 69, 277-283. 

57. P. Pramod, S. T. S. Joseph and K. G. Thomas, J. Am. Chem. Soc., 2007, 129, 6712-6713. 

58. Z. Matharu, P. Pandey, M. K. Pandey, V. Gupta and B. D. Malhotra, Electroanalysis, 

2009, 21, 1587-1596. 

59. T. Sen, A. Sebastianelli and I. J. Bruce, J. Am. Chem. Soc., 2006, 128, 7130-7131. 

60. J. L. Campbell, J. Arora, S. F. Cowell, A. Garg, P. Eu, S. K. Bhargava and V. Bansal, 

PLoS ONE, 6, e21857. 

61. L. L. Vatta, J. Kramer and K. R. Koch, Sep. Sci. Technol., 2007, 42, 1985-2002. 

62. A. A. Ansari, A. Kaushik, P. R. Solanki and B. D. Malhotra, Electrochem. Commun., 

2008, 10, 1246-1249. 

63. A. A. Ansari, A. Kaushik, P. R. Solanki and B. D. Malhotra, Electroanalysis, 2009, 21, 

965-972. 

64. S. P. Singh, S. K. Arya, P. Pandey, B. D. Malhotra, S. Saha, K. Sreenivas and V. Gupta, 

Appl. Phys. Lett., 2007, 91, 063901-063903. 

65. P. R. Solanki, A. Kaushik, A. A. Ansari and B. D. Malhotra, Appl. Phys. Lett., 2009, 94, 

143901-143903. 

66. G. Kouassi, J. Irudayaraj and G. McCarty, Journal of Nanobiotechnology, 2005, 3, 1. 

 

 

 

 

 

 

Page 23 of 37 Journal of Materials Chemistry B

Jo
u

rn
al

 o
f 

M
at

er
ia

ls
 C

h
em

is
tr

y 
B

 A
cc

ep
te

d
 M

an
u

sc
ri

p
t

D
ow

nl
oa

de
d 

by
 I

nd
ia

n 
In

st
itu

te
 o

f 
In

te
gr

at
iv

e 
M

ed
ic

in
e 

II
IM

  o
n 

16
 O

ct
ob

er
 2

01
2

Pu
bl

is
he

d 
on

 1
1 

O
ct

ob
er

 2
01

2 
on

 h
ttp

://
pu

bs
.r

sc
.o

rg
 | 

do
i:1

0.
10

39
/C

2T
B

00
19

2F

View Online



Tables  

 

Table I Optical density of gram positive (providencia sp.) and gram negative (bacillus sp.) 
bacteria as a function of time in presence of Fe3O4@C and α-Fe2O3 films. 

 
Nanostructured 

film 

Bacteria Optical Density 

0 hrs 2 hrs 4 hrs 6 hrs 8 hrs 10 hrs 12 hrs 

Fe3O4@C film Providencia sp. 0.01 0.03 0.07 0.15 0.28 0.43 0.56 

Fe3O4@C film Bacillus sp. 0.02 0.09 0.24 0.57 0.68 0.73 0.89 

α-Fe2O3 film Providencia sp. 0.03 0.06 0.09 0.14 0.19 0.54 0.63 

α-Fe2O3 film Bacillus sp. 0.02 0.08 0.26 0.58 0.65 0.82 0.85 

 

 

Table II Comparison table summarizing characteristics of the cholesterol biosensors based on 

nanostructured metal oxide films. 

 

Electrode Transducer Linear 

Range 

(mgdL-1) 

Sensitivity Km 

value 

Response 

time (s) 

Reprodu

cibility 

Shelf life 

(days) 

Ref. 

CeO2/ ITO Cyclic Voltammetry 10-400  ---- 2.08 mM 15 ---- ---- 62 

Chitosan-SnO2/ ITO Cyclic Voltammetry 5-400  34.7 µAmg-1dlcm-2 3.8 mM 5 ---- 80 63 

ZnO/ Au Cyclic Voltammetry 25-400  45.7 nAmg-1dlcm-2 2.1 mM 15 ---- 70 64 

ZnO/ ITO Cyclic Voltammetry 5-400  59.0 nAmg-1dlcm-2 0.03 mM 10 20 85 65 

Fe3O4 NPs Spectroscopy 50-200  ---- 0.45 mM --- ---- 10 66 

Fe3O4@C/ ITO Cyclic Voltammetry 
Impedance Spectroscopy 

25-400  193 nAmg-1dlcm-2 

0.90 Ωmg-1dlcm-2 
0.03 mM 60 25 70  

Present 

Work α-Fe2O3/ ITO Cyclic Voltammetry 
Impedance Spectroscopy 

50-400  218 nAmg-1dlcm-2 

0.42 Ωmg-1dlcm-2 
0.04 mM 60 20 56 
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Scheme  

 

Fe3O4

CH3OH:H2O (2:1)

α-Fe2O3

Fe3O4  C@ Fe3O4  C@

EPD (60 s)

1.

2.

Fe3O4  @ SiO2
Fe3O4  @ SiO2

EPD (60 s)

EPD (30 s)

C
ap

pi
ng

CH3OH:H2O (2:1)

CH3OH:H2O (2:1)
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Figure Captions 

Fig. 1 TEM micrographs of: (a) Fe3O4 NPs; Inset: High-resolution image of a single particle, 
and; (b) Fe3O4 NPs (autoclaved). 

Fig. 2 UV-vis absorption spectra of : (a) Fe3O4 NPs; (b) Fe3O4 NPs (autoclaved); (c) Fe3O4@C 
NPs; (d) Fe3O4@SiO2 NPs. 

Fig. 3 XRD spectra of: (a) Fe3O4 NPs; (b) film obtained from Fe3O4 NPs; (c) film obtained from 
Fe3O4 NPs (autoclaved); (d) film obtained from Fe3O4@C NPs; (e) film obtained from Fe3O4@ 
SiO2 NPs. 

Fig. 4 Deconvoluted XPS spectra of Fe 2p3/2 acquired for: (a) α-Fe2O3 film, and; (b) Fe3O4@C 
film. 

Fig. 5 FTIR spectra of: (a) α-Fe2O3 NPs film obtained from Fe3O4 NPs; (b) α-Fe2O3 NPs film 
obtained from Fe3O4 NPs (autoclaved); (c) film of Fe3O4@C NPs; (d) film of Fe3O4@SiO2 NPs. 

Fig. 6 SEM micrograph of: (a) α-Fe2O3 NPs film obtained from Fe3O4 NPs; (b) α-Fe2O3 NPs 
film obtained from Fe3O4 NPs (autoclaved); (c) film of Fe3O4@C NPs; (d) film of Fe3O4@SiO2 
NPs. 

Fig. 7 (a) CV curves for the ITO electrode (i), Fe3O4@C film/ITO electrode (ii) and ChOx/ 
Fe3O4@C film/ITO bioelectrode (iii); (b) Nyquist plots for the ITO electrode (i), Fe3O4@C 
film/ITO electrode (ii) and ChOx/Fe3O4@C film/ITO bioelectrode (iii);   (c) CV curves for the 
ITO electrode (i), α-Fe2O3 film/ITO electrode (ii) and ChOx/α-Fe2O3 film/ITO bioelectrode (iii); 
(d) Nyquist plots for the ITO electrode (i), α-Fe2O3 film/ITO electrode (ii) and ChOx/α-Fe2O3 

film/ITO bioelectrode (iii).                     

Fig. 8 (a) CV response studies of ChOx/Fe3O4@C film/ITO bioelectrode; (b) EIS response 
studies of ChOx/Fe3O4@C film/ITO bioelectrode; (c) CV response studies of ChOx/α-Fe2O3 
film/ITO bioelectrode and; (d) EIS response studies of ChOx/α-Fe2O3 film/ITO bioelectrode 
with different cholesterol concentrations (mgdl-1): (i) 10; (ii) 25; (iii) 50; (iv) 100; (v) 200; (vi) 
300; (vii) 400 and (viii) 500.  
 
Fig. 9 Linear calibration plots obtained using CV data for: (a) ChOx/Fe3O4@C film/ITO 
bioelectrode and; (b) ChOx/α-Fe2O3 film/ITO bioelectrode.  
 
Fig. 10 Linear calibration plots obtained using EIS data for: (a) ChOx/Fe3O4@C film/ITO 
bioelectrode and; (b) ChOx/α-Fe2O3 film/ITO bioelectrode. 
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Figure 2 
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Figure 4 
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Figure 5 
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Figure 6 
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Figure 7 
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Figure 8 
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Figure 9 
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Some Exact Solutions of Magnetized viscous model in String Cosmology
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Abstract In this paper we study anisotropic Bianchi-V universe with magnetic field and bulk
viscous fluid in string cosmology. Exact solutions of the field equations are obtained by using
the equation of state for a cloud of strings and a relationship between bulk viscous coefficient
and expansion scalar. The bulk viscous coefficient is assumed to be inversely proportional
to the expansion scalar. It is interesting to examine the effects of magnetized bulk viscous
string model in early and late stages of the evolution of the universe. This paper investi-
gates the different string models like geometrical(Nambu string), Takabayashi (p-string) and
Reddy string models by taking certain physical conditions. The introduction of magnetic
field or bulk viscosity or both results in rapid change in scale factors as well as in the classical
potential. The presence of viscosity prevents the universe to be empty in its future evolution.
The physical and geometrical aspects of each string model are discussed in detail.

Keywords: String cosmology; Magnetic field; Cosmological models; Bulk Viscosity.

PACS number(s): 98.80-k, 98.80-cq, 04.20-q.
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1. Introduction

Recently the string cosmology has received considerable attention into the framework of gen-
eral relativity mainly because of its possible role in the early universe. The concept of string
cosmology was developed to describe the events at the very early stages of the evolution of
the universe. The presence of the strings during the early universe can be explained using
grand unified theories [1-3]. In the early stages of the evolution of the universe it is expected
that topological defects could have formed naturally during the phase transitions followed
by spontaneous broken symmetries. Cosmic strings are linear topological defects, have very
interesting properties and might play an important role in the structure formation. These
cosmic strings have stress energy and couple to the gravitational field. The gravitational
effect of string in general relativity have been studied by Letelier [4] and Stachel [5]. Letelier
[6] studied relativistic cosmological solutions of cloud formed by massive strings in Bianchi
type-I and Kantowski-Sachs space-times. In these models each massive string is formed by
a geometric string with particles attached along its extension. In principle the string can be
eliminated and be ended up with the cloud of particles. This is a desirable property of a
model of a string cloud to be used in cosmology. Matraverse [7] presented a class of exact
solutions of Einstein field equations with a two parameter family of classical strings as the
source of the gravitational field. Exact solutions of string cosmology in Bianchi type II, V I0,
VIII and IX space-times have been studied by Krori et al. [8]. Yavuz and Tarhan [9], Bali
and Dave [10, 11], Bali and Upadhaya [12], Bali and Singh [13], Bali and Anjali [14], Bali
and Pradhan [15], Pradhan and Chouhan [16], Mahanto et al.[17] are some of the authors
who have investigated Bianchi type string cosmological models in general relativity.

The study of magnetic field provides an effective way to understand the initial phases of
the cosmic evolution. Primordial magnetic field of cosmological origin have been discussed
by Asseo and Sol [18], and Madsen[19]. Wolfe et al.[20], Kulsrud et al.[21], Barrow [22] are
some of the authors who have studied the cosmological models with magnetic field and have
pointed out its important in the early evolution of the universe. Matravers and Tsagas [23]
have found that the interaction of the cosmological magnetic field with the space-time geom-
etry could affect the expansion of the universe. Banerjee et al.[24], Chakraborty [25], Tikekar
and Patel [26, 27] have studied Bianchi type I and III string cosmological models with and
without source-free magnetic field. ShriRam and Singh [28] have obtained some new exact
solutions of string cosmology with and without a source-free magnetic field in Bianchi type
I space-time in different basic form. Patel and Maharaj [29] and Singh and Singh [30] have
studied string cosmology with magnetic field in anisotropic models. Singh and ShriRam [31]
have presented a technique to generate new exact Bianchi type III string cosmological solu-
tions with magnetic field. Kilinç and Yavuz [32], Pradhan et al.[33], Pradhan [34], Bali and
Jain [35], Saha and Visinescu [36], Pradhan et al.[37, 38], Saha et al.[39], Pradhan et al.[40],
Amirhashchi et al.[41] and Rikhvitsky et al.[42] have investigated string cosmological models
in the presence and absence of magnetic field. Recently, Singh and Singh [43] have studied
anisotropic Bianchi V magnetized string model in general relativity and have discussed the
effect of magnetic field in different string models.

The observations indicate that the media is not a perfect fluid and the viscosity is con-
cerned in the evolution of the universe [44]. Bulk viscosity is of essential importance in
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early universe. In order to study the evolution of the universe, many authors [45-53] have
investigated cosmological models with a fluid containing viscosity. Yadav [54], Mohanty and
Gauranga [55], Tripathy and Behara [56] are some of the authors who have studied string
cosmological models with viscous fluid.

Bianchi type-V space-times are interesting to study the evolution of universe because of
their richer structure both physically and geometrically than standard Freidmann-Roberson-
Walker (FRW) models. These models represent the open FRW cosmological model. Coley
[57], Singh et al.[58-60], Singh and Beesham [61], Singh [62] have studied Bianchi V mod-
els in general relativity in many physical contexts. Chakraborty and Chakraborty [63], and
Bali [64] have studied string cosmology with magnetic field in Bianchi V space-time model
for different directions of the magnetic field and string. Some authors [65, 66] have investi-
gated anisotropic models with magnetic field and bulk viscosity in string cosmology. Recently,
Sharif and Waheed [67], and Singh [68] have studied Bianchi I magnetized viscous fluid model
in string cosmology and have discussed the effect of viscous fluid and magnetic field on the
classical potential. Therefore, the study of magnetized cosmic strings with bulk viscosity
leads to a better understanding of the dynamics of the universe during early and late stages
of the evolution in a more generalized cosmological models.

The aim of this paper is to extend our earlier work [43] to find some exact solutions for
Bianchi V model with magnetized viscous fluid in string cosmology. The equation of state
for a cloud of strings and the inverse relation between expansion scalar and bulk viscous
coefficient are used to solve the field equations exactly. The paper is organized as follows.

In section 2 the field equations for Bianchi V model with bulk viscosity and magnetic field
in string cosmology are presented. Section 3 deals with the solution of field equations where
a general quadrature form of volume scale factor of the model is given. Three different exact
string models are presented in subsections 4.1, 4.2 and 4.3 of section 4. We discuss the vari-
ous physical parameters in each case. Lastly, we present a summary of the results in section 5.

2. Model and Basic Equations

We consider the homogenous and anisotropic Bianchi -V metric in the form

ds2 = −dt2 +A2dx2 + e2x
(

B2dy2 + C2dz2
)

, (1)

where A, B, and C are functions of cosmic time t only and are the scale factors in anisotropic
background.

The energy-momentum tensor for bulk viscous string dust with magnetic field is given by
[6, 69]

T j
i = ρuiu

j − λxix
j − ξul;l

(

gji + uiu
j
)

+ E j
i , (2)

where ρ is the proper energy density for a cloud of strings with particles attached to them
and λ is the string tensor density and is related by ρ = ρp + λ, where ρp is the particle
energy density. The unit time-like vector ui describes the particle’s four velocity and unit
space-like vector xi denotes the direction of the string which can be taken along any of the
three directions x, y and z axes. Thus, without loss of generality let us choose x− direction
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as the direction of the string along which the magnetic field is assumed to be present, i.e.,

xi = (A−1, 0, 0, 0) (3)

In a co-moving coordinate system, we have

ui = (0, 0, 0, 1) (4)

Therefore, we have
uiu

i = −xix
i = −1, uix

i = 0. (5)

In Eq. (2), ξ is the coefficient of bulk viscosity, ul;l = θ is the expansion scalar and E j
i is the

electromagnetic field tensor which is given by (see, ref.[70])

E j
i = µ̄

[

|h|2
(

uiu
j +

1

2
g j
i

)

− hih
j

]

, (6)

where µ̄ is the magnetic permeability, and hi, the magnetic flux vector defined by

hi =
1

µ̄
F̄iju

j. (7)

The dual electromagnetic field tensor F̄ij is defined as

F̄ij =

√−g

2
ǫijklF

kl (8)

where Fij is the electromagnetic field tensor and ǫijkl is the Levi-Civita tensor density.
We assume that the magnetic field is generated in yz plane as its source is the electric

current that flows in x− direction. Therefore, the magnetic flux vector has only one non-
zero component h1, i.e., h1 6= 0, h2 = 0 = h3 = h4. Moreover, the assumption of infinitely
electrical conductivity [71] along with finite current leads to F14 = 0 = F24 = F34.

Using Maxwell’s equations

Fij;k + Fjk;i + Fki;j = 0, and F ij
;k = 0, (9)

we find
F23 == I, a constant. (10)

Hence, the non-zero component of magnetic flux vector is

h1 =
AI

µ̄BC
. (11)

Since |h|2 = hlh
l = h1h

1 = g11(h1)
2, therefore,

|h|2 =
I2

µ̄2B2C2
. (12)
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Using Eqs. (11) and (12) into (6), the components of Ej
i are given by

E1
1 = − I2

2µ̄2B2C2
= −E2

2 = −E3
3 = E4

4. (13)

The Einstein’s field equations (in gravitational units c = 8πG = 1) read as

R j
i − 1

2
g j
i R = −T j

i . (14)

where Rj
i is the Ricci tensor and R = gijRij is the Ricci scalar.

The field equations (14) with (1) and (2) subsequently lead to the following system of
equations

ȦḂ

AB
+

ḂĊ

BC
+

ĊȦ

CA
− 3

A 2
= ρ+

I2

2µ̄B 2C 2
, (15)

Ä

A
+

C̈

C
+

ȦĊ

AC
− 1

A2
= − I2

2µ̄B 2C 2
+ ξθ, (16)

Ä

A
+

B̈

B
+

ȦḂ

AB
− 1

A2
= − I2

2µ̄B 2C 2
+ ξθ, (17)

B̈

B
+

C̈

C
+

ḂĊ

BC
− 1

A2
= λ+

I2

2µ̄B 2C 2
+ ξθ, (18)

2
Ȧ

A
− Ḃ

B
− Ċ

C
= 0, (19)

where the overdots indicate ordinary differentiation with respect to t.
Let us define the volume scale factor τ as

τ = ABC. (20)

Let us consider the various important physical quantities such as expansion scalar θ, anisotropy
parameter ∆ and shear scalar σ2, which are defined as

θ = ul;l =
Ȧ

A
+

Ḃ

B
+

Ċ

C
=

τ̇

τ
, (21)

∆ =
1

3

3
∑

i=1

(

Hi −H

H

)2

, (22)

σ2 =
1

2
σijσ

ij =
1

3
∆H2. (23)

Here, H = θ
3 is the mean Hubble parameter and H1 = Ȧ

A , H1 = Ḃ
B and H1 = Ċ

C are the
directional Hubble parameters in the directions of x, y and z axes, respectively.
The energy conservation equation T j

i;j = 0 takes the form

ρ̇+
τ̇

τ
ρ− Ȧ

A
λ = ξ

τ̇2

τ2
, (24)
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which is a consequence of field equations (15) -(19).

3. Solution of the field equations

To solve the field equations (15)-(19), we follow the method recently used by Saha and
Visinescu [36]. From (16) and (17) we get

d

dt

(

Ċ

C
− Ḃ

B

)

+

(

Ċ

C
− Ḃ

B

)(

Ȧ

A
+

Ḃ

B
+

Ċ

C

)

= 0. (25)

Using (20) into (25), we get

d

dt

(

Ċ

C
− Ḃ

B

)

+

(

Ċ

C
− Ḃ

B

)

τ̇

τ
= 0, (26)

which on integration it gives

C = d1B exp

(

k1

∫

dt

τ

)

, (27)

where d1 and k1 are constants of integration.
From (19) we get

A2 = d2BC, (28)

where d2 is a constants of integration, which has been taken unity without loss of generality.
From (15)-(18) and (28), we obtain

τ̈

τ
=

1

2

[

(3ρ+ λ) +
A2I2

µ̄τ2

]

+
3

2
ξθ +

6

τ2/3
. (29)

From Eqs. (20), (27) and (28), we find the following form of metric functions in terms of τ
as

A = τ
1
3 , (30)

B =
1√
d1

τ
1
3 exp

[

−k1
2

∫

dt

τ

]

, (31)

C =
√

d1 τ
1
3 exp

[

k1
2

∫

dt

τ

]

. (32)

Now, Eqs. (24) and (29) take the forms

ρ̇+

(

ρ− λ

3

)

τ̇

τ
= ξ

τ̇2

τ2
, (33)

and

τ̈ =
1

2
(3ρ+ λ)τ +

k

2
τ−

1
3 + 6τ

1
3 +

3

2
ξθτ, (34)
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where k = I2

µ̄ .
Consider the equation of state for a cloud of string models[6]

ρ = αλ, (35)

where the constant α is defined by

α = 1 (geometric or Nambu string),

= (1 + ω) (p− string or Takabayasi string),

= −1 (Reddy string), (36)

where ω is a constant such that ω > 0. We further assume that the bulk viscosity is inversely
proportional to the expansion scalar [72],i.e.,

ξθ = k2, (37)

where k2 is a positive constant. From (33) and (35), we get

ρ̇
(

1− 1
3α

)

ρ− k2
= − τ̇

τ
, (38)

which on integration, it gives

ρ =
3α

(3α− 1)

[

k2 + k3τ
−( 3α−1

3α )
]

, (39)

where k3 is a constant of integration. For ρ > 0, it must have either α > 1/3 or α < 0. It
means that all the above three string models (36) may be described by assuming the relation
(37). Further, inserting ρ from (39) into (34) one finds

τ̈ =
3 (3α + 1) k3
2 (3α − 1)

τ
1
3α +

k

2
τ−

1
3 + 6τ

1
3 +

1

2

(

18α

3α− 1

)

k2τ, (40)

whose solution is

τ̇2 =

(

9αk3
3α− 1

)

τ
3α+1
3α +

3

2
kτ

2
3 + 9τ

4
3 +

(

9αk2
3α − 1

)

τ2 + k4, (41)

where k4 is a constant of integration. Eq.(41) can be rewritten as

τ̇ =

√

(

9αk3
3α− 1

)

τ
3α+1
3α +

3

2
kτ

2
3 + 9τ

4
3 +

(

9αk2
3α− 1

)

τ2 + k4. (42)

Taking into account that the energy density and string tension density obey equation of
state (35), we conclude that ρ and λ, i.e., the right hand side of Eq.(34) is a function of τ
only, i.e.,

τ̈ = F (τ). (43)
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From the mechanical point of view, Eq. (43) can be interpreted as equation of motion of a
single particle with unit mass under the force F (τ). Then the following first integral exists

τ̇ =
√

2[ǫ− u(τ)], (44)

where ǫ can be viewed as energy level and u(τ) is the potential of the force F . A comprehensive
description concerning potential can be found in ref.[73]. Comparing (42) and (44), we find
ǫ = k4/2 and

u(τ) = −1

2

[(

9αk3
3α− 1

)

τ
3α+1
3α +

3

2
kτ

2
3 + 9τ

4
3 +

(

9αk2
3α− 1

)

τ2
]

. (45)

Finally, we write Eq. (42) in a general quadrature form as
∫

dτ
√

(

9αk3
3α−1

)

τ
3α+1
3α + 3

2kτ
2
3 + 9τ

4
3 +

(

9αk2
3α−1

)

τ2 + k4

= t+ t0, (46)

where the integration constant t0 can be taken as zero for simplicity.

4. Solution of various string models

We observe that it is too difficult to solve (46), in general. Therefore, we present the following
three string models depending on the values of α as defined in (36).

4.1 Geometric string model (α = 1)

For k4 = 0, Eq. (46) reduces to
∫

dτ
√

9
2 (k3 + 2) τ

4
3 + 3

2kτ
2
3 + 9

2k2τ
2

= t. (47)

When 3(k3 + 2)2 > 4kk2, Eq.(47) gives

τ =

[

1

2k2

√

3(k3 + 2)2 − 4kk2
3

cosh
(

√

2k2 t
)

− k3 + 2

2k2

]
3
2

, k2 6= 0, (48)

and for 3(k3 + 2)2 < 4kk2, we get

τ =

[

1

2k2

√

4kk2 − 3(k3 + 2)2

3
sinh

(

√

2k2 t
)

− k3 + 2

2k2

]
3
2

, k2 6= 0, (49)

For small t (i.e., near t=0), we have cosh
(√

2k2 t
)

≈
√
2k2 t and sinh

(√
2k2 t

)

≈
√
2k2 t.

Therefore, (48) and (49) together can be written as

τ = (P1t−Q1)
3/2, (50)
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where P1 =
√

|3(k3+2)2−4kk2|
6k2

and Q1 = k3+2
2k2

. At t = 0, τ becomes imaginary. For reality of

the model, t must satisfy t > Q1

P1
.

Using (50), Eqs.(30)-(32) take the forms

A =
√

P1t−Q1, (51)

B =
1√
d1

√

P1t−Q1 exp

[

k1
P1

√
P1t−Q1

]

, (52)

C =
√

d1
√

P1t−Q1 exp

[

− k1
P1

√
P1t−Q1

]

. (53)

B
A

A

C

C

1 2 3 4 5 6 7
t0

1

2

3

4

5

Fig. 1 Evolution of the universe with viscous fluid and magnetic field (bold lines) and with viscous fluid

only (dashed lines).

Figure 1 illustrates the graph of the scale factors with respect to time in the presence of
viscous fluid and magnetic field for k1 = 1 = k2 = k3 = d1, I = 2 and µ̄ = 1.00001. The
model starts expanding rapidly with time for t > Q1

P1
, which tends to ∞ as t → ∞. At

t = Q1

P1
, A and C become zero but B decreases from infinite value to a certain constant

and then starts expanding with time. This expansion happens in both the cases, i.e., the
presence of viscous fluid and magnetic field, and in the presence of viscous fluid only. In case
of viscous model, t must satisfy t > 1√

2k2
for the expansion of the universe. The expansion of

scale factors with respect to time in the presence of viscous fluid are shown by dotted lines
in figure 1. We observe that the evolution starts earlier and goes faster than the magnetized
viscous fluid model as shown by bold lines or magnetized field only (see, ref. Singh and Singh
[43] for detail). Therefore, we may say that the bulk viscosity plays an important role in the
expansion history of the universe.

The directional Hubble parameters along x, y and z axes are respectively given by

H1 =
P1

2(P1t−Q1)
, (54)

H2 =
P1

2(P1t−Q1)
− k1

2(P1t−Q1)
3
2

, (55)
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H3 =
P1

2(P1t−Q1)
+

k1

2(P1t−Q1)
3
2

. (56)

The average Hubble parameter in terms of cosmic time t is

H =
P1

2(P1t−Q1)
. (57)

The anisotropic parameter and shear scalar, respectively have the following expressions

∆ =
2k21

3P 2
1 (P1t−Q1)

, (58)

σ2 =
k21

4(P1t−Q1)3
. (59)

The above physical parameters (54) - (59) diverse at t = Q1

P1
and tend to zero as → ∞. From

(57) and (59), we get
σ

θ
=

k1

3P1

√

(P1t−Q1)
, (60)

which is zero as t → ∞. This shows that the model becomes isotropic in late time. The
deceleration parameter becomes q = 1, which is a positive constant. Therefore, the present
model expands with the decelerated rate throughout the evolution.
The energy density and string tension density are given by

0.5 1.0 1.5
t

-15

-10

-5

0

5
uHtL

Fig. 2 Potential versus time with viscous fluid and magnetic field (bold lines) and with viscous fluid only

(dashed lines).

ρ = λ =
3

2

(

k2 +
k3

P1t−Q1

)

, (61)

which shows that the matter behaves as a cloud of geometric strings. The particle density,
ρp remains zero throughout the evolution. We observe that ρ and λ remains positive through

out the evolution and become infinite at the initial epoch at t = Q1

P1
. However, ρ and λ
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decrease with time for t > Q1

P1
and these approach to a constant value, 3

2k2 as t → ∞. The
constant value of ρ is due to the the viscous term, k2. It means that the viscosity parameter
prevents the universe to be empty at late times of its evolution. The classical potential (45)
in terms of t takes the form

u(t) = −3

4

[

3k2(P1t−Q1)
3 + 3(k3 + 2)(P1t−Q1)

2 + k(P1t−Q1)
]

. (62)

Figure 2. plots the potential with respect to time in the presence of viscous fluid and mag-
netic field (bold line) and with viscous fluid only (dashed line) for k2 = 1 = k3, I = 2 and
µ̄ = 1.00001. We observe that µ(t) shows negative and positive nature with respect to time
t in magnetized viscous fluid. However, it has negative in the presence of viscous fluid only.
It is also found that there is much variation between theses two cases.

4.2. Reddy string model(α = −1)

For k4 = 0, Eq. (46) becomes

∫

dτ
√

9τ
4
3 + 3

4(3k3 + 2k)τ
2
3 + 9

4k2τ
2

= t. (63)

When k2 (3k3 + 2k) > 12, Eq.(63) gives

τ =

[

1

k2

√

k2(3k2 + 2k)− 12

3
sinh

(

√

k2 t
)

− 2

k2

]
3
2

, (64)

and for k2 (3k3 + 2k) < 12, we get

τ =

[

1

k2

√

12− k2(3k2 + 2k)

3
cosh

(

√

k2 t
)

− 2

k2

]
3
2

, (65)

For small t (i.e., near t=0), we have sinh
(√

k2 t
)

≈
√
k2 t and cosh

(√
k2 t

)

≈
√
k2 t. There-

fore, (64) and (65) together can be written as

τ = (P2t−Q2)
3/2, (66)

where P2 =
√

1
3k2

|12 − k2(3k2 + 2k)| and Q2 =
2
k2
.

At t = 0, τ becomes imaginary. For reality of the model, t must satisfy t > Q2

P2
. From

Eqs.(30)-(32) and (66), we find
A =

√

P2t−Q2, (67)

B =
1√
d1

√

P2t−Q2 exp

[

k1
P2

√
P2t−Q2

]

, (68)

C =
√

d1
√

P2t−Q2 exp

[

− k1
P2

√
P2t−Q2

]

. (69)
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Fig. 3 Evolution of the universe with viscous fluid and magnetic field (bold lines) and with viscous fluid

only (dashed lines).

Figure 3 plots the graph of scale factors with respect to t in the presence of magnetized viscous
fluid (bold lines) and in the presence of viscous only (dashed lines) for k1 = 1 = k2 = k3 = d1,
I = 2 and µ̄ = 1.00001. We observe that all the scale factors expand with the passage of
time in both cases. The interpretations can be made as the previous discussion in the case of
geometric string model. The scale factors A and C start expansion from zero for t > Q2/P2

whereas the scale factor B evolves expansion from some finite value in both the cases. The
viscous fluid increases the rate of expansion as shown by dashed lines.

The directional Hubble parameters along x, y and z axes are respectively given by

H1 =
P2

2(P2t−Q2)
, (70)

H2 =
P2

2(P2t−Q2)
− k1

2(P2t−Q2)
3
2

, (71)

H3 =
P2

2(P2t−Q)
+

k1

2(P2t−Q2)
3
2

. (72)

The average Hubble parameter in terms of cosmic time t is

H =
P2

2(P2t−Q2)
. (73)

The anisotropic parameter and shear scalar, respectively take the forms

∆ =
2k21

3P 2
2 (P2t−Q2)

, (74)

σ2 =
k21

4(P2t−Q2)3
. (75)
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The above physical parameters in Eqs.(70) - (75) diverge at t = Q2

P2
and asymptotically tend

to zero as t → ∞. From (73) and (75), we get

σ

θ
=

k1

3P2

√

(P2t−Q2)
. (76)

We find that (76) tends to zero as t → ∞. Therefore, this string model also becomes isotropic
for large t. The energy density, string tension density and particle density are respectively
given by

ρ =
3

4

[

k2 +
k3

(P2t−Q2)2

]

, (77)

λ = −3

4

[

k2 +
k3

(P2t−Q2)2

]

, (78)

ρp =
3

2

[

k2 +
k3

(P2t−Q2)2

]

. (79)

Figure 4 plots the graph of energy density, energy tension density and particle density with

Ρ

Λ Λ

Ρ
ΡpΡp

2 4 6 8 10
t

-10

-5

0

5

10

Fig. 4 Energy density, string tension density and particle density versus time with viscous fluid and

magnetic field (bold lines) and with viscous fluid only (dashed lines)

respect to time in presence of magnetized viscous fluid (bold lines) and in presence of viscous
only (dashed lines) for k2 = 1 = k3, I = 2 and µ̄ = 1.00001. The figure shows that the energy
density and particle density are positive through out the evolution and decrease with time.
At t = Q2

P2
, ρ and ρp are infinite and tend to a constant values, 3k2

4 and 3k2
2 , repsectively as

t → ∞. The constant values of ρ and ρp in the later stages of evolution are due to the bulk
viscosity.

The string tension density λ is negative and gradually increases with time, and finally it
approaches to a constant value as t → ∞.
The potential in terms of t is written as

u(t) = −3

8

[

3k2(P2t−Q2)
3 + 12(P2t−Q2)

2 + (3k3 + 2k)(P2t−Q2)
]

. (80)
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Fig. 5 Potential versus time with viscous fluid and magnetic field (bold lines) and with viscous fluid only

(dashed lines).

The behavior of classical potential with time in both cases is shown in fig. 5. The figure
shows that µ(t) is negative and positive in nature in the presence of magnetized viscous fluid
whereas it remains negative due to the viscous fluid only. It is again find that there is much
variation in these two forms of the fluid.

4.3 Takabayashi string model (α = 1 + ω)

For k4 = 0, Eq.(46) reduces to
∫

dτ
√

9(1+ω)k3
3ω+2 τ

3ω+4
3ω+3 + 3k

2 τ
2
3 + 9τ

4
3 + 9(1+ω)k2

3ω+2 τ2
= t. (81)

One can observe that it is too difficult to find a general solution of τ in terms of t. Therefore,
we express ρ, λ and ρp in terms of τ as

ρ =
3(1 + ω)

3ω + 2

[

k2 + k3τ
− 2+3ω

3(1+ω)

]

, (82)

λ =
3

3ω + 2

[

k2 + k3τ
− 2+3ω

3(1+ω)

]

, (83)

ρp =
3ω

3ω + 2

[

k2 + k3τ
− 2+3ω

3(1+ω)

]

, (84)

As ω > 0, we find that ρ, λ and ρp remain positive through out the evolution of the universe.
These physical parameters are decreasing function of τ and become constant for large t due
to the bulk viscosity. The geometrical string model may be recovered for ω = 0 as discussed
in Sect. 4.1. The classical potential in this is given by

u(τ) = −3

2

[

3k3(1 + ω)

3ω + 2
τ

4+3ω
3(1+ω) +

k

2
τ

2
3 + 3τ

4
3 +

3k2(1 + ω)

3ω + 2
τ2
]

. (85)
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Fig. 6 Potential versus time with viscous fluid and magnetic field (bold lines) and with viscous fluid only

(dashed lines).

Fig. 6 illustrates the behavior of potential µ(t) with respect to τ for k2 = 1 = k3, I = 2,
µ̄ = 1.00001 and ω = 1. It is clear that potential remains negative and decreases rapidly
throughout the evolution of the universe.

5. Conclusion

We have studied anisotropic Bianchi V string cosmological model with viscous fluid and
magnetic field in general relativity by taking certain physical assumptions. Since viscous
fluid and magnetic field have cosmological origin, it it interesting to discuss the viscous and
magnetic field effects on the expansion history of the universe in early and late stages of
evolution in string cosmology. The Einstein’s field equations have been solved exactly for
geometrical and Reddy string models whereas a general quadrature form of average scale fac-
tor has been found in Takabayashi string model. The solutions present interesting features
in the presence of viscous fluid and magnetic field and in the presence of viscous fluid only.
The effect of viscous term has more important for the expansion of the universe as we have
already discussed in different string models. We have also plotted the graphs of various phys-
ical parameters to show the effects of magnetized viscous fluid and bulk viscous fluid only.
We have observed that proper energy density, string tension density and particle density in
geometrical string model remain positive through out the evolution. However, the string
tension density is negative for Reddy string model and increases with time, and turns out
to be finite for later time. At initial epoch, these physical parameters are infinite while they
attain to be finite for later time due to bulk viscous effects. Hence, the presence of viscous
term prevents to be empty in its future evolution. The different physical and kinematical
parameters such as the respective directional Hubble parameters H1, H2 and H3 along x,
y and z directions, anisotropic parameter ∆, and shear scalar σ are infinite at initial epoch
t = P1/Q1 or t = P2/Q2 as depend on the model and approach to zero asymptotically. The
models approach isotropic at later stages of the evolution of the universe. The deceleration
parameter turns out to be a positive constant in each string model. In Takabayashi model we
have found a general quadrature form of average volume and correspondingly the solution for
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the proper energy density, string tension density and particle energy density. These physical
parameters approach to a constant value asymptotically as t → ∞ due to the bulk viscosity.

We have also discussed the classical potential with respect to time in each string model
and have observed that the classical potential changes its behavior rapidly due to the bulk
viscous term. In our earlier work [43] we have discussed the role of magnetic field in Bianchi
V string cosmological model in general relativity. We conclude that the role of bulk viscous
fluid plays an important role in the evolution of the universe.
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Abstract In this paper we study the effect of the magnetic field in string cosmology for a spatially
homogenous and anisotropic Bianchi type -V space-time model. In order to study the effect of
magnetic field, the standard form of the energy momentum tensor for cosmic strings is modified
by including an additional term for magnetic field. The magnetic field is due to an electric cur-
rent produced along the x-axis with infinite electrical conductivity. The field equations are solved
for different string models such as geometric string (Nambu string), Takabayashi string (p-string)
and Reddy string using string equation of state. We also find the solution for string models with
uniform energy density. The physical and geometrical properties of each string model with and
without magnetic field are discussed in detail.
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1. Introduction

The search for cosmological models that do not suffer from the problems inflicting the standard big
bang model of cosmology has intensified since the advent of string theory. String theory is partic-
ularly relevant to the initial singularity problem whose solution has long been thought to require
a quantum theory of gravity, for which string theory seems to be the most promising candidate.
It is generally believed that the very early universe underwent phase transitions, which gave rise
to topological stable structures. Among the various topological defects that occurred during the
phase transition and before the creation of particles in the early universe, strings have interesting
cosmological consequences and have been studied in more details [1]. It is thought that cosmic
strings cause density perturbations leading to the formation of galaxies [2]. These cosmic strings
have stress-energy and couple with the gravitational field. The pioneering work in the formulation
of the energy momentum tensor for the classical massive strings was done by Letelier [3], who
considered the massive strings to be formed by geometric strings with particles attached along
its extension. Stachel [4] developed a classical theory of the geometric strings. Letelier [5] first
used this idea in obtaining some cosmological solutions of massive strings in Bianchi type-I and
Kantowski - Sachs space-times. The gravitational effects of cosmic strings have been obtained by
Vilenkin [6], Gott [7] and Garfinkle [8]. As the gravitational is the only long range force binding the
contents of the universe and Einstein’s theory of gravitation is the sole theory for understanding
the nature and evolution of the large scale structure of the universe, so it may be interesting to
study the gravitational effects which arise from strings within the framework of Einstein gravity.
In literature, homogeneous and anisotropic cosmological models have been widely studied in string
cosmology in different contexts (Ref. [9-21]).

On the other hand, the occurrence of magnetic field on galactic scale is well established fact
today, and their importance for a variety of astrophysical phenomena is generally acknowledged.
Several authors [22-28] have pointed out the importance of magnetic field in different context. The
importance of the magnetic field for various astrophysical phenomenon has been studied in many
papers. The string cosmological models with magnetic field have also been discussed by Banerjee
et al. [9], Chakraborty [29], Tikekar and Patel [30, 31], Patel and Maharaj [32], Singh and Singh
[33], Pradhan and Bali [34], and Bali [35]. Bali and Anjali [36] have investigated Bianchi Type-I
magnetized string dust cosmological model. Bali et al. [37] have studied Bianchi-I massive string
cosmological models with magnetic field. Wang [38], Pradhan et al.[39, 40], Pradhan [41, 42],
Amirhashchi et al. [43], and Saha and Visinescu [44] have investigated the string cosmology with
an incident magnetic field. Saha et al.[45] and Rikhvitsky et al. [46] have studied Bianchi-I string
cosmological model in the presence of magnetic field and have examined the quantum effects in
framework of loop quantum cosmology. Recently Singh [47] has generalized the work of Saha and
Visinescu [44] to include the viscous term and has discussed the effect of viscous fluid with and
without magnetic field in different string models for Bianchi I space -time.

Bianchi V universes are the natural generalization of Friedmann -Robertson- Walker (FRW)
models with negative curvature. Bianchi V cosmological model where the matter moves orthogo-
nally to the hypersurface of homogeneity, has been studied by Heckmann and Schucking [48]. Roy
and Singh [49] have investigated Bianchi V model with stiff matter and a source free electromagnetic
field. Banerjee and Sanyal [50] have studied Bianchi V model with viscosity and heat flow. Coley
[51] has investigated Bianchi V imperfect fluid cosmological models in general relativity. Bali and
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Meena [52] have discussed Bianchi V titled model for stiff matter. Chakraborty and Chakraborty
[53], Bali and Singh [53], and Bali [54] have studied Bianchi V models with magnetic field in string
cosmology. Singh et al.[54-58], Singh and Beesham [59] and Singh [60] have studied Bainchi V
space time in general relativity with different contexts.

The purpose of this paper is to investigate a Bianchi type-V string cosmological model in the
presence of magnetic field. The inclusion of the magnetic field is motivated by the observational
cosmology and astrophysics indicating that many subsystems of the universe possess magnetic
fields. We examine geometric string (Nambu string), Takabayashi string (p-string) and Reddy
string models using the string equation of state. We also discuss the string models with uniform
energy density. Exact analytic solutions are obtained in each case except for Takabayashi string
model. The behavior of each model with and without magnetic field together with geometrical and
physical aspects are discussed in detail.

The paper is organized as follows: In Sect.2 the general features of string theory and the corre-
sponding field equations with the magnetic field are presented. A general soultion is given in Sect.3.
In Sect. 4 we present the exact solutions for different string models. A solution with uniform energy
density is presented in Sect.5. Finally, In Sect.6 we summarize our results.

2. Model and Basic Equations

We consider the homogenous and anisotropic Bianchi type -V spacetime whose metric is given by

ds2 = −dt2 +R2
1dx

2 +R2
2e

−2xdy2 +R2
3e

−2xdz2, (1)

where R1, R2, and R3 are the functions of cosmic time t only and are the scale factors in anisotropic
background.

The energy momentum tensor for a cloud string with a magnetic field is taken into the form
(Bali,[54])

T j
i = ρuiu

j − λxix
j +E j

i , (2)

where ρ is the rest energy density for a cloud of strings with massive particles attached to them
and is related to the strings tension density λ by the relation (Letelier, [3])

ρ = ρp + λ. (3)

Here ρp is the rest energy density of the particles attached to the strings. The energy conditions
[9](Strong, weak and dominant) demand ρ ≥ 0, ρp ≥ 0, while λ is unrestricted; it may be positive,
negative or zero as well. Also ui is the four velocity for the cloud of particles and xi is the four
vector representing the string’s direction, i.e., the direction of anisotropy and we have

uiu
i = −xix

i = −1, uix
i = 0 and xi =

(

R−1
1 , 0, 0, 0

)

. (4)

In Eq. (2), Eij is the electromagnetic field given by (Linchnerowicz [61])

E j
i = µ̄

[

|h|2
(

uiu
j +

1

2
g j
i

)

− hih
j

]

, (5)
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where µ̄ is the magnetic permeability, and hi the magnetic flux vector defined by

hi =

√−g

2µ̄
ǫijklF

kluj, (6)

In the above Fkl is the electro-magnetic field tensor and ǫijkl is the totally anti-symmetric Levi-
Civita tensor density with ǫ0123 = 1. Let us assume the coordinates to be comoving, so that
u1 = 0 = u2 = u3 and u4 = 1. The incidental magnetic field is taken along x-axis, so that h1 6= 0,
h2 = 0 = h3 = h4. This leads to F12 = 0 = F13 by virtue of (6). Also, F14 = 0 = F24 = F34

due to the assumption of the infinite conductivity of the field (Maartens [62]). Hence the only non
vanishing components of Fij is F23. Therefore, the first set of Maxwell’s equations

Fij;k + Fjk;i + Fki;j = 0. (7)

leads to
F23 = constant = I(say). (8)

In Eq. (7) the semicolon stands for covariant differentiation. From (6), we get

h1 =
R1I

µ̄R2R3
. (9)

Since
|h|2 = hlh

l = h1h
1 = g11(h1)

2,

Therefore,

|h|2 = I2

µ̄2R2
2R

2
3

. (10)

Finally, one finds the following non-trivial components for E j
i

E0
0 = − I2

2µ̄R 2
2 R

2
3

= E1
1 = −E2

2 = −E3
3, (11)

and for the components of the string’s energy momentum tensor, we have

T 0
0 = −ρ, T 1

1 = −λ, T 2
2 = T 3

3 = 0 = T i
j , (i 6= j) (12)

The Einstein’s field equations (in gravitational units 8πG/c4 = 1) read as

R i
i − 1

2
Rg j

i = −T j
i . (13)

The field equation (13) with (2) for line element (1) subsequently lead to the following system of
equations

Ṙ1Ṙ2

R1R2
+

Ṙ2Ṙ3

R2R3
+

Ṙ3Ṙ1

R3R1
− 3

R 2
1

= ρ+
I2

2µ̄R 2
2 R

2
3

, (14)

R̈1

R1
+

R̈3

R3
+

Ṙ1Ṙ3

R1R3
− 1

R2
1

= − I2

2µ̄R 2
2 R

2
3

, (15)
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R̈1

R1
+

R̈2

R2
+

Ṙ1Ṙ2

R1R2
− 1

R2
1

= − I2

2µ̄R 2
2 R

2
3

, (16)

R̈2

R2
+

R̈3

R3
+

Ṙ2Ṙ3

R2R3
− 1

R2
1

= λ+
I2

2µ̄R 2
2 R

2
3

, (17)

2
Ṙ1

R1
− Ṙ2

R2
− Ṙ3

R3
= 0, (18)

where a dot denotes ordinary derivative with respect to cosmic time t.
We define the various physical parameters such as the mean Hubble parameter H, anisotropy

parameter A and shear scalar σ as

H =
1

3
(H1 +H2 +H3) , (19)

A =
1

3

3
∑

i=1

(

Hi −H

H

)2

, (20)

σ2 =
1

2
σijσ

ij =
1

3
θ2 −

(

Ṙ1Ṙ2

R1R2
+

Ṙ2Ṙ3

R2R3
+

Ṙ3Ṙ1

R3R1

)

. (21)

where H1 = Ṙ1
R1

, H2 = Ṙ2
R2

and H3 = Ṙ3
R3

are the directional Hubble parameters in directions
of x, y and z axes, respectively and the scalar expansion is defined by θ = 3H. Also, σij =
ui;j +

1
2

(

ui;ku
kuj + uj;ku

kui
)

+ 1
3θ (gij + uiuj).

3. Solution of the field equations

We follow the method used by Saha and Visineseu [44] to solve the field equations (14)-(18).
From (15) and (16), we get

d

dt

(

Ṙ3

R3
− Ṙ2

R2

)

+

(

Ṙ3

R3
− Ṙ2

R2

)(

Ṙ1

R1
+

Ṙ2

R2
+

Ṙ2

R2

)

= 0. (22)

Let us define a new time-dependent function τ(t) as

τ = R1R2R3 =
√−g , (23)

which is indeed the volume scale factor of the Bianchi V space-time. Using (23) into (22) and
simplifies, we get

R3 = d1R2 exp

[

k1

∫

dt

τ

]

, (24)

where d1 and k1 are constants of integration. Eq.(18) gives

R2
1 = k2R2R3, (25)
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where k2 is a constants of integration without loss of generality we can take unity. Now from Eqs.
(14)-(17) and (25), we get

τ̈

τ
=

1

2

[

(3ρ+ λ) +
R2

1I
2

µ̄τ2

]

+
6

τ2/3
. (26)

On the other, the energy conservation law T j
i ;j = 0 gives

ρ̇+
τ̇

τ
ρ− Ṙ1

R1
λ = 0. (27)

From (23) - (25), we find the following forms of metric functions in terms of τ (Ref. [55])

R1 = τ
1
3 (28)

R2 =
1√
d1

τ
1
3 exp

[

−k1
2

∫

dt

τ

]

(29)

R3 =
√

d1 τ
1
3 exp

[

k1
2

∫

dt

τ

]

(30)

It is to be noted that if the integration constant k1 is taken to be zero, then anisotropic character
of the model is lost and it reduces to a FRW model. Using (28)- (30), Eqs. (26) and (27) take the
form

τ̈ =
1

2
(3ρ+ λ)τ +

k

2
τ−

1
3 + 6τ

1
3 , (31)

ρ̇+

(

ρ− 1

3
λ

)

τ̇

τ
= 0, (32)

where k = I2

µ̄ .
To find the value of τ in terms of t, let us consider the equation of state for a cloud of string
models[6]

ρ = αλ, (33)

where the constant α is defined by

α = 1 (geometric or Nambu string),

= (1 + ω) (p− string or Takabayasi string),

= −1 (Reddy string), (34)

where ω is a constant such that ω > 0. Using (33) into (32), we get

ρ̇

ρ
=

(

1− 3α

3α

)

τ̇

τ
, (35)

which is integrated to give the solution

ρ = ρ0τ
1
3α

−1, (36)
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where ρ0 is a positive constant of integration.
Now, Eq. (31) takes the form

τ̈ =
1

2

(

3α+ 1

α

)

ρ0τ
1
3α +

k

2
τ−

1
3 + 6τ

1
3 , (37)

whose first integral is given by

τ̇2 = 3ρ0τ
3α+1
3α +

3

2
kτ

2
3 + 9τ

4
3 + c0, (38)

which may be rewritten as

τ̇ =

√

3ρ0τ
3α+1
3α +

3

2
kτ

2
3 + 9τ

4
3 + c0, (39)

where c0 is a constant of integration. It is to be mentioned that τ is non-negative due to the
expansion of the universe. At the points where τ = 0, there occurs space-time singularity. On
the other hand, the radical in (39) should be positive. Taking into account the energy density and
string tension density obeying equation of state (33), we conclude that ρ and λ, and hence the right
hand side of Eq. (31) is a function of τ only, i.e.,

τ̈ = F (τ). (40)

From the mechanical point of view, Eq. (40) can be interpreted as equation of motion of a single
particle with unit mass under the force F (τ). Then the following first integral exists

τ̇ =
√

2[ǫ− u(τ)], (41)

where ǫ can be viewed as energy level and u(τ) is the potential of the force F . Comparing Eqs.
(39) and (41), we find ǫ = c0/2 and

u(τ) = −1

2

[

3ρ0τ
3α+1
3α +

3

2
kτ

2
3 + 9τ

4
3

]

. (42)

Finally, we write the solution to Eq. (39) in a general quadrature form as
∫

dτ
√

3ρ0τ
3α+1
3α + 3

2kτ
2
3 + 9τ

4
3 + c0

= t+ t0, (43)

where the integration constant t0 can be taken to be zero.
It is too difficult to integrate (43) to find the exact value of τ in terms of t. Therefore, we look

the solutions for different string models viz. geometrical, Takabayashi and Reddy strings using
string equation of state (34) and the solution with uniform energy density in Sections 4 and 5.

4. Solution with equation of state

Let us solve the system of equations for the following string models to discuss the nature of
solutions with and without magnetic field.
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4.1 Geometric string model(α = 1)

For α = 1 and c0 = 0, Eq. (43) reduces to

∫

dτ
√

3(ρ0 + 3)τ
4
3 + 3

2kτ
2
3

= t, (44)

which on integration it gives
τ = (c1t

2 − c2)
3/2, (45)

where c1 = (1 + ρ0
3 ) and c2 =

k
2(ρ0+3) =

I2

2µ̄(ρ0+3) .

At t = 0, τ becomes imaginary. For reality of the model, t must satisfy t >
√

3k
2(ρ0+3)2

. From

(28)-(30) and (45), we get the following form of the scale factors in terms of t.

R1 =
√

c1t2 − c2, (46)

R2 =
1√
d1

√

c1t2 − c2 exp

[

k1t

2c2
√
c1t2 − c2

]

, (47)

R3 =
√

d1
√

c1t2 − c2 exp

[

− k1t

2c2
√
c1t2 − c2

]

. (48)

We observe that R1 and R3 tend to zero but R2 becomes indeterminate at c1t
2 − c2 = 0. It is to

be noted here that c2 is the term which contains the magnetic field. Figure 1. shows that R1 and
R3 always increase with time whereas R2 decreases first then gradually increases with time in the
presence of magnetic field. As t → ∞, R1 and R2 tend to infinity whereas R3 tends to zero. In
fig. 1 we have assumed ρ0 = 3, I = 1, µ̄ = 1.00001, d1 = 104, c1 = 2 and k1 = 1. In the absence
of magnetic field, i.e., c2 = 0 = I, we find that R1 varies linearly where as R2 and R3 become
indeterminate forms.

The directional Hubble parameters along x, y and z axes are respectively given by

R3
R1

R2

0.0 0.2 0.4 0.6 0.8 1.0 1.2 1.4
t0

1

2

3

4
R

Fig. 1 Evolution of the universe in the presence of magnetic field

H1 =
c1t

c1t2 − c2
, (49)
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H2 =
c1t

c1t2 − c2
− k1

2(c1t2 − c2)
3
2

, (50)

H3 =
c1t

c1t2 − c2
+

k1

2(c1t2 − c2)
3
2

. (51)

The average Hubble parameter in terms of cosmic time t is

H =
c1t

c1t2 − c2
. (52)

The anisotropic parameter and shear scalar, respectively have the following expressions

A =
k21

6c21t
2(c1t2 − c2)

, (53)

σ2 =
k21

4(c1t2 − c2)3
. (54)

The deceleration parameter is given by

q =
c2
c1t2

. (55)

One can observe that as t → ∞, q → 0, which shows the marginal inflation (Coasting cosmology)
in late time evolution of the universe. The anisotropy parameter and shear scalar also tend to zero
as t → ∞. The expression for the ratio σ

θ gives

σ

θ
=

k1

6c1t
√

(c1t2 − c2)
. (56)

We find that as t → ∞, (56) tends to zero, which shows that the model tends to be isotropic for
large t. The energy density and string tension density are respectively calculated as

ρ = λ = ρ0(c1t
2 − c2)

−1. (57)

We observe that ρ and λ are decreasing function of time. As t increases, both the parameters
gradually decrease and approach to zero as t → ∞. Thus, the string tension density disappears in
late times. In this case the particle density, ρp is zero. The potential in terms of t is written as

u(t) = −3

4

[

k(c1t
2 − c2) + 2(3 + ρ0)(c1t

2 − c2)
2
]

. (58)

Figure 2. illustrates the potential graph with and without magnetic field for ρ0 = 3, c1 = 2 and
µ̄ = 1.00001. One may observe that the potential starts from zero and goes to positive for some
finite time of interval and then becomes negative in the presence of magnetic field whereas it starts
from zero and remains negative through out the evolution in the absence of magnetic field.
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0.1 0.2 0.3 0.4
t

-0.4

-0.3

-0.2

-0.1

0.0

0.1
uHtL

Fig. 2 Potential versus time in presence (bold line) and in absence (dashed line) magnetic field.

4.2. Reddy string model (α = −1)

For α = −1 and c0 = 0, Eq. (43) reduces to

∫

dτ

9τ
4
3 + 3

(

ρ0 +
k
2

)

τ
2
3

= t, (59)

The integral of (59) gives
τ = (t2 − c)3/2, (60)

where c = k+2ρ0
6 . At t = 0, τ becomes imaginary. For realty of the model, tmust satisfy t >

√

k+2ρ0
6 .

From (28)-(30) and (60), we get

R1 =
√

t2 − c, (61)

R2 =
1√
d1

√

t2 − c exp

[

k1t

2c
√
t2 − c

]

, (62)

R3 =
√

d1
√

t2 − c exp

[

− k1t

2c
√
t2 − c

]

. (63)

The directional Hubble parameters are given by

H1 =
t

t2 − c
, (64)

H2 =
t

t2 − c
− k1

2(t2 − c)
3
2

, (65)

H3 =
t

t2 − c
+

k1

2(t2 − c)
3
2

, (66)

where as the average Hubble parameter has the form

H =
t

t2 − c
. (67)
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R3

R1

R2

0.8 1.0 1.2 1.4 1.6 1.8 2.0
t0.0

0.5

1.0

1.5

2.0

2.5

3.0
R

Fig. 3 Evolution of the universe in presence (bold lines) and in absence (dashed lines)of magnetic field.

The anisotropic parameter, shear scalar and deceleration parameter have the following expressions,
respectively.

A =
k21

6t2(t2 − c)
, (68)

σ2 =
k21

4(t2 − c)3
, (69)

q =
c

t2
. (70)

The expression for the ratio σ
θ gives

σ

θ
=

k1

6t
√

(t2 − c)
. (71)

The energy density, string tension density and particle density have the following expressions,
respectively.

ρ = ρ0(t
2 − c)−2, (72)

λ = −ρ0(t
2 − c)−2, (73)

ρp = 2ρ0(t
2 − c)−2. (74)

The potential in terms of t is given by

u(t) = −3

4

[

k(t2 − c) + 6(t2 − c)2 + 2ρ0(t
2 − c)−1

]

. (75)

We observe from figure 3 that the scale factors have the same behaviors in the presence of mag-
netic field as illustrated in fig.1. In the absence of magnetic field as shown by dashed lines in fig.3,
the scale factors start expanding with different time of evolution. We have used ρ0 = 3, I = 1,
µ̄ = 1.00001 and d1 = 100 in fig.3. The other physical parameters such as deceleration parame-
ter, anisotropy parameter, shear scalar also have the similar behaviors as discussed in section 4.1.
For large t, all these parameters tend to zero. Therefore, the model approaches isotropic in later
stage of the evolution of the universe. The energy density and particle density remain positive



12
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Ρp

Λ

t

2 4 6 8 10 12 14

-0.03

-0.02

-0.01

0.01

0.02

0.03

0.04

Fig. 4 Energy density, string tension density and particle density versus time in presence (bold lines) and in

absence (dashed lines) of magnetic field.

0.5 1.0 1.5
t

-15

-10

-5

0

uHtL

Fig. 5 Potential versus time in presence (bold line) and in absence (dashed line) magnetic field.

and decrease with time, and tend to zero for large t. The string tension density λ is negative and
gradually increases with time, and finally it approaches to zero as t → ∞. It is also observed that
ρp > |λ|, i.e., the particle density remains larger than the string tension density during the cosmic
expansion, especially in the early universe. The behaviors of these three parameters and potential
with and without magnetic field are shown in figures 4 and 5, respectively with ρ0 = 3, I = 1 or
0 and µ̄ = 1.00001. The potential shows both positive and negative characters with and without
magnetic field in this string model.

4.3 Takabayashi string model (α = 1 + ω)

For α = 1 + ω and c0 = 0, Eq. (43) reduces to
∫

dτ
√

3ρ0τ
4+3ω
3(1+ω) + 3

2kτ
2
3 + 9τ

4
3

= t, (76)

One can observe that it is too difficult to find the general solution of τ in terms of t. Therefore, we
express the energy density, string tension density, particle density and potential in terms of τ as

ρ = ρ0τ
−

2+3ω
3(1+ω) , (77)
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λ =
ρ0

(1 + ω)
τ
−

2+3ω
3(1+ω) , (ω > 0) (78)

ρp =
ω

1 + ω
ρ0τ

−

2+3ω
3(1+ω) , (79)

u(τ) = −3

2

[

ρ0τ
3ω+4
3(1+ω) +

3

2
kτ

2
3 + 9τ

4
3

]

. (80)

We observe that the physical parameters ρ, λ and ρp are decreasing functions of time and tend

0.5 1.0 1.5 2.0
Τ

-40

-30

-20

-10

0

uHΤL

Fig. 6 Potential versus time in presence (bold line) and in absence (dashed line) magnetic field.

to zero as t → ∞. Fig.6 shows the potential corresponding to Takabayashi string model with and
without magnetic field for ω = 1, ρ0 = 3, and µ̄ = 1.00001. It is always negative through out
the evolution of the universe with and without magnetic field and decreases fast in the presence of
magnetic field.

5. Solution with uniform energy density

Now we consider the rest energy density of the cloud of strings is uniform (i.e., ρ = ρ1). From (32),
we have τ = τ0=constant. Eq.(31) gives

λ = −(3ρ1 + kτ
−4/3
0 + 12τ

−2/3
0 ). (81)

Using the relation (4), we get

ρp = 4ρ1 + kτ
−4/3
0 + 12τ

−2/3
0 . (82)

The scale factors have the following expressions

R1 = τ
1/3
0 , (83)

R2 =
1√
d1

τ
1/3
0 exp

[

− k1
2τ0

t

]

, (84)

R3 =
√

d1 τ
1/3
0 exp

[

k1
2τ0

t

]

. (85)
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We observe that the model is non-singular with the uniform density as R1 is constant through out
the evolution. The other two metric coefficients R2 and R3 are in exponential form. R2 decreases
to zero and R3 exponentially grows with time. As λ is negative, therefore, the geometric string
and Takabayashi string models are not possible due to negativity of the string tension density.
The solution describes Reddy string model. During evolution of the universe the energy is getting
transfer from string tension to particle density and their sum is always equal to ρ1 and ρp ≥ 0.

6. Conclusion

We have studied the anisotropic Bianchi type -V string cosmological model in the presence of
magnetic field. The field equations have been solved exactly for the geometrical and Reddy string
models. In both models we have found that the physical parameters have the same type of behav-
iors such as the scale factors along x and z axes increase with time but the scale factor along y
axis decreases first and then increases with time, the energy density, particle density, anisotropy
parameter and shear scalar all are decreasing functions of time and tend to zero as t → ∞. In geo-
metrical string model the string tension density decreases with time whereas it gradually increases
with time and tends to zero for large t in Reddy string model as it is negative. It is also negative in
the model with uniform energy density. All the string models tend to isotropic for large t. We have
illustrated the scale factors, energy density, particle density, string tension density and potential
with time for these models with and without magnetic field in figures 1-5.

In case of Takabayashi string model we observe that it is very difficult to find the solution due
to complicated quadrature form of τ . Therefore, we have shown the potential versus τ graphically
for this model the presence of magnetic field in fig.6. The reason to illustrate figures with and
without magnetic field is to show the role of magnetic field in different string models. We have also
discussed the string models with uniform energy density and have found a non-singular solution. In
this model the geometric string and Takabayashi string models are not possible due to negativity
of the string tension density.
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