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PREFACE

This is the first Current Awareness Bulletin Service started by Delhi
Technological University Library. The aim of the bulletin is to compile, preserve and
disseminate information published by the Faculty, Students and Alumni for mutual
benefits. The bulletin also aims to propagate the intellectual contribution of DTU as a
whole to the academia. It contains information resources available in the internet in
the form of articles, reports, presentation published in international journals, websites,
etc. by the faculty and students of Delhi Technological University in the field of
science and technology. The publication of Faculty and Students which are not
covered in this bulletin may be because of the reason that either the full text was not
accessible or could not be searched by the search engine used by the library for this
purpose. To make the bulletin more comprehensive, the learned faculty and Students
may provide their uncovered publication to the library either through email or in CD,
etc.

This issue contains the information published during January 2012. The
arrangement of the contents is alphabetical wise starting from A-Z. The Full text of
the article which is either subscribed by the University or available in the web has
been provided in this Bulletin.
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a b s t r a c t

A new approach for edge detection using a combination of bacterial foraging algorithm (BFA) and prob-
abilistic derivative technique derived from Ant Colony Systems, is presented in this paper. The foraging
behavior of some species of bacteria like Escherichia coli can be hypothetically modeled as an optimiza-
tion process. A group of bacteria search for nutrients in a way that maximizes the energy obtained per
unit time spent during the foraging. The proposed approach aims at driving the bacteria through the edge
pixels. The direction of movement of the bacteria is found using a direction probability matrix, computed
using derivatives along the possible directions. Rules defining the derivatives are devised to ensure that
the variation of intensity due to noise is discarded. Quantitative analysis of the feasibility of the proposed
approach and its comparison with other standard edge detection operators in terms of kappa and entropy
are given. The effect of initial values of parameters of BFA on the edge detection is discussed.

� 2011 Elsevier B.V. All rights reserved.

1. Introduction

Detection of edges in an image is a very important step for the
image understanding. Indeed, high-level processing tasks such as
image segmentation and object recognition, etc. directly depend
on the quality of the edges detected. Moreover, the generation of
an accurate edge map becomes a very critical issue when the
images are corrupted by noise.

Edges in an image are marked with discontinuity or significant
variation in intensity or gray levels. The methods of identifying the
intensity discontinuity associated with edges in an image are nor-
mally based on the calculation of the intensity gradient in the
whole image. The underlying idea of most edge detection tech-
niques is the computation of a local first or second derivative oper-
ator, followed by some regularization technique to reduce the
effects of noise.

Canny’ method (Canny, 1986) for the edge detection counters
the noise problems, wherein an image is convolved with the
first-order derivatives of Gaussian filter for smoothing in the local
gradient direction followed by the edge detection using threshold-
ing. Marr and Hildreth (1980) propose an algorithm that finds
edges at the zero-crossings of the image Laplacian. Non-linear
filtering techniques for edge detection also have witnessed much
advancement through the SUSAN method (Smith and Brady,
1997), which works by associating a small area of neighboring
pixels with similar brightness to each center pixel. Existing edge

detectors like Gradient operator and the Laplacian Operator are
based on the assumption that edges in the images are step func-
tions in intensity. Prewitt detector (Raman and Sobel, 2006) uses
the local gradient operators which only detect edges having certain
orientations and perform poorly on blurred or noisy images. Differ-
ent algorithms for the fuzzy based edge detection are proposed in
Cheung and Chan (1995), Kuo et al. (1997), Russo (1998), El-Khamy
and S. (2000). Abdallah and Ayman (2009) introduce a fuzzy logic
reasoning strategy for the edge detection in the digital images
without determining a threshold.

Most of the existing operators are confronted with a huge
search space for the detection of edges. Considering an image of
size 1024 by 1024 pixels, the required solution space is of the order
of 21024⁄1024. Therefore the task of edge detection is time consum-
ing and memory exhausting without the optimization.

A novel bacterial-derivative based algorithm that exploits the
foraging behavior of bacteria to collectively detect edges in an im-
age is developed in Passino (2002), Liu and Passino (2002). Bacte-
rial foraging optimization algorithm (BFAO) has already been
applied in the optimal control engineering, harmonic estimation
(Mishra, 2005), transmission loss reduction (Tripathy et al.,
2006), machine learning (Kim and Cho, 2005), active power filter
design (Mishra and Bhende, 2007), color image enhancement
(Hanmandlu et al., 2009), etc.

Bacteria foraging is an optimization process where bacteria seek
to maximize the energy by eating up as many nutrients as they
can. Nutrients in our case correspond to tracing the edge pixels.
Bacteria move by either tumbling or swimming. In the classical
approach, the direction of movement is decided randomly while
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tumbling and every direction is equally preferred. In our method, a
probabilistic approach, inherited from Ant Colony System (Dorigo
and Gambardella, 1997; Verma et al., 2009), is used. This causes
the bacterium to move along the direction, where the probability
of finding a nutrient (edge) is highest. The proposed algorithm also
distinguishes between the local variations due to noise and image
structures, using a derivative. Another important characteristic of
bacteria’s life cycle is swarming. In our approach, swarming is
not only dependent upon other bacteria’s positions but also on
the clique of its current position.

The proposed approach is well suited to address the uncertainty
introduced while extracting the edge information from the image
data. The innovative aspect of this approach lies in the develop-
ment of a noise-protected operator that combines the rules framed
for the noise cancellation and edge detection in the same structure.
The application of modified bacterial foraging in combination with
a derivative approach leads to a minimal set of input data to be
processed thus making the process faster and memory-efficient.
As a result, the proposed approach outperforms the existing
state-of-the-art techniques.

The paper is organized as follows: In Section 2 a brief introduc-
tion to bacterial foraging technique is provided to present the basic
idea. A modification of this technique is discussed in Section 3. Sec-
tion 4 presents the probabilistic derivative approach to find the
direction of movement of a bacterium. An algorithm for the edge
detection along with the pseudo code is developed in Section 5.
Section 6 gives the experimental results followed by the conclu-
sions in Section 7.

2. Bacterial foraging technique

A new evolutionary technique, called bacterial foraging scheme
appeared in Passino (2002), Liu and Passino (2002). Foraging can
be modeled as an optimization process where bacteria seek to
maximize the energy obtained per unit time spent during foraging.
In this scheme, an objective function is posed as the effort or a cost
incurred by the bacteria in search of food. A set of bacteria tries to
reach an optimum cost by following four stages: Chemo taxis,
swarming, reproduction, and elimination and dispersal. To start
with, there will be as many solutions as the number of bacteria.
So, each bacterium produces a solution iteratively for a set of opti-
mal values of parameters. Gradually all the bacteria converge to
the global optimum.

In the chemo taxis stage, the bacteria either resort to a tumble
followed by a tumble or make a tumble followed by a run or swim.
This is the movement stage of bacteria accomplished through
swimming and tumbling. On the other hand, in swarming, each
Escherichia coli bacterium signals another bacterium via attrac-
tants to swarm together. This is basically the cell to cell signaling
stage. Furthermore, in the reproduction the least healthy bacteria
die and of the healthiest, each bacterium splits into two bacteria,
which are placed at the same location. While in the elimination
and dispersal stage, any bacterium from the total set can be either
eliminated or dispersed to a random location during the optimiza-
tion. This stage prevents the bacteria from attaining the local
optimum.

Let h be the position of a bacterium and J(h) be the value of the
objective function, then the conditions J(h) < 0, J(h) = 0, and J(h) > 0
indicate whether the bacterium at location h is in nutrient-rich,
neutral, and noxious environments, respectively. Basically, chemo
taxis is a foraging behavior that implements a type of optimization
where bacteria try to climb up the nutrient concentration (find the
lower values of J(h)), avoid noxious substances, and search for ways
out of neutral media (avoid being at positions h where J(h) P 0).
This is just like a type of biased random walk.

3. The modified bacterial foraging technique for edge detection

The original bacterial foraging (BF) technique Liu and Passino
(2002) is now modified to make it suitable for the edge detection.
The nutrient concentration at each position, i.e. the cost function is
calculated using a derivative approach. The implications in lieu of
modifications of the technique for the edge detection are furnished
here.

3.1. Search space

The 2-dimensional search space for bacteria consists of the x
and y-coordinates (i.e. discrete values) of a pixel in an image. Being
limited by the image dimensions, i.e. horizontal and vertical pixels
of the image, the search space is finite.

3.2. Chemotaxis

This is a very important stage of BF. It decides the direction in
which the bacterium should move. Depending upon the rotation
of the flagella, each bacterium decides whether it should swim
(move in a predefined direction) or tumble (move in an altogether
different direction). Our goal is to let the bacterium search for the
edge pixels in an image. Another important goal is to keep the bac-
terium away from the noisy pixels.

As we are dealing with 2D discrete values of coordinates in an
image with 8-connectivity of the neighborhood pixels, the proba-
ble directions to move for a bacterium from a particular pixel
are: E, W, N, S, NE, SE, NW, SW. Out of these eight directions the
bacterium of interest has to decide one direction that lead to an
edge pixel but not a noisy pixel. A probabilistic derivative approach
is used to find out the direction (one out of the eight possible
directions) most suitable to hit upon an edge and to cut off the
directions leading to noise. This is a major deviation in the chemo-
taxis step of BFA where the bacteria either tumble in a random
direction or swim in the same direction as in the previous step.
This is elaborated here.

Let hi(j, k, l) represent the position of the ith bacterium at jth
chemotactic, kth reproductive and lth elimination-dispersal step.
A pixel position in an image can be represented by the x and y
-co-ordinates of the bacterium. So let hi(j, k, l) be the position of a
bacterium in an array u[m, n, i, j, k, l] where m, n represent the
x–y coordinates of the bacterium.

The initial positions of the bacteria are selected randomly. They
move on to the edge pixels during the run of the algorithm. The
path is recorded only after a certain number of steps made by each
bacterium.

The movement of the bacterium may be represented by

hiðjþ 1; k; lÞ ¼ /½m0;n0; i; jþ 1; k; l�; ð1Þ
where m0, n0 are the coordinates to which the bacterium should
move in order to reach the edge pixel by avoiding the noisy pixels.
During the tumble, the direction is determined from

hiðjþ 1; k; lÞ ¼ hiðj; k; lÞ þ CðiÞ � DðiÞffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
DðiÞTDðiÞ

q ð2Þ

where D(i) indicates a random number in R2 and C(i) is the length
of a step size.

The above approach is modified to include a probabilistic deriv-
ative as explained in detail in Section 4.

3.3. Swarming

It is assumed that a bacterium relies on other bacteria. This
property of bacterium is exploited here. In this step, the bacterium
that has searched an optimum path, signals other bacteria so that
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they can together reach the desired optimum path swiftly. As each
bacterium moves, it releases an attractant to signal other bacteria
to swarm towards it. Also, each bacterium releases a repellent to
warn other bacteria by keeping a safe distance from them. Because
of this, bacteria congregate into groups and move in a concentric
pattern. This is achieved by using a cell to cell signaling function
which combines both the attraction and repelling effects. Thus
we have

Jccðhiðj; k; lÞ; hðj; k; lÞÞ ¼
Xs

t¼1

jt
ccðh

i; htÞ

¼
Xs

t¼1

�datt exp �watt

XP

m¼1

hi
m � ht

m

� �2
 !" #

þ
Xs

t¼1

hrep exp �wrep

XP

m¼1

hi
m � ht

m

� �2
 !" #

ð3Þ
where hi is the location of ith bacterium, P is the number of dimen-
sions of the optimization domain (here, P = 2), h = {hi|i = 1,. . .,S} rep-
resents the positions of the ith bacteria, hi

m is the mth component of
hi, datt is the measure of how much attractant is released, watt is the
diffusion rate, hrep and wrep are the magnitude and width of the
repelling effect. Empirically, datt = 0.1, watt = 0.2, hrep = 0.1, wrep = 10
are found to be optimal.

It may be noted from Eq. (3) that this is basically a function of
distance of the bacterium under consideration from all other bac-
teria. This function is now modified to make it dependent on the
clique of the position (pixel) of the bacterium and its distance from
other bacteria.

Jccðhiðj; k; lÞ; hðj; k; lÞÞ ¼ f ðdistanceÞ þ f ðcliqueÞ ð4Þ
The clique is defined as the local group of pixels around the pixel of
interest. It is represented as

f ðcliqueÞ ¼ lDhi ð5Þ
where l is a constant (i.e. 1). This is introduced to make the value of
cell to cell signaling function negative as the bacterium reaches an
edge pixel, and Dhi is the function that uses the local intensity differ-
ence statistic at the pixel location given by hi � Dhi :

Dhi ¼
VcðIhi Þ

Z
ð6Þ

where, Ihi represents the pixel of interest in the image. If the pixel
location is at (m, n) then

VcðIhi Þ ¼ VcðIm;nÞjIm�2;n�1 � Imþ2;nþ1j þ jIm�2;nþ1 � Imþ2;n�1j
þ jIm�1;n�2 � Imþ1;nþ2j þ jIm�1;n�1 � Imþ1;nþ1j
þ jIm�1;n � Imþ1;nj þ jIm�1;nþ1 � Im�1;n�1j
þ jIm�1;nþ1 � Im�1;n�2j þ jIm;n�1 � Im;nþ1j ð7Þ

and Z is the normalization factor defined as

Z ¼
X

m¼1:M

X
n¼1:N

VcðIm;nÞ ð8Þ

The modified form of cell to cell signaling for edge detection may be
represented as

Jccðhiðj; k; lÞ; hðj; k; lÞÞ ¼
Xs

t¼1

jt
ccðh

i; htÞ

¼
Xs

t¼1

�datt exp �watt

XP

m¼1

hi
m � ht

m

� � !" #

þ
Xs

t¼1

hrep exp �wrep

XP

m¼1

hi
m � ht

m

� �2
 !" #

� l
VcðIhi Þ

Z
ð9Þ

Jcc(hi(j, k, l), h(j, k, l)) has its initial value the derivative at the pixel
given by hi(j, k, l). The calculation of the derivative at a pixel (x, y)
is explained in Section 4.1.

3.4. Reproduction step

After Nc chemotactic steps, a reproduction step begins its loop.
Let Nre be the number of reproduction steps. For convenience, we
assume that the number of bacteria S is a positive even integer.
We choose

Sr ¼
S
2

ð10Þ

as the number of population members having sufficient nutrients so
that they will reproduce (split up into two) with no mutations. For
reproduction, the population is sorted in the ascending order of the
accumulated cost (the higher cost indicates that a bacterium has
not got as many nutrients during its lifetime of foraging and hence
is not ‘‘healthy’’ and thus unlikely to reproduce); then the least
healthy bacteria Sr die and each of the other healthiest bacteria Sr

split up into two, which are placed at the same location. This
method rewards bacteria that have encountered a lot of nutrients
and allows us maintain a constant population size.

3.5. E. Elimination step

Let Ned be the number of elimination-dispersal events and each
bacterium in the population is subjected to elimination-dispersal
with a probability Ped. We assume that the frequency of chemotac-
tic steps is greater than the frequency of reproduction steps, which
is in turn greater than the frequency of elimination-dispersal
events (e.g. a bacterium will take many chemotactic steps before
reproduction, and several generations may take place before an
elimination-dispersal event).

4. Finding the direction of movement using probablistic
derivative approach

4.1. Computing derivative value for a pixel

The procedure to find the nutrient concentration as well as the
suitable direction in which the bacterium should move in order to
find the edge pixels is now explained. The common feature be-
tween an erroneous pixel and a real edge pixel is that the intensity
difference around both the pixels is high. It is very important to dif-
ferentiate them properly in case the image is noisy; hence a deriv-
ative based approach is used. This restrains the bacterium from
moving towards the noisy pixels.

Consider the neighborhood of a pixel (x, y) in Fig. 1(a). We con-
sider positive X-axis as vertical downward and positive Y-axis as
horizontal right side. A derivative at the central pixel position
(x, y) in the direction D (D = {NW, W, SW, S, SE, E, NE, N}) is defined
as the difference between the pixel of interest and its neighbor in
the corresponding direction.

For example, the derivative at a pixel (x, y) in the north-west
direction is given by

@NW
ðx;yÞ ¼ Iðx� 1; y� 1Þ � Iðx; yÞ ð11Þ

where I(x, y) is the intensity at pixel (x, y).
The choice of the derivative is made from the intensities of pix-

els. Consider an edge passing through the pixel (x, y) in the NE-SW
direction as in Fig. 1(b). Since it’s an edge it should contain pixels at
NE and SW positions as its constituents. Therefore, the derivative
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values in the direction NW and SE (perpendicular to the edge) for
the pixels at positions (x, y), (x + 1, y � 1) and (x � 1, y + 1) should
also be high (Verma et al., 2009). This greatly reduces the chances
of selecting a noisy pixel. The number of noisy pixels is negligible
as compared to the number of edge pixels. Thus, for the pixel (x, y)
let o1 be given by

@1 ¼ @NW
ðx;yÞ: ð12Þ

Similarly, we have at the neighboring pixels as

@2 ¼ @NW
ðxþ1;y�1Þ ¼ Iðxþ 1; y� 1Þ � Iðx; y� 2Þ ð13Þ

@3 ¼ @NW
ðx�1;yþ1Þ ¼ Iðx� 1; yþ 1Þ � Iðx� 2; yÞ ð14Þ

The average of the above three values can be taken as the net deriv-
ative value in NW direction, given by

@avg1 ¼
ð@1 þ @2 þ @3Þ

3
ð15Þ

Similarly, we calculate oavg2 as the average of @SE
ðx;yÞ; @

SE
ðxþ1;y�1Þ and

@SE
ðx�1;yþ1Þ. Having these two net derivatives we are looking for an

edge having the intensity difference in one region only. The maxi-
mum of these two is the derivative for the edge pixel at (x, y) in
the direction NE–SW, denoted by

@NE�SW ¼maxð@avg1; @avg2Þ ð16Þ

Similarly the derivatives along the remaining three directions are:
oNW–SE, oN–S and oW–E.

The final derivative at pixel (x, y) which is the maximum of the
net derivatives obtained in all the four possible edge directions is:

@x;y ¼maxð@W�E; @NW�SE; @NE�SW ; @N�SÞ ð17Þ

Since our aim is to find the edge pixels, use is made of the observa-
tion that larger the value of ox,y more is the chance for a bacterium
to reach an edge pixel. Therefore, the nutrient concentration at any
position, (x, y) should be the function of ox,y. So we have

½gi� ¼ @ðx;yÞ ð18Þ

Hence, higher the nutrient concentration along an edge more is the
movement of bacteria along it.

4.2. Direction probability matrix

The concern here is to locate an edge pixel to which a bacterium
should move from a given pixel. To do this we find the values of the
derivatives for all the 8 neighborhood pixels around the pixel un-
der consideration in terms of their nutrient concentration. Out of

the eight possible directions the next direction is found out using
the transition matrix derived from the Ant Colony System (Dorigo
and Gambardella, 1997; Verma et al., 2009).

In an artificial Ant Colony System, developed by imitating the
real ant’s behavior, ant chooses its next step for its movement
depending upon the transition probability matrix which is a func-
tion of amount of pheromone discharged by ants on the path and
the heuristic factor. The transition probability matrix at position i
is given by:

qij ¼
ð½sjðtÞ�aÞð½Nj�bÞP

j2allowedj
ðð½sjðtÞ�aÞð½Nj�bÞÞ

8<
:

9=
; ð19Þ

where, Nj is the heuristic factor, sj(t) is the pheromone concentra-
tion that gives the permissible directions in which an ant move-
ment (in our case ant is replaced by bacterium) has to move; a
and b are two parameters that control the relative importance of
the two main factors: sj(t) and Nj.

In the proposed approach, pheromone concentration and a and
b are taken to be unity. The heuristic factor Nj is taken as the nutri-
ent concentration value gj. Also, from Eq. (18), nutrient concentra-
tion is high along the direction of an edge. Thus the probability of
movement along the direction i ? j is calculated from:

qij ¼
½gj�P

j2allowedj
ð½gj�Þ

( )
ð20Þ

A random direction is selected for the movement, with qij as the
probability of selection of direction i ? j

DðkÞ ¼ randðqij8j 2 allowedjÞ ð21Þ

where, D(k) is the direction vector for the kth bacterium at position
i and allowedj is the set of possible moves for the bacterium. This
random direction gives the direction of movement out of the eight
possible directions. Suppose the current location is [x, y], step size is
unity and the random direction selected is NW then the next loca-
tion of bacteria would be [x � 1, y � 1].

5. The algorithm and pseudo code

5.1. Algorithm

[Step 1] Initialize the parameters n, S, NC, Nre, Ned, Ped, C(i)
(i = 1, 2, . . ., , S), F(i), hi(1, 1, 1), Vc(I), J(i, 1, 1, 1)

where
n: dimension of the search space(2),
S: the number of bacteria in the population,
Sr: bacteria split ratio,
NC: chemotactic steps,
Nre: the number of reproduction steps,
Ned: the number of elimination-dispersal events,
NS

:: swim length,
Ped: elimination-dispersal with probability,
C(i): the size of the step taken in the direction specified by the
tumble(unit),
F(i): flag bit for each pixel indicating whether it has already
been traversed or not,
Vc(I): is the clique matrix for the image I.
hi(1, 1, 1): initial positions of the bacterium selected randomly.
J(i, 1, 1, 1): Initialized derivative value at the pixel given by
hi(1, 1, 1).

[Step 2] Elimination-dispersal loop: l = l + 1
[Step 3] Chemotaxis loop: j = j + 1

Fig. 1. (a) Pixel (x, y) with its 8-connectivity (b) The pixels to be considered for the
edge in NE-SW direction.
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[a] For i = 1, 2, . . . , S, take a chemotactic step for bacterium i
as follows.

[b] Compute the fitness function, J (i, j, k, l).

Let, J(i, j, k, l) = J(i, j, k, l) + Jcc(hi(j, k, l), h(j, k, l)) (i.e. add on the
cell-to cell attractant–repellant profile to simulate the swarming
behavior)

[c] Tumble: Find the directions of possible movement from the
derivative value and compute the direction probability
matrix using:

qij ¼
½gj�P

j2allowedj
ð½gj�Þ

( )

Now select a random direction using Eq. (21) and find the next
direction of movement.

[d] Reproduction loop:

For each possible direction, k = k + 1.

[e] Move: Let

hiðjþ 1; k; lÞ ¼ hiðj; k; lÞ þ CðiÞ DðiÞffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
DTðiÞDðiÞ

q
This results in a step of size C(i) in the direction of the tumble for

bacterium i. In our case Eq. (1) is used where (m0, n0) is found out
using the step size movement along the direction of tumble.

[f] Compute J(i, j + 1, k, l) and let J(i, j, k, l) = J(i, j, k, l) +
Jcc(hi(j, k, l), h(j, k, l))

[g] Swim
(i) Let m = 0 (counter for swim length).

(ii) While m < Ns (if have not climbed down too long).
� Let m = m + 1.
� If J(i, j + 1, k, l) > Jlast

then update hi(j + 1k, l) as done in step 3(e). Use this hi(j + 1k, l)
to compute the new J(i, j + 1, k, l) as in step 3[f]

� Else, let m = m + 1
[h] Go to next bacterium (i + 1) if i – S (i.e., go to [b] to process

the next bacterium).
[Step 4] If j < Nc, go to Step 3[e]. In this case, continue chemo-
taxis, since the life of bacteria is not over.
[Step 5] Reproduction:

[a] For each i = 1, 2, . . . , S, let

Ji
health ¼

XNcþ1

j¼1

Jði; j; k; lÞ

be the health of the bacterium i (a measure of how many nutrients
it got over its lifetime and how successful it was at avoiding the
noxious substances).

Sort bacteria and chemotactic parameters C(i) in the ascending
order of the cost Jhealth (higher cost means lower health).[b] The Sr

bacteria with the highest Jhealth values die and the remaining Sr bac-
teria with the best values split (this process is performed by the
copies that are placed at the same location as that of their parents).

[Step 6] If k < Nre, go to Step 3[e]. This means that the number of
specified reproduction steps is not reached, so the next genera-
tion of the chemotactic loop is started.
[Step 7] Elimination-dispersal: For i = 1, 2, ... , S, eliminate and
disperse each bacterium with probability Ped, This results in
the number of bacteria a constant. To do this, if a bacterium is

eliminated, simply disperse one to a random location in the
optimization domain. If l < N, then go to Step 2; otherwise end.

5.2. Pseudo code

Bacteria_Edge (Image I)
FOR each pixel in I

VcðIm;nÞ ¼ jIm�2;n�1 � Imþ2;nþ1j þ jIm�2;nþ1 � Imþ2;n�1j
þ jIm�1;n�2 � Imþ1;nþ2j þ jIm�1;n�1 � Imþ1;nþ1j
þ jIm�1;n � Imþ1;nj þ jIm�1;nþ1 � Im�1;n�1j
þ jIm�1;nþ1 � Im�1;n�2j þ jIm;n�1 � Im;nþ1j

FOR (each bacterium i = 1:S)
hi(1, 1, 1) = rand_post( )
J(i, 1, 1, 1) = derivative_value(hi(1, 1, 1))
END FOR

FOR (elimination-dispersal loop l = 1:Ned)
FOR (reproduction-loop k = 1:Nre)
FOR (chemotactic-loop j = 1:Nc)
FOR (each bacterium i = 1:S)

Calculate
J(i, j, k, l) = J(i, j, k, l) + Jcc(hi(j, k, l), h(j, k, l))
Set Jlast = J(i, j, k, l)

Tumble:
Find the direction of possible movement from the

direction probability matrix.
Move:
hi(j + 1, k, l) = u[m

0
, n

0
, i, j + 1, k, l]

Compute J(i, j + 1, k, l)
m = 0
WHILE (m < Ns)

m = m + 1
IF (J(i, j + 1, k, l) < Jlast)

Jlast = J(i, j + 1, k, l)
Update h(i, j + 1, k, l)
Recalculate J(i, j + 1, k, l)

ELSE
m = Ns

ENDIF
END WHILE

END FOR (Bacterium)
END FOR (Chemotaxis)

Reproduction:
For given k and l, and each bacterium i = 1, 2, . . . , S
Sum:

Ji
health ¼

PNcþ1
j¼1 Jði; j; k; lÞ

Sort:
Sort bacteria and chemotactic parameters C(i) in order

of ascending cost Jhealth.
Split and Eliminate:

The Sr bacteria with the highest Jhealth values die and the
remaining Sr bacteria with the best values split.

END FOR (Reproduction)
Disperse:

For i = 1, 2, ... , S, with probability Ped, randomize a
bacterium’s position

END FOR (Elimination and Dispersal)
END

The pixels visited by the bacterium are considered to be the
desired edge pixels. Thus, the path traced out by bacteria gives
the edges.
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6. Results

An edge detector can be evaluated based on two parameters.
First, its accuracy in determining the edge pixels, and second, it
should provide useful information in the form of meaningful edges.

The accuracy is ascertained using Relative Grading technique
(Bryant and Bouldin, 1979). In this, a majority image is found using
the results of other five edge detectors: Canny, Edison, Rothwell,
Sobel, and SUSAN. Then a pixel-by-pixel comparison of the output
of the proposed method is made with the true image.

A pixel in the majority image is an edge pixel, if the majority of
the methods claim to have an edge pixel in its neighborhood, with
at least one centered on it. For example, Fig. 5(h), shows the major-
ity image obtained from Fig. 5(b)–(f).

A majority image is obtained from methods 1, 2, . . . , n as
M(method1, method2, . . . , methodn).

The kappa (a measure of accuracy) (Cohen, 1960) for the pixel-
to-pixel comparison between two images I1 and I2 is denoted by
k(I1, I2).

The information content of the output image is measured by
using Shannon’s entropy function (Shannon, 1948). It gives the
indefiniteness in an image and is calculated from

HðIÞ ¼
XL

�i¼o

pilogpi ð22Þ

where, I stand for the Image. pi is the frequency of pixels with inten-
sity i. As we have binary levels a window of 3 � 3 centered at the
pixel of concentration is considered as the intensity value.

Fig. 2. (a) Original Cameraman image (b) Canny Edge Detector (c) Edison Edge Detector (d) Rothwell Edge Detector (e) SUSAN Edge Detector (f) Sobel Edge Detector and
(g) The proposed approach.

Fig. 3. (a) Original Coins image (b) Canny Edge Detector (c) Edison Edge Detector (d) Rothwell Edge Detector (e) SUSAN Edge Detector (f) Sobel Edge Detector and
(g) The proposed approach.
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6.1. Comparison with other techniques

The performance of the proposed technique is compared
against that of the traditional edge detectors such as Canny, Edison,
Rothwell, Sobel and SUSAN. The, traditional edge detectors are
implemented using the MATLAB toolbox. The proposed method
is also coded in the MATLAB. The parameters are taken as:
S = 100, Sr = 0.05S, Ns = 10, Ped = 0.95, Ned = 15, Nre = 1, Nc = 100.
The path traversed by a bacterium represents the edge pixels and
is colored white on the black background.

For images in Figs. 2–6, the captions are as follows: (a) the ori-
ginal image, (b) the result of Canny Edge Detector, (c)the result of
Edison Edge Detector, (d) the result of Rothwell Edge Detector, (e)

the result of SUSAN Edge Detector, (f) the result of Sobel Edge
Detector, and (g) the result of the proposed approach.

It is observed that the edges are accurately detected. But our
method lacks in presenting the complete edges. This is because
of restrictions imposed on the maximum swim length for a bacte-
rium. Also, thick edges can be seen due to bacteria moving parallel
to an edge.

Table 1 shows the kappa values in a comparison of several
edge detectors. The column 2 of Table 1 shows k(M(C, E, R, So,
Su), P), where, C stands for Canny, E for Edison, R for Rothwell, So
for Sobel, Su for SUSAN, and P for the proposed method. It may
be noted that the values of kappa around 0.5 indicate the poor
performance.

Fig. 4. (a) Original Pillsetc image (b) Canny Edge Detector (c) Edison Edge Detector (d) Rothwell Edge Detector (e) SUSAN Edge Detector (f) Sobel Edge Detector and
(g) The proposed approach.

Fig. 5. (a) Original Lena image (b) Canny Edge Detector (c) Edison Edge Detector (d) Rothwell Edge Detector (e) SUSAN Edge Detector (f) Sobel Edge Detector (g) The proposed
approach and (h) Majority image obtained using (b) to (f).
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The column 3 of Table 1 shows the ratio between M of So and M
of P.

kðMðC; E;R; So; SuÞ; SoÞ=kðMðC; E;R; So; SuÞ; PÞ

Similarly, the ratios due to other standard edge detectors are given
in other columns.

It may be observed from Table 1 that the proposed method out-
performs 4 out of 5 methods in all images. The results of the pro-
posed method are poor with respect to Susan edge detector in
three images viz. Lena, Coin and Camera man.

Table 2 shows the entropy values for the outputs of different
methods on various images. A high entropy value signifies more
randomness and less information. Sobel edge detector has the least
value of entropy for all images and can be seen to have most appro-
priate edges. Edison edge detector also performs well. The edge
detectors of Rothwell and Canny have a comparable performance
over the proposed method but SUSAN edge detector performs

poorer than all. It is evident from the results that our method finds
meaningful edges in most images but is partially successful in
curbing noise as shown in Fig. 4(g).

6.2. Effects of parameter variation

We now discuss the effects of varying different parameters of
the proposed method namely: S, Sr, Ns, Ped, Ned, Nre and Nc on the
resultant image of cameraman.

The variation of parameters is judged by two measures: entropy
and kappa. To calculate kappa, the output image is compared with
the majority image obtained from other 5 methods as explained
above. Moreover, it is well known that an optimum value of
parameter is the one with less entropy and high kappa.

The results are of edge detection as shown in Fig. 7(a)–(g). We
find that Nre and Nc have no considerable effect on the results. Both
kappa and entropy remain constant. Ns, the swim length causes
both entropy and kappa to decrease as it is increased. Decrease
in kappa is gradual than the decrease in entropy. Change in bacte-
ria split ratio (Sr) has no effect on kappa but entropy is significantly
varied as can be seen in Figs. 7(b) and 8. In Fig. 7(b) we have taken
different values of Sr from 0.1S to 0.5S, where S is the number of
becteria. Change in Ned causes entropy to drop after Ned = 10.
Though, kappa also drops but not significantly whereas in
Fig. 7(a), we find that there is no change in entropy with change
in number of bacteria (S) but kappa increases (Fig. 9(a) and (b)).
It may also be noted that though increase in S is favorable here
but it adds more burden on computing resources. Thus, an optimal

Fig. 6. (a) Original Trees image (b) Canny Edge Detector (c) Edison Edge Detector (d) Rothwell Edge Detector (e) SUSAN Edge Detector (f) Sobel Edge Detector and (g) The
proposed approach.

Table 1
Kappa values for comparison with majority image. Column 2 Kappa for proposed edge detector’s output comparison with M(C, E, R, So, Su), Columns 3–7: A comparison of Kappa
for the ratio, standard edge detector/the proposed edge detector with majority image from other detectors.

Image Majority Sobel/Prop. Canny/Prop. Edison/Prop. Rothwell/Prop. SUSAN/Prop.

Trees 0.4381 0.2802/0.4357 0.3751/0.5103 0.4243/0.4546 0.3349/0.5234 0.3771/0.4915
Lena 0.4594 0.3994/0.4567 0.3831/0.5163 0.4658/0.4996 0.4491/0.5172 0.4622/0.3884
Pillsetc 0.4792 0.3749/0.4744 0.0785/0.4967 0.4133/0.4755 0.4727/0.5016 0.2541/0.3505
Coins 0.5433 0.3878/0.5406 0.3577/0.6098 0.43/0.549 0.4504/0.6108 0.4835/0.4806
Cameraman 0.5953 0.3581/0.5895 0.3474/0.6272 0.3855/0.61 0.433/0.6309 0.4252/0.4198

Table 2
Entropy values of different edge detector for multiple images.

Image Edison SUSAN Rothwell Canny Sobel Proposed

Trees 0.8682 1.7299 1.0936 0.9109 0.5791 0.8682
Lena 0.6777 0.7928 0.7438 0.8848 0.5303 0.7146
Pillsetc 0.2369 1.1692 0.3332 1.421 0.2265 0.7903
Coins 0.4992 0.8759 0.7201 0.9201 0.4821 0.86
Cameraman 0.6852 1.1499 0.8015 0.9931 0.5633 1.2212
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trade-off has to be found between performance and resources. In
Fig. 7(g), we observe that the shape of plots of both kappa and en-
tropy is a parabola facing downwards and centered on 0.8. It also
validates that a value of Ped around 0.9 would be optimum.

7. Conclusion and future work

Edge detection is essential in many tasks of image processing.
This study proposes a novel BF based approach for edge detection.

Fig. 7. Plot between Kappa and Entropy v/s initial values parameters (a) S (b) Sr (c) Nc (d) Ns (e) Nre (f) Ned (g) Ped.
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The proposed method finds robust edges even in the complex and
noisy images. This work opens a new domain of research in the
field of edge detection using bio-inspired algorithms.

The results of the proposed method are compared with those of
other standard methods using kappa and entropy. Our method per-
forms better than many other standard methods. The variation of
several initial parameters on the output of the proposed edge
detector is discussed. Their values are derived empirically. These
values may also be found specifically for each image to gain max-
imum benefit. So a way to calculate the optimum values of all the
parameters in less time needs to be investigated.

It is noted that our results show some disconnected edges. Since
BFOA has been devised with the aim of finding global extremes,
this error is expected. If a form of preferential treatment such that

pixels connected to edge pixels get an advantage is introduced
then this problem can be mitigated. Also, some form of repellant
need to be added to the path already traced by bacteria so that par-
allel/double edges are not formed.
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Abstract We consider a spatially homogeneous and iso-
tropic flat Robertson-Walker model filled with a scalar (or
tachyonic) field minimally coupled to gravity in the frame-
work of higher derivative theory. We discuss the possibility
of the emergent universe with normal and phantom scalar
fields (or normal and phantom tachynoic fields) in higher
derivative theory. We find the exact solution of field equa-
tions in normal and phantom scalar fields and observe that
the emergent universe is not possible in normal scalar field
as the kinetic term is negative. However, the emergent uni-
verse exists in phantom scalar field in which the model has
no time-like singularity at infinite past. The model evolves
into an inflationary stage and finally admits an accelerating
phase at late time. The equation of state parameter is found
to be less than −1 in early time and tends to −1 in late
time of the evolution. The scalar potential increases from
zero at infinite past to a flat potential in late time. More pre-
cisely, we discuss the particular case for phantom field in
detail. We also carry out a similar analysis in case of normal
and phantom tachyonic field and observe that only phantom
tachyonic field solution represents an emergent universe. We
find that the coupling parameter of higher order correction
affects the evolution of the emergent universe. The stability
of solutions and their physical behaviors are discussed in
detail.
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1 Introduction

Harrison (1967) described a model of closed universe filled
with radiation in the presence of a cosmological constant,
which asymptotically coincides with Einstein static model in
infinite past. Ellis and Maartens (2004) considered the pos-
sibility of a similar cosmological solution in which there is
no big-bang singularity and the universe effectively avoids
a quantum regime for the space-time by staying large at all
times. An interesting example of this scenario were given
by Ellis et al. (2004) for a closed universe with a minimally
coupled scalar field φ, which has a special form of interact-
ing potential V (φ) and possibly the same ordinary matter
with equation of state p = ωρ, where − 1

3 ≤ ω ≤ 1. How-
ever, exact analytic solution was not presented in this model.
A viable cosmological model should accommodate an infla-
tionary phase in the early universe with a suitable accelerat-
ing phase at late time. In this way the search of singularity
free inflationary model in the context of classical general
relativity has recently led to the development of emergent
universe (EU).

An emergent universe is a model of the universe in which
there is no time-like singularity and having almost static be-
havior in the infinite past. The EU model eventually evolves
from a static phase in the infinite past into an inflationary
stage and finally it admits an accelerating phase at late time.
In fact EU scenario can said to be a modern version and ex-
tension of the original Lamaitre-Eddington universe. In EU
scenario, it is assumed that the initial conditions are spec-
ified such that the static configuration represents the past
eternal state of the universe, out of which the universe slowly
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evolves into an inflationary phase. The salient features of an
emergent universe may be summarized as: (1) the universe
is almost static at the infinite past (t → −∞) and isotropic
and homogeneous at large scales, (2) it is ever existing and
there is no time-like singularity, (3) the universe is always
large enough so that the classical description of space-time
is adequate, (4) the universe may contain exotic matter so
that the energy condition may be violated and (5) the uni-
verse is accelerating as suggested by recent measurements
of distance of high red-shift type Ia-Supernovae.

Many authors have proposed EU model in different
frameworks because it permits a universe which is ever ex-
isting and large enough so that the space-time may be treated
as classical entities. Mukherjee et al. (2005) obtained solu-
tions for Starobinsky model and examined the features of
EU. Mukherjee et al. (2006) considered a general frame-
work for emergent universe model filled with exotic matter
by use of an effective equation of state p = Aρ − B

√
ρ,

where A and B are constants. Campo et al. (2007) stud-
ied the emergent universe model in the context of a self-
interacting Jordan-Brans-Dicke theory and showed that the
model presents a stable past eternal static solution which
eventually enters into a phase where the stability of the so-
lution is broken leading to an inflationary period. Banerjee
et al. (2007, 2008) discussed a model of EU in Brane-world
scenario. Debnath (2008) studied the behavior of different
stages of the evolution of EU filled with normal matter
and a phantom field in general relativity. Beesham et al.
(2009) studied the EU with sigma model and discussed
the physical behavior in detail. Mukerji and Chakraborty
(2010) discussed Einstein-Gauss-Bonnet theory in EU sce-
nario. Paul et al. (2010, 2011) studied the range of the per-
missible values for the parameters associated with the con-
straints on exotic matter needed for an emergent universe.
Paul and Ghose (2010) discussed the EU scenario in the
Einstein-Gauss-Bonnet gravity with dilaton. Mukerji and
Chakraborty (2011) studied the EU in Horaṽa gravity. Deb-
nath and Chakraborty (2011) and Chakraborty and Debnath
(2011) also studied the emergent universe in the context of
various theories and found that the scenario can be realized
fairly well.

Many observational and theoretical models have been
considered to explain the accelerated expansion of the uni-
verse. The recent observations from type Ia supernovae
(Riess et al. 1998, 2001, 2004; Schmidt et al. 1998; Perl-
mutter et al. 1999) associated with Large Scale structure
(Tegmark et al. 2004) and Cosmic Microwave Background
anisotropies (Spergel et al. 2003, 2007) have provided main
evidence for this cosmic acceleration. The substance respon-
sible for this accelerated expansion is usually called dark
energy. Examples of dark energy models are vacuum en-
ergy (Sahni and Starobinsky 2000; Peebles and Ratra 2003;
Padmanabhan 2003; Shapiro and Sola 2009) which has the

equation of state parameter ω = −1, quintessence (Zlatev
et al. 1999; Hao and Li 2002; Zimdahl et al. 2001; Guo
and Zhang 2005), phantom (Caldwell 2002; Caldwell et al.
2003; Nojiri and Odintsov 2003a; Elizalde et al. 2004; Hao
and Li 2005, Gonzalez and Quiros 2008), tachyon (Padman-
abhan 2002; Melchiorri et al. 2003; Sami 2004a, 2004b) and
references therein), etc. However, the fine-tuning problems
related to the vacuum energy are still the problems with
the available observations. Most of the dark energy mod-
els involve one or more scalar fields with various actions
and with or without a scalar field potential. The equation
of state parameter ω seems to be near less than −1, and
−1.62 < ω < −0.72 (Tegmark et al. 2004). The accelerated
expansion can be explained by the presence of a global cos-
mic scalar field slowly moving down to the potential mini-
mum. Physical properties of dark energy with ω < −1 differ
markedly from the case when ω ≥ −1. For instance, it vio-
lates the energy dominance condition ρ ≥ |p|. If ω ≥ −1,
the dark energy density is not increasing (or even decreas-
ing) as universe expands. If we allow ω ≤ −1, the dark en-
ergy density grows and becomes infinite at a finite time.
There is another less evident consequence of ω < −1: if
dark energy density is really the phantom one, the evolu-
tion of the universe needs not to contain a Big Bang. The
study of late universe however, remains open to address the
present issues in other theories. Now a days the dark energy
models such as quintessence, phantom and tachyon models
are of great interest.

There are several other approaches to the theoretical de-
scriptions of the accelerated expansion of the universe. In
the past few years, a number of many modified theories
such as f (R) theory, here f (R) is an arbitrary function of
scalar curvature (for recent reviews see, Nojiri and Odintsov
2003b, 2006, 2007a, 2007b, 2011) have been proposed to
explain the cosmological problems of the universe by modi-
fying the Einstein gravitation theory. One of the attempts to
modify Einstein theory of gravitation is the higher derivative
(HD) theory, which is based on adding an additional term R2

in gravitational action, i.e, R + αR2, where α is a coupling
constant. Starobinsky (1980) studied the cosmological mod-
els in HD theory and showed that this theory admits infla-
tion. The dynamics of higher order cosmology is related to
scalar field. The cosmological models based on scalar field
have a long history (see Capozziello et al. 2006), being used
for exploration of possible inflationary scenario and for the
description of dark energy models. Paul (1999) considered
the cosmological model with scalar field in HD theory for
power-law and exponential expansions of the universe. Ellis
and Madsen (1991), Barrow and Saich (1993), Barrow and
Mimoso (1994), and Mimoso and Wands (1995) have stud-
ied the cosmological models with perfect fluid and scalar
field. Ibotombi et al. (2011) have studied FRW model filled
with viscous fluid and zero rest-mass scalar-field in HD the-
ory. Singh and Singh (2011) have studied FRW models with
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scalar field in HD theory and have observed the inflationary
scenario of the universe.

In this paper, it is of interest to study the emergent uni-
verse scenario in the presence of scalar field (or tachyonic
field) minimally coupled to gravity with scalar potential
in HD theory. The universe is chosen as a spatially ho-
mogeneous and isotropic flat Friedmann-Robertson-Walker
(FRW) model. We discuss the possibility of emergent uni-
verse for normal and phantom scalar fields. We find the ex-
act solution of field equations in normal and phantom scalar
fields and observe that the emergent universe is not possible
in normal scalar field as the kinetic term is negative. How-
ever, the emergent universe exists in scalar phantom field
in which the model has no time-like singularity at infinite
past. The equation of state parameter (EoS) is always less
than −1. The scalar potential increases from zero at infinite
past to a flat value in late time. We also carry out a simi-
lar analysis in case of normal and phantom tachyonic fields
and observe that only phantom tachyonic field solution has
the behavior of emergent universe. We find that the coupling
parameter of higher order correction affects the evolution of
the emergent universe.

The paper is organized as follows. In Sect. 2.1 we present
the basic gravitational action and the relevant field equations
of higher derivative theory with scalar field (normal and
phantom). The possibility of an emergent scenario is dis-
cussed in Sect. 2.2. In Sect. 3.1 we present the gravitational
action and relevant field equations with tachyonic field (nor-
mal and phantom) in HD theory and the possibility of EU is
discussed in Sect. 3.2. Finally, in Sect. 4 we summarize the
results obtained in Sects. 2.2 and 3.2.

2 Scalar (normal and phantom) field

2.1 Gravitational action and field equations

The gravitational action for higher derivative theory of grav-
ity with a scalar field φ, minimally coupled to gravity and
matter fluid in the units 8πG = 1 and c = 1, takes the fol-
lowing form (Starobinsky 1980)

I = −
∫ [

1

2

(
R + αR2) + ε

2
φ,μφ,μ + V (φ)

]√−g d4x, (1)

where R is the scalar curvature, V (φ) represents the rele-
vant potential of the scalar field φ and ε = ±1 correspond
to normal or phantom scalar field, respectively, g is the de-
terminant of the four dimensional metric and α > 0 is the
coupling constant.

Variation of the action (1) with respect to the metric ten-
sor, gμν gives the following field equations

Rμν − 1

2
gμνR + α

[
2R

(
Rμν − 1

4
gμνR

)

+ 2(Rμν − gμν�R)

]
= −Tμν, (2)

where a semi colon denotes the covariant derivative, � is
the covariant differential operator and Tμν is the energy mo-
mentum tensor of scalar field which is given by

Tμν = εφ,μφ,ν − gμν

[
ε

2
φ,σ φ,σ + V (φ)

]
. (3)

The metric of a spatially homogeneous and isotropic flat
Friedmann-Robertson-Walker (FRW) model is

ds2 = dt2 − a2(t)
[
dr2 + r2(dθ2 + sin2 θdφ2)], (4)

where a(t) is the scale factor.
The field equations (2) with energy momentum tensor (3)

for the line element (4) in HD theory can be written as

3H 2 − 18α
[
2ḦH − Ḣ 2 + 6ḢH 2] = ε

2
φ̇2 + V (φ), (5)

2Ḣ + 3H 2 − 6α
[
2

...
H + 12ḦH + 18ḢH 2 + 9Ḣ 2]

= −
[

ε

2
φ̇2 − V (φ)

]
. (6)

where H = ȧ
a

is the Hubble parameter and a dot denotes
derivative with respect to cosmic time t .

The energy conservation equation for scalar field is given
by

εφ̈ + 3εHφ̇ = −V ′(φ), (7)

where a prime denotes the derivative with respect to scalar
field φ. The equation of state (EoS) parameter ωφ for the
scalar field is given by

ωφ =
ε
2 φ̇2 − V (φ)

ε
2 φ̇2 + V (φ)

, (8)

which generally varies with time. It is to be noted that the
accelerating expansion is attributed to dark energy which
is an exotic component with negative pressure, such as
quintessence scalar field with equation of state ωφ > −1 or
phantom with ωφ < −1 (Caldwell 2002; Sahni et al. 2002;
Singh et al. 2003; Sami 2004a, 2004b).

As we see the field equations (5) and (6) are highly non-
linear, therefore, in order to get the solution we confine our
attention to the emergent universe for scalar field (normal or
phantom) in HD theory, i.e., a universe in which the evolu-
tion of the scale factor is of the form (Ellis and Maartens
2004; Campo et al. 2007)

a = a0
(
β + eγ t

)n
, (9)
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where a0, β , γ and n are positive constants. This form of
scale factor describes the EU scenario where the universe
starts with a finite volume at infinite past, expands without
encountering any singularity for any time t and finally, the
universe becomes of infinite volume at future infinity.

For this choice of the scale factor, the Hubble parameter
and its derivatives are given by

H = nγ eγ t

β + eγ t
, Ḣ = nβγ 2eγ t

(β + eγ t )2
,

Ḧ = nβγ 3eγ t (β − eγ t )

(β + eγ t )3

...
H = −nβγ 4(5e3γ t − 2βe2γ t − β2eγ t )

(β + eγ t )4

(10)

Here, H , Ḣ are positive definite but Ḧ and
...
H change their

sign at t = 1
α

logβ and t = 1
γ

log β(1+√
6)

5 , respectively. All
the four tend to zero as t → −∞. On the other hand as
t → ∞, the model becomes a de Sitter universe. The de-
celeration parameter q , which is defined as q = −aä/ȧ2, is
given by

q = −1 − β

neγ t
, (11)

which shows that q is an increasing function of t . As
t → −∞, q → −∞ and as t → ∞, q asymptotically tends
to −1. The Hubble parameter corresponding to (9) satisfies
a first order differential equation given by

Ḣ = γH − 1

n
H 2. (12)

2.2 Cosmological solution

Solving (5) and (6) by use of (9), we get

εφ̇2 = − 2nβγ 2eγ t

(β + eγ t )2
− 12nαβγ 4

(β + eγ t )4

[
(3n − 1)e3γ t

− (9n − 4)βe2γ t − β2eγ t
]
, (13)

and

V (t) = nγ 2(3ne2γ t + βeγ t )

(β + eγ t )2
− 6nαβγ 4

(β + eγ t )4

× [(
18n2 − 9n + 1

)
e3γ t + 4(3n − 1)βe2γ t

+ β2eγ t
]
. (14)

In the following subsections, we examine the possibility of
EU scenario for normal and phantom scalar fields, respec-
tively.

Fig. 1 φ̇2(t) versus t for β = 1, γ = 1, n = 4/3, and α = 1/12

Fig. 2 φ̇2(t) versus t for β = 1, γ = 1 and n = 4/3

2.2.1 Normal scalar field (ε = +1)

In the normal scalar field, (13) gives

φ̇2 = − 2nβγ 2eγ t

(β + eγ t )2
− 12nαβγ 4

(β + eγ t )4

× [
(3n − 1)e3γ t − (9n − 4)βe2γ t − β2eγ t

]
. (15)

We observe that φ̇2 is negative during the evolution of the
Universe as shown in Fig. 1 and hence φ becomes imagi-
nary. Therefore, the kinetic term ( 1

2 φ̇2) is negative in normal
field but it must be positive. Therefore, the EU scenario is
not possible for flat universe with normal scalar field in HD
theory.

2.2.2 Phantom scalar field (ε = −1)

In this case, (13) gives

φ̇2 = 2nβγ 2eγ t

(β + eγ t )2
+ 12nαβγ 4

(β + eγ t )4

× [
(3n − 1)e3γ t − (9n − 4)βe2γ t − β2eγ t

]
. (16)

The variation of φ̇2 with t for some particular values of
constant parameters and for different values of α is shown
in Fig. 2. It is observed that φ̇2 is positive for any time t

starting with zero at infinite past for small values of α. It
increases during the early time but decreases to zero at late
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Fig. 3 V (t) versus t for β = 1, γ = 1 and n = 4/3

Fig. 4 ωφ versus t for β = 1, γ = 1 and n = 4/3

time. We find that φ̇2 increases sharply in general relativ-
ity (α = 0) whereas it increases gradually to the maximum
value and then decreases to zero for α = 1/20 and α = 1/12.
The solutions are stable for small values of α for any time t .
However, the solution is unstable for α = 1/10, i.e., large
values of α as shown in Fig. 2. Due to the complicated ex-
pression in (16), it is not possible to find out the range of
instability of cosmic time.

Since the scalar potential V (t) is independent of ε, there-
fore, the expression for V (t) is same as given in (14). Now,
it is very difficult to express the phantom field φ in closed
form, so potential function V can not be expressed in terms
of φ explicitly. In Fig. 3 the graph of scalar potential with
time for some particular values of parameters shows that
V (t) grows from zero at infinite past for different values of
α and becomes flat as t → ∞. It grows slowly with the evo-
lution of the universe due to the higher derivative term as
compare to general relativity case (α = 0). Therefore, the
phantom field rolls to the maximum of its potential and then
settles to a constant value in late time of evolution of the
universe. We find that the scalar field density is also positive
and zero at infinite past but increases with time and attains
the maximum value in late time of the evolution. The model
has no time-like singularity at infinite past and it evolves
into an inflationary phase and accelerates at late time. From
Fig. 4 we can see that the parameter of EoS of phantom field
is always less than −1, while it will approach to −1 in late
time.

We conclude that the stability of the solution depends on
the coupling parameter α i.e., the solution is stable for small
values of α whereas it gives unstable solution for large val-
ues of α. The phantom field shows the characteristic of EU
for a flat FRW model in HD theory.

2.2.3 Particular solution

Since the field equations in HD theory permit the emergent
solution (9) where the Hubble parameter satisfies a first or-
der differential equation (12). Let us consider the particular
solution by taking the particular values γ = 1√

6α
and n = 2

3
in (12). For these particular values, (12) becomes

Ḣ = 1√
6α

H − 3

2
H 2. (17)

The scale factor is now given by

a = a0
[
β + e

1√
6α

t] 2
3 . (18)

The field equations (5) and (6) yield

εφ̇2 = −4β

9α

e
3
√

1
6α

t

(β + e
1√
6α

t
)4

, (19)

and

V (t) = 2

9α

e
3
√

1
6α

t

(β + e
1√
6α

t
)3

. (20)

For normal scalar field (ε = 1), φ̇2 is negative throughout the
evolution for any positive values of α and hence it becomes
imaginary. But for phantom scalar field (ε = −1), φ̇2 is pos-
itive throughout the evolution and hence the kinetic term is
negative as expected. Taking ε = −1 and considering the
positive sign of φ̇ in (19) we integrate to get

φ(t) = 2e
− 3

2

√
1

6α
t(

β + e
1√
6α

t)
√√√√√ 2αe

3
√

1
6α

t

3β(β + e
1√
6α

t
)

×
[(

β + e
1√
6α

t)
tan−1

(
e

1
2
√

6α
t

√
β

)
− √

βe
1

2
√

6α
t
]
,

(21)

where the integration constant is taken to be zero for sim-
plicity.

The energy density ρφ and pressure pφ for phantom
scalar field are respectively given by

ρφ = − φ̇2

2
+ V (φ) = 2

9α

e
4√
6α

t

(β + e
1√
6α

t
)4

, (22)
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Fig. 5 V versus φ for β = 1 and α = 1/12

pφ = − φ̇2

2
− V (φ) = − 2

9α

e
3
√

1
6α

t
(2β + e

1√
6α

t
)

(β + e
1√
6α

t
)4

. (23)

From above solutions we observe that all the physical pa-
rameters have only α-terms for the particular values of γ

and n. Therefore, we shall find that the EU is possible for
any positive values of α. It is difficult to express the phan-
tom potential V in terms of φ explicitly. Now from the nu-
merical investigation we have plotted V against φ for some
particular values of α and β in Fig. 5. From figure, it is to
be seen that V always increases as φ increases from zero at
infinite past to a flat potential at late time. We find that ρφ

grows with time whereas pφ is always negative during the
evolution of the universe. The energy dominance condition
ρ ≥ |p| violates at late times. The model has no time-like
singularity. The value of EoS parameter is given by

ωφ = −1 − 2βe
− 1√

6α
t
, (24)

which shows that it is less than −1 for any values of t but
attains to −1 at late time. The solutions are stable for any
values of α for any time t . We can say that the EU is possible
in phantom scalar field model in HD theory for any positive
values of α. It expands exponentially and finally accelerates
at late time.

3 Tachyonic (normal and phantom) field

3.1 Action and field equations

The gravitational action for higher derivative theory of grav-
ity with a tachyonic field ψ , minimally coupled to gravity in
the units 8πG = 1 and c = 1, takes the following form

I = −
∫ [

1

2

(
R + αR2) + V (ψ)

√
1 − εψ,μ ψ,ν

]

× √−g d4x, (25)

where V (ψ) is relevant tachyonic potential of tachyonic
field, ε = ±1 correspond to normal and phantom tachyonic

fields, respectively and other symbols have their usual mean-
ing.

The energy momentum tensor Tμν of tachyonic field is
given as

Tμν = V (ψ)

[
εψ,μψ,ν√

1 − εψ,μψ,ν
+ gμν

√
1 − εψ,iψ,j

]
. (26)

The field equations (2) with energy momentum tensor (26)
for the line element (4) in HD theory yield

3H 2 − 18α
[
2ḦH − Ḣ 2 + 6ḢH 2] = V (ψ)√

1 − εψ̇2
, (27)

2Ḣ + 3H 2 − 6α
[
2

...
H + 12ḦH + 18ḢH 2 + 9Ḣ 2]

= V (ψ)

√
1 − εψ̇2. (28)

The equation of state (EoS) parameter ωψ for the tachyonic
field is given by

ωψ = −1 + εψ̇2. (29)

It can be seen that ωψ > −1 or < −1 according as normal
tachyon (ε = +1) or phantom tachyon (ε = −1).

The energy conservation equation for tachyonic field is
given as

ψ̈

1 − εψ̇2
+ 3εHψ̇ = −V ′(ψ)

V (ψ)
, (30)

where a prime denotes derivative with respect to ψ .
Solving (27) and (28), we get

εψ̇2 = −2Ḣ + 12α[ ...
H + 3ḦH + 6Ḣ 2]

[3H 2 − 18α{2ḦH + 6ḢH 2 − Ḣ 2}] , (31)

and

V (ψ) =
√

3H 2 − 18α
(
2ḦH + 6ḢH 2 − Ḣ 2

)

×
√

2Ḣ +3H 2 −6α
(
2

...
H +12ḦH +18ḢH 2 + 9Ḣ 2

)
.

(32)

3.2 Cosmological solution

In the following subsections, we examine the possibility of
EU scenario for normal and phantom tachyons, respectively.

3.2.1 Normal tachyonic field (ε = +1)

From (31) and (32), by use of (10), we get the following
expressions for tachyonic field and tachyonic potential, re-
spectively as



Astrophys Space Sci

ψ̇2 =
−2nβγ 2eγ t

(β+eγ t )2 − 12nαβγ 4

(β+eγ t )4 [(3n − 1)e3γ t − (9n − 4)e2γ t − β2eγ t ]
3n2γ 2e2γ t

(β+eγ t )2 − 18n2αβγ 4

(β+eγ t )4 [2(3n − 1)e3γ t + βe2γ t ]
, (33)

V (t) =
[

3n2γ 2e2γ t

(β + eγ t )2
− 18n2αβγ 4

(β + eγ t )4

{
2(3n − 1)e3γ t + βe2γ t

}] 1
2
[
nγ 2(3ne2γ t + 2βeγ t )

(β + eγ t )2
− 6nαβγ 4

(β + eγ t )4

{
2
(
9n2 − 6n + 1

)
e3γ t

+ (21n − 8)βe2γ t + 2β2eγ t
}] 1

2

. (34)

We observe that ψ̇2 is negative during the evolution of the
universe and hence ψ becomes imaginary. Therefore, in this
case the EU is not possible.

3.2.2 Phantom tachyonic field (ε = −1)

In this case, the tachyonic field (ψ̇2) is given by

ψ̇2 =
−2nβγ 2eγ t

(β+eγ t )2 − 12nαβγ 4

(β+eγ t )4 [(3n − 1)e3γ t − (9n − 4)e2γ t − β2eγ t ]
−3n2γ 2e2γ t

(β+eγ t )2 + 18n2αβγ 4

(β+eγ t )4 [2(3n − 1)e3γ t + βe2γ t ]
. (35)

Fig. 6 ψ̇2(t) versus t for β = 1, γ = 1 and n = 4/3

Fig. 7 V (t) versus t for β = 1, γ = 1 and n = 4/3

Figure 6 shows that ψ̇2 is positive through out the evo-
lution of the universe for small values of α. It is infinite at
infinite past and decreases with time, tending to zero in late

Fig. 8 ωψ versus t for β = 1, γ = 1 and n = 4/3

time. ψ̇2 decreases sharply in Einstein gravity (α = 0) as
compared to the HD theory.

The tachyonic potential has the same expression (34)
since it is independent of ε. It increases from zero at infi-
nite past to a maximum constant value in late time as we
can see in Fig. 7. The energy density for tachyonic field is
positive through out the evolution. It is zero at infinite past
and increases with time and finally attains a finite maximum
value in late time. The model has no time-like singularity
at any time. Therefore, the EU can be described with phan-
tom tachyonic field in HD theory for small values of α. The
variation of EoS parameter ωψ with time is shown in Fig. 8.
It is to be seen that ωψ < −1 and it settles into a state with
ωψ = −1 in late time. The solutions are stable only for small
values of coupling parameter α of HD theory. We conclude
that the stability of the solution depends on the coupling pa-
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Fig. 9 V versus ψ for β = 1 and α = 1/12

rameter α i.e., the solution is stable for small values of α

whereas it gives unstable solution for large values of α.

3.2.3 Particular solution

Again, we solve the field equations (27) and (28) for the
same particular values of γ and n, i.e., γ = 1√

6α
and n = 2

3
as described in Sect. 2.2.3. Considering (17) and (18) the
field equations (27) and (28) yield

εψ̇2 = −2βe
− 1√

6α
t
, (36)

and

V (t) = 2

9α

√
e

7√
6α

t
(2β + e

1√
6α

t
)

(β + e
1√
6α

t
)4

. (37)

We see that for normal tachyonic field (ε = 1), ψ̇2 is nega-
tive for any positive values of α but it is positive for phan-
tom tachyonic field (ε = −1). Therefore, we shall find the
solution for phantom tachyonic field. For ε = −1 and con-
sidering the positive sign of ψ̇ in (36) we integrate to get

ψ(t) = −
√

48αβe
− 1√

6α
t
, (38)

where the integration constant is taken to be zero for sim-
plicity.

The potential function V can be expressed in terms of ψ

as

V (ψ) =
2
√

(
48αβ

ψ2 )7(2β + 48αβ

ψ2 )

9α(β + 48αβ

ψ2 )
. (39)

Figure 9 shows the graph between V and ψ and it is to be
seen that V increases as ψ increases. The energy density ρψ

and pressure pψ are respectively given by

ρψ = V (ψ)√
1 + ψ̇2

= 2

9α

√
e

7√
6α

t
(2β + e

1√
6α

t
)

(β + e
1√
6α

t
)4

√
(1 + 2βe

− 1√
6α

t
)

, (40)

pψ = −V (ψ)

√
1 + ψ̇2

= − 2

9α

√
e

7√
6α

t
(β + e

1√
6α

t
)(1 + 2βe

− 1√
6α

t
)

(β + e
1√
6α

t
)4

. (41)

We find that ρψ grows with time and becomes constant in
late time whereas the pressure is always negative. The model
has no time-like singularity.

From (29) and (36), the EoS parameter is given by

ωφ = −1 − 2βe
− 1√

6α
t
, (42)

which shows that it is always less than −1 but attains to −1
at late time. The solutions are stable for any values of α for
any time t . We can say that the emergent-universe is possi-
ble with tachyonic phantom field for flat FRW model in HD
theory for any positive values of α. It expands exponentially
and finally accelerates at late time.

4 Conclusion

In this work, we have studied the possibility of an EU sce-
nario with scalar (or tachyonic) field for a flat FRW model in
higher derivative theory of gravity. The solutions have been
obtained under the assumption that the dynamics of the uni-
verse expansion is determined only by scalar (or tachyonic)
field. We have found that the EU scenario is not possible
for normal (scalar or tachyon) field in HD theory due to the
negativity of kinetic term since it is well noted that in most
conventional models ωφ ≥ −1 and the kinetic term must be
positive in case of normal (scalar or tachyon) field. How-
ever, the EU is possible for phantom ( scalar or tachyon)
field for a flat FRW model. The phantom solution (scalar or
tachyon) presented in this paper represents a universe which
begins with a finite size in the past, grows exponentially and
accelerates in late time. The summary of the solutions for
phantom (scalar and tachyon) fields are as follows:

In phantom scalar field, we have observed that φ̇2 in-
creases from zero at infinite past and attains a finite maxi-
mum value at finite time and then decreases to zero in late
time. We have obtained the scalar potential in terms of cos-
mic time t and it has been found that it increases with time
and attains maximum finite value in late future. Thus, a
phantom field rolls to the maximum of its potential with pos-
itive potential energy where we find ωφ < −1, but it settles
into a state with ωφ = −1 in late time. In general, the stabil-
ity of the solution depends on the constraints of the arbitrary
parameters. However, The solution is stable for small values
of α but it is unstable for large values of coupling param-
eter. The time for instability can not be determined due to
the complicated expressions for scalar field and scalar po-
tential. More precisely, we have discussed the particular so-
lution to describe the behavior of the model. The model has
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no time-like singularity for any values of α and the universe
accelerates at late time. We can say the EU is possible with
phantom scalar field for a flat FRW model in HD theory.

In tachyon phantom field, the ψ̇2-term decreases from in-
finity at infinite past to zero at t = ∞. It is always positive
during the evolution for small values of α. The tachyonic po-
tential increases from zero at infinite past to a flat potential
in late time. The stability of the solution can be described
as the same manner as discussed in the case of phantom
scalar field. We have also discussed the particular solution
and have found the expected solution in phantom tachyonic
field for any values of α. The model has no time -like singu-
larity at any time during the evolution of the universe. There-
fore, the EU may be described in phantom tachyonic field.
We find ωψ < −1 but it settles into a state with ωψ = −1
in late time. In both kinds of fields the energy density are
zero at infinite past and grows with time and attains maxi-
mum finite value at late time. The models eventually evolve
from a finite size in the infinite past into an inflationary stage
and finally accelerate at late time. The models have no time-
like singularity at any time. The coupling parameter α af-
fects the evolution of the EU in phantom models (scalar or
tachyon) as we can observe from the solutions obtained in
Sects. 2.2.2 and 2.2.3. In Sect. 2.2.2 the EU is possible only
for small values of α but the particular solution presented
in Sect. 2.2.3 is true for any positive values of α. Similar in-
terpretation may be given in case of tachyonic phantom field
presented in Sects. 3.2.2 and 3.2.3. In the absence of HD the-
ory, i.e., α = 0, the solutions for scalar and tachyonic phan-
tom fields as described in Sects. 2.2.2 and 3.2.2 reduce to
the solutions obtained by Debnath (2008) in the absence of
perfect fluid matter. It is clear that phantom models arising
from scalar and tachyon fields with negative kinetic terms
produce a rich set of behaviors.
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Abstract A novel routing architecture that balances incom-
ing Internet flows over the agile all-photonic network
(AAPN) is proposed. The architecture is based on the adap-
tive highest random weight (adaptive HRW) algorithm pro-
posed to design load-balanced Internet routers. Extensive
numerical evaluation of static and adaptive variations of the
routing architecture is studied, and their effect on the network
performance in terms of packet drop and flow remapping is
presented. The architecture can be seen as a combination of
adaptive core node scheduling and adaptive load balancing at
the edge nodes. It is stateless and can compute routes quickly
based on the packet flow identifier.

Keywords Load balancing · Flow-based routing ·
Agile all-photonic network · PetaWeb network

1 Introduction

ISPs are facing challenges in provisioning their network
resources due to the rapid growth in the Internet users and
the complexity of its traffic patterns. Many emerging appli-
cations like voice over IP are characterized by highly variable
traffic that is very difficult to predict and estimate. Research
has been conducted to design high-speed, high-capacity agile
networks that can handle the rapid growth in Internet users
and their high traffic volume; the agile all-photonic network
(AAPN) is an example of such networks [1,2]. The AAPN
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research originates from the research into the PetaWeb net-
work [3–6]. The AAPN project is the result of collaboration
from five universities and seven telecommunication compa-
nies [7].

The AAPN network consists of a number of electro-
photonic edge nodes that are interconnected by a number of
photonic core nodes in an overlaid star topology, see Fig. 1.
The network deploys the optical TDM technique at the edge
and core nodes with each timeslot, Ts , taking 10 μs to trans-
mit. An edge node performs traffic aggregation where IP
packet flows are terminated and put into timeslots before
transmission. The timeslots are then sent to a virtual output
queue (VOQ) that is associated with a destination edge node
and is served by an outgoing wavelength to the core node.
The network agility is provided by its ability to allocate band-
width on demand at the timeslot granularity.

A core node is a layered space switch, where each space
switch is used to switch timeslots on a specific wavelength,
see Fig. 2. Timeslot allocation is performed every frame using
schedulers running at the core nodes [8–11]. The frame is a
fixed number of consecutive timeslots. A scheduler is asso-
ciated with each wavelength and is responsible for allocating
timeslots on that wavelength. The edge nodes signal their
timeslot requests to the core nodes every frame [12]. Using
the requests collected, the scheduler computes the allocation
matrix used to reconfigure the space switch and signals it
back to the different edge nodes.

2 Motivation and application

In [13], routing at the connection level has been studied and
simulated. The methods perform connection admission con-
trol each time a new connection request is received; if no
timeslot resources are available on the selected path, the
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Fig. 1 AAPN with two core nodes interconnecting seven edge nodes

Fig. 2 AAPN layered core node has a space switch for each wave-
length

connection is rejected. In [14], two-phase routing [15,16]
has been used to eliminate the need for adaptive scheduling
at the core nodes. The method replaces the adaptive sched-
uler [8–11] with a fixed scheduler that can handle any input
traffic matrix within the boundaries of the hose traffic model
[17]. The method routes at the timeslot level and so requires
resequencing at the destination edge nodes. Since the traffic
travels the network twice, end-to-end delay becomes a seri-
ous issue when deployed in a WAN environment. In [18] and
[19], routing and protection of MPLS LSPs over the AAPN
network have been studied. The methods deploy and use the
AAPN network as the OSPF backbone area.

Our work focuses on studying the problem of deploying
AAPN as the backbone network for ISPs where IP routers
are interconnected by the AAPN network, see Fig. 3. More
specifically, it focuses on designing a routing architecture
for balancing the Internet flows over the AAPN network
while reducing packet reordering within one flow identified

Fig. 3 AAPN network interconnects IP routers using the electro-pho-
tonic edge nodes

by common fields within the packet header. Since the number
of flows is large in the backbone networks, storing flow state
in lookup tables can limit the network performance. Hence,
the routing architecture should eliminate the need for flow
lookup tables.

The contribution of this paper is threefold. First, we extend
the application of the highest random weight (HRW) algo-
rithm to the area of load balancing in backbone networks.
The algorithm has its root usage in the area of load balancing
for Web caches [20] and was later extended for designing
load-balanced IP routers [21]. Second, we propose a routing
architecture that balances incoming Internet flows over the
AAPN network. It is based on the adaptive HRW mapping
algorithm [21]. We present an extensive numerical evaluation
of static and adaptive variations of the routing architecture
and study their effect on the network performance in terms
of packet drop and flow remapping. Third, we describe an
enhancement of the adaptive HRW algorithm, called min-
imal remapping adaptive load balancing. It uses a trigger-
ing policy that reduces the number of flows remapped while
keeping the IP router balanced.

The rest of the paper is organized as follows: in Sect. 3, we
present background information about the Adaptive HRW
algorithm. In Sect. 4, we present the architecture for load-
balancing incoming Internet flows over the AAPN network.
Sect. 5 presents the adaptive HRW algorithm with the mini-
mal flow remapping triggering policy. In Sect. 6, we present
our simulation environment and results. Finally, in Sect. 7,
we present our conclusions and future work.

3 Background: the adaptive HRW algorithm

The algorithm, [21], balances the incoming processing load
among the different network processor units (NPUs) in the
router. It dynamically maps incoming packet flows to NPUs
using a weighted hash function while preserving the minimal
disruption property in [20]. The mapping is performed using
the HRW hash function over the flow identifier v [20,22].
Periodically, the workload intensity of each NPU is mea-
sured and forwarded to a central processor (CP).

3.1 Adaptive HRW mapping policy

Mapping of packets with a flow identifier vector v is com-
puted as follows:

f (v) = j

⇔ (1)

xjg(v, j) = max
k∈{1...m} xkg(v, k)

where xj ∈ R+ is the weight assigned to NPU j and
j ∈ {1 . . . m} ,m is the number of NPUs, g(v, j) is a
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pseudorandom function with g : v×{1 . . . m} → (0, 1) (i.e.,
g(v, j) is assumed to be a random variable in (0, 1) with uni-
form distribution). The weights x = (x1 . . . xm) determine
the fraction of the identifier vector space assigned to each
NPU and has a 1-to-1 correspondence with the partition vec-
tor p in [20].

3.2 Adaptive HRW triggering policy

The policy exploits two dynamic thresholds to determine
whether an NPU is underutilized or overutilized. To eval-
uate the status of individual NPUs, periodic NPU workload
intensity ρj (t) is measured and filtered every ΔT :

ρj (t) = 1

r
ρj (t) + r − 1

r
ρj (t − ΔT ) (2)

where ρj (t) is the filtered workload intensity and r is the
filtering constant. A similar measure is used for the filtered
total system workload intensity ρ(t):

ρ(t) = 1

r
ρ(t) + r − 1

r
ρ(t − ΔT ) (3)

The policy uses the dynamic threshold ερ(t) defined in Eq.
(4) and a fixed hysteresis bound εh > 0 to prevent adaptation
within the interval defined in Eq. (5):

ερ(t) = 1

2
(1 + ρ(t)) (4)

[(1 − εh) ρ(t), (1 + εh) ρ(t)] (5)

3.3 Adaptive HRW adaptation policy

The policy preserves the minimal disruption property by hav-
ing a subset of the elements in the weight vector x multiplied
by a constant factor α. The following equation is used to
compute α when the system is underutilized (i.e., ρ(t) ≤ 1)
and one or more NPUs are overutilized (i.e., ρj (t) > ερ(t)):

α(t) =
(

ερ(t)

min
{
ρj(t), ρj(t) > ερ(t)

}
)1/m

(6)

Conversely, α is computed in a symmetrical way when the
system is overutilized (i.e., ρ(t) > 1).

4 Adaptive routing architecture for the AAPN network

In this section, we describe the adaptive routing architecture
for the AAPN network. The architecture is distributed and
is implemented at the different edge nodes in the network.
Figure 4 represents the block diagram of the routing archi-
tecture at the source edge node with ID equal to one. The
diagram consists of two processing stages: a classification
stage and a two-level mapping stage associated with every
destination edge node in the AAPN network. At the classifi-
cation stage, the destination edge node of the incoming pack-
ets is determined using the AAPN routing tables described
in [23]. The classified packets associated with a destination
edge node are then mapped twice: the first map fc(v), called
core selection, routes the packets to a core node while, the
second map f c

w(v), called wavelength selection, routes the

Fig. 4 Core and wavelength selections work in tandem with no interac-
tion to balance the incoming Internet flows over the AAPN network. For
a given source–destination edge node pair, fc(v) balances the Internet
flows over the fiber link paths going through the different core nodes,
then f c

w(v) balances the Internet flows mapped to the fiber link path

going through core node c over the different wavelengths in this path.
The subscripts c in fc(v) and w in f c

w(v) are used to define core and
wavelength selection types, while superscript c in f c

w(v) defines the
instance of wavelength selection associated with core node c selected
by the fc(v) mapping function

123



Photon Netw Commun

packets to a wavelength through core node c selected by
fc(v). The mapped packets are then stored in the virtual out-
put queue (VOQ) associated with the destination edge node
on the selected wavelength. The fc(v) and f c

w(v) mappings
route packets at the flow level and are computed using Eq.
(1). Each core node is assigned a mapping weight from the
weight vector x = (x1 . . . xd), where d is the number of core
nodes. Each wavelength is assigned a mapping weight from
the weight vector y = (y1 . . . ye), where e is the number
of wavelengths through the core node. For AAPN networks
with single wavelength per fibre, only the fc(v) mapping
function is used.

Ideally, the two-level mapping functions should balance
the incoming traffic over the different fibre links and wave-
lengths of the AAPN network, but in reality, the functions
could result in gross imbalance due to the Internet flow dura-
tion distribution [24] and flow identification distribution [25].
Thus, an adaptation loop is needed to keep the fibre links,
and wavelengths within, from being congested. It adapts the
weight vectors x and y, based on the fibre links and wave-
lengths traffic loads, using Eq. (6). A traffic load is measured
every frame and is defined as the percentage of timelsots
requested per frame.

Compared to the Adaptive HRW algorithm, the mapping
in AAPN consists of two functions working in tandem with
no interaction. Also, in the adaptive HRW, the CP triggers
adaptation of the weights based on the workload measure-
ments of the set of NPUs, while in AAPN mappings, two
sets of traffic load measurements are used to trigger weights
adaptation. For the fc(v) function associated with a source–
destination edge node pair, the two traffic load measurement
sets are the set of traffic load measurement of the downstream
fibre links associated with the source edge node and the set
of traffic load measurement of the upstream fibre links asso-
ciated with the destination edge node. For the f c

w(v) function
associated a source–destination edge node pair and core node
c, the two traffic load measurement sets are the set of traf-
fic load measurement of the downstream wavelengths on the
fibre link from the source edge node to core node c and the set
of traffic load measurement of the upstream wavelengths on
the fibre link from core node c to the destination edge node.

Notice that triggering weight adaptation by two interre-
lated sets of traffic load measurements could result in insta-
bility and oscillations (i.e., triggering adaption to balance
the traffic load over the downstream set of fibre links (wave-
lengths) could result in imbalance on the upstream set of
fibre links (wavelengths) and vice versa). For this, one major
objective of the simulations study is to prove the stability of
the weights adaption triggering policy.

The adaptation triggering policy for the AAPN network
is different from the policy used in the adaptive HRW algo-
rithm. The next two sections describe two variations of the
AAPN adaptation policy.

4.1 AAPN adaptation triggering policy

The default triggering policy applies to the adaptation of both
weight vectors x and y. The term channel is used in this sec-
tion to generalize the description of the triggering policy, but
when used for core selection, it means a fiber link, and when
used for wavelength selection, it means a wavelength.

We categorize the channels into downstream and upstream
types. A downstream channel connects a source edge node to
a core node, while an upstream channel connects a core node
to a destination edge node. The traffic load on a downstream
channel originates at the source edge node and is destined to
the other edge nodes, while the traffic load on an upstream
channel originates at the source edge nodes and is destined
to the destination edge node. The channel set is defined dif-
ferently for the fiber links and wavelengths. The downstream
fiber link set associated with an edge node is defined as the
set of links connecting this edge node to all the core nodes,
while the upstream fiber link set associated with an edge node
is defined as the set of links connecting the core nodes to this
edge node. The downstream wavelength set associated with
an edge node is defined as the set of wavelengths connecting
this edge node to a core node, while the upstream wavelength
set associated with an edge node is defined as the set of wave-
lengths connecting the core node to this edge node.

The policy uses the two channel sets’ traffic loads to adapt
the weight vectors associated with a source–destination edge
node pair. In cases where both traffic load sets require adap-
tation, only one set chosen randomly is allowed to trigger
the adaptation. The traffic loads for the two sets of channels
are measured at different points in the network. The down-
stream channel set traffic loads are measured at the source
edge node, while the upstream channel set traffic loads are
measured at the core nodes. Measurement and filtering are
performed periodically every frame, while the computation
of dynamic threshold, channel set average traffic load, and
weight vectors adaptation is performed at the edge nodes
every ΔT . ΔT is chosen to be an integer multiple of the
frame size and greater than the maximum round trip signal-
ing delay between the edge and core nodes. This gives the
weight vector changes enough time to propagate and take
effect at the core nodes.

The traffic load of channel j, ρj (tn), is computed every
frame as follows:

ρj (tn) = λj (tn)

F
(7)

where λj (tn) is the total number of timeslots requested in the
nth frame, tn is a discrete time measured at the end of each
frame, and F is the frame size in timeslots.

Notice that if channel j is a fiber link, then λj (tn) repre-
sents the total timeslots requested on all z wavelengths that
goes through the fiber link and F is replaced by zF .
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The channel filtered traffic load, ρj (tn), is also computed
every frame as follows:

ρj (tn) = 1

r
ρj (tn) + r − 1

r
ρj (tn − tn−1) (8)

where tn − tn−1 = F ∗ Ts is the frame size in seconds and r

is the filtering constant computed using Eq. (9) to reduce the
effect of short term fluctuations in the channel traffic load.

r = ΔT

F ∗ Ts

(9)

The channel set average traffic load, ρ(tn), is computed
every ΔT as follows:

ρ(tn) =
∑L

j=1 ρj (tn)

L
(10)

where tn is the time at the end of the nth frame and L is the
number of channels in the channel set.

Based on the computed values, a channel set is consid-
ered underutilized if ρ(tn) ≤ 1 and overutilized if ρ(tn) > 1.
A channel is considered overutilized if ερ(tn) ≤ ρj (tn) and
underutilized if ερ(tn) > ρj (tn) where the dynamic thresh-
old, ερ(tn), is computed every ΔT using Eq. (4).

The policy triggers adaptation of the weight vectors when
imbalance occurs in the network. For example, assume that
the upstream channel set going to a destination edge node is
underutilized (overutilized) and one or more channels within
the set are overutilized (underutilized), this will force all
edge nodes to adapt their weight vectors to that destination
edge node. In another example, assume that the downstream
channel set coming from an edge node is underutilized (over-
utilized) and one or more channels within the set are overuti-
lized (underutilized), this will force the edge node to adapt
his weight vectors to all destination edge nodes.

4.2 AAPN minimal flow remapping triggering policy

The default triggering policy requires all edge nodes to adapt
their weight vectors when the channel set is underutilized
(overutilized) and one or more channels within the set is
overutilized (underutilized). In this section, we describe a
variation of the policy that triggers those edge nodes that
are most responsible for the channel state. In this variation,
not only a channel total traffic load is measured and fil-
tered every frame, but the traffic load contributed by each
source–destination edge node pair is also measured and fil-
tered using Eq. (11). The equation is interpreted differently
depending on the channel type. For a downstream channel

l connecting a source edge node to a core node, R
l

x(tn) and
Rl

x(tn) are the filtered traffic load and the traffic load to des-
tination edge node x in the nth frame, respectively. For an
upstream channel l connecting a core node to destination

edge node, R
l

x(tn) and Rl
x(tn) are the filtered traffic load and

the traffic load from source edge node x in the nth frame,
respectively.

R
l

x(tn) = 1

r
Rl

x(tn) + r − 1

r
R

l

x(tn − tn−1) (11)

To identify those edge nodes responsible for channel l

state, we define the following two dynamic thresholds that
are computed every ΔT :

εu(tn) = R
mean

(tn) + R
SD

(tn)

εo(tn) = R
mean

(tn) − R
SD

(tn) (12)

where R
mean

(tn) is the mean value and R
SD

(tn) is the stan-
dard deviation of the filtered traffic loads at the end of the
nth frame:

R
mean

(tn) =
∑N

x R
l

x(tn)

N − 1
(13)

R
SD

(tn) =

√√√√∑N
x

(
R

l

x(tn) − R
mean

(tn)
)2

N − 1
(14)

where N is the number of edge nodes in the network.
Based on the computed values, if the set of downstream

channels from a source edge node is underutilized and one
of the channels l is overutilized, then destination edge node

x is contributing to the channel state if εu(tn) ≤ R
l

x(tn).
Conversely, if the set of downstream channels is overutilized
and one of the channels is underutilized, then the traffic load
to the destination edge node x is contributing to the chan-

nel state if εo(tn) ≥ R
l

x(tn). The traffic load to the destina-
tion edge node x is not contributing to the channel state if

εo(tn) < R
l

x(tn) < εu(tn). Similar argument applies to the
upstream channels where the traffic is going to a destination
edge node.

5 Adaptive HRW with minimal flow remapping

The minimal flow remapping triggering policy can be used
to enhance the adaptive HRW algorithm. In addition to mea-
suring and filtering the workload intensity at each NPU, the
workload intensity from each input port is also measured
and filtered using an equation similar to (11); where l and
x represent the NPU and input port respectively. The idea is
that when weight vector adaption is needed, only the subset
of input ports responsible for the NPU(s) state is forced to
adapt their weight vectors. To do this, the CP uses dynamic
thresholds similar to Eq. (12) to determine, for each NPU,
which input ports are responsible for its state. For example, if
the IP router is underutilized and one of the NPUs is overuti-
lized, the CP determines which input ports are overutilizing
that NPU and forces them to adapt their weight vectors.
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6 Numerical results

The OPNET tool has been used to simulate an AAPN net-
work with 16 edge nodes and 8 core nodes. Since core and
wavelength selections work independently, fiber links with
one wavelength are used. Each wavelength has a capacity of
1 Gb/s. The round trip delay, RT D, is set to 40 ms and the
frame size on each wavelength, F , is set to 100 timeslots.

The objectives of the simulations are threefold. First, the
performance of the routing architecture is studied and com-
pared to the shortest path routing from the literature. Sec-
ond, the performance of the routing architecture with three
different channel set traffic load measurements is studied:
using traffic load measurements from the downstream chan-
nel set, upstream channel set, and downstream and upstream
channel sets. Third, the performance of the routing architec-
ture with minimal flow remapping is studied. Any edge node
can be selected to study the behavior; we choose edge node
number 8.

6.1 Simulations input

Each edge node generates self-similar traffic represented by
the H-FSNDP fractal point process [26]. In the H-FSNDP
model, the flow arrival process follows a Poisson model and
the flow duration is heavy tailed Pareto model. Packets’ inter-
arrival time within a flow is exponentially distributed. The
following parameters describe the input traffic, the parame-
ters are chosen to keep the load on the network close to 1.0:

1. Flow average arrival rate is 223,000 flow/s.
2. Hurst parameter is 0.8 and the Fractal Onset Time Scale

is 0.001.
3. Average flow duration is 0.3 s.
4. Flow packet average arrival rate is 128 packets/s.
5. Packet size is exponentially distributed with average size

of 1024 bits (i.e., on average, each timeslot carries (109 ∗
Ts)/1024 = 10 packets).

The incoming flows at each edge node are uniformly dis-
tributed to all other edge nodes in the network. The flow iden-
tifier distribution is a truncated normal distributionN(0, 1) out
of the 32-bit integer space [21]. This approximates the dis-
tribution of IP source and destination addresses as described
in [25].

6.2 AAPN routing architecture parameters

Link traffic loads at the edge and core nodes are computed
every frame, where the frame length is equal to 100 ∗ Ts =
1 ms. The adaptation period, ΔT , is set to 100 ms (i.e., k is
set to 2.5). The Fibonacci hashing used in [21] is used here to
compute g(v, j). The filtering constant, r , is set to 100. The

hysteresis bound, εh, is set to 0.01 and the initial values for
the adaptation weights are set according to the link capacities
(i.e., xc = 1.0) [20].

6.3 Routing architectures performance comparison
simulations

The behavior of three different routing architectures are com-
pared in this section: (1) a static version of the routing archi-
tecture with no adaptation (static load balancing); (2) an
adaptive version of the routing architecture with adaptation
based on the upstream and downstream link sets traffic load
(adaptive load balancing); and (3) the shortest path routing,
where the traffic between any edge node pair is sent through
the core node that is part of the shortest path between the
edge node pair.

Figure 5 shows the behavior of the different architectures
when deployed in the AAPN network. Figure 5e, f show how
the traffic load on the links remain within the closest vicinity
of the average traffic load when the adaptive load balancing
is deployed. They also show how stable the adaptive load bal-
ancing is even when the weights’ adaptation is triggered by
the downstream and upstream link sets traffic load. Figure 5a,
b shows how spread the traffic loads are around the average
(some links have zero traffic load); this is due to the com-
bination of the shortest path routing and the flow duration
Pareto distribution.

Figure 6 shows the requests dropped on the downstream
and upstream links every ΔT period. As mentioned earlier,
each request is for a timeslot, and each timeslot can carry up
to 10 packets on average. The figures show how the adaptive
load balancing outperforms the static load balancing. Table 1
summarizes the total requests dropped, as a percentage of the
total requests sent on the downstream and upstream link sets,
for the different architectures.

Figure 7a shows the number of flows appearing and the
flows remapped every ΔT period when the adaptive load bal-
ancing is deployed. The thick line at the top is actually 15
lines, each representing the flows leaving edge node 8 and
going to each of the other 15 edge nodes every ΔT . From the
figure, the flows going to each node is around 6,000, which
is expected due to the adaptive load balancing. Each curve at
the bottom is associated with a destination edge node, it rep-
resents the number of flows remapped every ΔT . The figure
shows the stability of remapping for the different destina-
tion edge nodes, and it also shows that less than 1% of the
appearing flows is actually remapped.

6.4 Routing architecture with different link sets
measurement simulations

The behavior of three different routing architectures are com-
pared in this section: (1) an adaptive version of the routing
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Fig. 5 a, c, e Shows the traffic load on the downstream links from
edge node 8, while b, d, f shows the traffic load on the upstream links
to edge node 8. Notice that the number of links in each set is equal
to the number of core nodes (i.e., L = 8 links). The figures show the
link traffic loads when shortest path routing (a, b), static load balancing

(c, d), and adaptive load balancing (e, f) are deployed. The average traf-
fic load for the link sets is shown in bold; it is used as the ideal reference
traffic load. Notice that the y-axes scale for (a, b) is higher than that for
(c–f)

architecture with adaptation based on the downstream link
set traffic load (downstream adaptive load balancing); (2) an
adaptive version of the routing architecture with adaptation

based on the upstream link set traffic load (upstream adaptive
load balancing); and (3) an adaptive version of the routing
architecture with adaptation based on the downstream and
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Fig. 6 a Shows the requests dropped on the downstream links of edge
node 8, while b shows the requests dropped on the upstream links of
edge node 8. The figures show the number of requests dropped every
ΔT period when adaptive load balancing and static load balancing are
deployed. The ideal load balancing is also shown for comparison. The
ideal request drop is computed as the difference between the requests

received and the requests the link set can handle in ΔT period. The
requests the link set can handle in ΔT = 0.1 s are equal to number of
links in the link set (8) * number of frames in ΔT (100) * Frame size
in requests (100); any requests received in excess of this value (i.e.,
80, 000) are dropped for the ideal load balancing

Table 1 Requests dropped comparison between the static and adaptive
load balancing

Downstream Upstream
links (%) links (%)

Ideal LB 0.80 0.76

Adaptive LB 1.67 1.60

Static LB 3.10 3.00

upstream link sets traffic load (adaptive load balancing from
the previous section).

Figure 8 shows the behavior of the routing architec-
ture when the downstream adaptive load balancing and the
upstream adaptive load balancing are deployed. Figure 8a
shows how the traffic load on the downstream links remain
within the closest vicinity of the average traffic load when the
adaptation triggering policy is based on traffic loads from the
downstream links, while Fig. 8b shows how the traffic load
on the upstream links spreads around the average traffic load.
Figure 8c shows how the traffic load on the upstream links
remain within the closest vicinity of the average traffic load
when the adaptation triggering policy is based on traffic loads
from the upstream links, while Fig. 8d shows how the traf-
fic load on the downstream links spreads around the average
traffic load. Compared to Fig. 5, it is clear that the adaptive
load balancing outperforms the downstream and upstream
load balancing by keeping the traffic load within the closest
vicinity of the average traffic load for both the downstream
and upstream link sets.

Table 2 summarizes the total requests dropped, as a per-
centage of the total requests sent on the downstream and

upstream link sets, for the different architectures. Compared
to Table 1, it shows that the total requests dropped for the
upstream links when the downstream adaptive load balancing
is deployed and for the downstream links when the upstream
adaptive load balancing is deployed are worse than those for
the static load balancing.

6.5 Routing architecture with minimal remapping
performance simulations

In this section, the behavior of the minimal remapping load-
balancing routing architecture is studied and compared to the
adaptive load-balancing routing architecture discussed pervi-
ously. As mentioned earlier, the objective of this architecture
is to reduce the number of flows remapped while keep-
ing the traffic load-balanced over the different links in the
network.

Figure 7b shows the number of flows appearing and
the flows remapped every ΔT period when the minimal
remapping adaptive load balancing is deployed. Compared
to the adaptive load-balancing remapping in Fig. 7, the fig-
ure shows significant reduction in flow remapping. When
adding up the remapped flows over the simulation period,
it was found that around 1 and 0.2% of the appearing flows
are remapped when the default and minimal flow remap-
ping triggering policies are deployed, respectively. This gives
the minimal flow remapping triggering policy a significant
reduction in flow remapping compared to the default trigger-
ing policy. It should be noted that the results for the minimal
flow remapping triggering policy are also applicable to the
load-balanced IP routers designed using the adaptive HRW
algorithm [21].
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Fig. 7 The figure shows, in a logarithmic scale, the number of flows appearing and the flows remapped every ΔT period for edge node 8 when
the adaptive load balancing (a) and the minimal remapping adaptive load balancing (b) are deployed

Fig. 8 a, c shows the traffic load on the downstream links from edge
node 8, while b, d shows the traffic load on the upstream links to edge
node 8. The figures show the link traffic loads when the downstream
link set traffic load (a, b) and the upstream link set traffic load (c, d)

are used to trigger vector weights adaptation. The average traffic load
for the link sets is shown in bold; it is used as the ideal reference traffic
load
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Table 2 Requests dropped comparison between the downstream,
upstream, and adaptive load balancing

Downstream Upstream
links (%) links (%)

Downstream adaptive LB 1.68 3.40

Upstream adaptive LB 3.50 1.63

Adaptive LB 1.67 1.60

Figure 9 shows how the traffic load on the downstream
and upstream link sets remain within the closest vicinity of
the average traffic load when the minimal remapping load
balancing is deployed.

Table 3 summarizes the total requests dropped, as a per-
centage of the total requests sent on the downstream and
upstream link sets, for the adaptive load balancing and the
minimal remapping adaptive load balancing. It shows that
the minimal remapping adaptive load balancing has a total
request drop that is very close to that of the adaptive load
balancing.

7 Conclusions and future work

A novel routing architecture that balances incoming Internet
flows over the agile all-photonic network (AAPN) is pro-
posed. The architecture is based on the adaptive highest ran-
dom weight (adaptive HRW) algorithm proposed to design
load-balanced Internet routers. It assigns traffic load-balanc-
ing weights to each source–destination edge node pair in the
network. The weights are adapted based on the traffic load of
the downstream and upstream links in the network. The archi-
tecture can be seen as a combination of adaptive core node
scheduling and adaptive load balancing at the edge nodes.

Table 3 Requests dropped comparison between the minimal adaptive
load balancing and adaptive load balancing

Downstream Upstream
links (%) links (%)

Minimal adaptive LB 1.68 1.63

Adaptive LB 1.67 1.60

It is stateless and can compute routes quickly based on the
packet flow identifier.

We presented an extensive numerical evaluation of sta-
tic and adaptive variations of the routing architecture and
studied their effect on the network performance in terms
of packet drop and flow remapping. The first part of the
simulation results shows the stability of the adaptive load-
balancing routing architecture even when the weights adap-
tation is triggered by two different groups of traffic load.
It also shows that the load on the links remain within
the closest vicinity of the average load when the adap-
tive load-balancing and minimal remapping adaptive load-
balancing architectures are deployed with a small fraction
of flows remapped. Performance measurements, in terms
of requests dropped, show that the adaptive load-balancing
architecture significantly outperforms the static load-balanc-
ing architecture. The second part of the simulation results
shows that neither the downstream nor the upstream load-
balancing architecture is enough to ensure balancing on all
the links (wavelengths) in the network; the adaptive load-
balancing architecture outperforms them both. The third part
of the simulation shows that the minimal remapping adap-
tive load-balancing architecture enhances the adaptive load-
balancing architecture while reducing the number of flows
remapped.

Fig. 9 a Shows the load on the downstream links from edge node 8, while b shows the load on the upstream links to edge node 8. The average
load for the link sets is shown in bold; it is used as the ideal reference load
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An enhanced version of the adaptive HRW algorithm that
uses the minimal flow remapping triggering policy to reduce
flow remapping while keeping the IP router balanced is also
described. Even though the policy is simulated in the AAPN
network, results should also be applicable the adaptive HRW
algorithm and the IP router architecture in [21].
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Abstract The thermodynamical effect of particle creation
on the early evolution of Friedmann-Robertson-Walker uni-
verse is analyzed in the context of open thermodynamical
systems within the framework of Brans-Dicke theory. The
field equations are solved exactly using the “gamma-law”
equation of state p = (γ −1)ρ, where the adiabatic parame-
ter γ depends on the scale factor of the universe. We assume
the functional form of γ in such a way that it describes a uni-
fied description of two early phases of the evolution of the
universe, viz. inflationary phase and radiation-dominated
phase. The role of Brans-Dicke scalar and creation of matter
particles is investigated during the expansion of the universe.
It is found that the expansion of the universe is driven by the
particle creation in each phase. The physical and geometri-
cal behaviors of the solutions are discussed in detail.

Keywords FRW model · Brans-Dicke theory · Power-law
expansion · Particle creation

1 Introduction

In Einstein’s general relativity, the gravitational constant
G, velocity of light c and cosmological constant � are all
proper constants. A conceptually simple way to extend Ein-
stein’s theory of general relativity is to suppose that the grav-
itational term G is time dependent. The concept of a time—
dependent gravitational constant G was first introduced by

C.P. Singh (�)
Department of Applied Mathematics,
Delhi Technological University
(Formerly Delhi College of Engineering), Bawana Road,
Delhi 110 042, India
e-mail: cpsphd@rediffmail.com

Dirac (1937, 1938) based on the large number hypothesis
(LNH). A time-dependent G then follows as a natural conse-
quence of the LNH. In the past there were some interesting
attempts to generalize the general theory of relativity with
variable G. One of the important modifications were pro-
posed by Brans and Dicke (1961), known as Brans-Dicke
(BD) scalar-tensor theory of gravitation. In this gravitational
theory, in addition to the space time metric, a scalar field φ

is introduced as a dynamical variable. The scalar field φ has
the dimension of inverse of the gravitational constant and its
role is confined to its effects on gravitational field equations.
The introduction of the scalar field in this theory makes it
more consistent with Mach’s principle since Mach’s princi-
ple is not substantiated by general relativity. In BD theory,
a dimensionless free coupling parameter ω is introduced be-
tween the scalar and tensor components of gravitation. From
observational point of view, the BD theory is consistent for
ω ≥ 500 (Will 1981). However, there is no restriction on the
value of ω from a cosmological stand point, and BD the-
ory goes over to general relativity at the limit of ω → ∞,
φ = const. = G−1. A detailed survey of the Brans-Dicke
(BD) theory have been done by Singh and Rai (1983).

It is generally accepted that BD scalar-tensor theory plays
an important role in the present view of the very early uni-
verse. More recently the interest of this kind of theory was
renewed, owing to its association with superstring theories,
extra-dimensional theories and models with inflation or ac-
celerated expansion. The simplest inflationary models (Do-
minici et al. 1983; Mathiazhagen and Johri 1984), extended
inflation (La and Steinhardt 1989) and hyper extended infla-
tion and extended chaotic inflation (Linde 1990; Steinhardt
and Accetta 1990) are based on BD theory and other general
scalar-tensor theories. Uehara and Kim (1982) have studied
BD theory with cosmological constant � and presented ex-
act solutions for spatially flat Friedmann-Robertson-Walker



Astrophys Space Sci

(FRW) model in matter -dominated universe. Johri and Sud-
harsan (1989), and Banerjee and Beesham (1996) have con-
sidered BD cosmology with a causal viscous fluid in full the-
ory of non-equilibrium thermodynamics. They have found
exact solutions for a spatially flat FRW model by making the
assumption of scalar field φ with some power of scale factor
of the FRW model. Chakraborty and Shah (1995) have stud-
ied FRW models in BD theory whereas Singh et al. (1997)
have discussed FRW models with causal viscous fluid in
BD theory. Reddy and Rao (1981, 2006), Banerjee and San-
tos (1982), Singh et al. (1983), Reddy (2003), Reddy et al.
(2007), Rao et al. (2009), Rathore and Mandawat (2009),
and Singh and Sharma (2010) have investigated several as-
pects of the cosmological models in BD theory in different
physical context. Berman (2008) has discussed the shear and
vorticity in an accelerating BD lambda-universe with tor-
sion. El-Nabulsi (2010a, 2010b, 2011) have investigated the
Gauss-Bonnet corrections in modified BD theory and dis-
cussed their findings in detail.

The problem of particle creation in the universe has re-
cently attracted a lot of interest in cosmology. Prigogine et
al. (1988, 1989) have investigated the role of irreversible
processes in creation of matter out of gravitational energy
in the context of general relativity. It was shown that ther-
modynamics of open systems, when applied to cosmology,
leads to a reinterpretation in Einstein’s equations of the mat-
ter energy stress tensor. The universe starts from random
vacuum fluctuation and the cosmic expansion is driven by
the creation of matter particles. In other words, the process
of particle creation out of gravitational energy is basically
an irreversible phenomenon, capable of explaining the en-
tropy burst in the expanding universe. A detailed study of
the thermodynamics of the particle creation with changing
specific entropy have been discussed by Calvão et al. (1992),
Lima and Germano (1992), Lima et al. (1991, 1996), Zim-
dahl et al. (1996). Johri and Desikan (1996) have studied
Friedmann-Robertson-Walker (FRW) models with particle
creation.

After the discovery of the accelerating universe the par-
ticle creation was reconsidered to explain it and got unex-
pected results. The particle creation pressure, which is neg-
ative, might play the role of dark energy component. Lima
and Alcaniz (1999), and Alcaniz and Lima (1999) have dis-
cussed FRW models with matter creation and analyzed the
results through the observations. It was shown that the mod-
els with particle creation are consistent with the observa-
tional data.

Sudarshan and Johri (1994), Zimdahl and Pavón (1994),
and Triginer and Pavón (1994) have discussed the effect of
bulk viscosity on the cosmological evolution of open ther-
modynamic systems which allow for simultaneous particle
creation and entropy production. Their investigations reveal
that the production of specific entropy is independent of the

nature of the creation rate and depends only upon the co-
efficient of the bulk viscosity. This suggests that the bulk
viscosity and particle creation are not only independent pro-
cesses, but in general they lead to different histories of cos-
mic evolution.

Maniharsingh (1987, 1991) has obtained the dynamics of
the particle creation in the slowly rotating FRW universe, us-
ing BD theory. Johri and Desikan (1994) have studied cos-
mological models with constant deceleration parameter in
BD theory in the presence of particle creation. Ibochouba
and Ali (1996) have investigated the dynamics of the parti-
cle creation in relativistic viscous fluid FRW models in BD
theory. Desikan (1997), Johri and Pandey (1999), Singh and
Beesham (1999), Singh et al. (2002) and Singh and Kale
(2011) have studied the role of particle creation and bulk
viscosity in isotropic and anisotropic models. Zimdahl et al.
(2001) have tested the particle creation with SNe Ia data and
got the result of the accelerating universe. Yuan et al. (2007)
has studied the models with adiabatic particle creation and
showed that the model is consistent with SNe Ia data. Liu
and Liu (2011) have analyzed the reconstruction of dark en-
ergy and equilibrium thermodynamics in BD theory.

In the standard model, the history of the universe be-
gins with the radiation phase and then evolves to the present
matter-dominated era. In order to overcome some of the
difficulties met by standard model, Guth (1981) proposed
an inflationary phase and this would happen prior to the
radiation-dominated phase. In general, the field equations
are solved separately for the different epochs. However,
Some authors have tried to solve the field equations in a
unified manner. Madsen and Ellis (1988) presented the evo-
lution of the universe for inflationary, radiation and matter-
dominated phases in a unified manner by assuming (γ ) of
“gamma-law” equation of state p = (γ − 1)ρ as a func-
tion of scale factor of the FRW metric. Later on, Israelit and
Rosen (1989, 1993) used a different equation of state to de-
scribe the transition from pre-matter to radiation and then
radiation to matter-dominated phase in a unified manner.

In a similar way, Carvalho (1996) has studied flat
Friedmann-Robertson-Walker (FRW) model in general rel-
ativity by using the “gamma-law” equation of state p =
(γ − 1)ρ, where γ varies with the cosmic time to describe
the early phases (inflation and radiation) of the evolution
of the universe in a unified manner. Therefore, it is not re-
alistic to assume γ as a constant throughout the history of
the universe. We can obtain a reasonably realistic model if
we assume the universe evolves through the epochs each
of which γ is constant. Ram and Singh (1999, 1997) have
studied flat FRW model with variable equation of state pa-
rameter in BD theory. Recently, Singh and Beesham (2011)
have studied the early universe cosmology with particle cre-
ation and discussed the kinematics tests of the findings.
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In the present paper we study the role of irreversible pro-
cesses, corresponding to the creation of matter out of grav-
itational energy in Brans-Dicke theory. Prigogine’s hypoth-
esis (1988, 1989) of creation of matter has been analyzed
in Brans-Dicke theory. To accommodate the creation of new
particles, the universe is regarded as an open thermodynami-
cal system and the energy conservation equation is modified
to incorporate the creation pressure term. It is supposed that
Brans-Dicke scalar field is a function of scale factor. Exact
solutions of the field equations are obtained using “gamma-
law” equation of state in which the equation of state pa-
rameter depends on scale factor of the universe. A unified
description of the early evolution of the universe has been
presented in which an inflationary phase is followed by an
radiation-dominated phase. We find that the expansion of the
universe is driven by the particle creation in each phase. The
physical and geometrical properties of the physical parame-
ters have been discussed in detail.

2 Thermodynamics of particle creation

In the standard model, the universe is considered as a
‘closed’ system and the corresponding laws of thermody-
namics have the form

d(ρV ) = dQ − pdV, (1)

and

T dS = d(ρV ) + pdV, (2)

where ρ is the energy density, p the thermodynamic pres-
sure, V the volume containing N particles, Q is the heat
during the cosmic time t , T the temperature and S is the
entropy of the system.

From (1) and (2), we see that the entropy production is
given by

T dS = dQ. (3)

Consequently, for a closed adiabatic system (dQ = 0), the
entropy remains constant. If one treats, following Prigogine
et al. (1988, 1989) that, the expansion is described by an
‘open’ thermodynamic system, allowing for irreversible par-
ticle creation from the energy of gravitational field, one can
account for entropy production right from the beginning and
the second law of thermodynamics is also incorporated into
the evolutionary equations in a more meaningful manner. In
this case the number of particles N in a given volume V is
not to be a constant.

Thus allowing for particle creation, the modification of
(1), into account of variation of particle number, leads to

d(ρV ) = dQ − pdV + h

N
dN, (4)

where h = (ρ + p)V is the total enthalpy of the system. For
open system, adiabatic transformations (dQ = 0) reduce (4)
to

d(ρV ) + pdV − h

N
dN = 0. (5)

Equation (5) can be rewritten as

d(ρV ) + (p + pc)dV = 0, (6)

where

pc = − (ρ + p)V

N

dN

dV
. (7)

Thus, the creation of particle corresponds to a supplemen-
tary pressure pc. It is noted that (6) is equivalent to the con-
servation equation with additional pressure due to the parti-
cle creation and therefore this supplementary pressure must
be considered as a part of the cosmological pressure enter-
ing into the Einstein field equations. pc is negative or zero
depending on the presence or absence of particle creation.
In such a transformation the thermal energy received by the
system is entirely due to the change of the number of par-
ticles. This change is due to the transfer of energy from the
gravitational field of matter. Hence, the creation of particle
acts as a source of internal energy.

Now, the entropy change dS, given in (2) in an ‘open’
system becomes

T dS = d(ρV ) + pdV − μdN, (8)

where μ = h−T S
N

≥ 0 is the chemical potential associated to
the non conservation of the particle number. Therefore, from
(5) and (8), we get

dS

S
= dN

N
. (9)

The second law of thermodynamics requires that dS ≥ 0.
We regard the second law of thermodynamics as one of
the most fundamental laws of physics and it should hold
whether creation of particle takes place or not. Therefore,
from (9), we must have

dN ≥ 0. (10)

This inequality implies that the space-time can produce par-
ticle.

3 Field equations of BD theory

The field equations of Brans-Dicke theory in the unit c = 1
are given by
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Gij = Rij − 1

2
gijR

= −8π

φ
Tij − ω

φ2

[
φ; iφ; j − 1

2
gijφ; kφ

; k

]

− 1

φ

[
φ;ij − gij �φ

]
, (11)

and

�φ = 8π

(2ω + 3)
T i

i , (12)

where φ is the BD scalar, ω the BD coupling parameter, Tij

is the energy momentum tensor for perfect fluid and particle
creation, which takes the form

Tij = (ρ + p + pc)uiuj − (p + pc)gij (13)

where pc is the particle creation pressure given by (7) and
ui is four velocity satisfying the condition uiu

i = 1.
Considering that our universe is homogeneous and iso-

tropic, we work with the flat Friedmann-Robertson-Walker
(FRW) space-time (Weinberg 1972)

ds2 = dt2 − R2(t)
[
dr2 + r2(dθ2 + sin2 θdφ2)

]
, (14)

where r , θ , and φ are dimensionless co-moving coordinates
and R(t) is the scale factor.

In this space-time, the Friedmann and BD scalar equa-
tions (11) and (12) take the form (see Ibochouba and Ali
1996; Tarachand and Ratnaprabha 1989; Obregon and Pi-
mentel 1978; Montenegro and Carneiro 2007; Lee et al.
2011)

3H 2 = 8πρ

φ
− 3H

(
φ̇

φ

)
+ ω

2

φ̇2

φ2
, (15)

φ̈

φ
+ 3H

φ̇

φ
= 8π

(3 + 2ω)φ

[
ρ − 3(p + pc)

]
, (16)

where H = Ṙ/R is the Hubble parameter and an overdot
denotes the derivative with respect to time t . Here we note
that the case of ω = −3/2 is not allowed. The energy con-
servation equation T

ij

; j
= 0 leads to

ρ̇ + 3(ρ + p)H = −3pcH. (17)

In models with adiabatic creation, the balance equation for
the particle number density n (Lima and Germano 1992;
Desikan 1997) is given by

ṅ

n
+ 3H = ψ(t)

n
= Ṅ

N
(18)

where n = N
V

is the particle number density and ψ(t) is the
matter creation rate (ψ > 0 corresponds to particle creation

while ψ < 0 to particle decay). From (7) we see that the
creation pressure pc depends on the particle creation rate.
We need to know the exact form of the function ψ the one
which is determined from a more fundamental theory than
involves quantum processes.

4 Solution of the field equations

We have five unknowns, namely, R,φ, p, ρ and pc and three
independent equations (15), (16) and (17). So, we have a
freedom to choose two assumptions only. But it is very diffi-
cult to obtain the general exact solutions due to highly non-
linearity of the field equations and we would try to obtain
leaving (15) and we will use it get the relation between con-
stants. Therefore, we have one more freedom to choose the
assumption to solve the system of equations.

We take the simple phenomenological expression of the
particle creation rate (Lima et al. 1996)

ψ(t) = 3βnH, (19)

where the parameter β is a dimensionless constant, defined
on the interval [0,1]. The most interesting situations emerge
during phase in which β ≈ 1, i.e., of order of unity.

Further, We assume the following relation between the
scale factor R(t) and the BD scalar field φ (Johri and Sud-
harsan 1989; Banerjee and Beesham 1996):

φ = φ0R
α (20)

where φ0 and α are constants. With (20), (15) becomes
(

3 + 3α − ω

2
α2

)
H 2 = 8πρ

φ0Rα
, (21)

which can be rewritten as

2
H ′

H
= ρ′

ρ
− α

R
, (22)

where a prime denoted derivative with respect to scale fac-
tor R.

We suppose that the pressure p and energy density ρ are
related through the “gamma-law” equation of state

p = (γ − 1)ρ. (23)

In general, the value of γ is taken to be constant and lying
in the interval 0 ≤ γ ≤ 2. But our aim in this paper is to let
the parameter γ depends on scale factor R to describe the
early phases, inflationary and radiation-dominated evolution
of the universe in a unified manner. We assume, following
Carvalho (1996) that, the functional form of γ as

γ (R) = 4

3

A(R/R∗)2 + (a/2)(R/R∗)a

A(R/R∗)2 + (R/R∗)a
, (24)
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where A is a constant and ‘a’ is free parameter related to the
power of the cosmic time t during the inflationary phase.
Here, R∗ is a certain reference value of R. The function
γ (R) is defined in such a manner that when the scale fac-
tor R is less than R∗, i.e., when R 	 R∗, an inflationary
phase (γ ≤ 2a/3) can be obtained and for R 
 R∗ we have
a radiation-dominated phase (γ = 4/3). The expression of
γ (R) in (24) is an increasing function of R. In the limit
R → 0, γ (R) = 2a

3 . Thus, 1 is the maximum value of ‘a’
for an inflation epoch to exist. As ‘a’ approaches to zero we
have an exponential inflation (γ = 0). Therefore, a must lie
in the interval 0 ≤ a < 1.

Using (7) and (23) into (17), we get

ρ̇ + 3(1 − β)γρH = 0, (25)

which can be written as

ρ′

ρ
+ 3(1 − β)

γ (R)

R
= 0. (26)

From (22) and (26), we finally get

H ′ +
[

3

2
(1 − β)γ (R) + α

2

]
H

R
= 0. (27)

Substituting (24) into (27) and solving, we get

H = C

Rα/2[A(R/R∗)2 + (R/R∗)a](1−β)
, (28)

where C is a constant of integration. If H = H∗ for R = R∗,
we have a relation between constants A and C as

C = H∗Rα/2∗ (1 + A)(1−β). (29)

An important observational quantity is the deceleration pa-
rameter q = −RR̈

R2 . A unified expression of q for both infla-
tionary and radiation-dominated phases can be expressed as
a function of scale factor R as

q = (1 − 2β + α
2 )A(R/R∗)2 + ( α

2 + a(1 − β) − 1)(R/R∗)a

A(R/R∗)2 + (R/R∗)a
.

(30)

Integrating (28) for H = Ṙ/R, an expression for t in terms
of the scale factor R , in case of (a �= 0), is given by

Ct =
∫

R
α
2 −1[A(R/R∗)2 + (R/R∗)a](1−β) dR. (31)

In the following subsections, we solve (31) for two early
phases of the evolution of the universe according as R 	 R∗
or R 
 R∗.

4.1 Inflationary phase

For inflationary phase (R 	 R∗), the second term of the in-
tegral in (31) on right hand side dominates which gives the
power-law solution of the scale factor (a �= 0) as

R[a(1−β)+ α
2 ] = R

a(1−β)∗
[{

a(1 − β) + α

2

}
Ct

]
. (32)

The above equation shows that the dimension of the universe

increases according to power-law inflation R ∝ t
2

2a(1−β)+α ,
where 0 ≤ β < 1. We see that the condition for expansion of
the universe is [2a(1−β)+α] > 0. For β = 0 and α = 0, the
above (32) reduces to the standard FRW model (Carvalho
1996), i.e., R ∝ t1/a .

The Hubble parameter in terms of t is given by

H = 2

[2a(1 − β) + α]
1

t
. (33)

The BD scalar is given by

φ = φ0

[
R

a(1−β)∗
[{

a(1 − β) + α

2

}
Ct

]] 2α
[2a(1−β)+α]

. (34)

The energy density and particle creation pressure are ob-
tained as

ρ = ρ0

(
3 + 3α − ω

2
α2

)
t

2α
[2a(1−β)+α] −2

, (35)

pc = −2a

3
βρ0

(
3 + 3α − ω

2
α2

)
t

2α
[2a(1−β)+α] −2

, (36)

where

ρ0 = φ0[Ra(1−β)∗ [{a(1 − β) + α
2 }C]] 2α

[2a(1−β)+α]

8π[a(1 − β) + α
2 ]2

.

For energy density to be positive, we must have (6 + 6α −
ωα2) > 0. The particle number density is given by

n = n0i

(
R

R∗

)−3(1−β)

. (37)

We note from (37) that the effect of particle creation is mea-
sured by the parameter β . The particle density N = nR3 is
given by

N = N0i

(
R

R∗

)3β

. (38)

In the above expressions the subscript ‘0i’ refers to the
present observed values of the parameters during inflation-
ary phase. It follows from (38) that N increases as some
power of R. The BD scalar function φ increases with time.
The energy density and particle creation are decreasing
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functions of t for a(1 − β) > 0. As t → 0, ρ → ∞, thus
the model has singularity at t = 0.

Let us consider the entropy behavior during the inflation-
ary phase. From (9) and (38), one may write the entropy as

S = S0i

(
R

R∗

)3β

. (39)

The entropy increases with the increase of the rate of cre-
ation of particle. For β = 0, i.e, if there is no creation of
particle, we get n = n0i (R/R∗)−3, N and S would remain
constant throughout the evolution of the universe and we
would recover the standard FRW model of the universe.
This is the case of an ideal gas and source term ψ(t) and
hence the creation pressure pc vanish. We find that parti-
cle number density is decreasing function of time. If β = 1,
the particle number density is uniform during the evolution
of the universe which leads to the result that the particle
production source term is determined by the expansion rate
ψ(t) = 3nH .

Now, inserting the values of R, ρ, φ and pc into (16) we
obtain a relation between constants

[(3 + 2ω) + {4 − 2a(1 − β)}ω]α2

+ [(3 + 2ω){6 − 2a(1 − β)} − 6{4 − 2a(1 − β)}]α
− {24 − 12a(1 − β)} = 0, (40)

which is quadratic in α and gives the physically viable mod-
els for this constraints. It is readily seen from (30) that the
deceleration parameter q in inflationary phase is given by

q =
[
a(1 − β) + α

2
− 1

]
, (41)

which is constant and gives positive value for [2a(1 − β) +
α] > 2 and negative or zero for [2a(1 − β) + α] ≤ 2.

Figure 1 plots scale factor R(t) versus cosmic time t for
various values of constants. It is observed that the expansion
of the universe inflates more rapidly due to particle creation
(marginal thick line, i.e., α = 0 and β = 0.5). The universe

Fig. 1 R(t) vs. t with a = 0.5

expands with more decelerated rate due to BD scalar field
factor as shown by thin line (α = 2 and β = 0). When both
α and β are non-zero, the universe expands with deceler-
ated rate as shown by dotted line but with slight change with
β = 0 and α �= 0. The very thick line show the expansion
of the universe when both α = 0 and β = 0, i.e., the FRW
model with perfect fluid only. One may say that the inflation
of the universe is due to the particle creation. The BD scalar
field factor decelerates the expansion of the universe.

4.2 Radiation-dominated phase

For radiation-dominated phase (R 
 R∗), the first term of
the integrand in (31) on right hand side dominates over first
term, which gives the power-law solution of the scale factor
as

R[2(1−β)+ α
2 ] = R

2(1−β)∗
[{

2(1 − β) + α

2

}
Ct

]
. (42)

The above equation shows that the dimension of the universe

increases according to power-law R ∝ t
2

4(1−β)+α , where 0 ≤
β < 1. For β = 0 and α = 0, the above equation (42) reduces
to the standard FRW model (Carvalho 1996), i.e., R ∝ t1/2.

The Hubble parameter in terms of t is given by

H = 2

[4(1 − β) + α]
1

t
. (43)

The BD scalar is given by

φ = φ0

[
R

2(1−β)∗
[{

2(1 − β) + α

2

}
Ct

]] 2α
[4(1−β)+α]

. (44)

It is straight forward to obtain the energy density, creation
pressure, particle number density, particle number and en-
tropy production as functions of the scale factor R and of
the β parameter. These quantities are, respectively, given by

ρ = ρ1

(
3 + 3α − ω

2
α2

)
t

2α
[4(1−β)+α] −2

, (45)

pc = −4

3
βρ1

(
3 + 3α − ω

2
α2

)
t

2α
[4(1−β)+α] −2

, (46)

n = n0r

(
R

R∗

)−3(1−β)

, (47)

N = N0r

(
R

R∗

)3β

, (48)

S = S0r

(
R

R∗

)3β

, (49)

where

ρ1 = φ0[R2(1−β)∗ [{2(1 − β) + α
2 }C]] 2α

[4(1−β)+α]

8π[2(1 − β) + α
2 ]2

and n0r , Nor and S0r are constant of integrations.



Astrophys Space Sci

Inserting the above solutions in to (16), a relation be-
tween the constants can be written as

[(3 + 2ω) + 4βω]α2 + [2(3 + 2ω)(1 + 2β)

− 24β]α − 24β = 0. (50)

which is quadratic in α and gives the physically viable mod-
els for this constraints. From (30) the deceleration parameter
q in this phase is given by

q =
[
(1 − 2β) + α

2

]
, (51)

which is constant and gives positive for (2 − 4β + α) > 0
and negative or zero for (2 − 4β + α) ≤ 0. The energy
density is decreasing function of t for 0 < β < 1. As
t → 0, ρ → ∞, thus the model has singularity at t = 0.
Equations (35) and (45) show that the densities in infla-

tion and radiation, respectively, vary as ρ ∝ t
2α

2a(1−β)+α
−2

and ρ ∝ t
2α

4(1−β)+α
−2. Hence, in a model with inflation

and radiation, the transition from inflation to a radiation-
dominated phase, in course of expansion, happens ex-
actly as in the standard model. We also observe that the
same expressions describe the evolution of the particle
number density, number of particle and entropy produc-
tion either for inflationary phase or radiation-dominated
phase. The BD scalar has no effect on these thermody-
namical quantities, these depend on the particle creation
only.

In Fig. 2 a straight line shows the expansion of the uni-
verse due to particle creation (α = 0 and β = 0.5). The BD
scalar field increases the rate of expansion of the universe at
early stages of the evolution. However, the universe expands
with more decelerated rate after certain times of evolution.
We see that α = 2 and β = 0.5 make the expansion of the
universe with less decelerated rate. Therefore, in this phase
the expansion of the universe is also driven by the particle
creation.

Fig. 2 R(t) vs. t

5 Particular case

We now study the solution in the limit a → 0 in inflationary
and radiation-dominated phases.

In this case, (28) becomes

H = C

Rα/2[A(R/R∗)2 + 1](1−β)
. (52)

A unified expression for deceleration parameter in terms of
scale factor has the form

q = (1 − 2β + α
2 )A(R/R∗)2 − (1 − α

2 )

A(R/R∗)2 + 1
. (53)

Again, in the limit of very small R (R 	 R∗), we get

R =
(

αC

2
t

) 2
α

, (54)

which is the power-law expansion for α > 0. The expansion
is due to BD scalar field only. The Hubble parameter is given
by

H = 2

αt
(α �= 0). (55)

The BD scalar field is obtained as

φ = φ0

(
αC

2
t

)2

. (56)

The scalar field increases as the square of the cosmic time t .
The particle creation pressure pc is zero where as the energy
density is given by

ρ = (3 + 3α − ω
2 α2)φ0C

2

8π
, (57)

which shows that the energy density is constant through out
the evolution of the universe. The particle number density,
Number particle and entropy are respectively given by

n = n1(αCt)−
6(1−β)

α , (58)

N = N1t
6β
α , (59)

S = S1t
6β
α . (60)

Hence, particle number density decreases whereas the num-
ber of particles and entropy increase in this phase. Here
n1, N1 and S1 are arbitrary constants. For β = 0, we have
n ∝ t−6/α , and N and S are constants. Equation (16) gives

(1 + 2ω)α2 − 2(3 − 2ω)α − 8 = 0, (61)

which is quadratic in α and gives a relation between the con-
stants.
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In the limit of very large R (R 
 R∗), when the universe
inters to radiation-dominated phase, we obtain

R[2(1−β)+ α
2 ] = R

2(1−β)∗
[{

2(1 − β) + α

2

}
Ct

]
. (62)

The other results for various parameters are the same as
obtained in Sect. 4.2. We see from (53) that the deceler-
ation parameter varies from q = −(1 − α

2 ) at R = 0 to
q = (1 − 2β + α

2 ) for radiation-dominated phase.

6 Conclusion

We have investigated zero curvature FRW model with par-
ticle creation in Brans-Bicke cosmology with “gamma-law”
equation of state. We have assumed that the adiabatic param-
eter ‘γ ’ varies continuously as a function of the scale factor
to describe the early phases of the evolution of the universe
in a unified manner. A class of models is obtained according
to the value of the parameter ‘a’ which lies in the interval
0 ≤ a < 1. For ‘a’ in the interval 0 < a < 1, γ slowly in-
creases from 2a/3 for R 	 R∗ to 4/3 when R 
 R∗. The
first period of evolution is describe as a power-law inflation
with the scale factor varying according R ∝ t2/[2a(1−β)+α].
This is then followed by a radiation era where scale fac-
tor is varying according R ∝ t2/[4(1−β)+α]. Considering the
energy conservation and particle creation rate we have ob-
tained the solutions in early phases of the evolution of the
universe. The role played by BD scalar field and particle
creation in the expansion of the universe is investigated. The
variation of scale factor with cosmic time have been shown
in Figs. 1 and 2 during inflationary and radiation-dominated
phases. We find that the acceleration is driven by particle
creation where as the BD scalar decelerates the expansion of
the universe at late times. For a = 0, the scale factor varies as
R ∝ t2/α . We have found that the Brans-Dicke scalar tensor
theory modifies the solution for a = 0 as obtained by Car-
valho (1996). The energy density is constant during the evo-
lution of the universe. The possibility that q < 0 has come
in this case with α < 2, which indicates that the universe
may accelerate. The particle number density decreases with
time where as the particle number and entropy increase with
time. We see that a unified description of the early evolution
of the universe is possible with varying adiabatic parame-
ter with irreversible open thermodynamics system in Brans-
Dicke theory.
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Abstract 
 

Power distribution systems are always exposed to disturbances, which can lead to voltage instability and collapse. 

The most important task for a distribution engineer is to identify the sensitive nodes and rank them according to 

their severity. This paper presents the application of fuzzy logic to define percentage reliability and accordingly 

define nodal reliability ranking of each node, considering reliability as a function of voltage and Voltage Stability 

Index. The variation in percentage reliability is also calculated due to the impact of load variation. The proposed 

technique is useful to ensure the reliability of distribution system by predicting the nearness of voltage collapse 

with respect to existing load conditions and can be used as an early warning so that the necessary action can be 

taken in order to avoid the occurrence of voltage collapse.  For the load flow calculation purpose, a three phase 

fuzzy load flow algorithm for unbalanced radial distribution systems is developed, which is based on algebraic 

recursive expression of the voltage magnitude. 

 

Index Terms— Branch Voltage, Fuzzy set, Nodal Reliability Ranking, Three phase load flow, Voltage Stability 

Index.  

I. INTRODUCTION 

N  modern power system, voltage stability is a major 

concern as systems operate at points which are 

steadily approaching the maximum operating limits. 

Voltage instability can lead to blackouts which is a 

major concern in the planning and operation of power 

system. Voltage instability is characterized by the 

variation in voltage magnitude which gradually 

decreases to a dangerously low value accompanied by 

simultaneous decrease in the power transfer to the load 

end from the source.  Hence it is important to have a 

reliable power system, which will maintain the voltages 

within the permissible limits to ensure high quality of 

service. To maintain voltage stability, it is desirable to 

estimate the effect of any unforeseen events and identify 

nodes which are most sensitive.  

  

Chi-Wen Liu presents a neurofuzzy network proposed 

for voltage security monitoring using synchronized 

phasor measurement [1]. A work on knowledge based 

system for supervision and control of regional voltage 

profile and security is presented in [2]. Manjaree Pandit 

et al present fast voltage contingency selection using 

fuzzy parallel self organizing hierarchical Neural 

Network [3]. M.Aruna presents a new reconfiguration 

algorithm that enhances 

 voltage stability and improves the voltage 

profile[4].Work on reconfiguration of the networks has 

already been reported which  defines that the voltage 

stability can be maximized for a particular set of loads 

in the distributed systems [5,6,7].  

 

A method for detecting voltage collapse in radial 

distribution systems is presented where two indicators 

for evaluating voltage stability of radial distribution 

systems are derived [8].  An algorithm for optimal 

locations and sizing of static and/or switched shunt 

capacitors is reported, with a view to enhance voltage 

stability [9]. Voltage stability analysis of radial 

distribution networks, where a new voltage stability 

index is proposed for identifying the nodes that are on 

the verge of voltage collapse, but does not use a fuzzy 

approach for the analysis [10]. Shobha presents the 

fuzzy approach for ranking the contingencies using 

composite index [11],  for transmission network.  
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Hence, the literature review shows that the work done 

are mainly focused on enhancement techniques of 

voltage stability and not much work has been reported 

on the reliability analysis, describing the status of each 

node for a distribution system. 

 

This paper presents the application of Fuzzy Logic for 

determining the percentage reliability and nodal 

ranking, considering percentage reliability as  a function 

of voltage, stability index independently and also as a 

function of both voltage and stability index. The 

variation in nodal reliability ranking due to the impact 

of load changes is studied and an acceptable percentage 

reliability cut-off level is also proposed. 

 

The paper is organized as follows. In section II, the 

methodology used for nodal reliability ranking is 

discussed.  The bus voltage and the stability index are 

expressed in fuzzy notation and further processed 

through fuzzy reasoning rules using fuzzy logic.  

Section III, IV & V elaborate the nodal voltages, voltage 

stability index (SI) and percentage reliability 

computations with results. Section VI concludes the 

paper. 

II. METHODOLOGY OF NODAL RELIABILITY RANKING  

In recent years, fuzzy system applications have 

received increasing attentions in various areas of power 

systems. Fuzzy set based reasoning approach has been 

developed for nodal reliability ranking, which is a 

process of indexing each node and rank them according 

to their severity. The bus voltage and the stability index 

are expressed in fuzzy notation and further processed 

using  fuzzy reasoning rules.  

 

Nodal reliability ranking is basically done using 

following steps; 

- Using fuzzy modeled load flow algorithm to 

calculate nodal voltages 

- Using fuzzy modeled load flow algorithm to 

calculate voltage stability index (SI). 

- Using fuzzy If-Then rules to calculate node‟s 

percentage reliability. 

-  Rank the nodes based on above. 

III. FUZZY MODELED LOAD FLOW ALGORITHM TO 

CALCULATE NODAL VOLTAGES 

For nodal voltage calculation, this paper uses an 

algorithm, as described in this section [12], modified to 

suite the fuzzy model. The load flow calculation 

methodology uses the basic systems analysis method 

and circuit theory and requires only the recursive 

algebraic equations to get the voltage magnitudes, 

currents & power losses at all the nodes. This load flow 

methodology also evaluates the total real and reactive 

power fed through any node.  

 

A simple circuit model of the system is shown in 

Figure 1. The calculation uses Carson & Lewis matrix 

method, which takes into account the self and mutual 

coupling effects of the unbalanced three phase line section.  

 

 
 

Using concept of simple circuit theory, the relation between 

the bus voltages and the branch currents in Figure 1 can be 

expressed as: 

 

 (1) 

Where 

Vi
ag  

= Voltage of phase a at node i with respect to ground 

Vi
ab  

= Voltage drop between two phases a and b at node i. 

Vij
a  

= Voltage Drop between nodes i and j in phase a. 

Iij
a
  = Current through phase a between nodes i and j. 

 
 

Fig. 1 – Three phase four wire line model 
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zij
aa  

= Self impedance between nodes i and j in phase a. 

zij
ab 

= Mutual impedance between phase a and b between 

nodes i and j. 

Pi
a
, Qi

a
 , Si

a 
= Real, reactive and complex power loads at 

phase a at ith bus. 

Sij
phase 

= Complex power at phase (a, b and c) between 

nodes i and j. 

PLij
phase

  = Real power loss in the line between node i and 

j. 

QLij
phase

  = Reactive power loss in the line between node i 

and j. 

SLij
phase

 = PLij
phase

+ jQLij
phase 

 

Rewriting (1) 

 
Following equations gives the branch currents between the 

nodes i and j: 

Iij
a 
 =  (Pij

a
+jQij

a
) / Vj

a
 

Iij
b
 =  (Pij

b
+jQij

b 
) / Vj

b
 

Iij
c
 =  (Pij

c
+jQij

c  
) / Vj

c
 

 

The real and reactive power losses in the line between buses 

i and j are written as;  

SLij
a 
=  PLij

a
 + jQLij

a
  = Vi

a 
* (Iij

a
) - Vj

a
*(Iji

a
)  

SLij
b
=   PLij

b
 + jQLij

b
 = Vi

b 
* (Iij

b
) - Vj

b
*(Iji

b
)  

SLij
c 
=  PLij

c
 + jQLij

c
  = Vi

a 
* (Iij

c
) - Vj

c
*(Iji

c
) 

 

The program  computes the real & reactive power and 

uses the formula given in equation no. (2)  Receiving 

end power at any phase, say phase a, of line between the 

nodes i and j  is  expressed as: 

 

 (2) 

 

For modeling and simulation purpose this paper uses 

an input data for a 19 bus distribution system shown in 

Figure 2  [13]. Load data for the feeders are given in 

Appendix 1. Figure 3 shows the flow chart for 

simulation.  

 
  

 

 
Fig. 2. - A practical 19 bus distribution feeder used for the modeling 

and simulation purpose. 
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For evaluation purpose, the feeder parameters are 

assumed unchanged and uncertainties are assumed only 

to the connected load parameters. An uncertain load can 

be represented by a fuzzy number that is in fact a 

membership function over the real set. Fuzzy numbers 

may have variety of shapes but here trapezoidal 

membership function is chosen. This shape is chosen 

from the fact that there are several points whose 

membership degree is maximum (µ=1). 

 

A linguistic declaration such as “peak values of load 

will not occur below 20 Percentage or above 135 

Percentage, and the least estimation is, say between 95 

Percentage and 105 Percentage of the rated capacity” 

can be translated into a fuzzy number as shown in 

Figure 4 as per [14 ].  

 

For each value of µ (KVA), two different values of 

KVA loads can be obtained i.e. the L (KVA) & the R 

(KVA). Therefore, for each membership value, two load 

flow runs are required. Membership function µ (KVA) 

is taken in steps of 0.2. Table 1 shows the calculated 

nodal voltages for loads at µ(KVA) of  0.4 (Left) & 0.6 

(Left). 

 
 

Figure 5 shows the calculated nodal voltages for all KVA 

membership functions for Phase A.  One can notice that for 

certain group of nodes, nodal voltages are more sensitive to 

 
Fig. 3 -  Typical Fuzzy Load Flow calculation chart used 

 
TABLE  1. 

CALCULATED NODAL VOLTAGES FOR  µ (KVA) OF 0.4 (LEFT) & 

0.6 (LEFT) 

Ph A Ph B Ph C Ph A Ph B Ph C

1 1 1 1 1 1 1

2 0.991 0.992 0.997 0.988 0.989 0.995

3 0.989 0.991 0.992 0.986 0.988 0.989

4 0.987 0.988 0.991 0.983 0.984 0.987

5 0.987 0.988 0.988 0.983 0.984 0.984

6 0.985 0.986 0.987 0.980 0.981 0.983

7 0.985 0.985 0.986 0.980 0.981 0.981

8 0.980 0.981 0.985 0.974 0.975 0.979

9 0.975 0.975 0.980 0.967 0.967 0.973

10 0.968 0.968 0.974 0.958 0.957 0.965

11 0.967 0.967 0.968 0.956 0.956 0.957

12 0.967 0.967 0.968 0.957 0.956 0.957

13 0.966 0.966 0.967 0.955 0.955 0.956

14 0.966 0.966 0.967 0.955 0.955 0.956

15 0.966 0.965 0.967 0.955 0.954 0.956

16 0.967 0.966 0.967 0.956 0.955 0.956

17 0.965 0.965 0.966 0.954 0.954 0.955

18 0.965 0.965 0.966 0.954 0.953 0.955

19 0.965 0.965 0.965 0.954 0.953 0.954

Node 

no.

m Membership function of voltage magnitude

0.4 0.6

 
 

Fig. 4 -  Fuzzification of kVA rating 

Where, α1 =20%, α2 = 135%, β1 = 95%, β2 = 105% 



 

15 

Fuzzy Approach to Nodal Reliability Ranking for Radial Distribution Systems 

 

 

 

 

 

 

 

 

 

CLEAR IJRAGS  Vol-01: No- 01                         Sep-Nov 2011 

load variation and drops sharply. Similarly, fuzzy modeled 

load flow algorithm is used to calculate the nodal voltage 

trend and subsequently calculating the nodal ranking.  

 

 

IV. FUZZY MODELED LOAD FLOW ALGORITHM TO CALCULATE 

VOLTAGE STABILITY INDEX (SI) 

Voltage stability is the ability of a power system to maintain 

steadily acceptable bus voltage at each node under normal 

operating conditions, following load increases, system 

configuration changes or a disturbance. The progressive 

and uncontrollable drop in voltage eventually results in 

a wide spread voltage collapse. 

 

This section calculates the voltage stability index (SI) 

for all the nodes of the radial distribution system using 

the load flow results. There are several methods to 

estimate or predict the voltage stability condition of a 

power system. This study utilizes the voltage stability 

index [15] in order to indicate the voltage stability 

condition at each bus of the system.  

For a typical RDS, any line between the bus „i‟ and „j‟ 

can be represented by an equivalent single line 

represented as given in Figure 6. 

 

The complex power flowing into the receiving end will 

be Pij+jQij, where P & Q stand for real and reactive 

power.  

 

The governing circuit equations are: 

Viαi - Vjαj = Iij (Rij+jXij)            

 (3) 

(Viαi)
* 
Iij =  Pij-jQij ;                  

 (4) 

* = complex conjugate operation 

 

By solving the above two equations and with the 

assumption that for a typical radial distribution system 

(αi -αj ) is typically very small value, hence the  

assumption  

 

Cos (αi - αj ) 1  &  Sin(αi - αj ) 0 

 

With the above assumption, it is derived that  

 

Vj
2
- Vi Vj + (Pij Rij +Qij Xij) = 0          

 (5) 

 

Therefore, 

 Vj = {Vi  Vi
2 
– 4(Pij Rij +Qij Xij)} / 2       

 (6) 

 

Eq (6) results in two possible solutions for the receiving 

end voltage Vj, However, the feasible solution is the 

minimum of the two as the voltage towards the 

receiving end is typically lower than its sending end 

voltage.  

 

Thus, Vj can be  taken as, 

 

 Vj = {Vi - Vi
2 
– 4(Pij Rij +Qij Xij)} / 2       

 (7) 

Since the voltage magnitude is always the real quantity, 

hence; 

Vi
2 
– 4(Pij Rij+jQij Xij)  0            

 (8) 

 

From this, the stability index for the bus j (SI) is derived 

as 

SI = Vi
2 
– 4(Pij Rij +Qij Xij)            

 (9) 

 

The value of SI varies from 0 to 1. For stable 
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Fig. 5 - Calculated Nodal Voltages for all KVA Membership functions for 

Phase A 

   

Rij+jXi

j 

Viαi Vjαj 

 

 
Fig. 6 -  Electrical equivalent of one branch 

Nodal voltage drop 
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operation of the RDS, stability Index  should be nearing 

one. If the SI is nearing 0, this reflects an unstable bus. 

 

 
Figure 7 shows the typical variation of stability index 

based on load variation for all the nodes.  One can note 

that for few nodes (e.g. Node 2, 12) stability index value 

dips sharply at higher loads tending towards instability.   

 

V. FUZZY „IF-THEN‟ RULES TO CALCULATE  

PERCENTAGE RELIABILITY OF A NODE. 

This paper proposes fuzzy approach and uses voltage 

and SI of each node to calculate the percentage 

reliability and reliability ranking of the node. The bus 

voltage and the SI are selected as the crisp input 

parameters and expressed as fuzzy set notation. 

 

The fuzzy „If-Then‟ rules are used to evaluate the 

percentage-reliability of each node. Finally after 

defuzzufication the crisp value of the output mentioning 

the percentage reliability of a node is calculated. Using 

the same methodology, individual impact of voltages 

and SI on the percentage reliability can also be 

calculated. For calculation purpose a trapezoidal 

membership functions is assumed for bus voltage and SI 

profile and are represented in fuzzy set notation. The 

bus voltage profiles are divided into five triangular 

membership functions, as indicated in  Figure 8. 

Fuzzy Interpretation of voltage (V); 

If V<0.925, then „Unstable (UN)‟ 

If V=0.9-0.95, then „Less Stable (LS)‟ 

If V=0.925-0.975, then „Moderately Stable (MS)‟ 

If V=0.95-1.0, then, „Stable (S)‟ &   

If V>0.975, then, „Over range (Over)‟. 

 

 
 

Similarly the „SI‟ profiles are divided into five triangular 

membership functions using fuzzy set notations, as 

given in  Figure 9. 

Fuzzy Interpretation of SI; 

If SI<0.85, then „Unstable (UN)‟ 

If SI=0.8-0.9, then „Less Stable (LS)‟ 

If SI=0.85-0.95, then „Moderately Stable (MS)‟ 

If SI=0.9-1.0, then, „Stable (S)‟ 

If SI>0.975, then, „Over range (Over)‟ 

 

Using fuzzy „If-Then‟ rules overall percentage 

reliability is calculated based on both the voltage and  

SI profiles. 

 
Fuzzy „If then‟ rules shown in table 3 are used for 

calculation purpose; 

 

Let for a node; Voltage = V and Stability Index = SI 

Then the corresponding membership values for each 

zone of the five triangular membership functions can be 

defined as given in table 2. 

 

TABLE  2.  

FUZZY INTERPRETATION OF VOLTAGE

UN LS MS S Over

0.0

0.2

0.4
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e
r
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h
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u
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t
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n
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S
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Fig. 8 - Fuzzy number representation  
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Fig. 9 - Fuzzy number representation 

Stability Index vs % Load for all Nodes Phase A
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CALCULATED NODAL VOLTAGES FOR  µ (KVA) 

OF 0.4 (LEFT)  & 0.6 (LEFT) 

 
TABLE  3 

„IF THEN‟ RULES 

 
 

 

The strengths for five triangular membership functions are  

shown in equation no (10). 
 

(10) 
 

 
Table 4 shows the output ranges for percentage 

reliability assumed and uses defuzzification calculations 

given in equation (11) to find the crisp value of 

percentage reliability of each node. 

   (11) 

The above procedure is repeated for all the buses to 

calculate the output percentage reliability of the nodes. 

 

According to the output range shown in table 4 the 

cut-off level below 20 percentage (i.e 0.2) is assumed as 

unreliable node and prone for voltage collapse. Further 

ranking of nodes is done on the basis of their percentage 

reliability calculated after defuzzification. The higher 

rank (i.e rank 1, 2, 3…) indicates unstable nodes. 

 

The result based on above methodology is shown in 

table 5, which gives percentage reliability of each node 

for 19 bus system. The results shown are for two loads 

i.e. 82 percent and 111 percent of base loads. One can 

notice that as the load increases, the percentage 

reliability generally decreases. However certain nodes 

become more stable as the load increases. In reference 

example all the nodes from 10 to 19 tends to become 

unstable (below 20 percent) at higher loads. The 

percentage reliability depends on the output range 

assumed. A different output range will shift the 

reliability windows for nodes. One can run this 

simulation for various load combination.   

Table 6 shows the nodal stability ranking. The 

ranking is based on the percentage reliability values. 

Table 6 depicts the rounded values; however for nodal 

ranking the actual percentage values are used. Values 

with lower percentage indicates a higher rank showing 

nodes towards instability. One can notice that ranking of 

TABLE  4 

 OUTPUT RANGE CONSIDERED FOR RANKING & PERCENTAGE 

RELIABILITY CALCULATION. 

Output Range 
Unr = 0 = 0% 

LSr = 0.3 = 30% 

MSr = 0.5 = 50% 

Sr = 0.9 = 90% 

Over® = 1 = 100% 
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various nodes are different at different loads.  Figure 10, 

shows the typical changes to nodal rankings based on 

load changes. The figure gives a snap shot of nodal 

ranking changes based on load variations. It may be 

noted that the loads connected away from the substation 

(Node 12, 13, 14, 16 & 17) tends to get unstable on 

higher loads. For Certain nodes (e.g node 2) ranking 

actually improves. 

 
 

 

TABLE 6 

NODAL STABILITY RANKING BASED ON PERCENTAGE 

RELIABILITY 

 82% Load 111% Load 

N
o

d
e 

P
h

as
e 

A
 

P
h

as
e 

B
 

P
h

as
e 

C
 

P
h

as
e 

A
 

P
h

as
e 

B
 

P
h

as
e 

C
 

1 12 13 13 14 14 14 

2 17 18 18 14 14 14 

3 12 13 13 19 19 19 

4 19 19 19 12 12 12 

5 16 16 16 18 18 18 

6 18 17 17 13 13 13 

7 14 12 12 17 17 17 

8 15 15 15 11 11 11 

9 11 11 11 14 14 14 

10 8 4 4 10 10 10 

11 10 10 10 9 9 9 

12 9 9 9 3 5 4 

13 1 5 5 6 8 7 

14 6 7 7 5 1 1 

15 5 6 6 7 6 5 

16 7 8 8 8 1 8 

17 4 2 3 1 1 1 

18 3 1 1 2 4 3 

19 2 3 2 4 7 6 

 

TABLE  5 

„PERCENTAGE RELIABILITY AS VOLTAGE & SI 

 

 82% Load 111% Load 

N
o

d
e 

P
h

as
e 

A
 

P
h

as
e 

B
 

P
h

as
e 

C
 

P
h

as
e 

A
 

P
h

as
e 

B
 

P
h

as
e 

C
 

1 51% 51% 51% 51% 51% 51% 

2 90% 90% 90% 51% 51% 51% 

3 51% 51% 51% 90% 90% 86% 

4 91% 90% 90% 50% 50% 50% 

5 89% 87% 83% 79% 76% 73% 

6 90% 89% 87% 50% 50% 50% 

7 65% 50% 50% 66% 63% 59% 

8 83% 76% 73% 47% 31% 30% 

9 50% 47% 47% 51% 51% 51% 

10 35% 30% 30% 28% 9% 11% 

11 41% 35% 35% 8% 1% 3% 

12 37% 33% 34% 0% 0% 0% 

13 30% 30% 30% 1% 0% 0% 

14 32% 31% 31% 1% 0% 0% 

15 31% 30% 30% 1% 0% 0% 

16 33% 32% 33% 2% 0% 2% 

17 30% 30% 30% 0% 0% 0% 

18 30% 30% 29% 0% 0% 0% 

19 30% 30% 30% 0% 0% 0% 

 Un stable Zone 
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VI. CONCLUSION 

This paper uses the application of fuzzy logic to 

define percentage reliability and accordingly define 

nodal reliability ranking for a typical RDS. The 

simulation uses fuzzy based load flow algorithm to 

calculate nodal parameters and voltage stability index, 

which are further used as an input to model the fuzzy 

based reliability ranking algorithm. The result shows the 

possible Nodal reliability distribution of all the nodes at 

glance and gives a good idea about the network as a 

whole.  

 

Using the proposed methodology, all possible 

scenarios are modeled and comparison is drawn for a 

wide variation in loads. The proposed technique is 

useful to ensure the reliability of distribution system by 

predicting the nearness of voltage collapse with respect 

to existing load conditions and can be used as an early 

warning. This can also be used during initial stages of 

planning and design studies. 
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Fig. – 10 Typical changes to nodal rankings based on load changes 
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APPENDIX 

Input Load & Line data table. 
Table – A Load data 

Node Phase  

Load in KVA 

A B C 

2 64 32 64 

3 68 32 60 

4 25 35 40 

5 40 32 28 

6 26 19 18 

7 60 50 50 

8 46 33 21 

9 76 92 82 

10 21 26 16 

11 46 46 68 

12 60 50 50 

13 27 33 40 

14 19 19 25 

15 27 30 43 

16 48 64 48 

17 40 30 30 

18 33 33 34 

19 54 62 44 
 

       

Table – B Conductor data 

Conductor 

type 
Resistance 

PU/Km 

Reactance 

PU/Km 

1 0.008600 0.003700 

2 0.012950 0.003680 

 

 

      Table – C Conductor Code & Distances 

Sending 

End 

Node(IR) 

Receiving 

End 

Node(IR) 

Conductor 

Code 

Distance 

in Km 

1 2 1 3 

2 3 2 5 

2 4 1 1.5 

4 5 2 1.5 

4 6 1 1 

6 7 2 2 

6 8 1 2.5 

8 9 1 3 

9 10 1 5 

10 11 1 1.5 

10 12 1 1 

11 13 2 5 

11 14 1 3.5 

12 15 1 4 

Sending 

End 

Node(IR) 

Receiving 

End 

Node(IR) 

Conductor 

Code 

Distance 

in Km 

12 16 2 1.5 

14 17 1 6 

14 18 2 5 

15 19 1 4 
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Abstract: In continuation of our previous work, the current study explores an environmentally benign approach for the control of 
Phenacoccus solenopsis Tinsley (Hemiptera: Pseudococcidae) using  a synergistic combination of α,β-unsaturated carbonyl compounds 
(1a-1e; 2a-2i) and the natural products, neem oil (N1) and nicotinic acid (N2). Our approach also evaluates the insecticidal activity of 
3-(5-chloro-1,3-diaryl-1H-pyrazol-4-yl)-1-arylprop-2-en-1-one(2j-2o) consisting of bioactive moieties, viz., chalcone and pyrazole, in 
a single molecular structure. Compounds 2l and 2o exhibited maximum activity with 58% and 50 % of mortality, respectively, under 
laboratory conditions. Among various test combinations, 2a-N2 showed maximum insecticidal activity, with 54% mortality, compa-
rable to that of the most active newly synthesized compound, 2l, followed by 1c-N1 and 2g-N2 with 52% mortality. The compound  
2a was also found to be non-toxic to potato tuber used as a plant substrate in the current investigation.  

Key words: insecticidal, Solanum mealy bug, chalcones, pyrazole, neem oil, nicotinic acid

INTRODUCTION
The Solanum mealy bug (SMB) or Phenacoccus sole-

nopsis Tinsley (Hemiptera: Psedococcidae) also known as 
cotton mealy bug is one of the most devastating of the sap 
sucking polyphagous pests. The insect was noted for the 
first time in USA in 1898, and then its distribution subse-
quently spread to Canada, Latin America, the Caribbean 
in Western Hemisphere, South Africa, Zimbabwe, the Ha-
waiian Islands, Italy, Taiwan, Kiribati, the Gilbert Islands, 
Sicily, Israel and very recently to India (Chen et al. 2002; 
Santa et al. 2002; Dov 2005; Gautam et al. 2007; Akintola 
and Ande 2008). Among various host plants, cotton, egg-
plant, and sunflower are the most preferred food plants 
for this mealy bug. This bug can damage up to 80% of 
crops (Nalwar et al. 2009). The main difficulty in manag-
ing the SMB is their high reproductive potential, and their 
ability to survive under extreme weather conditions. The 
mealy waxy coating on its body also makes it difficult to 
manage this bug.

Current management of these insects is mainly based 
on spraying with organophosphorous and organochlo-
rine pesticides like chlorpyriphos, monocrotophos and 
endosulfan (Fig. 1a, b, c).

It is well documented that continuous use of these 
pesticides have created problem of resistance, and resur-
gences, and harmful impact on the environment as well as 

on humans. The replacement of toxic chemicals with com-
patible, environmentally friendly natural products, have 
their own limitations viz., less potency, lesser availability, 
structural complexity and instability.  This necessitates the 
development of newer approaches to control these kinds 
of pests. For this reason, the current investigation is fo-
cused on (i) fabrication of compounds incorporating vari-
ous bioactive fragments in a single molecule to improve 
bioactivity and minimize possibilities of resistance, and 
(ii) a broad spectrum screening of already existing bioac-
tive compounds in combination with natural products, 
to reduce the concentration of synthetic compounds and 
natural products, while preserving and/or improving the 
efficacy of the products.

Our previous studies have established the broad spec-
trum biological activities of α,β-unsaturated carbonyl 
compounds (1a-1e and 2a-2i) in combination with natural 
products viz., neem (Azadirachta indica) oil  (N1), and nico-
tinic acid (N2). These combinations are known for their 
wide range of application in agriculture and pharmacol-
ogy (Jermy 1990; Devkumar  and Sukhdev 1993; Bodor 
and Offermanns 2008; Gupta et al. 2008), against human 
pathogenic bacteria, and plant pathogenic fungi (Rani 
et al. 2009a; Rani et al. 2009b). We extended our work to 
evaluate these synergistic combinations for insecticidal 
activity against P. solenopsis.
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At the same time, chalcone derivatives containing 
pyrazole nucleus (2j-2o) were synthesized and screened 
against P. solenopsis.

These moieties are well documented for their multi-
faceted biological activities viz., insecticidal (Dimmock  
et al. 1999; Shiga et al. 2003), antifungal (Akbas and Ber-
ber 2005; Lahtchev et al. 2008), antioxidant (Anto et al. 
1995; Bhat et al. 2005; Arty et al. 2000), tyrosinase inhibi-
tory (Dominguez et al. 2005), antimitotic (Boumendjel  
et al. 2008), and antibacterial activity (Sivakumar et al. 
2007; Rani and Jain 2008; Liu et al. 2008). 

MATERIALS AND METHODS

Synthesis
All of the reported structural modifications were car-

ried out by classical aldol condensation involving base-
catalyzed condensation of the desired carbonyl com-

pounds followed by dehydration forming α,β-unsaturated 
carbonyl compounds. The detailed synthetic route is de-
scribed below. 

In the case of compounds 2j-2o, the desired aldehyde 
was obtained by following the reported method (Gupta 
et al. 2009). 

In a two-necked round-bottomed flask, equipped 
with a mechanical stirrer, a solution of the desired alde-
hyde (0.01 mol), was added to the required amount of al-
coholic NaOH. Acetone (0.02 mol for 1a–1e) or the requi-
site aldehyde (0.01 mol for 2a–2o) was added slowly from 
a dropping funnel while being vigorously shaken. The 
reaction mixture was maintained at 25°C. The reaction 
was completed in 40–45 min with the formation of yellow 
precipitate. If no precipitation occurred, the reaction mix-
ture was kept in a refrigerator overnight. The precipitate 
was filtered out and recrystallized using an appropriate 
solvent (Furniss et al. 2005) (Table 1).

Scheme 1. 

Table 1. Tested compounds

RHC=CHCOCH=CHR (1a–1e)
Compound R R’ Compound name

1 2 3 4

1a – 1,5-Diphenyl pent-1,4-diene-3-one

1b – 1,9-Diphenylnon-1,3,6,8-tetraene-5-one

1c – 1,5-bis(2-hydroxyphenyl)pent-1,4-
diene-3-one

a) b)

 c)

Fig. 1. a) Chlorpyriphos; b) Monocrotophos; c) Endosulfan
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1 2 3 4

1d – 1,5-Difurylpent-1,4-diene-3-one

1e – 1,3-Bis(2-hydroxy,4-methoxyphenyl) 
prop-2-ene-1-one

RCH=CHCOR’ (2a–2o)

2a 1,3-di(phenyl)prop-2-ene-1-one

2b 1-furyl-3-phenylprop-2-ene-1-one

2c 1-phenyl, 3-(2-hydroxyphenyl) prop-2-
ene-1-one

2d 1-phenyl-3(2-hydroxy-4-methoxy 
phenyl) prop-2-ene-1-one

2e 1-(4-hydroxyphenyl) 3-phenylprop-2-  
ene-1-one

2f 1-(4-hydroxyphenyl), 
3-(2-hydroxyphenyl) prop-2-ene-1-one

2g 3-furyl-1-(4-hydroxyphenyl) prop-2-
ene-1-one

2h 1-(2-hydroxyphenyl) 3-phenylprop-2-
ene-1-one

2i 1,3 Bis -(2-hydroxyphenyl) prop-2-ene-
1-one

2j 
3-[5-chloro-3-(4-hydroxyphenyl)-
1-phenyl-1-H-pyrazol-4-yl]-1-
phenylprop-2-en-1-one
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Characterization 
InfraRed Spectra were recorded on Perkin Elmer BX-

II Spectrophotometer using KBr pellets. 1H-NMR (CDCl3) 
analysis was done with Model-Bruker ACP 300 and C 
H N analysis was done with Element analysensysteme 
GmbH VarioEL. 

Insecticidal activity: determination of percentage of 
mortality

Preparation of test samples 
A stock solution of each compound was prepared in 

acetone. The combination of bioactive compounds (1a, 2a, 
2c, 2g) with natural products, neem oil (A. indica) (N1) 
which is available commercially in Ayurvedic medical 
stores without a prescription in India, and nicotinic acid 
(N2) purchased from CDH, 044069 were prepared in a 1:1 
ratio.

Bioassay
The nucleus culture of P. solenopsis was sourced from 

the biological control laboratory, Division of Entomology, 
Indian Agricultural Research Institute (IARI), New Delhi. 
The mealy bugs were reared on sprouted potato tuber 

at a temperature of 27±2°C with a relative humidity at 
60±5% following the method described by Gautam 2008a.

Fresh pieces of sprouted potato tuber (2.5 cm x 2.5 
cm) were taken in Petri plates. The desired dose of com-
pounds (1000 ppm) dissolved in acetone, were sprayed 
on the tuber pieces and air dried to evaporate the acetone. 
Initially adults of P. solenopsis were treated, but no sig-
nificant effect was observed on them as shown in figure  
2 a and b, the treated females even laid young once. 
Henceforth, experiments were carried out on third instar 
larva nyphms.

With the help of a brush, a total of 10 third-instar 
nymphs were released on each healthy sprout of tuber 
piece for direct contact. Each treatment, including the 
contro, l was replicated 5 times. The insects used in the 
experiments were examined for mortality after 24, 48 and 
72 hours of treatment while being viewed under binocu-
lar (LEICA EZ4-D), Division of Entomology, IARI, New 
Delhi. Percentage of Mortality was determined using the 
following formula:

Percentage of mortality = (Total No. of Insects intro-
duced – No. of insects alive after treatment) x 100/Total 
No. of insects introduced.

1 2 3 4

2k 
3-[5-chloro-3-(4-hydroxyphenyl)-
1-phenyl-1-H-pyrazol-4-yl]-1-(4-
hydroxyphenyl)prop-2-en-1-one

2l 
3-[5-chloro-3-(4-hydroxyphenyl)-
1-phenyl-1-H-pyrazol-4-yl]-1-(4-
chlorophenyl)prop-2-en-1-one

2m  
3-[5-chloro-3-(4-hydroxyphenyl)-
1-phenyl-1-H-pyrazol-4-yl]-1-(4-
nitrophenyl)prop-2-en-1-one

2n 
3-[5-chloro-3-(4-chlorophenyl)-
1-phenyl-1-H-pyrazol-4-yl]-1-(4-
hydroxyphenyl)prop-2-en-1-one

2o
3-[5-chloro-3-(4-nitrophenyl)-1-phenyl-
1-H-pyrazol-4-yl]-1-(4-hydroxyphenyl)
prop-2-en-1-one
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RESULTS 

Characterization: compounds 2j-2o
The IR spectrum of all compounds showed charac-

teristic bands at 2,900–3,100 and 1,610–1,570 cm–1 due 
to aromatic ring skeleton vibration. The shift in wave 
number from a normal range of >C = O band of 1,700 cm 

to a range of 1,689–1,650 cm–1, confirmed the presence 
of a conjugated carbonyl group. A band in the range of 

2,900–3,100 cm–1 confirmed –CH = CH– skeleton. Bands 
near 778 and 696 cm–1 signified the presence of monosub-
stituted benzene. The presence of –OH group was con-
firmed by a band near 3,355 cm and in 2m and 2o the 
band near 1,440 cm–1 corresponded to the nitro group.  
1H NMR and CHN results were found in accordance with 
their expected values (Table 2).

Table 2. Physical properties of compounds (2j–2o)

Compound
Melting 

point

[°C]
Molecular formula

%C

Observed

(calculated)

%H

Observed

(calculated)

%N

Observed

(calculated)

Yield

[%]
Rf

2j 116–118 C24H17ClN2O2
72.01 

(71.91)
4.10 

(4.27)
7.26 

(6.99) 60 0.7

 2k 160 C24H17ClN2O3
69.45 

(69.15)
4.17 

(4.11)
6.56 

(6.72) 72 0.4

2l 110 C24H16Cl2N2O2
66.18 

(66.22)
3.77 

(3.70)
6.35 

(6.44) 69 0.9

2m 166 C24H16ClN3O4
65.32 

(64.65)
3.65 

(3.62)
9.35 

(9.42) 73 0.9

 2n 160 C24H16Cl2N2O2
66.37 

(66.22)
3.77 

(3.70)
6.42 

(6.44) 80 0.4

 2o 200 C24H16ClN3O4
64.53 

(64.65)
3.66 

(3.62)
9.54 

(9.42) 69 0.7

Insecticidal activity
The tested samples showed appreciable activity 

against third instar nymph of P. solenopsis (Fig. 3a and b). 
Insecticidal activity after 24, 48 and 72 hours of treatment 
of all the compounds and combinations on P. solenopsis 
are shown in table 3 and 4, respectively. After 24 h only 
four compounds 1c, 2g, 2l and 2o showed slight activity. 
After 48 h of treatment, activity of the aforesaid com-
pounds had increased. Three more compounds 2c, 2j, 2k, 
also demonstrated mild activity. 

After 72 h, the activity of compounds 2l and 2o be-
came appreciable with 58 and 50% of mortality, respec-
tively. Similarly the activities of 2c, 2g and 2j, also became 

mentionable with the percentage of mortality in the range 
of 34–38%.

The natural products N1 and N2 showed 36 and 38% 
of mortality, respectively, when tested alone (Table 4). 
Among all combinations of N1 with compounds exhibit-
ing insecticidal activity when tested alone (1a–1e; 2a–2i), 
a good synergistic influence was observed. Moderately 
active 1c and 2a (Fig. 4a, b), increased their activity almost 
1.5 times. An increase in activity of 2g from 34 to 44% was 
also observed due to the presence of N1. Similarly, the 
insecticidal activity of 2a and 2g was increased almost  
1.5 times by N2 (Fig. 4b, c).

Fig. 2a, b. The adults remain unaffected after 72 hours of treatment of compounds
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Fig. 3a and b. Effect of treatments on third instar nymph after 72 hours

Table 3. Insecticidal activity of synthetic compounds in terms of percentage of mortality

No. Treatments

Percentage of mortality [%]

first observation 
(after 24 h)

second observation 
(after 48 h)

third observation 
(after 72 h) total

1 1a 0. 0 0 0±0

2 1b 0 0 0 0±0

3 1c 10 10 10 30±4.082

4 1d 0 0 0 0±0

5 1e 0 0 0 0±0

6 2a 0 0 28 28±2.581

7 2b 0 0 0 0±0

8 2c 0 20 18 38±2.581

9 2d 0 0 0 0±0

10 2e 0 0 0 0±0

11 2f 0 0 0 0±0

12 2g 14 6 14 34±3.158

13 2h 0 0 0 0±0

14 2i 0 0 0 0±0

15 2j 0 20 14 34±3.158

16 2k 0 14 12 26±2.581

17 2l 18 14 26 58±2.581

18 2m 0 0 0 0±0

19 2n 0 0 0 0±0

20 2o 12 16 22 50±0

SEm ±0.892, CD (0.01%) is 3.32
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a)

b)

c)

Fig. 4a, c. Graphs representing the percentage of mortality of compounds in combination with natural products
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DISCUSSION

Solanum mealy bug is an emerging pest problem and 
its host-range is expanding day by day (Gautam 2008b). It 
has the potential for spreading aggressively and causing 
devastating effects on crops. This may results in a reluc-
tance on the part of farmers to grow certain crops like 
cotton and eggplant which are the preferred food plants 
for SMB. After the realization of adverse effects on the 
environment and humans associated with the use of con-
ventional pesticides, the current binary approach was un-
dertaken to explore a new path for the control of SMB. 
This new direction  investigates the insecticidal potential 
of compounds. Such an approach is designed to incorpo-
rate well known bioactive structures, viz., chalcones and 
pyrazole, in a single molecule, and insecticidal screening 
of a combination of synthetic compounds and natural 
products, known for their various biological activities.

Among various newly designed compounds, (2j–2o) 
2l and 2o have shown considerable activity against the 
mealy bug. A reasonable structure relative interpretation 

can be extracted by the fact that presence of an hydrox-
yl group at para position of benzene ring C (Fig. 5) and 
chloro group at para position of ring A, play an important 
role in the development of the activity in compound 2l, 
because removal or substitution of the chloro group with 
the hydroxy group diminishes the insecticidal activity 
(2j and 2k). Even swapping the chloro and the hydroxyl 
group completely inhibits the insecticidal activity of the 
resulting (Fig. 5) compound (2n). On the other hand, a re-
verse effect was observed with nitro and hydroxyl groups 
at these positions. In inactive compound 2m, the hydrox-
yl group is present at para position of ring C and nitro 
group at ring A, while in the active compound 2o, the hy-
droxyl group is at A ring and nitro group is at C ring. All 
these findings provide an insight for the designing of new 
and effective insecticides. 

Our previous studies have established the promising 
antimicrobial activity of a,b-unsaturated carbonyl com-
pounds in combination with natural products, neem oil 
and nicotinic acid (Rani et al. 2009a; Rani et al. 2009b). The 
next step was to explore the insecticidal efficacy of these 

Table 4. Insecticidal activity of natural products and their combinations with bioactive compounds in terms of percentage of mortality

No. Treatments
Percentage of mortality (%)

first observation 
(after 24 h)

second observation 
(after 48 h)

third observation 
(after 72 h) total

1 neem oil (N1) 0 14 22 36±3.158

2 nicotinic acid (N2) 0 18 20 38±2.581

3 1c-N1 0 18 34 52±2.581

4 2a-N1 0 20 30 50±0

5 2c-N1 0 0 20 20±0

6 2g-N1 0 12 32 44±3.158

7 1c-N2 0 0 26 26±3.158

8 2a-N2 0 16 38 54±3.158

9 2c-N2 0 0 10 10±0

10 2g-N2 0 20 32 52±2.581

SEm ±1.15, CD (0.01%) is 4.42

Fig. 5. Basic nucleus of compounds (2j–2o), representing the 
ring A, B, C

Fig. 6. Potato tuber after a 72 hour 2a test compound treatment  
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products. Good results were obtained – both of the natu-
ral products have shown good synergistic effect on insec-
ticidal activity of 2a. Moreover, the insecticidal activity of 
combinations of mildly active synthetic compounds and 
natural products (2a-N1 and 2a-N2) was comparable to 
the activity of newly synthesized multi-structure contain-
ing compounds (2j–2o). It is worth mentioning, that com-
pound 2a may be considered as ecologically safe as it can 
be synthesized by a simple and straightforward reaction 
without using harmful chemicals as solvent or catalyst. 
Compound 2a showed no toxicity on the plant substrate; 
the potato tuber remained green and healthy even after 
72 h of treatment with the compound (Fig. 6). Also, the in 
vitro cell cytotoxicity of compounds with significant in-
secticidal activity, in combination, was investigated using 
the haemolytic assay (Bisht et al. 2007). The compounds 
exhibited negligible toxicity (7–14%) even up to high 
experimental concentrations i.e. 1000 ppm (Fig. 7) (Rani  
et al. 2010).

Fig. 7. Haemolytic activities of tested bioactive compounds

Based on such finding we may conclude that limited 
use of simple and safer chemicals in combination with 
natural products, is a greener and effective mode of con-
trol of noxious pests like P. solenopsis. This is the first study 
of this kind that can lead us towards the development of 
a new class of environmentally benign insecticides. 
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Abstract In this paper we study the evolution of a flat Friedmann-Robertson-Walker model
filled with a perfect fluid and a scalar field minimally coupled to gravity in higher derivative
theory of gravitation. Exact solution of the field equations are obtained by the assumption
of power-law form of the scale factor. A number of evolutionary phases of the universe
including the present accelerating phase are found to exist with scalar field in the higher
derivative theory of gravitation. The properties of scalar field and other physical parameters
are discussed in detail. We find that the equation of state parameter for matter and scalar
field are same at late time in each case. We observe that a higher derivative term can hardly
be a candidate to describe the presently observed accelerated expansion. It is only the hypo-
thetical fluids, which provide the late time acceleration. It is also remarkable that the higher
derivative theory does not effect the radiating model of scalar field cosmology.

Keywords Cosmology · Power-law expansion · Scalar field · Higher derivative theory of
gravity

1 Introduction

The observations related to supernova, cosmic microwave background (CMB) and galaxy
clustering [1–3] indicate that the present universe is passing through a phase of the cosmic
acceleration. It is also believed that the universe might have emerged from an inflationary
phase in the past. A large number of cosmological models were proposed in Einstein’s grav-
ity with early inflationary scenario in the last three decades. However, the recent prediction
that the present universe is passing through an accelerated phase of expansion, is interest-
ing. This unexpected discovery of the accelerated expansion of the universe has opened one

C.P. Singh (�) · V. Singh
Department of Applied Mathematics, Delhi Technological University (Formerly Delhi College
of Engineering), Bawana Road, Delhi 110 042, India
e-mail: cpsphd@rediffmail.com

V. Singh
e-mail: gtrcosmo@gmail.com



Int J Theor Phys

of the most puzzling and deepest problems in cosmology today. The acceleration of the
universe can be accounted for either modifying the gravity of Einstein equations or supple-
menting the energy momentum tensor by an exotic matter with negative pressure, popularly
known as dark energy.

In the past few years a number of different alternative theories have been proposed to
explain the cosmological problems of the universe [4–7]. The intension of introducing mod-
ified gravity models is that one may obtain a gravitational alternative to the conventional
description of dark energy. Therefore, there is a resurgence of interest in such modified
theories of gravitation.

One of the early attempts to modify Einstein gravitation theory known as higher deriva-
tive (HD) theory, is based on adding a scalar curvature term-(R2) in the Einstein-Hilbert
action. With an additional term-R2 in modified gravity (R + αR2), where α is constant,
the higher derivative theory was introduced to obtain early inflation [8]. The structure and
properties of the HD theory were further elaborated in subsequent works [9–12]. Starobin-
sky [13] studied the cosmological models in HD theory and found that this theory admits
inflation in Einstein-Hilbert action. The work of Starobinsky came prior to the similar work
on inflation proposed by Guth [14]. Cosmological inflation has become an integral part of
the standard model of the universe. Apart from being capable of removing the shortcomings
of the standard cosmology, inflation gives important clues for the structure formation of the
universe. It is known that higher order gravity with suitable counter terms viz., CμνρδCμνρδ ,
R2, and cosmological constant � added to the Einstein-Hilbert action, one gets a perturba-
tion theory which is well behaved, formally renormalizable and asymptotically free [15].

The dynamics of the evolution of the universe are related to the scalar field cosmology.
It is a common issue in cosmology to make use of scalar fields φ as the responsible agents
of some of the most intriguing aspects of our universe [16]. Scalar fields are used as the
inflation which seeds the primordial perturbations for the structure formation during an early
inflationary epoch; as the cold dark matter, candidate responsible for the formation of the
actual cosmological structure and as the dark energy component, which seems to be draining
the current accelerated expansion of the universe. The cosmological models based on scalar
fields have a long history, being used for exploration of possible inflationary scenario and for
description of dark energy. In recent years cosmological model with a scalar field is a most
natural basis for the inflationary model. Scalar fields provide the existence of the effective
cosmological constant at the early stages of the cosmic evolution.

Cosmological models with perfect fluid as a source matter in HD theory have been stud-
ied by several authors [17–28] in order to obtain viable cosmological scenario of the early
universe. However, in the early universe a number of processes might have occurred lead-
ing to a deviation from perfect fluid assumption, e.g., scalar field which is to be taken into
account. Most of the studies have been come out with a minimally coupled scalar field
representing quintessence. Ellis and Madsen [29] have considered perfect fluid Friedmann-
Robertson-Walker (FRW) models with a minimally coupled scalar field and non-zero scalar
potential. Barrow and Saich [30], Barrow and Mimoso [31], Mimoso and Wands [32], and
Banerjee and Sen [33] have studied the scalar field models with perfect fluid in general
relativity. Paul [34] has considered the cosmological model with scalar field in HD theory
for power-law and exponential expansions of the universe. Recently, Singh et al. [35] have
studied FRW model filled with viscous fluid and zero rest-mass scalar-field in HD theory.

Therefore, it is reasonable to explore higher derivative theory with scalar field and per-
fect fluid, which could explain an inflationary scenario of the early universe and accelerating
phase of the universe at late time followed by a matter-dominated phase. A number of evo-
lutionary phases of the universe including the present accelerating phase are found to exist
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with scalar field in the higher derivative theory of gravitation. The properties of scalar field
and other physical parameters are discussed in detail. Therefore, the motivation of this pa-
per is to observe the effect of HD theory in different phases of the universe with a two
matter component system. We would like to see whether the HD theory is responsible for
the accelerated expansion of the universe at late time.

This work is organized as follows: The dynamics we consider here are govern by HD
theory, thus the non-minimal gravitational action and the model are presented in Sect. 2,
followed by a general solution of field equations in Sect. 3. We discuss the decelerated and
accelerated phases of the universe with an equation of state for barotropic fluid in Sects. 3.1–
3.4. Finally, the conclusion is presented in Sect. 4.

2 Higher Derivative Theory and Friedmann Equations

The gravitational action for a higher derivative theory of gravity with a scalar field φ, mini-
mally coupled to gravity and matter fluid in the units 8πG = 1 and c = 1, takes the following
form [22, 23]

I = −
∫ [

1

2
(R + αR2) + Lm + 1

2
φ,μ φ,μ + V (φ)

]√−gd4x, (1)

where R is the scalar curvature, α is a constant, V (φ) is the scalar potential Lm is the
Lagrangian density of matter which is assumed to be a barotropic fluid and g is the metric
determinant. We see that the standard Einstein-Hilbert action is recovered by taking α = 0.

We assume that the metric tensor gμν is the only independent variable and the variation
of action (1) with respect to gμν , gives the following set of field equations

Rμν − 1

2
gμνR + α

[
2R

(
Rμν − 1

4
gμνR

)
+ 2(R;μν − gμν�R)

]
= −Tμν, (2)

where a semi-colon represents the covariant derivative, � is the covariant differential opera-
tor and Tμν is the energy momentum tensor of a barotropic perfect fluid and a non-interacting
scalar field with scalar potential. Thus, the energy momentum tensor, Tμν is given by

Tμν = T (m)
μν + T (φ)

μν . (3)

The energy momentum tensor for a perfect fluid source is given by

T (m)
μν = (ρm + pm)uμuν + pmgμν, (4)

where ρm is the energy density and pm is the thermodynamic pressure of the fluid. uμ is
the four velocity of the fluid such that uμuν = −1, and in co-moving coordinates, one can
choose uμ = δ

μ

0 .
The energy momentum tensor for a minimally coupled scalar field φ, with self interacting

potential V (φ), which follows (1) has the form

T (φ)
μν = φ,μ φ,ν −gμν

[
1

2
φ,σ φ,σ + V (φ)

]
. (5)

We assume that the barotropic fluid and scalar field are non-interacting, we have the follow-
ing separate energy conservation laws:

T
μν(m)

;ν = 0 = T
μν(φ)

;ν . (6)
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We consider a spatially homogeneous and isotropic flat Friedmann-Robertson-Walker met-
ric for the universe as

ds2 = −dt2 + a2(t)[dr2 + r2(dθ2 + sin2 θdφ2)], (7)

where a(t) is the scale factor of the universe.
The scalar curvature for the metric (7) is

R = −6[Ḣ + 2H 2], (8)

where H = ȧ/a is the Hubble parameter and an overdot denotes derivative with respect to
the cosmic time t .

For the energy momentum tensor (3) and line element (7), the Friedmann equations in
higher derivative theory (2) can be written as

3H 2 − 18α[2ḦH − Ḣ 2 + 6ḢH 2] = ρm + ρφ, (9)

2Ḣ + 3H 2 − 6α[2 ...
H + 12ḦH + 18ḢH 2 + 9Ḣ 2] = −(pm + pφ). (10)

where ρφ and pφ are respectively the energy density and pressure of the scalar field, which
are given by

ρφ = 1

2
φ̇2 + V (φ), (11)

pφ = 1

2
φ̇2 − V (φ). (12)

The evolution equation of the scalar field, describing its energy conservation as the universe
expands, is

ρ̇φ + 3H(ρφ + pφ) = 0, (13)

or written equivalently as

φ̈ + 3Hφ̇ + ∂V

∂φ
= 0. (14)

Finally, the equations closed by considering the evolution of the matter density

ρ̇m + 3H(ρm + pm) = 0. (15)

3 Solution of the Field Equations

As we see the field equations are highly non-linear. Therefore, in order to solve the field
equations we consider the power-law expansion of the universe

a = a0

(
t

t0

)n

, (16)

which is physically interesting since it gives rise to a constant deceleration parameter
q = − aä

ȧ2 = −1 + 1
n

with 0 < n < 1 for an expanding universe and n > 1 for accelerated
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expansion. Here a0 and t0 are the present values of a and t respectively and n is a positive
constant, which determines the expansion during the different phases of the evolution of the
universe.

The Hubble parameter is given by

H = n

t
. (17)

With (17) in (8) it becomes obvious that R ∝ t−2, consequently, R2 ∝ t−4 We assume that
the pressure and energy density are related by an equation of state

pm = ωρm, (18)

where ω is a constant known as the equation of state parameter and its value lies in the
interval −1/3 ≤ ω ≤ 1.

Using (17) and (18), (15) integrates to the form

ρm = ρm0t
−3n(1+ω), (19)

where ρm0 = A(tn0 /a0)
3(1+ω). Here A is a constant of integration. For energy density to be

positive we must have ρm0 > 0, i.e., A > 0.
Now, (9) can be rewritten as

ρφ = 3H 2 − 18α[2HḦ − Ḣ 2 + 6ḢH 2] − ρm. (20)

Using (17) and (19), (20) gives

ρφ = 3n2

t2
− ρm0

t3n(1+w)
+ 54αn2(2n − 1)

t4
. (21)

Also, (14) can be rewritten as

−3Hφ̇2 = dρφ

dt
, (22)

which gives

φ̇2 = − 1

3H

dρφ

dt
. (23)

Using (17) and (21) into (23), the kinetic term in terms of t can be obtained as

φ̇2 = 2n

t2
− (1 + ω)ρm0

t3n(1+ω)
+ 72αn(2n − 1)

t4
. (24)

The scalar potential is given by

V (t) = n(3n − 1)

t2
+ (ω − 1)ρm0

2t3n(1+ω)
+ 18αn(2n − 1)(3n − 2)

t4
. (25)

We observe that kinetic term and scalar potential have the term of 1/t4 due to the higher
derivative gravity. The Einstein’s solutions may be recovered for n = 1/2 and α = 0. Equa-
tion (25) represents the scalar potential as a function of time t . Integration of (24) gives the
scalar field as a function of time. Inverting this dependence we can obtain the time parameter
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as a function of φ and substituting the corresponding formula into (25), one arrives to the
uniquely reconstructed potential V (φ).

As φ̇2 can not be negative, one has the condition

2n

t2
− (1 + ω)ρm0

t2n(1+w)
+ 72αn(2n − 1)

t4
≥ 0, (26)

for the model to be consistent.
Finally, the time-dependent of the scalar field pressure can be extracted from (12), using

(24) and (25), as

pφ = n(2 − 3n)

t2
+ 18αn(2n − 1)(4 − 3n)

t4
− ωρm0

t3n(1+ω)
. (27)

Thus, we can straight forward extract the time evolution of the scalar field equation of state
(EoS) parameter as

ωφ = pφ

ρφ

=
n(2−3n)

t2 + 18αn(2n−1)(4−3n)

t4 − ωρm0
t3n(1+ω)

3n2

t2 − ρm0
t3n(1+ω) + 54αn2(2n−1)

t4

. (28)

It is very difficult to integrate (24) for φ(t), in general. Therefore, it is reasonable to
explore the above solutions with equation of state parameter ω for matter and powers n.

3.1 Solution with ω = −1/3 and n = 1

In this case, we get pm = −ρm/3, which is the inflationary phase. The scale factor varies
as a linear inflation, i.e., a ∼ t (marginal inflation). The energy density varies as inverse of
square of cosmic time t , i.e., ρm ∼ 1/t2. The deceleration parameter has the value q = 0,
which shows the ‘coasting cosmology’, i.e., the universe inflates with marginal inflation.

In this phase, (24) gives

φ̇2(t) =
(

2 − 2ρm0

3

)
1

t2
+ 72α

t4
(ρm0 ≤ 3) (29)

which, on integration, we get

φ(t) − φ0 = √
B

[
log

{
2Bt

(
1 +

√
1 + 72α

Bt2

)}
−

√
1 + 72α

Bt2

]
, (30)

where φ0 is a constant of integration and B = (6−2ρm0)/3. We consider here and thereafter
only positive sign without loss of generality.

From (25), the scalar potential is given by

V (t) =
(

2 − 2ρm0

3

)
1

t2
+ 18α

t4
(31)

The kinetic term φ̇2(t) and potential function V (t) decrease from large values to zero during
the evolution of the universe.

Equations (21) and (27) give the scalar field energy density and pressure as

ρφ = (3 − ρm0)

t2
+ 54α

t4
, (32)
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pφ = −1

3

(
3 − ρm0

t2

)
+ 18α

t4
. (33)

In this case, the EoS parameters of scalar field is given by

ωφ = − 1
3 (

3−ρm0
t2 ) + 18α

t4

(3−ρm0)

t2 + 54α

t4

, (34)

From (32) and (33), we observe that both the physical quantities ρφ and pφ decrease with
time. When t → 0, we have ωφ = 1/3. Therefore, the EoS of scalar field is pφ = (1/3)ρφ

and as t → ∞, we get ωφ = −1/3. Therefore, we find that ω = ωφ at late time expansion.

3.2 Solution with ω = 1/3 and n = 1/2

In this case one gets pm = ρm/3, which is the usual EoS for radiation-dominated phase.
The deceleration parameter is q = 1 and hence the universe expands with decelerated rate.
The scale factor varies as a ∼ t1/2, which is a power-law expansion. The behavior of matter
energy density is similar to the inflationary phase and varies as ρm ∼ 1/t2.

In this case, (24) becomes

φ̇2(t) =
(

1 − 4ρm0

3

)
1

t2

(
ρm0 <

3

4

)
, (35)

which on integration, we get

φ(t) − φ1 =
√

1 − 4ρm0

3
log t. (36)

where φ1 is a constant of integration. The scalar potential has the form

V (t) =
(

3 − 4ρm0

12

)
1

t2
, (37)

It is observed from (36) and (37) that both the scalar field and scalar potential are inde-
pendent of higher derivative term, hence it is evident that the higher derivative theory does
not effect the behavior of the cosmological model in radiation-dominated phase. Therefore,
the cosmological evolution is same as obtained for a radiation-dominated phase in Einstein
gravity which we get even if α 	= 0 in HD theory since all the corrections due to the α terms
are zero identically.

Inverting (36), we find

t (φ) = exp

[
1√

1 − 4ρm0
3

(φ(t) − φ1)

]
. (38)

Hence, (37) becomes

V (φ) = (3 − 4ρm0)

12
exp

[
−2

√
3

3 − 4ρm0
(φ(t) − φ1)

]
. (39)

The above equation shows that the scalar potential decreases exponentially with scalar
field as shown in Fig. 1.
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Fig. 1 Scalar potential V (φ)

versus scalar field φ with φ1 = 0,
and ρm0 = 2/3

From (21) and (27), the scalar field density and pressure are respectively given by

ρφ =
(

3

4
− ρm0

)
1

t2
, (40)

pφ = 1

3

(
3

4
− ρm0

)
1

t2
. (41)

Thus, the scalar field and perfect fluid have the similar behavior during the decelerated
phase of the radiating era. We find that scalar field and matter EoS parameters have the
same constant value, viz., ωφ = ω=1/3 at all times during the radiation phase. The universe
decelerates throughout the evolution during radiation-dominated phase even if α 	= 0 of HD
theory.

3.3 Solution with ω = 0 and n = 2/3

For these values of ω and n, we get pm = 0, i.e., matter-dominated phase. The scale factor
and matter energy density vary as a ∼ t2/3 and ρm ∼ 1/t2, respectively. The deceleration
parameter has the value q = 0.5 and hence the universe expands with decelerated rate.

The kinetic term is given by

φ̇2(t) =
(

4

3
− ρm0

)
1

t2
+ 16α

t4

(
ρm0 <

4

3

)
, (42)

Integrating (42), we get

φ(t) − φ2 = √
C

[
log

{
2Ct

(
1 +

√
1 + 16α

Ct2

)}
−

√
1 + 16α

Ct2

]
, (43)

where φ2 is a constant of integration and C = (4 − 3ρm0)/3.
The scalar potential is

V (t) =
(

4 − 3ρm0

6

)
1

t2
. (44)

One may observe that scalar field φ contains the term of coupling parameter α but scalar
potential V is independent from higher derivative term. The behavior of scalar potential is
similar to the Einstein gravity during the matter-dominated phase.
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In this case, the scalar field density and pressure are respectively given as

ρφ =
(

4

3
− ρm0

)
1

t2
+ 8α

t4
, (45)

pφ = 8α

t4
. (46)

Therefore, the EoS parameters for scalar field is given by

ωφ =
8α

t4

( 4
3 − ρm0)

1
t2 + 8α

t4

, (47)

Both the physical quantities, ρφ and pφ are decreasing function of time. As t → 0, we have
ωφ = 1, i.e., the scalar field cosmology goes to the solution of stiff matter (pφ = ρφ). As
t → ∞, we get ωφ = 0, which is same as ω of matter in the case of matter-dominated phase.
The scalar field behaves as stiff matter at early time but in late time it behaves as matter in
matter-dominated. The scalar field does not inflate the universe during the matter-dominated
era even if α 	= 0 of HD theory.

3.4 Solution with ω = −1/2 and n = 4/3

In this case, we get pm = −ρm/2, where a ∼ t4/3 and ρm ∼ 1/t2.
From (24), we have

φ̇2(t) =
(

8

3
− ρm0

2

)
1

t2
+ 160α

t4

(
ρm0 <

16

3

)
, (48)

which on integration, we get

φ(t) − φ3 = √
D

[
log

{
2Dt

(
1 +

√
1 + 72α

Dt2

)}
−

√
1 + 72α

Dt2

]
, (49)

where φ3 is integration constant and D = (16 − 3ρm0)/6.
From (25), we get

V (t) =
(

4 − 3ρm0

4

)
1

t2
+ 80α

t4
(50)

From (49) and (50) it is observed that both scalar field and scalar potential depend on the
coupling parameter associated with the higher derivative term. It is observed that q = −0.25
which reveals the case of quintessence phase of the accelerating universe. The solution ob-
tained here describes a universe which is accelerating and compatible with the recent Ia
supernova observations [1–3]. Let us see whether the acceleration is due to HD theory.

Equations (21) and (27) give

ρφ =
(

16

3
− ρm0

)
1

t2
+ 160α

t4
, (51)

pφ = −1

2

(
16

3
− ρm0

)
1

t2
. (52)
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Fig. 2 Scalar field φ(t) versus
time t with
φ0 = φ1 = φ2 = φ3 = 0, α = 2
and ρm0 = 2/3

Fig. 3 Scalar potential V (t)

versus time t with α = 2 and
ρm0 = 2/3

The scalar field EoS parameters is given by

ωφ = − 1
2 ( 16

3 − ρm0)
1
t2

( 16
3 − ρm0)

1
t2 + 160α

t4

. (53)

As t → 0, we get ωφ = 0 and as t → ∞, we have ωφ = −1/2, i.e., quintessence model
(ωφ > −1). The scalar field and perfect fluid have the same behavior at late time which
accelerate the universe. We observe that the pressure, which is negative, does not contain
the higher derivative term. It means that the higher derivative theory disappears at late time
and it is only the hypothetical fluid, which has negative pressure, is responsible to give rise
the accelerated expansion of the universe. The HD theory is not responsible to give rise the
late time acceleration as we know that R2 corrections become negligible for t → ∞, it is
only natural that the resulting equation of state for φ -component approaches that for matter.

Figures 2 and 3 plot scalar field φ(t) and scalar potential V (t) with time t , respec-
tively for the above discussed different phases of the universe. In Fig. 2, we observe that
the scalar field increases with time with decelerated rate during all phases of the universe.
However, in radiation-dominated phase it increases with more decelerated rate due to the
absence of higher derivative term. In Fig. 3, the scalar field potential decreases gradually
with time in inflationary phase, matter-dominated phase and accelerated phase as compared
to the radiation-dominated phase where it behaves as general relativity. It decreases fast in
radiation-dominated phase due to the absence of higher derivative term. Hence, the higher
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Fig. 4 EoS of scalar field ωφ(t)

versus time t with α = 2 and
ρm0 = 2/3

derivative theory does not effect the behavior of scalar potential and scalar field in this phase.
One gets the similar behavior to the Einstein gravity as shown in case (3.2) of Figs. 2 and 3.

Figure 4 plots ωφ(t) with t for certain values of the arbitrary constants for different phases
of the universe. We can see that ωφ = ω in the limit of t → ∞ in all cases as discussed above
since the R2 corrections are negligible at late time which is consistent with the power -law
assumption of scale factor.

4 Conclusion

We have studied cosmological scenarios obtained from a gravity model containing higher
derivative terms in the curvature, a self-interacting scalar field and matter. A flat FRW metric
is used, and solutions under the form of power-law are determined. Exact solution for scalar
field density, scalar potential and some other parameters have been obtained for decelerated
and accelerated phases of the universe. We have observed that the power-law cosmology
is compatible with observations since it gives constant value of deceleration parameter to
describe the decelerated and accelerated universes.

The field equations have been solved exactly for different phases of the evolution of
the universe. During different phases of the universe we have noted that the physical quan-
tities have the higher order term in inflationary, matter-dominated and accelerated phases
whereas the higher derivative theory does not effect the behavior of the physical quantities
in radiation-dominated phase. In this case we have obtained the solution similar to Einstein
theory for the flat universe. We have observed that the scalar potential decreases gradually
in inflationary, matter and accelerated phases than the radiation -dominated phase as shown
in Fig. 3.

The model decelerates during radiation and matter-dominated phases (0 < n < 1) even
in the presence of higher derivative terms. In case of ω = −1/2; n = 4/3, i.e., in power
law inflation it is observed that the HD theory is not responsible for late time acceleration
of the universe. The late time acceleration is caused by the hypothetical fluid, which has
negative pressure to give rise the accelerated expansion at late time where the higher gravity
correction disappears. The scalar field act as a quintessence field at late time of the evolution
of the universe. Therefore, the HD theory is useful to study the model in early time of the
evolution of the universe. The parameter α when set equal to zero one gets the solution
similar to the Einstein gravity in all the phases of the universe. In the absence of matter, the
solutions reduce to the corresponding ones obtained by Paul [34] and further the case α = 0
was discussed by Ellis and Madesen [29]. Thus, we conclude that the HD theory has its own
significance to understand the behavior of the universe in the past and present.
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Abstract The synthesis of high-molecular-weight lactic

acid based polymers by chain linked polymerization was

investigated. Lactic acid based hydroxyl terminated te-

lechelic prepolymer was synthesized and then the molec-

ular weight was increased by chain linked polymerization

using methylene diphenyldiisocyanate. All polymerizations

were carried out in the melt, using tin octoate as catalyst.

The products were characterized by Differential scanning

calorimetry, nuclear magnetic resonance spectroscopy and

size exclusion chromatography. With the increase in diis-

ocyanate concentration, an increase in the glass transition

temperature, molecular weight and molecular weight dis-

tribution was observed.

Keywords Biodegradable � Lactic acid � Chain linked

polymer � Dynamic mechanical analysis

Introduction

Now a day’s biodegradable materials are of prime interest

for both environmental reasons and biomedical applica-

tions. Lactic acid is an attractive monomer in the synthesis

of biodegradable polymers, being obtained from renewable

resource. The polymer thus obtained i.e. polylactic acid

(PLA) has wide number of applications on the basis of its

properties. The degradation time for PLA varies from

2 months to 1 year in addition to good mechanical prop-

erties. Processing by conventional thermoplastic methods

like injection molding, thermoforming etc. make it an attrac-

tive alternative to the non-biodegradable plastics. In last few

decades PLA have been studied extensively for a number of

applications [1, 2]. To have good mechanical strength PLA

should possess high molecular weight. Direct polycondensa-

tion of lactic acid is a low cost process to produce PLA;

although a high-molecular-weight polymer cannot be pro-

duced by this method because of difficulty of removal of water

from the polymerization reaction [3]. Furthermore, during the

polycondensation, the molecular weight of poly (lactic acid) is

reduced by depolymerization and other side reaction at higher

temperature. On the other hand high molecular weight PLA is

usually produced by the ring opening polymerization of lac-

tide which is the dilactone of lactic acid [4] and synthesized

from thermal cracking of low molecular weight PLA at higher

temperature and low pressure. This process requires high

energy and longer reaction time.

The chain coupling of low molecular weight PLA using

chain extender can be a better alternative to obtain a polymer

with high molecular weight [5]. These chain extension

reaction are economically advantageous because they can be

carried out in the melt, with only low concentration of chain

extending agents, and because separate purification step are

not required. Improved mechanical properties and the flexi-

bility to manufacture copolymer with different co-monomers

are other benefits of the use of chain extending agent. Typi-

cally chain extenders for polyesters, which contain -OH and -

COOH groups, are diisocyanates, diepoxides, diboxzolines,

dianhydride and bisketeneacetals. The very high reactivity of

isocyanates has encouraged their use for coupling and chain

extension of oligomers [6–8]. The self-condensation of lactic

acid yields a glassy low molecular weight polymer with an

equimolar concentration of hydroxyl and carboxyl end-

groups. To achieve maximum molecular weight, both types

of end group of the polymer need to be utilised. A difunctional
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prepolymer can be synthesised by modifying PLA oligomer

by using small amount of di or multifunctional hydroxyl or

carboxyl compounds so that they are solely hydroxyl or

carboxyl terminated [9]; which can be further chain extended

with the use of single type of chain extender. Moreover chain

linked polymerization do not interfere with the biodegradable

behaviour of the resulting polymer. Hetero-chain polymers,

particularly those containing oxygen and/or nitrogen atoms in

the main chain, are generally susceptible to hydrolysis. For

hydrolysis to occur, the polymer must contain hydrolytically

unstable bonds such as ester, amide, or urethane, and show

some degree of hydrophilicity, as is the case with PEUs and

PEAs [10, 11].

Different work can be seen in the literature for chain

linking polymerization of lactic acid, however these works

are mainly emphasized on the increase in the molecular

weight and other properties but not the stoichiometry, even

most of the work is based on NCO/OH ration above stoichi-

ometry [3, 12–14]. Few authors have used different reactants

like BOX or DL mendalic acid during the chain extension

polymerization [15, 16]. Zhong et al. [13] study the chain

linking polymerization with HDI with both hydroxyl and

carboxyl chain ends results the formation of urethane linkage

and amide formation. Cohn et al. [17] have investigated the

chain linked polymerization with emphasizing on ratio of

poly(ethylene oxide)/poly(L-lactic acid). Different author

have studied various parameter of chain extension polymer-

ization [5, 18] however to best of our knowledge the stoi-

chiometry of PLA-PEG/MDI have not yet been emphasised.

PLA is a rather brittle and rigid polymer, chain-linking

by urethane linkage will make the polymer more brittle

therefore; polyethylene glycol have been introduced in the

polymer chain to increase the flexibility [19]. In the present

work, the lactic acid was condensation-polymerized to a

low-molecular-weight polymer which contains hydroxyl

end group. In the second step, this polymer chains were

joined together using difunctional linkers i.e., diisocyanates

to get a polymer of higher molecular weight [8, 20].

Experimental

Material

Lactic acid (90% aqueous solution) was purchased from

Merck, ethylene glycol and polyethylene glycol (6,000)

from Thomas Baker, tin octoate from Sigma Aldrich,

chloroform from Thomas Baker was distilled over calcium

chloride before used. Methylene diphenyldiisocyanate

(MDI) from BASF was used as received.

Synthesis of Hydroxyl Terminated Poly (Lactic Acid)

(HTPLA)

Polymerization was carried out in 250 mL round bottom

flask with stirrer fitted with nitrogen purge assembly over

thermostatic controlled heating. Water was removed from

the lactic acid aqueous solution at 100 �C under reduced

pressure for 4 h. Lactic acid based telechelic prepolymer was

synthesized using ethylene glycol as diol and tin octoate as

catalyst at 200 �C under the constant flow of nitrogen

(Fig. 1). After 48 h polymer was put in aluminium tray and

cooled over calcium carbonate. The polymer was placed in

desiccator till further use. Acid value was found as 7.

Synthesis of Chain Linked Poly (Lactic Acid) (CLPLA)

Polymerization of CLPLA was carried out in 100 mL

round bottom flask with stirrer and thermostatic controlled

heating in melt under nitrogen blanket using PLAol with

20% (w/w of PLAol) polyethylene glycol and desired

amount MDI (Fig. 2). The amount of MDI was calculated

on theoretical basis of hydroxyl number and isocyante

content of MDI, where OH and NCO groups was calculate

by titration using phthalic anhydride and dibutylamine

respectively (Table 1). A yellowish polymer obtained was

placed in desiccators till further use.

Measurements

Differential scanning calorimetry (DSC) was performed on

a TA Q20 differential scanning calorimeter under a nitro-

gen atmosphere. The samples for DSC was weighed

(*10 mg) on a small aluminum pan, followed by sealing

the pan. The samples were scanned up to 190 �C at heating

rate of 10 �C/min, Glass transition temperature (Tg) was

taken at the mid-point of the Tg curve.

HO
O

O
OH

O

CH3

CH3

O

n m

O

H3C OH

HO

HO
OH+

Lactic acid Ethylene glycol
Hydroxyl terminated Poly(lactic acid)

Fig. 1 Synthesis of hydroxyl

terminated poly (lactic acid)

NN CC OO CH2

Fig. 2 Methylen diphenyldiisocyanate (MDI)
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Nuclear magnetic resonance (NMR) spectra were

recorded on a Bruker Advanced II (400 MHz for proton)

spectrometer using CDCl3 and DMSO as a solvent for

HTPLA and CLPLA respectively.

Molecular weights were determined by room tempera-

ture size exclusion chromatography (SEC) Perkin Elmer

Series 200 Refractive Index detector. THF was used as

solvent and eluent. The samples were filtered through a

0.5 lm filter. Monodisperse polystyrene standards were

used for primary calibration, which means that the Mark

Houwink constants were not used.

Result and Discussion

Differential Scanning Calorimetry

DSC results shows in a regular increase trend in the glass

transition temperature of CLPLA. It was observed that an

increase in the glass transition temperature (Tg) with the

increase in MDI ratio (Table 2). Since, the molecular

motions in CLPLA are dependent on the domain distribu-

tion of both hard and soft segments as well as the presence

of urethane groups, with high polarity, increases the Tg.

However, the CLPLA-1 showed a lower Tg than HTPLA,

this is because of the plasticizing effect of the PEG

(Fig. 3). In case of CLPLA-2, chain linkage had taken

place resulted an increase in Tg. In case of CLPLA-3,

additional MDI resulted in the crosslinking between dif-

ferent polymer chains making the polymer stiffer with

higher Tg. Tg was increased from 20.2 to 32.8 �C. No peak

for the crystallization was observed in the single scan DSC

thermogram (Fig. 4). Whereas melting was found irre-

spective of the ratio of MDI used.

Nuclear Magnetic Resonance (NMR) Spectroscopy

To study the reaction between isocyanate and hydroxyl

group, lactic acid prepolymer (hydroxyl terminated poly-

lactic acid having hydroxyl group at both ends of the

polymer chain) were allowed to react with MDI in the

different ratios. Figure 5 shows the 1H-NMR spectrum of

HT-PLA and CL-PLA. 1HNMR spectra exhibited the sig-

nal of methine group at 5.1 ppm and the signal of methyl

group at 1.5 ppm. The signal at 4.5 ppm characteristic of

the hydrogen of methine group next to a hydroxyl end

group was observed. However, the signal at 4.5 ppm was

not observed in the spectra of all CL-PLA because MDI

reacted with hydroxyl end groups of HT-PLA. Signals at

4.4 ppm are observed in due to –CH2– for PEG. The

reactions of MDI with hydroxyl end group can be seen

more clearly in the region 4.5–3.5 ppm. The formation of

amide bonds can be seen as a broad peak at 6.21 ppm in

Table 1 OH/NCO ratio for polymer

Samples NCO/OH ratio

CLPLA-1 0.8

CLPLA-2 1.0

CLPLA-3 1.2

Table 2 Glass transition temperature of CLPLA

Samples Tg (�C) Tm (�C)

HTPLA 36.1 156

CLPLA-1 20.2 148

CLPLA-2 31.2 152

CLPLA-3 32.8 148

Fig. 3 Differential scanning calorimetry thermogram of HTPLA

Fig. 4 Differential scanning calorimetry thermogram of a CLPLA-1

b CLPLA-2 c CLPLA-3
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CLPLA-2 and CLPLA-3. The chemical shift of hydrogen

of the urethane bond formed by reaction of MDI with

hydroxyl end group was observed at 7.0 ppm and the

methin group next to urethane are observed at 3.8 ppm for

all CLPLA. The signals at 7.5, 7.4 and 3.5 ppm in the

spectrum of all CL-PLA were assigned to the units of MDI.

In addition, some indications of side reactions, such as

formation of allopanates and urea group in CLPLA-3, i.e.

branching of the polymer was observed at broad shoulder

on the NH peak at 6.50–6.26 ppm.

Size Exclusion Chromatography (SEC)

Molecular-weight measurements were done by SEC. The

molecular weights and molecular weight distributions

(Mn=Mw) were calculated. THF was used as an eluent.

SEC results show the number average molecular weight of

HT-PLA was 5,267, weight average molecular weight was

8,683 and polydispersity was 1.78 (Fig. 6).

After the chain linked polymerization a regular

increasing trend in the number average molecular weight,

weight average molecular weight and polymer discpersity

was observed. This is because of the higher concentration

of MDI. As the concentration of MDI increases in the

polymer more hydroxyl chain ends are reacted to form a

longer polymer chain. The number average molecular

weight of the resulting polymer was increased to 36 K,

weight average molecular weight to 103 K and polydis-

persity to 2.9 (Table 3). It shows that the low molecular

weight chain are linked together results an increase in the

molecular weight of the final polymer.

Conclusion

This study investigated the sequential and simultaneous

addition of highly reactive chain extender, MDI, for the

chain linking of HTPLA. The development of polymer

structure during polymerization and the reaction behavior

of the different functional groups were characterized by

NMR. The chain liked polymer shows an increase in the Tg

value and SEC also show an increasing trend in the

molecular weight of the resulting polymer. The results

indicate that these increase in the properties of the resulting

CLPLA very much depends on the ratio of MDI to

HTPLA. As a conclusion from the present and our earlier

work, we can state that at stoichiometry we get the maxi-

mum improvement in Tg and high molecular weight

without crosslinking in the polymer structure. Above stoi-

chiometry, crosslinking as allopanates linkage was

observed. The chain linked polymerization not only allows

the preparation of high molecular weight polymer with

improved thermal and mechanical properties, but provides

Fig. 5 1H-NMR of the HTPLA and CLPLA

Fig. 6 SEC chromatogram of a HTPLA b CLPLA-1 c CLPLA-2

d CLPLA-3

Table 3 SEC results for the chain linked polymers

Samples Mn Mw Mn=Mw

HTPLA 4,872 5,740 1.1

CLPLA-1 9,540 18,555 1.9

CLPLA-2 24,825 63,328 2.6

CLPLA-3 36,241 103,649 2.9
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the possibilities for variation in the polymer structure (like

branching). This method also allows the introduction of

different groups into PLA chain, which affects the prop-

erties of the final polymer.
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