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ABSTRACT 

 

The modern era of condensed matter physics and materials research has been 

significantly shaped by the concepts of topology and symmetry. The materials with unusual 

metallic edge/surface whilst having insulating bulk are known as topological materials 

(TM) and have been studied intensively in recent years. The TMs can be divided into 

various categories such as topological insulators (TIs), topological crystalline insulators 

(TCIs), Dirac semimetals (DSMs), Weyl semimetals (WSMs), nodal line semimetals 

(NLSMs), ℤ2 topological semimetals, and triply degenerate node semimetals, etc. The 

metallic Dirac cone like electronic states on the surface of the crystal with insulating bulk 

are the signature of the existence of a topological phase in materials. These metallic 

edge/surface states appear in the presence of spin-orbit coupling (SOC), which are 

protected by time-reversal symmetry (TRS) and provide robust spin-polarized conduction 

channels. In recent times, the search for new TMs via alteration of the SOC strength has 

become a hot area of research. This alteration in the SOC leads to the topological quantum 

phase transition (TQPT) or topological phase transition (TPT) in materials. The SOC 

strength can be tuned via hydrostatic pressure or strain, which is essentially a non-

destructive method and does not disturb the charge neutrality and stoichiometry of the 

material. In this thesis, we investigate the TPT under the effect of applied hydrostatic 

pressure and strain, and identify the novel topological phases in some binary rare-earth 

semimetals, ternary Zintl, and chalcogenide families. The brief description of the work 

performed in this thesis is as follows; 

Chapter 1 starts with a brief introduction, the origin of the topological phase of 

matter, as well as its different categories and their signatures for the identification of 
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topological phase transitions in materials. Further, it also includes an overview of the 

literature, motivation for this research work, and the objectives of the thesis work.  

Chapter 2 describes the methodology used to analyze the topological phase of the 

matter in different binary and ternary systems. The chapter describes the mathematical 

background of the density functional theory (DFT), the Wannierization method, and the 

Green’s function approach used in this work.  

Chapter 3 includes the study of topological phase transitions in rare-earth 

semimetallic materials such as YX (X = As, Bi), YbAs, and their heterostructure stackings 

with applied hydrostatic pressures and epitaxial strains. We analysed the electronic, 

structural stability, and topological phase transitions under the effect of hydrostatic 

pressure and epitaxial strain in these materials.  

Chapter 4 presents the study of the electronic, structural, and topological phase in 

experimentally synthesized intermetallic Zintl compounds RbZn4X3 (X = P, As) under the 

effect of hydrostatic pressure and epitaxial strain. The existence of topological surface 

states and the Fermi arc in the (001) plane verified the topologically non-trivial nature of 

these materials. 

 Chapter 5 has been drafted with the investigation of the TPT from the trivial to TI 

phase to TCI phase in the Sn-based ternary chalcogenides family PbSnX2 (X = S, Se, Te) 

under the hydrostatic pressure. We have analysed the structural, electronic, as well as 

different TPTs have been analysed with an accurately identified exchange correlation 

functional. 

Chapter 6 concludes the topological phase study of the phase change chalcogenide 

materials Ge2Sb2Te5 and Si2Sb2Te5 in Kooi and De Hosson, as well as the Petrov sequence, 

under the effect of applied hydrostatic pressure and epitaxial strain. The observed surface 
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Dirac cones along the (001) plane have also verified the topologically non-trivial nature of 

these materials.  

Chapter 7 summarizes the relevant conclusions based on the results obtained in the 

previous chapters and outlines the future scope of the work. 
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Introduction 

 

In this chapter, we have introduced the historical background and theoretical 

development in the physics of the topological phase of matter. Starting from the role of 

phase transition in condensed matter physics, we have discussed the topological quantum 

phase transition. Moreover, we discussed the different topological phases of matter in 

chronological order, their criteria, and characteristic identification. Next, our discussion 

considers the role of symmetries and the connection of topological phases with electronic 

band structure in real crystalline materials. At the end, we discussed the motivation and 

objectives of this thesis, as well as its scope.  
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Einstein stated on the methods of theoretical physicists: “The basic concepts and laws 

which are not logically further reducible constitute the indispensable and not rationally 

deducible part of the theory. It can scarcely be denied that the supreme goal of all theory 

is to make the irreducible basic elements as simple and as few as possible without having 

to surrender the adequate representation of a single datum of experience” [1]. The high-

temperature state of all matters, i.e., the gaseous state, is among the most fundamental in 

physics, enabling a theory of weakly interacting particles that directly aligns with the goal 

of this statement. However, lowering the temperature scale, the interactions amongst the 

particles begin to correlate with their movements, ultimately resulting in a crystalline 

structure that exhibits minimal mobility. The resultant strongly correlated crystalline state, 

which eludes the simplistic representation of the gas model, presents the compelling 

realization that the transition to a broader context necessitates an intricate method [2]. The 

emergence of macroscopic orders due to interactions of elementary particles is the center 

of all aspects of condensed matter physics. In many cases, this can be elucidated through 

the concept of symmetry breaking. The process of spontaneous symmetry breaking is a 

major aspect that leads to the phase transition and hence different states of matter [3]. A 

physical system can only exhibit this phenomenon if the basic equations of its current state 

have different symmetries of its previous state. Different phases are identified by order 

parameters that quantify symmetry breakdown, and hence, the transitions between different 

phases are indicated by singularities in the free energy functional. The understanding of 

symmetry classification and the occurrence of phase transition has been well understood 

during the 50’s of the last century, largely due to work done by L. Landau known as the 

Landau Paradigm [4-6]. Unlike the classical phase transitions like solid to liquid, liquid to 

gas, etc., the observation of quantum phase transitions is harder because quantum behaviour 

is dominant at low-temperature conditions, for example, transitions between the different 
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magnetic orderings of the materials. The groundbreaking discovery of K. Von Klitzing 

(1980) in Condensed matter physics, the QHE, was explained by the traditional symmetry-

breaking methods [8, 9], although it depends on the topological behaviour of a material. In 

this chapter, starting from the QHE, we have provided a detailed discussion of different 

topological quantum aspects of such materials and their classifications.  

1.1 Quantum Hall Effect 

In 1879, E. H. Hall discovered a phenomenon known as the Hall effect, i.e., a transverse 

accumulation of charges, known as Hall voltage, in a material due to applied mutually 

perpendicular electric and magnetic fields [7]. Within the classical limit, transverse Hall 

resistivity (𝜌𝑥𝑦) is proportional to the applied magnetic field, whereas longitudinal Hall 

resistivity (𝜌𝑥𝑥) is independent of the magnetic field shown in Fig. 1.1(a, b). In 1980, K. V. 

Klitzing [8, 9] observed unexpected outcomes when he measured the Hall resistivity of a 

2D electron gas under the limiting condition of the classical Hall effect, i.e., under 

extremely high magnetic field and low temperature. The transverse Hall resistivity formed 

the integer plateaus with the variation of the strength of the applied magnetic field and the 

longitudinal Hall resistivity has shown a sharp spike where the transition between plateaus 

took place as shown in Fig. 1.1(c). The quantized transverse Hall conductivity which is an 

integer (𝜈) multiple of quantized magnetic flux i.e., 𝜎𝑥𝑦 = 𝜈
𝑒2

ℎ
 , is independent of the 

geometry of the sample. These unusual characteristics in the case of QHE can be 

understood on the basis of the dynamics of electrons in the bulk as well as at the edges of 

the sample, under the influence of the applied magnetic field. The electrons within the bulk 

exhibit localization with cyclotron orbital motion, which accounts for the insulating 

behaviour, whereas, at the boundary of the sample the electrons are unable to complete a 



Chapter – 01: Introduction 

 
4 

 

full revolution and hence skip chiral orbital motion that contributes to the conductivity at 

the edge as illustrated in Fig. 1.1(d). 

  

 

Fig. 1.1 (a) A systematic setup diagram of the Hall effect. A plot of transverse and 

longitudinal resistivity with the applied field in (b) the classical regime, and (c) the quantum 

regime. (d) The chiral edge states in the sample under QHE [8, 9]. 

In the sample, the quantized nature of the skipped orbital motion of the electron can be 

explained with the Landau level problem [10], which provides the straightforward origin 

of quantization. But it failed to explicate the universal behaviour of QHE, which can be 

comprehended from the topological viewpoint and straightforwardly establishes 

quantization as the outcome of the geometrical parameter. This topological aspect of a 2D 

electron system with an applied magnetic field has been explained by D. J. Thouless, M. 

Kohmoto, M. P. Nightingale and M. d. Nijs in 1982 [11, 12]. The quantization of the 

transverse Hall conductivity has been explained in the TKNN model with an integer 
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topological invariant known as the TKNN number or Chern number 𝜈. The transverse Hall 

conductivity can be defined in terms of Bloch wave functions as, 

               𝜎𝑥𝑦 =
𝑒2

ℎ
∑  𝑛𝑜𝑐𝑐. ∮𝐵𝑍

𝑖

2𝜋
(⟨𝜕𝑘𝑥

𝑢𝑛,𝒌|𝜕𝑘𝑦
𝑢𝑛,𝒌⟩ − ⟨𝜕𝑘𝑦

𝑢𝑛,𝒌|𝜕𝑘𝑥
𝑢𝑛,𝒌⟩)𝑑𝑘𝑥𝑑𝑘𝑦       (1.1) 

This summation and integration are over the all-occupied bands and the whole BZ, 

respectively. Here, the Chern number can be defined as, 

   𝜈 = ∑  𝑛𝑜𝑐𝑐. ∮𝐵𝑍

𝑖

2𝜋
(⟨𝜕𝑘𝑥

𝑢𝑛,𝒌|𝜕𝑘𝑦
𝑢𝑛,𝒌⟩ − ⟨𝜕𝑘𝑦

𝑢𝑛,𝒌|𝜕𝑘𝑥
𝑢𝑛,𝒌⟩)𝑑𝑘𝑥𝑑𝑘𝑦                   (1.2) 

1.2    Connection of Topology with Berry Phase and Chern Number 

The slow variation (adiabatic evolution) of the Hamiltonian 𝐻(𝑅) of a quantum mechanical 

system with slow evolution of the parameter, 𝑅(𝑡) = 𝑅1, 𝑅2, 𝑅3, . . . . . . , 𝑅𝑚, indicated an 

additional phase known as the Berry phase associated with its eigenstate, alongside the 

conventional dynamical phase [13]. When an initial eigenstate |𝑛(𝑅(0))⟩ evolves 

adiabatically over a closed path with an instantaneous eigenstate, 

                                  |𝜓(𝑡)⟩ = 𝑒−𝑖𝜙(𝑡)|𝑛(𝑹(𝑡))⟩ .                                                    (1.3) 

Then, the Schrödinger’s time-dependent equation for the instantaneous eigenstate |𝜓(𝑡)⟩ 

with Hamiltonian at that instant of time 𝐻(𝑅(𝑡)) gives the Berry phase, 

                                 𝛾𝑛 = ∫  
𝑐

𝑑𝑅. 𝐴𝑛(𝑅) .                                                                  (1.4) 

Here, the Berry potential or connection, i.e., 

                         𝐴𝑛(𝑅) = 𝑖⟨𝑛(𝑅)|𝛻𝑅|𝑛(𝑅)⟩                                                            (1.5) 

is integrated over the close path C in the parameter space. The physical observables must 

be gauge invariants [14] under this gauge transformation, hence the Berry connection 

undergoes an alteration, i.e., 𝐴′𝑛(𝑅) = 𝐴𝑛(𝑅) −
𝜕𝜃(𝑅)

𝜕𝑅
, where a smooth, single-valued 

function 𝜃(𝑅) act as an arbitrary phase factor associated with the eigenstate of the 

observable, hence the Berry connection is not an observable. In equation (1.4), the 
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integration of 
𝜕𝜃(𝑅)

𝜕𝑅
 over a closed path of the period, T give us an integer multiple of 2𝜋. 

Consequently, the Berry phase in equation (1.4) will have a variation by a constant integer 

factor, m, as given by, 

                                                       𝛾𝑛
′ = 𝛾𝑛 + 2𝜋𝑚.                                                       (1.6) 

This shows that the Berry phase is a gauge-invariant quantity with a modulo 2𝜋. Equation 

(1.4) can be converted into a surface integral using Stoke’s theorem, with surface S 

surrounded by adiabatic closed loop C, 

                     𝛾𝑛 = ∫  
𝑆

𝑑𝑆. (𝛻𝑅 × 𝐴𝑛(𝑅)) = ∫  
𝑆

𝑑𝑆. 𝛺𝑛(𝑅)                                            (1.7) 

This equation shows that the Berry potential acts as a vector potential in parameter space, 

and an effective magnetic field can be obtained by the curl of the Berry potential, also 

known as Berry curvature. The Berry curvature for an nth band can be defined as, 

                                          Ωn(R) = ∇R × An(R)                                                       (1.8) 

From this discussion, we can extract that the effective magnetic flux coming out from the 

surface S is the Berry phase 𝜃(R) and its curl of the gradient of Berry phase becomes zero, 

which makes Berry curvature as a gauge invariant. The Bloch state, i.e., 𝜓𝑛𝐤(𝐫) =

𝑒𝑖𝐤.𝐫𝑢𝑛𝐤(𝐫) with a parodic function 𝑢𝑛𝐤(𝐫) for the nth band index of a crystalline system. 

The eigenvalue equation for this system can be written as 𝐻k𝜓𝑛k(r) = 𝜀𝑛,k𝜓𝑛k(r) with 

Hamiltonian 𝐻k = 𝑒−𝑖k.r𝐻𝑒𝑖k.r. For such a parodic system have Berry connection (using 

equation (1.5)), 

                            𝐴𝑛(𝑅) = 𝑖⟨𝑢𝑛𝑘(𝑟)|𝛻𝑘|𝑢𝑛𝑘(𝑟)⟩                                                           (1.9) 

and Berry curvature, 

Ω𝑛(k) = ∇k × A𝑛(k) 

i.e.,                           Ω𝑛,𝑧 = 𝑖(⟨∂𝑘𝑥
𝑢𝑛,𝐤| ∂𝑘𝑦

𝑢𝑛,𝐤⟩ − ⟨∂𝑘𝑦
𝑢𝑛,𝐤| ∂𝑘𝑥

𝑢𝑛,𝐤⟩).                       (1.10) 

By putting equation (1.10) into equation (1.2), we get the value of the Chern number 𝜈 is, 
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                                  𝜈 =
1

2𝜋
∑  𝑛𝑜𝑐𝑐. ∮𝐵𝑍Ω𝑛,𝑧𝑑𝑘𝑥𝑑𝑘𝑦                                           (1.11) 

The concept of the Berry phase originates from the geometrical path traced by parameters 

of the given system, and as equations (1.1) and (1.10) relate, so it also explains the QHC. 

Hence, the analogical origin of QHE came from the discussion of geometrical properties of 

the physical system.  

 

Fig. 1.2 Geometrical representation of the topology of objects with adiabatic variation in 

genus number. (Illustration: Johan Jarnestad; The Royal Swedish Academy of Science, 

https://www.nobelprize.org/prizes/physics/2016/press-release/) 

In a general context, topology is the branch of mathematics that deals with the smooth 

evolution of objects from one shape to another via stretching, twisting, crumpling, and 

bending, without disturbing the geometrical invariants (genus number (g)) by tearing or 

glueing. In Fig. 1.2, continuous geometrical change of objects is shown, where objects 1 to 

5 have adiabatic deformation with topologically same genus, g = 0, whereas, one hole is 

created from objects 5 to 6 with a tear and hence topology of the objects changed from the 

g = 0 to g = 1. Again, it remains the same up to object 9 with adiabatic deformation, but 

one more hole is generated with a tear as we reach object 10, and the genus changes from 

g = 1 to g = 2. The geometrical shape can be defined mathematically using the Gauss-

Bonnet theorem [15, 16], which states that the integration of the Gaussian curvature (K) for  

https://www.nobelprize.org/prizes/physics/2016/press-release/
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Fig. 1.3 The conception of edge states with intrinsic spin-orbit interaction in (a) the sample 

and (b) quantum anomalous Hall chiral eigenstate in the band structure. The opposite spin 

edge channels with intrinsic spin-orbit interaction (c) the sample and (d) quantum spin Hall 

eigenstate in the band structure. (e) The visualization of 2D energy-momentum relation has 

a Dirac cone with spin texture and (f) a bulk TI with uniquely determines its spin direction 

along the surface [34, 35, 75]. 
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any geometrical object has a quantization in the form of g given by, 

                                              ∮𝐾𝑑𝑆 = 2𝜋(2 − 2𝑔)                                                    (1.12) 

hence, genus g becomes,               

𝑔 = 1 +
1

4𝜋
∫ 𝐾. 𝑑𝑆                                                    (1.13) 

In equation (1.12), the genus will not change until the local curvature preserves its value, 

like in equation (1.11), under any weak perturbation, the Chern number will be an integer 

until the system has a finite band gap, which suggests the robustness of the QHC. The 

externally applied magnetic field can break the translational symmetry in the BZ of the 

crystal. Hence, recovery of the periodicity can be only done by introducing magnetic 

translational symmetry, and the 2D BZ can be imagined as a torus shape having non-trivial 

Gaussian curvature. Now, the surface integral and line integral over a closed path, C, for 

tours can be connected as [17], 

                                         ∫  
𝑆

𝑑S. Ω𝑛(k) = ∮𝐶𝐴(k). dk                                                 (1.14) 

This equation gives a nonzero Chern number only if the Berry connection does not have a 

smooth definition on the whole BZ.  

1.3    Quantum Anomalous Hall Insulator  

The 2D QHE with its topological phase is not quite popular due to its essential requirements 

of low temperature and a strong external magnetic field. But in 1988, Haldane [18] reported 

a QHE model for a honeycomb lattice system without an external magnetic field and 

suggested that real materials in 2D can also have non-trivial topology and non-zero Chern 

number, named QAHI or Chern insulators. Later on, the QAHE was observed in many 

systems having a magnetic nature and also strong SOC strength [19-22]. In the absence of 
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TRS, �̂�, the edge states in the QAHI are chiral in nature and the motion of the charge carrier 

is restricted in only one direction, as shown in Fig. 1.3 (a, b).  

1.4    Quantum Spin Hall Insulator and 2D Topological Insulators 

In systems having TRS, the helical edge states exist, which have counter-propagating 

motion of the spin states, unlike the edge states in the Chern insulators. The existence of 

these helical states vanishes the Chern number, and hence, a new invariant is required to 

establish the existence of the topological phase. This new ℤ2 topological invariant for 

systems with TRS was defined by Kane and Mele [23]. The ℤ2 topological invariant has 

values 0 and 1 corresponding to a trivial and non-trivial TI, respectively, and these 2D 

materials have been referred to as TI or QSHI [24], which are the quantum version of the 

spin Hall effect as shown in Fig. 1.3 (c). The honeycomb lattice having strong SOC, as an 

effective magnetic field, was studied using the TB method to build an explicit model for 

the calculation of the ℤ2 topological invariant. The conducting edge states with opposite 

spins, i.e., spin-down and up electrons, behave as in-plane and out-of-plane magnetic fields, 

respectively. The existence of strong SOC strength opens up an inverted band gap, which 

differentiates the edge states from the bulk electronic structure as shown in Fig. 1.3 (d) [16, 

25-27]. The topologically trivial (i.e., insulating bulk) and non-trivial (i.e., inverted gap) 

states are connected through a topological critical point, i.e., a topological semimetal state, 

with adiabatic continuity [28]. However, the presence of band inversion only is not always 

sufficient to confirm the non-trivial topological phase. Additionally, the detailed 

examination of topological invariants and edge states can verify the persistence of a 

nontrivial topological state. The SOC strength and symmetries play a crucial role in unique 

topological states in a material. So, in the following sections, we will delve into these 

factors in detail. 
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1.4.1 Spin-orbit Interaction  

The SOI originate from the interaction between spin angular momentum and orbital angular 

momentum of the relativistic motion of the electron rotating around the nucleus [29]. An 

electron in the rest frame moving with velocity 𝐯 and an electric field 𝐄, faces an effective 

magnetic field due to its orbital motion, 

                                                      𝐵 = −
1

𝑐2 (𝒗 × 𝑬)                                               (1.15) 

and for a spherically symmetric potential, the Hamiltonian in the presence of SOI can be 

written as,  

                𝐻 = −𝝁𝑠. 𝐁 =
𝑒ℏ

4𝑚2𝑐2 𝝈. (𝐸(𝐫) × 𝐩) =
1

2𝑚2𝑐2𝑟

𝑑𝑉

𝑑𝑟
𝐋. 𝐒                             (1.16) 

where, 𝑒 and m represents the unit charge and mass of the electron, respectively, 𝝈 and c 

are the Pauli spin-matrix and the speed of light, respectively. 𝝁𝑠 represents the spin 

magnetic moment and 𝒑 is the momentum vector, 𝑳 and 𝑺 are the orbital angular 

momentum and spin angular momentum, respectively. The external magnetic field in QHE 

is replaced by the strength of the SOI, which does not disturb the TRS and leads to a 

topologically non-trivial phase in these materials.  In a 2D non-magnetic material, the 

presence of SOI arises due to structural inversion asymmetry, and hence the presence of 

momentum-dependent spin-polarized bands can be observed with or without an external 

field, referred to as the Rashba interaction or Rashba effect [30]. The Rashba SOC occurs 

in materials having induced asymmetry due to the surface, such as heterostructure materials 

[31, 32]. The measurement of the inversion symmetry breaking can be measured with the 

amount of confined electric field, i.e., 𝐄 = 𝐄0�̂�, due to surface electrons and the 

Hamiltonian in terms of the Rashba constant (𝛼𝑅) and normal direction (�̂�) to the surface, 

due to this field can be written as,  

                                                   𝐻𝑅 = 𝛼𝑅(𝝈 × 𝐤). �̂�                                                    (1.17) 
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Another type of SOI known as Dresselhaus SOC exists in those materials having bulk-

induced asymmetries, such as ZnS (zinc blende)-type structure, and the Hamiltonian can be 

written as,   

           �̂�𝐷 = 𝛽[�̂�𝑥(�̂�𝑦
2 − �̂�𝑧

2)�̂�𝑥 + �̂�𝑦(�̂�𝑧
2 − �̂�𝑥

2)�̂�𝑦 + �̂�𝑧(�̂�𝑥
2 − �̂�𝑦

2)�̂�𝑧]                       (1.18) 

where, 𝛽, �̂�𝑖 (𝑖 = 𝑥, 𝑦, 𝑧) and �̂�𝑖 (𝑖 = 𝑥, 𝑦, 𝑧) are the coupling constant, momentum vectors, 

and Pauli-spin matrices, respectively. 

1.4.2    Role of Symmetries in Topological Materials 

Symmetries play an important role in topological materials, and hence, a detailed 

understanding of the relationship between symmetry and topology is required [33-35]. For 

example, TRS and IS are always present in non-magnetic systems inherently, which are 

centrosymmetric in nature. The integration of the Berry curvature in the whole BZ will 

always vanish in these systems. Different non-trivial surface states exist due to the 

protection of symmetries in the crystal, and hence it is important to understand their roles 

in topological materials.  

1.4.2.1    Time-reversal Symmetry 

Unlike the classical equation of motion, a quantum mechanical equation (Schrödinger 

equation) does not show the same solution under the time reversal conditions (𝑡 → −𝑡). 

Hence, to satisfy the solution of the Schrödinger equation and position-momentum 

uncertainty relation, i replaced with -i in the Schrödinger equation. The operation 𝑡 → −𝑡 

has to be defined in this context because there is no operator for time; hence, Wigner 

proposed that it should be accurately termed Motion Reversal and must be anti-linear in 

nature [36]. The time-reversal symmetry operator (�̂�) in a quantum mechanical context is 

defined by the product of a unitary transformation (𝑈) and its complex conjugate operator 

(𝐾) as [37],                         
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�̂� = 𝑈𝐾.                                                                  (1.19) 

In case of spin −
1

2
 system, �̂� operator can be written as,  

                                                 �̂� = 𝑖𝜎𝑦𝐾                                                                 (1.20) 

also, �̂�𝜎�̂�−1 = −𝜎 holds that means �̂� operator flips the spin sign of Pauli’s matrices (𝜎). 

But the Hamiltonian (𝐻) remains invariant under the �̂� operator i.e., �̂�𝐻�̂�−1 = 𝐻. For a 

Bloch wavefunction, 𝜓𝑛(k, 𝜎) and �̂�𝜓𝑛(𝐤, 𝜎) = 𝜓𝑛(−𝐤, −𝜎) have the same energy, 

known as Kramer’s degeneracy [13].  

1.4.2.2    Simultaneous Effect of Space-inversion and Time-reversal Symmetry 

Due to the effect of SOC, an eigenstate in an isolated atom splits into two states with 

opposite spins. The presence of the symmetries and hence their symmetry operations handle 

the eigenstate splitting in crystalline solids [38, 39]. With the presence of inversion 

symmetry (𝐼) and TRS (�̂�) in systems, the eigenenergy dispersion can be explained as 

follows: 

                   𝐼𝜓𝑛(k, 𝜎) = 𝜓𝑛(−k, 𝜎) ⇒  𝐸𝑛(k, 𝜎) = 𝐸𝑛(−k, 𝜎)                          (1.21) 

       �̂�𝜓𝑛(k, 𝜎) = 𝜓𝑛(−k, −𝜎) ⇒  𝐸𝑛(k, 𝜎) = 𝐸𝑛(−k, −𝜎).                  (1.22) 

However, the combined effect of  𝐼 and �̂� operator, i.e., space and motion reversal can be 

obtained as,  

                     �̂�𝐼𝜓𝑛(k, 𝜎) = �̂�𝜓𝑛(−k, 𝜎) =  𝜓𝑛(k, −𝜎)                                               (1.23) 

and                                   𝐸𝑛(k, 𝜎) = 𝐸𝑛(k, −𝜎)                                                               (1.24) 

Equation (1.24) shows that eigenenergy (𝐸𝑛) states are independent of the spin component; 

hence, spin-spilling is prohibited under the combined effect of both symmetries. But under 

the condition of broken inversion symmetry at the surface/edge termination makes the 

possibility of the existence of spin-polarized states at the momentum parallel to the 

surface/edge such that                    
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  𝐸𝑛(𝐤∥, 𝜎) ≠ 𝐸𝑛(𝐤∥, −𝜎).                                     (1.25) 

The surface/edge states present under the equation (1.25) always satisfy the equation (1.17) 

for the Rashba effect [40-42].  

1.4.2.3   Crystalline Symmetries 

Symmetries present in crystal structures, including mainly mirror, reflection, and rotation 

symmetries, are also responsible for protecting the topological states [43, 44]. These crystal 

symmetries are represented by a unitary matrix, and that unitary operator commutes with 

the Hamiltonian of the system. These symmetries are non-local in the crystalline materials 

and hence can connect the momentum points that are far away in the crystal and mix 

different values of momentum in the Bloch Hamiltonian. The second most available 

symmetry is Reflection symmetry (�̂�) after the translational symmetry in the crystalline 

solids, which can be operated on the Bloch wavefunction (𝜓𝑛(𝑘𝑥, 𝑘𝑦 , 𝑘𝑧)) around the z-

axis as, 

                                �̂�𝜓𝑛(𝑘𝑥, 𝑘𝑦, 𝑘𝑧) =  𝜓𝑛(𝑘𝑥, 𝑘𝑦, −𝑘𝑧)                                     (1.26) 

The choice of �̂� symmetry in 2D or a particular plane in 3D with 𝑘𝑧 = 0, this symmetry 

converts into rotation symmetry (𝐶2) with eigenvalues ±𝑖,  two different sections around 

the mirror axis. In such a case, the overall Hamiltonian shows topologically trivial states, 

but we can split this into two sections of Hamiltonians 𝐻± and associate a topological 

invariant with each of the sections, Hamiltonian known as the Chern number (ℂ). The total 

Chern number of the overall Hamiltonian always has a value of zero, but it has non-zero 

values in two sections of the Hamiltonian, i.e., ℂ±. In the case of mirror symmetry, another 

topological invariant is defined, known as the mirror Chern number (ℂ𝑀) which is, ℂ𝑀 =

 ℂ+ − ℂ−. 
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1.5 Topology in the Band Theory 

The concept of topological geometry can be extended to the band theory of solids. First of 

all, let us consider the insulators in the topological class, which have a bulk band gap 

between the highest occupied eigenstate and the lowest unoccupied eigenstate. The 

topological classification can be explained based on the principle of adiabatic continuity 

[45, 46]. According to this, two insulating ground states are topologically equivalent if a 

smooth deformation (i.e., slow change in the Hamiltonian) can transform them into each 

other, without vanishing the band gap. Under the condition when the band gap is closed, a 

topologically inequivalent state comes into the picture, and the point where the band gap 

just closes is called the topological quantum critical point (TQCP), as shown in Fig. 1.4 (a). 

The two topological phases across the TQCP are inequivalent, and this transition is called 

the topological phase transition (TPT). At the TQCP, once the band gap is closed, the 

eigenstates start showing their inverted behaviour at that momentum point in the bulk band 

structure.  

 

Fig. 1.4 (a) Smooth adiabatic deformation in the bulk band structure and achievement of a 

topological quantum critical point. (b) Bulk-boundary correspondence [47].  
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Topology is a fundamental property of the system, and hence, there is no direct 

measurement possible, whereas surface states are direct observable and a measurable 

quality. So, the relationship between topology and the measurable surface states is known 

as “bulk-boundary correspondence.” During the transition from a normal insulator to a TI, 

a boundary is created between two different topological phases where eigenstates are just 

in touch with each other at the Fermi level, and low-energy electronic states arise at the 

boundary as shown in Fig. 1.4(b) [47].  

1.6   3D Topological Insulators 

The first 3D TI, i.e., Bi1-xSbx alloy, was predicted by Fu and Kane in 2007, and experimental 

observation was made by Hsieh et al. in 2008 [48-52] using ARPES. The metallic Dirac-

like electronic states [Fig. 1.3 (e)] on the surface of the crystal with an insulating bulk is 

the signature of the TIs. These metallic states occur when spin-momentum locking [Fig. 

1.3 (f)] of eigenstates takes place at the surfaces of a material in the presence of SOC, which 

are protected by TRS and provide robust spin-polarized conduction channels [53-58]. Some 

other binary materials, i.e., Bi2Te3, Sb2Te3, and Bi2Se3, and ternary chalcogenides, i.e., 

TlBiSe2, TlSbTe2, TlSbSe2, and TlBiTe2, were also identified as TI soon after the 

identification of non-trivial surface states in bulk systems [55, 59, 60]. These materials have 

potential applications in low-power high-speed electronic and spintronic devices, quantum 

computing, and thermoelectric applications [61-63], etc. 

  1.7   Topological Semimetals 

Following the discovery of TIs, the experimental and theoretical observations of Dirac 

Semimetals (DSMs) and Weyl semimetals (WSMs) have partially diverted interest from 

the study of TI materials to those that are gapless topological semimetals (TSMs) [64-75]. 

Different TSM classes can be categorized based on the dimensionality and degeneracy of 
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band crossings. A two-fold and four-fold band degeneracy in zero-dimensional nodes can 

characterized the WSMs and DSMs, respectively [76-78]. Whereas, the nodal line 

semimetals (NLSMs) are signified with one-dimensional nodes [79, 80]. Furthermore, a 

distinct category of band crossing has been recognized, having a triply-degenerate nodal 

point that is connected to a doubly-degenerate nodal line, which results in the emergence 

of an exotic fermion known as the triple-point fermion (TPF) [81]. Breaking of TRS or 

spatial symmetry transforms DSMs into WSMs, and a Dirac point splits into a pair of Weyl 

points [82]. The surface states in DSMs and WSMs can be described by Fermi arc [83, 84], 

unlike the Dirac cone in the case of TIs, which is due to the overlaps between the surface 

and the bulk states. In addition to these, there is another class of TSMs recognized as ℤ2 

topological semimetal [85, 86]. These TSMs have non-linear band dispersion and have no 

bulk band gap, but their surface states are protected by TRS and IS. The maxima and 

minima of the VB and CB reside at distinct momentum points within the BZ, having a 

minor overlap in energy. These semimetals exhibit a localized bandgap throughout their 

structure and show an adiabatic correspondence with the insulators. So, within the 

framework of topological band theory, their topological character aligns with TIs and hence 

typically qualify for consideration as insulators [87]. This category includes recently 

discovered RE based monopnictide family [88-91] RE-V (V = P, As, Sb, and Bi). These 

materials have applications in solar cells [92], tunnel junctions [93], terahertz detectors, etc 

[94]. 

1.8    Topological Crystalline Insulator  

In previous sections, we have seen QSHIs, TIs and TSMs, which were uncovered with 

consideration of TRS and IS. This suggestive fact and the same principle were extended to 

other symmetries, particularly, crystalline symmetries. In 2011, L. Fu introduced the term 

“topological crystalline insulators” in a tetragonal lattice and spread the classification of 
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topological materials to encompass specific crystal point group symmetries [95]. The 

protected crystalline symmetries are less robust towards the deformation of crystals, but 

the presence of different kinds of conducting surface states makes them more beneficial 

over TIs in control device applications [96]. To construct a TCI, a strong TI with two Dirac 

states whose energy does not overlap in the band structure can be used, as shown in Fig. 1.5. 

 

Fig. 1.5 From two building units of a strong 3D TI system, the helical surface states can be 

protected with different crystalline symmetries (�̂�). Two crystalline symmetry protection 

cases are shown with mirror symmetry (�̂�) and 2-fold rotation (𝐶2) symmetry [97, 98].  

However, with the perturbations (𝑑𝑉(𝑟)) that have symmetry-preservation, these Dirac 

states can only be retained when their associated crystal symmetry (�̂�) can be expressed in 

a nontrivial form and that prevents the triviality of the even number of Dirac cones. A large 

number of possible symmetry combinations in 230 space groups in 3D materials makes 

potentially rich and unexplored topological properties of this new field of topological phase 

of matter. The versatile nature of TCIs can be understood with an example of a d-

dimensional system having (d-1) topological surface states, but in the d-dimensional system 

with 𝐶𝑛 crystalline symmetry, n Dirac cones on the surfaces normal to the 𝐶𝑛-axis [97, 98]. 
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These TCI states also share higher-order topological states; a sophisticated distinction in 

the topological edge states is evident within a 3D finite geometry [99, 100]. 

1.9    Role of Hydrostatic Pressure and Strain on Topological Phase of Matter 

The presence of SOC is a viable tool for the presence of the topological phase of matter, 

and alteration of its strength is helpful in the modification of a trivial topological material 

to a non-trivial one. The SOC strength can be enhanced (Fig. 1.6) using pressure, strain, 

chemical doping, alloying [101–103], etc. Amongst these, external pressure and strain are 

most suitable owing to their non-disruptive nature. The effect of volumetric pressure or 

epitaxial strain on any material reduces its bond length in the respective directions, 

bandwidth, and energy differences across the bands without affecting charge neutrality or 

stoichiometry. Various semimetallic systems such as LaAs [101], LaSb [102], TmSb [104], 

and TaAs [105] have been shown to become topologically non-trivial with pressure. 

 

Fig. 1.6 Different methods for enhancement of SOI strength, out of which volumetric 

pressure/strain are considered in this thesis work for band engineering.  
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The topological phase in LaSb [106] and SnTe [107] has also been observed under epitaxial 

strain, and the same has been confirmed experimentally by ARPES in SnTe. Other than 

rare-earth monopnictides, the pressure and strain-induced topological phase has been 

observed in MnBi2Te4[108], group-IV tellurides [109], NaBaBi [110], ThTaN3[111] and 

ternary chalcogenides TlBiS2 and TlSbS2 [112] using theoretical calculations. Few 

experimental studies have also been conducted in the recent past to verify the topological 

non-trivial phases in tetragonal InTe [113], non-centrosymmetric hexagonal elemental 

Tellurium [114] and centrosymmetric TiSe2 [115]. 

1.10 Scope and Structure of the Thesis 

In the preceding sections, we discussed the role of SOC in the topological phase of matter 

and its alteration that originates the TQPT and plays a vital role in the search for novel 

topological materials. In this thesis, we consider the hydrostatic pressure and strain as key 

factors for tuning the topological phases of matter in different crystalline families. The 

effect of hydrostatic pressure and strain directly amend the lattice parameters, and hence, 

the changes in the quantum confinement of the material can be directly observed in the 

eigenstate energy of the systems. This technique can effectively be used to transform a 

material from topologically trivial to a non-trivial one or interconversion between different 

topological phases through modification in crystal structures and symmetries. With this 

technique, we have identified the non-trivial topological signatures of different topological 

phases in the studied materials via band engineering. This work can effectively assist the 

discovery of novel topological materials and phases via band engineering driven by 

hydrostatic pressure and strain. This thesis deeply focuses on the identification of novel 

topological materials and their novel topological phases, and the foremost objectives of the 

present thesis are as follows, 



Chapter – 01: Introduction 

 
21 

 

1. To study the topological quantum phase transition in some binary 

monopnictides like YbAs, YBi, YAs and similar systems under volumetric 

strain/pressure and epitaxial strain.  

2. To study the topological quantum phase transition in some ternary systems, like 

RbZn4P3, PbSnSe2 and similar systems under volumetric strain/pressure and 

epitaxial strain. 

3. To analyze the orbital inversions in the bulk band structure, surface states and 

Fermi arc to identify the topological node points or lines in binary and ternary 

systems. 

4. To calculate the ℤ2 Topological invariants via parity analysis and evolution of 

the Wannier charge centres (WCCs) for the system having a non-trivial 

topological phase. 

 To achieve these objectives, the present thesis work is divided into seven chapters as 

follows, 

Chapter 1. Introduction: - This chapter provides an overview of the historical 

developments and fundamental concepts of the topological phase of matter and is also 

accompanied by an explicit motivation and scope of this work. 

Chapter 2. Methodology: - This chapter contains the details theoretical background of the 

DFT and the Wannier function approach. We also include the different software used and 

their details to achieve the objectives of this work. 

Chapter 3. Exploring the Topological Phase Transition in Rare-earth Monopnictide 

Semimetals: - This chapter includes the study of TPTs in rare-earth semimetallic materials 

such as YX (X = As, Bi), YbAs and their heterostructure stackings with applied hydrostatic 

pressures and epitaxial strains. The structural stability, electronic and topological phase 

analysis have been performed at ambient and elevated pressures/strain. The SDOS and ℤ2 
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topological invariants have been calculated to identify the topological signature in these 

materials.   

Chapter 4. Unraveling the Topological Phase in Zintl Semiconductors RbZn4X3 (X = 

P, As): - This chapter presents the study of the topological phase in experimentally 

synthesized intermetallic Zintl compounds RbZn4X3 (X = P, As) under the effect of 

hydrostatic pressure and epitaxial strain. This Zintl family is less explored for the 

topological behaviour, and in recent progress in the experimental study of topological phase 

under the high-pressure synthesis, we studied the topological phase characteristics of the 

materials RbZn4X3 (X = P, As) under the applied hydrostatic pressure and epitaxial strain. 

Chapter 5. Existence of Dual Topological Phases in Sn-Based Ternary Chalcogenides: 

- This chapter has been drafted with the investigation of the TPT from trivial to TI phase to 

TCI phase in the Sn-based ternary chalcogenides family PbSnX2 (X = S, Se, Te) under the 

hydrostatic pressure. We have analyzed the dynamical stability, electronic and surface band 

structure, as well as mirror symmetries to identify the TCI phase. The MCN has been 

calculated as ℤ2 topological invariants for these materials.  

 Chapter 6. Investigation of Non-trivial Topology in Phase Change Materials A2Sb2Te5 

(A=Ge, Si): - This chapter concludes the topological phase study of the phase change 

materials Ge2Sb2Te5 and Si2Sb2Te5 under the effect of applied pressure and strains. We have 

included the two most studied phases of these materials, represented by the KH and Petrov 

sequences. Multiple topological inversions and Dirac points are observed in the bulk band 

structure and SDOS of these materials. 

Chapter 7.  Conclusion and Future Scope: - This chapter summarizes the relevant 

conclusions based on the results obtained in the previous chapters and outlines the future 

scope of the work.
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Methodology 

This chapter provides a concise overview of the theoretical and computational 

methodology used to carry out the proposed work. Our discussion begins with the 

physical interpretation of the many-body particle problem with its possible variables that 

can give an exact ground state of the system. Thereafter, we explore the first principles 

approach and the development of Density Functional Theory (DFT), a leading strategic 

approach for addressing many-body particle systems. Furthermore, the essential 

explanation of different exchange-correlation functionals used in this study has been 

incorporated. Next, an explanation is provided for the calculations related to the 

topological properties such as surface states, ℤ2 topological invariants, Fermi arc and 

Wannier charge centers, etc., in several of the examined systems. The topological phase 

study has been carried out within the Green’s function approach.  

 

Chapter – 02  
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2.1    Introduction to the Many-Body Problem 

The many-body Schrödinger equation helps examine the physical and chemical properties 

of the materials. It was presented in 1926 by Erwin Schrödinger in his famous work 

"Quantization as an Eigenvalue Problem" for the hydrogen atom and became the 

cornerstone of the development of quantum mechanics [116, 117]. The crystalline solids 

also consist of many-body particle systems having electrons and ions interacting with each 

other. The physical observable for these crystalline systems can be obtained with the 

solution of the Schrödinger equation. The Schrödinger equation for such an interacting 

system can be written as [118], 

�̂�𝝍(𝒓𝟏, 𝒓𝟐, … , 𝒓𝒊, … ; 𝑹𝟏, 𝑹𝟐, … , 𝑹𝑰, … ) = 𝐸𝝍(𝒓𝟏, 𝒓𝟐, … , 𝒓𝒊, … ; 𝑹𝟏, 𝑹𝟐, … , 𝑹𝑰, … )         (2.1) 

where ψ represents the wavefunction of the many-particle system, whereas ri and RI are 

the position vectors of the ith electrons and Ith nuclei of the system, respectively. The 

Hamiltonian of such systems can have the following set of interactions, 

                                         �̂� = �̂�𝑁 + �̂�𝑒 + �̂�𝑁−𝑒 + �̂�𝑁−𝑁 + �̂�𝑒−𝑒                                    (2.2) 

where, �̂� and �̂� are representing the K.E. and P.E. operators corresponding to nucleus (N), 

electron (e), nucleus-electron (n-e), nucleus-nucleus (N-N), and electron-electron (e-e) 

interactions, respectively. Ignoring the relativistic effect, the explicit form of all the 

interaction operators in the above Hamiltonian can be written as,  

�̂� = −
ħ2

2
∑  𝛼

∇𝛼
2

𝑚𝛼
−

ħ2

2𝑚𝑒
∑  𝑖 𝛁𝑖

2 + ∑  𝛼 ∑  𝛽>𝛼
𝑍𝛼𝑍𝛽𝑒2

|𝑹𝜶−𝑹𝜷|
− ∑  𝛼 ∑  𝑖

𝑍𝛼𝑒2

|𝒓𝒊−𝑹𝜶|
+ ∑  𝑗 ∑  𝑖>𝑗

𝑒2

|𝒓𝒊−𝒓𝒋|
 (2.3) 

where, Ist and IInd terms on the right-hand side represent the K.E. terms for the nucleus and 

electron, respectively, with 𝑚𝛼 and 𝑚𝑒 are, respectively, the mass of the nucleus and the 

electron. IIIrd term represents the nucleus-nucleus interaction, where Ze is the charge of the 

nucleus. The nucleus-electron and electron-electron interactions are represented by IVth and 



Chapter – 02: Methodology 

 
25 

 

Vth terms, respectively. When we move from hydrogen to a complex many-electron system, 

the achievement of the complete solution of equation (2.3) for such a system becomes very 

complex due to the large dimensionality of the wavefunction. Several approximation 

methods were developed for the simplification of the solution for the many-body 

Hamiltonian of such a complex system. The most adopted approach for the solution of such 

a complex many-body Hamiltonian was proposed by Max Born and J. Robart Oppenheimer 

in 1927.  

2.2    Born-Oppenheimer Approximation 

The Born-Oppenheimer approximation is one of the fundamental approaches used for the 

understanding of the quantum states of a complex system [119]. According to this 

approximation, it is well known that the mass of the nucleus of the system is much heavier 

than the mass of the electron, and electrons quickly realign with respect to the movement 

of the nucleus; therefore, we can decouple the electron motion and the nucleus motion. 

Now, the wavefunction of the system can be written as the product of the electron 

wavefunction and the nucleus wavefunction, 

                𝝍(𝑹, 𝒓) = 𝝍𝒆𝒍(𝒓𝟏, 𝒓𝟐, … , 𝒓𝒊; 𝑹𝑰)𝝍𝑵(𝑹𝟏, 𝑹𝟐, … , 𝑹𝑰)                                     (2.4) 

and the K.E. term of the nucleus in equation (2.3) can be ignored, now the Hamiltonian 

becomes,  

 �̂� = −
ħ2

2𝑚𝑒
∑  𝑖 𝛻𝑖

2 + ∑  𝛼 ∑  𝛽>𝛼
𝑍𝛼𝑍𝛽𝑒2

|𝑹𝜶−𝑹𝜷|
− ∑  𝛼 ∑  𝑖

𝑍𝛼𝑒2

|𝒓𝒊−𝑹𝜶|
+ ∑  𝑗 ∑  𝑖>𝑗

𝑒2

|𝒓𝒊−𝒓𝒋|
 .        (2.5) 

The Ewald summation method [120] can be used to calculate the second term, i.e., classical 

electrostatic ion-ion interactions. This approximation can reduce the dimensionality of the 

problem, but still, the exact solution remains unattainable due to the remaining 3N variables. 

Consequently, it is essential to include a suitable approximation to address equation (2.5). 
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2.3    Self-Consistent Field 

The electron-electron interactions term in equation (2.5) is another critical thing that needs 

special attention to accurately solve the many-body Hamiltonian. To deal with this term, D. 

R. Hartree stated in 1927 that a wave function is associated with every electron in a 

multielectron system that describes a finite probability density [121]. The finite charge 

density can be calculated with the multiplication of finite probability density with ‘-e’ and 

the charge of that electron can be given by the integration of the finite charge density over 

a small volume element, i.e., δV. Such similar charges show interactions with each other, 

and an equivalent potential is formed, which contributes to the many-body Hamiltonian. 

But to define that equivalent potential, the associated wavefunction is needed, which can 

only be obtained by solving the many-body Schrödinger equation. So, here the problem 

reached a two-way lock, i.e., we need a wavefunction to pose the Hamiltonian, but that 

wavefunction can only be solved with a posed Hamiltonian, and hence this context becomes 

relevant to self-consistency [122]. The self-consistency approach uses the variational 

principle to estimate the equivalent potential based on the initial wave function assumption 

[123]. The new wave function and hence charge density can be computed after solving the 

many-body Schrödinger equation with an initial guess and an estimated equivalent 

potential. The obtained charge density is then compared with the initial charge density 

corresponding to the guessed wave function, and this process is repeated until the initial 

and final wavefunctions reach a good agreement within a tolerance limit. 

There are two different approaches to calculating the charge density using self-consistency, 

one approach is the wavefunction-based approach and the other one is the density 

functional-based approach.  
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2.4    Wave Function-based Approach 

This approach involves making an initial guess of the wave function within a self-consistent 

framework to address the many-body Hamiltonian [124]. The independent-electron 

approximation provides relatively solvable ways, based on the assumption that electrons 

are uncorrelated, except for adhering to Pauli's exclusion principle. The independent-

electron approximation has been articulated through the Hartree and Hartree-Fock theories. 

2.4.1   Hartree Theory 

Hartree posited that in a many-body system, each electron experiences the average 

electrostatic potential created by other electrons, rather than the instantaneous interactions, 

known as the central-field approximation, between them [121, 125]. The solution of such 

a system is based on the motion of the independent electron via the mean-field Coulomb 

potential, and the wavefunction of the system can be expressed as the product of 

wavefunctions of individual electrons.  

                             𝝍(𝒓𝟏, 𝒓𝟐, . . . . . . 𝒓𝒏) = 𝝓𝟏(𝒓𝟏)𝝓𝟐(𝒓𝟐). . . 𝝓𝒏(𝒓𝒏)                             (2.6) 

where the wave function of the ith electron is represented as  𝝓𝒊(𝒓𝒊).The mean-field 

Coulomb potential is, 

                   𝑉 = −∑  𝐼
𝑍𝐼

|𝒓𝒊−𝑹𝑰|
+ ∑  𝑗≠𝑖 ∫ 𝒅𝒓𝒋𝝓𝒋

∗(𝒓𝒋)
1

|𝒓𝒊−𝒓𝒋|
𝝓𝒋(𝒓𝒋).                               (2.7) 

The single-electron wavefunction has been derived by applying the variational principle to 

minimize the total energy of the system. If the ground state energy for any given 

wavefunction 𝝓 is denoted with E0, then the solution of Schrödinger is, 

                                            
<𝝓|�̂�|𝝓>

<𝝓|𝝓>
⩾ 𝐸0                                                               (2.8) 

That concludes that ⟨�̂�⟩ and hence the total energy of the system should be minimum for 

the given wavefunction 𝝓𝒊(𝒓𝒊). Using the wavefunction and potential in equations (2.6) 



Chapter – 02: Methodology 

 
28 

 

and (2.7), respectively, the solution of the Schrödinger equation can be attained using the 

Hartree equation, 

    [−
1

2
∇𝑖

2 − ∑  𝐼
𝑍𝐼

|𝒓𝒊−𝑹𝑰|
+ ∑  𝑗≠𝑖 ∫ 𝒅𝒓𝒋𝝓𝒋

∗(𝒓𝒋)
1

|𝒓𝒊−𝒓𝒋|
𝝓𝒋(𝒓𝒋)] 𝝓𝒊(𝒓𝒊) = 𝜖𝑖𝝓𝒊(𝒓𝒊)             (2.9) 

The Hartree approximation simplifies the complexity of addressing the many-body 

problem by providing n separate equations within a mean-field potential framework. 

Nonetheless, a significant drawback of the Hartree wavefunction is its failure to comply 

with the Pauli exclusion principle. The application of the variational principle has a 

significant effect on the total energy; however, it requires further improvement for practical 

applications. To satisfy Pauli’s principle, the Hartree-Fock approximation was introduced. 

2.4.2   The Hartree-Fock Approximation 

In the single-particle framework, only one electron can occupy the wave function. Fock 

improved the Hartree theory by considering the spin of the electron into account such that 

the anti-symmetry wavefunction can be preserved. Nonetheless, the Pauli principle asserts 

that the wave function for N-particle fermions must exhibit anti-symmetry when the 

coordinates of two particles are interchanged. To fulfil the Pauli exclusion principle, Fock 

replaced the Hartree wave function by an appropriate linear combination, known as the 

Slater determinant [127] and defined the trial wave function as,  

          𝝍(𝒓𝟏, 𝒓𝟐, … , 𝒓𝒏) =
1

√𝑛!
|

𝝓𝟏(𝒓𝟏) 𝝓𝟐(𝒓𝟏) ⋯ 𝝓𝒏(𝒓𝟏)
𝝓𝟏(𝒓𝟐) 𝝓𝟐(𝒓𝟐) ⋯ 𝝓𝒏(𝒓𝟐)

⋮ ⋮ ⋮
𝝓𝟏(𝒓𝒏) 𝝓𝟐(𝒓𝒏) ⋯ 𝝓𝒏(𝐫𝒏)

|                                (2.10) 

here, 𝝓𝒊(𝒓𝒊) contain information about spin as well as spatial wavefunctions, and can be 

represented by the parity operator �̂�1,2 as,  

                        �̂�1,2𝝍(𝒓𝟏, 𝒓𝟐, . . . . . . 𝒓𝒏) = −𝝍(𝒓𝟐, 𝒓𝟏, . . . . . . 𝐫𝐧)                                    (2.11) 
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The Coulomb interaction term is now different from the Hartree theory when we introduced 

the Slater determinant as a wavefunction. Since it is related to a two-particle operator, it 

can be expressed as follows, 

[−
1

2
∇𝑖

2 − ∑  

𝐼

𝑍𝐼

|𝒓𝒊 − 𝑹𝑰|
+ ∑  

𝑗

∫ 𝒅𝒓𝒋𝝓𝒋
∗(𝒓𝒋)

1

|𝒓𝒊 − 𝒓𝒋|
𝝓𝒋(𝒓𝒋)] 𝝓𝒊(𝒓𝒊)

− ∑ ∫ 𝒅𝐫𝒋𝝓𝒋
∗(𝒓𝒋)

1

|𝒓𝒊 − 𝒓𝒋|
𝝓𝒊(𝒓𝒋)𝝓𝒋(𝒓𝒊)

𝑗

= 𝜖𝑖𝝓𝒊(𝒓𝒊)               (2.12) 

The K.E. of the electron, electron-ion potential energy and all electrons' Coulomb potential 

energy are the terms Ist, IInd and IIIrd in the equation (2.12). The last term in equation (2.12) 

corresponds to exchange energy, which comes out because of the Pauli exclusion principle 

[128]. The issue with the Hartree-Fock approximation comes from its treatment of electron 

interactions; it addresses these electron interactions in an average manner instead of 

accounting for their instantaneous interactions. This results in errors in both the energy and 

the wavefunction, and this error in energy is the correlation energy. 

2.5    Density Functional-based Approach 

To obtain an accurate solution for a many-body system with the assumption of the wave 

function as an initial guess is quite complex, due to the involvement of 4N variables (three 

space and one spin coordinates) in the wavefunction approach, where N represents the 

number of electrons. To solve this complexity of the many-body system, Hohenberg and 

Kohn [129, 130] put forward a theory in 1964 that considers electron density as a variable 

instead of the wavefunction, and later ultimately developed it into Density Functional 

Theory [129-132]. This modification has streamlined the variables from 4N to 4, thereby 

minimizing the complexity of the problem. The electron density can be denoted as, 

          𝑛(𝒓) = 𝑁∫ 𝑑3𝒓𝟐𝑑3𝒓𝟑. . . . 𝑑3𝒓𝑵𝝍(𝒓, 𝒓𝟐, . . . 𝒓𝑵)𝝍∗(𝒓, 𝒓𝟐, . . . 𝒓𝑵)                    (2.13) 
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2.5.1    Thomas-Fermi Theory 

The independent work of L. H. Thomas and E. Fermi [133, 134] were the first step in 

addressing the many-body Hamiltonian problem using the electron density approach. In 

this model, the K.E. of the system as a function of electron density is, 

                                𝑇[𝑛(𝒓)] = 𝐶𝐹∫ 𝑛5/3(𝒓)𝒅𝒓                                                          (2.14) 

with 𝐶𝐹 =
3

10
(3𝜋2)2/3 = 2.871 and the total number of electrons ∫ 𝑛(𝒓)𝒅𝒓 = 𝑁. 

The K.E. term in equation (2.14) corresponds to the homogeneous system only, and the T.E. 

of the system is, 

       𝐸𝑇𝐹[𝑛(𝒓)] = 𝐶𝐹∫ 𝑛5/3(𝒓)𝒅𝒓 − 𝑍∫
𝑛(𝒓)

𝒓
𝒅𝒓 +

1

2
∫ ∫

𝑛(𝒓)𝑛(𝒓′)

|𝒓−𝒓′|
𝒅𝒓𝒅𝒓′                        (2.15) 

Thomas-Fermi has initiated a significant advancement in simplifying the many-body 

Hamiltonian by substituting the wave function with electron density, serving as a basic 

approximation for the kinetic energy term alone. Their consideration of a homogeneous 

electron gas and the imposition of classical interaction terms for electrons highlight a 

limitation of the theory. However, their contribution is significant in simplification of the 

many-body Hamiltonian via the consideration of electron density instead of the 

wavefunction. 

2.5.2    The Hohenberg-Kohn Theorems 

In 1964, P. Hohenberg and W. Kohn [130] expanded the concept introduced by Thomas 

and Fermi and formulated two theorems that serve as the foundation of DFT. The two 

theorems are articulated as follows. 

Theorem I: For a system of particles in an external potential Vext(r), the potential can be 

uniquely determined by its ground-state density ρ0(r), except for an additive constant. 
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Theorem II: A universal functional for the energy E[ρ] in terms of the density ρ(r) can be 

defined, as valid for any external potential Vext(r). For any particular Vext(r), the exact 

ground state energy of the system is the global minimum value of this functional, and the 

density ρ(r) that minimizes the functional is the exact ground state density ρ0(r). 

The ground state energy of the system, calculated using these theorems, is as, 

                     𝐸𝐻𝐾[𝜌] = 𝑇[𝜌] + 𝐸𝑖𝑛𝑡[𝜌] + ∫ 𝑉𝑒𝑥𝑡(𝒓)𝜌(𝒓)𝒅𝒓 + 𝐸𝑛 .                             (2.16) 

𝐸𝐻𝐾[𝜌], 𝑇[𝜌], 𝐸𝑖𝑛𝑡[𝜌], and 𝐸𝑛 are terms corresponding to T.E., K.E., electron-nucleus and 

nucleus-nucleus interaction energies, respectively. However, the third term in equation 

(2.16) corresponds to external potential; hence, an exact mathematical formulation for the 

functional to compute the ground state energy has not been stated in these theorems. 

Theorem II provides information about the ground state charge density and utilizing it as a 

variable has simplified the complexity of the problem, for an N electron system, the charge 

density is defined as the integral of the square of the wavefunction across all N-1 electrons, 

with each spin density of a system being a function of three spatial coordinates, regardless 

of the system's size. Subsequently, using these theorems, Kohn and Sham developed an 

approach with density as a variable, in addressing the many-body problem, which is 

referred to as DFT. In 1998, Walter Kohn and John A. Pople were awarded the Nobel Prize 

in Chemistry for their significant contribution to the solution of the many-body 

Hamiltonian of the complex multi-electron systems [129, 135]. 

2.5.3    The Kohn-Sham Approach 

On the basis of the above two theorems, W. Kohn and L. J. Sham put forward a hypothesis 

in 1965 [136]. Their hypothesis was based on the concept of a non-interacting particle 

system, which suggests that, under the effective potential (Veff) of the system, the auxiliary 
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non-interacting system exhibits the same ground state charge density as the actual 

interacting system. The two hypotheses for the Kohn-Sham approach are, 

1. The exact ground state density of a many-body system can be represented by the 

ground state density of an auxiliary system of non-interacting particles. 

2. The auxiliary Hamiltonian is chosen to have the usual single-particle kinetic energy 

term and an effective single-particle local potential Veff (r). 

These hypotheses gave birth to a single-electron equation, which is similar to the 

Schrödinger equation known as the Kohn-Sham equation, 

                                  �̂�𝐾𝑆𝝓𝒊 = [−
1

2
∇2 + 𝑉𝑒𝑓𝑓(𝒓)] 𝝓𝒊 = 𝜖𝑖𝝓𝒊                                   (2.17) 

The effective potential Veff (r) of single-electron Hamiltonian HKS can be written as, 

            𝑉𝑒𝑓𝑓(𝒓) = 𝑉𝑒𝑥𝑡 + 𝑉𝐻 + 𝑉𝑥𝑐 = 𝑉𝑒𝑥𝑡 +
𝜌(𝒓′)

|𝒓−𝒓′|
𝒅𝒓′ +

𝛿𝐸𝑥𝑐[𝜌(𝒓)]

𝛿𝜌(𝒓)
                             (2.18) 

where, term corresponds to  𝑉𝑒𝑥𝑡 is external potential, whereas, IInd and IIIrd terms in 

equation (2.18) are electron-electron Coulomb interaction and exchange-correlation 

potential terms. The charge density, 𝜌(𝒓) = ∑  𝑜𝑐𝑐.
𝑖=1 |𝝓𝒊(𝒓)|2 the term is required in the last 

two terms, and it can also be represented as the sum of opposite spins, i.e., 𝜌(𝒓) = 𝜌↑(𝒓) +

𝜌↓(𝒓), when we include the spin effect in charge density.  

2.5.4 Exchange and Correlation Energy  

The 𝐸𝑥𝑐 term in equation (2.18) is the exchange and correlation energy that can be 

understood as the variation in K.E. and P.E. between the actual interacting many-body 

system and the auxiliary independent-particle system chosen by Kohn and Sham, in which 

the electron-electron interactions are substituted with the Hartree energy. The precise form 

of the exchange-correlation energy is required to achieve the accurate ground state of the 
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system, and the 𝐸𝑥𝑐 term contains Exchange energy as well as correlation energy, which 

are described below. 

Exchange energy: 

The inability of two electrons with the same spin to occupy the same quantum state results 

in a repulsive energy between them, which necessitates a spatial separation. The Coulombic 

energy decreases due to this spatial separation, a phenomenon known as exchange energy. 

This decrease could be calculated as the energy difference between the Hartree and Hartree-

Fock energies of the multielectron system, which is given by 

                                                           𝐸exchange = 𝐸H − 𝐸HF                                           (2.19)  

Correlation energy:  

The charges of all the other electrons in the system influence the motion of the electron as 

it moves in a multielectron system. Therefore, we can express the energy arising due to the 

influence of the electron's charge as correlation energy,   

                                                 𝐸correlation = 𝐸exact − 𝐸HF                                          (2.20) 

The most difficult aspect of DFT is estimating an accurate exchange-correlation energy 

formulation. There are the following three main categories for precise approximation of the 

exchange-correlation functional term,  

i. Local approximation, e.g. local density approximation (LDA) 

ii. Semi-local approximation, e.g. generalized gradient approximation (GGA) 

iii. Non-local approximation, e.g. hybrid functional, random phase approximation (RPA) 

The research work carried out in this thesis primarily utilizes semi-local (GGA, meta-GGA) 

and non-local approximations (hybrid functional). A brief discussion of the used exchange-

correlation functionals is given below. 
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                    𝑣𝑥,𝜎
𝑀𝐵𝐽(𝒓) = 𝑐𝑣𝑥,𝜎

𝐵𝑅(𝒓) + (3𝑐 − 2)
1

𝜋
√

5

12
√

2𝑡𝜎(𝒓)

𝜌𝜎(𝒓)
                              (2.22) 

where, 𝑣𝑥,𝜎
𝐵𝑅(𝒓) = −

1

𝑏𝜎(𝒓)
(1 − 𝑒−𝑥𝜎(𝒓) −

1

2
𝑥𝜎(𝒓)𝑒−𝑥𝜎(𝒓)) is used to model the Coulomb 

potential named as Becke-Roussel potential, the electron density and K.E. density are 

2.5.4.1  Generalized Gradient Approximation  Functional

Unlike the density information in the local vicinity of  a  specific point  r, the variation of density

can be observed in the entire space of the real systems. Therefore, the LDA  approximation

was  improved  by  incorporating  information  regarding  the  rate  of  change  of  the  density

functional using an additional gradient term that leads to the development of the GGA. In this

approximation, the exchange-correlation energy is a function  of charge density as well as the

gradient of charge density given as,

𝐸𝑥𝑐
𝐺𝐺𝐴[𝜌(𝒓)]  =  ∫  𝜌(𝒓)𝜖𝑥𝑐

𝐺𝐺𝐴(𝜌(𝒓),  |∇𝜌(𝒓)|)𝒅𝒓  (2.21)

In the systems where variation of charge  density is slow, the GGA approach has  shown an

improvement over LDA,  mainly in structural and magnetic properties of the systems vis-à-vis

the experimental values [137]. But it also underestimates the band gap of many systems. In

this  thesis,  we  have  implemented  the  Perdew-Burke-Ernzerhof  (PBE)  version  of  the  GGA

approximation [138].

2.5.4.2  Tran-Blaha  Modified Becke-Johnson  Potential  Functional

The  problem  of  band  gap  underestimation  has  been  resolved  for many  systems  by  another

exchange-correlation  functional,  i.e.,  Tran  and  Blaha  modified  the  Becke  and  Johnson

functional (TB-mBJ), introduced by Tran and Blaha in 2009 [139]. This functional has been

reported to produce the exact value of band gap for insulators, semiconductors, and strongly

correlated transition metal oxides,  etc. The formulation for TB-mBJ is as follows:
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represented by 𝜌𝜎 = ∑  1.𝑁 |𝝍𝒊,𝜎|2 and t𝜎 =
1

2
∑  1,𝑁𝜎

∇𝝍𝒊,𝜎
∗ ∇𝝍𝒊,𝜎, respectively. In Becke-

Roussel potential, the term 𝑥𝜎 is calculated using an equation that involved 𝜌𝜎 , ∇𝜌𝜎, ∇𝜌𝜎
2 and 

𝑡𝜎; whereas 𝑏𝜎 can be obtained using 𝑏𝜎 = [𝑥𝜎
3𝑒−𝑥𝜎/8𝜋𝜌𝜎]1/3. The parameter c in equation 

(2.22) is given by 𝑐 = 𝛼 + 𝛽(
1

𝑉𝑐𝑒𝑙𝑙
∫

|∇𝜌(𝒓′)|

𝜌(𝒓′)
𝑑3𝒓′)1/2, which contain 𝑉𝑐𝑒𝑙𝑙 i.e., volume of 

unit cell and two free parameters 𝛼 and 𝛽. 

2.5.4.3     Hybrid Functionals 

The exchange-correlation energy of the hybrid functional is a linear combination of orbital-

dependent Hartree-Fock and semilocal approximation functional [140, 141]. Generally, 

hybrid functionals have a form 

                                            𝐸𝑋𝐶 =
1

2
(𝐸𝑋𝐶

𝐻𝐹 + 𝐸𝑋𝐶
𝐺𝐺𝐴) .                                                   (2.23) 

Further, the exchange energy is linearly combined with a relative amount of Hartree-Fock 

and semilocal exchange, denoted by a parameter α, 

                       𝐸𝑋𝐶 = 𝛼𝐸x
HF + (1 − 𝛼)𝐸x

GGA + 𝐸c
GGA .                                                 (2.24) 

These functionals are divided into two categories: unscreened (at full range) and screened 

(at short or long range), depending upon the interelectronic range of the applied Hartree-

Fock exchange. We have used short-range hybrid functional HSE, particularly the HSE06 

functional [141], which leads to faster convergence.  

2.5.5 Solution of the Kohn-Sham Equation 

The single-particle Kohn-Sham equations under the effective potential Veff (r) can be 

addressed through the self-consistent method via implementation of the aforementioned 

approximations with an initial guess of the electron density ρ(r). The step-by-step process 

for solving equation (2.17) can be outlined via this flowchart shown in Fig. 2.1. 
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Fig. 2.1 Systematic flow chart for the solution of KS equations. 

2.6 Electron-Ion Interaction Methods for Electronic Structure Calculations 

In the previous section, we have outlined how the observables related to the many-body 

system can be equivalently mapped into corresponding observables in an effective single-

particle framework. However, there arises the issue of dealing with an infinite number of 

non-interacting electrons that are influenced by the static potential that exists due to an 

infinite number of nuclei. Consequently, it is necessary to compute a wave function 

associated with every single electron present in the system, and we know that each 

electronic wave function spans the entirety of that solid, so the basis set needed to expand 

each wave function is also infinite. The implementation of Bloch's theorem on the 

electronic wave function and calculations on periodic systems can address both these 

issues. Now, the interaction between electrons and the ions (Vext) is the only remaining term 

to get the accurate solution of the KS equations. Due to the high oscillations of electrons in 

proximity to the ions, it is difficult to define the Vext. To achieve our primary objective, i.e., 

calculation of properties based on valence electrons, with an appropriate approximation of 

the oscillating behaviour of electrons near the core region and a high possibility of accuracy 

in the behaviour of electrons in the valence region. The process can be accomplished 

through the following approaches; 

•  All-electron scheme  
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• Plane wave pseudopotential method 

• Projector augmented wave (PAW) method  

2.6.1   All-electron Scheme 

 In this approach, both the core (atomic positions) and the valence electrons (interstitial 

region) are considered as spheres in the muffin-tin approximation. The basis set adopted 

for the core region and the interstitial regions is the spherical harmonics and the plane wave 

expansion, respectively. We must ensure the continuity of the wave functions at the 

intersection boundary of the two regions. This approach is referred to as the Linear 

Augmented Plane Wave (LAPW) method [142], which has been employed in the WIEN2k 

software [143] for solving KS equations. 

2.6.2    Plane Wave Pseudopotential Method 

In the pseudopotential approximation method, the strong ionic potential of all particles of 

the system is replaced with a computationally lighter pseudopotential of the valence part of 

the system. This method assumes that all the physical properties of the crystalline system 

mostly depend on the valence electrons, and hence, the core electrons' wave function is 

replaced with the smooth cyclic wavefunctions [144, 145]. These replaced wavefunctions 

for core electrons or all electron wave functions, and the wavefunctions for the valence part 

are identical after a limited distance rc, and corresponding to this pseudopotential, these 

valence wavefunctions are known as pseudo wavefunctions, as shown in Fig. 2.2. 

Norm-Conserving Pseudopotentials 

In norm-conserving pseudopotentials, pseudo wavefunctions and potential are identical to 

the true valence wavefunctions and potential as the distance crosses the core radius. Within 
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the limit of rc, the pseudo wavefunctions differ from the actual wave functions, although 

the norm remains bound to be the same, i.e., 

                     ∫  
𝒓𝒄

0
𝒅𝒓𝒓𝟐𝝍𝑷𝑺∗(𝒓)𝝍𝑃𝑆(𝒓) = ∫  

𝒓𝒄

0
𝒅𝒓𝒓𝟐𝝍∗(𝒓)𝝍(𝒓)                                 (2.25) 

 

Fig. 2.2 Comparative plot between pseudopotential and all-electron approximations [146].  

In this equation, the wavefunctions are designated for the atomic reference state, with an 

emphasis on the imposition of spherical symmetry. The independence of pseudopotentials 

from angular momenta, l can be established based on different eigenvalues and 

wavefunctions corresponding to different l values. These pseudopotentials are known as 

semi-local in nature, and this approach confirms the transferability of the pseudopotential, 

effectively explaining the scattering characteristics of an ion. 

Ultrasoft Pseudopotentials  

In this approximation, the pseudo wavefunctions match with all electron wavefunctions 

beyond rc but within the limit of distance rc, the wavefunction is as soft as possible because 

USPPs relax the norm-conserving constraint and increase the flexibility, allowing for a 

further reduction in the basis-set size.  An intriguing aspect of these pseudopotentials is that 
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as the self-consistent cycle progresses, the contribution of the augmentation charge within 

the sphere varies in tandem with the wavefunctions, and this charge is added to the 

potential, which is further used in the KS equation. In any case, the increase in the 

augmenting charge and its impact on the potential during calculations enables the use of 

relatively large values of rc in the Vanderbilt construction and gives a very soft 

pseudopotential without loss of any accuracy.  

2.6.3    Projector Augmented Wave Method  

PAW is another approach, which is a generalization of the pseudopotential approach and 

LAPW method, proposed by E. Blöchl [147] in 1994. Many Fourier components are needed 

to adequately represent the valence wavefunctions because they fluctuate close to ion cores, 

since they must be orthogonal to core states. The PAW approach converts these rapidly 

fluctuating wavefunctions into smooth wavefunctions and enhances computational 

convenience. To understand this formalism, let us consider a Hilbert space comprising all 

wavefunctions that are orthogonal to the core electron wavefunctions. The wavefunctions 

of interest in this domain exhibit rapid oscillation near the core, presenting challenges for 

numerical treatment. We investigate another Hilbert space constituted by functions that do 

not exhibit rapid fluctuations. Consider T as a linear operator that transforms elements 

between these two spaces, and all calculations can be performed utilizing this operator 

within the pseudo-Hilbert space. Let us consider that we want to calculate the expectation 

of any operator O, the pseudo-function |�̃�⟩ can transform into the real Hilbert space 𝑇|𝝓⟩ 

for that, we need to calculate ⟨�̃�|𝑇†𝑂𝑇|�̃�⟩ directly instead of ⟨𝝓|𝑂|𝝓⟩. The T operator can 

be written in the form of                                       𝑇 = 1 + 𝑇0  .                                                         (2.26) 

Where, 𝑇0 operate in some augmentation region over the atom and let us consider all 

electron and pseudo partial waves, which are complete in the augmentation region, are 
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represented by  |𝝓𝒊⟩ and |�̃�𝒊⟩, respectively. In light of this hypothesis, we can establish the 

operator T by stipulating that, 

                                               |𝝓𝒊⟩ = (1 + 𝑇0)|�̃�𝒊⟩.                                                    (2.27) 

Here, the index i represents the indices of the radial wavefunction n, l, and m. T0 act inside 

the augmentation region, so outside it, all electron and pseudo wavefunctions are equal. 

Each pseudo wavefunction �̃� in the augmentation region can be expanded in the form of a 

complete set of pseudo partial waves, |�̃�𝒊⟩ as, 

                                                       |�̃�⟩ = ∑𝑐𝑖|�̃�𝒊⟩                                                     (2.28) 

and the mapping of �̃� done by T as, 

                              𝑇|�̃�⟩ = |𝝍⟩ = ∑  𝑖 𝑐𝑖|𝝓𝒊⟩ .                                                   (2.29) 

Now, the all-electron wavefunction becomes, 

                         |𝝍⟩ = |�̃�⟩ + ∑  𝑖 𝑐𝑖(|𝝓𝒊⟩ − |𝝓�̃�⟩) .                                             (2.30) 

The operator T will be linear if and only if the coefficient ci is a linear function of |�̃�𝒊⟩, 

which has the most general form as,  

                                                 𝑐𝑖 = ⟨�̃�𝒊|�̃�⟩ .                                                      (2.31) 

Here, �̃�𝒊 is representing some constant function. Here, |�̃�𝒊⟩ form a complete basis set and 

the expansion in equation (2.28) holds uniqueness, hence, 

                                              ⟨�̃�𝒊|�̃�𝒋⟩ = 𝛿𝑖𝑗 .                                              (2.32) 

Now, the possible compact form of the operator T can be, 

                                  𝑇 = 1 + ∑  𝑖 [|𝝓𝒊⟩ − |�̃�𝒊⟩]⟨�̃�𝒊|.                                        (2.33) 

Now, the expectation value of any local operator O, i.e., ⟨𝝍|𝑂|𝝍⟩ with respect to the all-

electron wavefunction |𝝍⟩, can be written in terms of pseudo functions, |�̃�⟩ and pseudo-

operator, �̃� as ⟨�̃�|�̃�|�̃�⟩, where this pseudo-operator can be written as,  

        �̃� = 𝑇†𝑂𝑇 = 𝑂 + ∑  𝑖𝑗 |�̃�𝒊⟩[⟨𝝓𝒊|𝑂|𝝓𝒋⟩ − ⟨�̃�𝑖|𝑂|�̃�𝒋⟩]⟨�̃�𝒋|                   (2.34) 
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Let us choose any arbitrary operator in the core region, i.e.,  �̂�, and adding V- 

∑|�̃�𝒊⟩⟨�̃�𝒊|�̂�|�̃�𝒋⟩⟨�̃�𝒋| does not change its expectation value for any pseudo wavefunction. The 

singularity in the core region can be eliminated for any operator O with the help of this 

freedom. Numerically, with these approximations, we are able to deal with smooth 

wavefunctions whose expansion in relatively small plane waves is possible. These functions 

are written as radial functions multiplications by spherical harmonics, hence all the 

integrations that involve a rapid variation of the partial waves can be performed on a radial 

grid.   In this thesis, all first-principles calculations are performed using the Vienna Ab initio 

Simulation Package (VASP) [148, 149]. 

2.6.4    Cutoff Energy and k Mesh Sampling  

To solve the single-particle Kohn-Sham equations in an iterative manner, the wavefunction 

associated with each electron can be considered as a linear combination of a set of basis 

eigenfunctions. Consequently, an appropriate selection of basis functions is essential for 

the accurate representation of electronic wave functions. In this line, the plane wave can be 

chosen as an effective basis set for examining the momentum space of the system. The 

Plane wave basis can be expanded for a periodic function as [145], 

                                        𝒖𝒏𝒌(𝒓) = ∑  𝑮 𝐶𝑛𝒌,𝑮𝑒𝑖𝑮.𝒓                                                      (2.35) 

In this equation (2.35), the reciprocal lattice vectors G are taken as the limit for the 

summation, whereas the band indexing and wave vectors are represented by k and n, 

respectively. Hence, each wave function associated with electrons of the system can also 

be expanded as the summation of plane waves given below, 

                                    𝝓𝒏𝐤(𝒓) = ∑  𝑮 𝐶𝑛𝒌,𝑮𝑒𝑖(𝒌+𝑮).𝒓                                                     (2.36) 
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Equation (2.36) shows that each wave function of electrons has infinite components of a 

discrete plane wave basis set. But, in reality, we can't deal with infinite components, so, an 

upper cutoff should be defined for the K.E. (Ecut) as given by, 

                                           
|𝒌+𝑮|𝟐

2
⩽ 𝐸𝑐𝑢𝑡.                                                            (2.37) 

The value of the cutoff energy should be optimized because a lower value can provide 

partial information about the system, and a higher value will increase the calculation efforts 

and become computationally expensive. In the first-principles calculation, the role of BZ 

reduced the whole calculation work to the integral form defined in the reciprocal space 

[150], given below,  

                                         𝒈 =
𝑉𝑐𝑒𝑙𝑙

(2𝜋)3 ∫ 𝒈(𝒌)𝒅𝒌.                                                   (2.38) 

The value of k in equation (2.38) is defined for the solution of the integration over the 

whole BZ. In 1976, Monkhorst and Pack [151] designed a scheme to generate the special 

momentum points in the irreducible BZ. The concept of irreducible BZ is helpful in the 

reduction of computational cost, from which a whole BZ can be obtained through certain 

symmetry operations. The accuracy and convergence of the calculations depend on the 

decided k-mesh, whereas the total computational cost depends on the total number of k-

points generated in the irreducible BZ.  

2.7   Wannier Functions 

The orthogonal functions that are constructed using the superposition of the Bloch 

wavefunctions are known as Wannier functions (WFs) [152, 153]. A representation of the 

transformation from the Bloch wavefunction to the Wannier function is illustrated in Fig. 2.3. 

These functions do not hold uniqueness properties like the Bloch wavefunctions, which limit 

their use and also make them useful in local region properties. The Bloch wavefunction for a 

particle that is moving in a periodic potential can be written as,   
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                                                𝝍𝒏𝒌(𝒓) = 𝒖𝒏𝒌(𝒓)𝑒𝑖𝒌.𝒓                                            (2.39) 

Where, 𝒖𝒏𝒌(𝒓) contains the periodic behaviour of the crystal, and n and k represent the 

momentum vector and number of bands, respectively. For an isolated band, equation (2.39) 

becomes, 

                                                     𝝍𝒌(𝒓) = 𝒖𝒌(𝒓)𝑒𝑖𝒌.𝒓                                               (2.40) 

The envelope of Bloch functions at different momentum vectors, k, has different forms, and 

on taking the superpositions of these Bloch waves in the periodic BZ, one can construct a 

localized wave packet, known as WFs (Fig. 2.3).  

                                          |𝑹⟩ =
𝑉

2𝜋3 ∫  
𝐵𝑍

𝒅𝒌𝑒−𝑖𝒌.𝑹|𝝍𝒌⟩                                               (2.41) 

For the nth band, equation (2.41) can be redefined as, 

                                    |𝑹𝒏⟩ =
𝑉

2𝜋3 ∫  
𝐵𝑍

𝒅𝒌𝑒−𝑖𝒌.𝑹|𝝍𝒏𝐤⟩                                                   (2.42) 

These WFs |𝑹𝒏⟩, which belongs to Rth cell associated with nth band, form an orthogonal basis 

set. The quantum mechanical wavefunctions, which are associated with an arbitrary phase 

factor (𝝓𝒏(𝒌)), which is a real and smooth function of the momentum vector, i.e.,  

|𝝍𝒏𝐤
′ ⟩ = 𝑒𝑖𝝓𝒏(𝒌)|𝝍𝒏𝐤⟩  will also be an eigenstate of the same system with the same 

eigenvalue. Under this gauge transformation, the Berry curvature is represented as,   

                               𝐴𝑛
′ (𝒌) = 𝑖⟨𝝍𝒏𝐤

′ |Δ𝒌|𝝍𝒏𝒌
′ ⟩ = 𝐴𝑛(𝒌) − Δ𝒌𝝓𝒏(𝒌)                          (2.43) 

The WFs have more localization in real space if Δ𝒌 have well-defined value [154]. 

2.7.1    Multiband Systems 

For the degenerated bands in multiband systems, the generalized form of the gauge 

transformation for the P occupied orbitals with the help of a unitary transformation can be 

written as,  

                                      ⟨𝝍𝒏𝐤
′ ⟩ = ∑  𝑃

𝑚=1 𝑈𝑚𝑛
𝑘 ⟨𝝍𝒎𝒌⟩                                                      (2.44) 
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The unitary matrix 𝑈𝑚𝑛
𝑘  have dimension of occupied bands, and also it has a periodic nature 

in k. The WFs for multiband systems can be written as, 

                                    |𝑹𝒏⟩ =
𝑉

2𝜋3 ∫  
𝐵𝑍

𝒅𝒌𝑒−𝑖𝒌.𝑹 ∑  𝑃
𝑚=1 𝑈𝑚𝑛

𝑘 |𝝍𝒏𝒌⟩                             (2.45) 

In equation (2.45), 𝑈𝑚𝑛
𝑘   eliminates all discontinuities at the momentum points where 

degeneracies would appear in the BZ, which will be helpful in the preservation of smoothness 

and hence well-localized wave functions. Here we discuss the projection technique out of 

various ways for the selection of 𝑈𝑚𝑛
𝑘  [155, 156]. 

 

Fig. 2.3 A representation of transformation from Block function to WFs, where the left-hand 

side represents the single band Bloch wavefunctions with envelopes,  

𝑒𝑖𝑘𝑥 in blue colour lines. Whereas, the right-hand side represents the WFs associated with the 

same band, creating the periodic image. The lattice vectors are shown as red-filled circles. 

The two sets of functions span the same Hilbert space [154]. 
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For the set P localized orbitals, let us start with the guess Wannier function in the unit cell. 

The projections of P localized orbitals 𝐽𝑛(𝒓) on Bloch functions at momentum vector k can 

be written as [153, 155, 156], 

                                     |𝝓𝒏𝒌⟩ = ∑  𝑃
𝑚=1 |𝝍𝒏𝐤⟩⟨𝝍𝒏𝐤|𝐽𝑛⟩                                                   (2.46) 

These smooth projections in momentum space are not orthogonal. The projections can be 

calculated via inner products as,  

                                                (𝐴𝑘)𝑚𝑛 = ⟨𝝍𝒏𝐤|𝐽𝑛⟩                                                         (2.47) 

and the overlap matrix          (𝑆𝑘)𝑚𝑛 = ⟨𝝓𝒎𝒌|𝝓𝒏𝒌⟩𝑉                                                        (2.48) 

where V is integrated over the unit cell, and using equations (2.46) and (2.48), the overlap 

matrix becomes 

                                            (𝑆𝑘)𝑚𝑛 = (𝐴𝑘
†𝐴𝑘)𝑚𝑛                                                         (2.49) 

Now, with the equations (2.46), (2.47) and (2.49), low-dimensional Bloch-like states are 

formed as,  

                              ⟨𝝍𝒎𝒌
′ ⟩ = ∑  𝑃

𝑚=1 ⟨𝝓𝒎𝒌⟩(𝑆𝑘
1/2

)𝑚𝑛                                                     (2.50) 

Here, ⟨𝝍𝒎𝒌
′ ⟩, which is uniquely defined over occupied orbitals, is able to remove gauge 

freedom, and if Ak becomes singular at any momentum vector k, then it loses its relevance. 

2.7.2    Maximally Localized Wannier Functions  

The localization functional, as defined by Marzari and Vanderbilt in 1997 [153, 155, 156], 

is the sum of the quadratic spreads of the P WFs around their mean positions in the 0-th 

cell, 

                                               Ω = ∑  𝑛 [⟨𝒓𝟐⟩𝑛 − ⟨𝒓⟩𝑛
2]                                                  (2.51) 

Where measure of the spread of the WFs are ⟨𝒓𝟐⟩𝑛 = ⟨0𝑛|𝒓𝟐|0𝑛⟩𝑛 and ⟨𝒓⟩𝑛 = ⟨0𝑛|𝑟|0𝑛⟩𝑛. 

These localization functionals can reduce the arbitrariness of the unitary matrix 𝑈𝑚𝑛
𝑘 . For a 

given set of Bloch orbitals, the maximally localized Wannier function (MLWFs) can be 
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obtained by minimizing the localized spreading functional, which depends upon the choice 

of 𝑈𝑚𝑛
𝑘 . In electronic structure calculations, this step serves in post-processing. First, the 

self-consistent criterion is achieved, and then ground state Bloch wavefunctions, 𝝍𝒎𝒌 are 

chosen. Then, via the iterative process refinement of 𝑈𝑚𝑛
𝑘  is performed to minimize the 

localized spreading functional. 

2.7.3    Entangled Bands 

Other than the isolated bands and groups of bands which are well separated from the upper 

and lower sets of bands, overlapping and hybridization of bands observed in systems like 

metals and semimetals, etc., are known as entangled bands. In this case, the choice of bands 

in a particular region of k-space where the mixing of entangled bands [153] with unwanted 

bands takes place and hence the construction of WFs is more difficult. To make this process 

easy, the problem is now split into two parts as follows, 

i. Subspace selection: - A smooth variation of the P-dimensional Bloch manifold is 

constructed with respect to k. [157] 

ii. Gauge selection: - The smooth Bloch manifold described in the previous step is 

constructed to ensure that the corresponding WFs are well localized. [158, 159] 

A detailed discussion of the Wannier90 software is enclosed in section .2.7.4. 

2.7.4    Slab Method 

This method involves dividing a semi-infinite crystal into a stack of 'Principle layers,' which 

comprises an infinite number of layers, utilizing the localized WFs. This approach takes 

into account only the nearest-neighbour interactions between the main layers. A collection 

of hybrid wave functions is created from the fully localized wave functions within each 

principle layer. These hybrid wave functions comprise localized orbitals which have WFs 
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like nature and are oriented perpendicular to the surface, and extended, similar to plane 

waves, in the in-plane direction of the surface [153, 160-163]. This is achieved by taking 

into account the in-plane lattice vectors and their corresponding partial Bloch sum, 

expressed as follows 

                                        |𝒍, 𝒏𝒌||⟩ = ∑  𝑹||
𝒆𝒊𝒌||.𝑹|||𝑹𝒏⟩                                                  (2.52) 

where l is corresponding to the principle layer, 𝒌|| and 𝑹|| denotes the in-plane components 

of the wave vector and R, respectively. The matrix elements of Green's function in this basis 

are expressed as 

                                 𝐺𝑙𝑙′
𝑛𝑛′

(𝒌||, 𝜖) = ⟨𝒌||𝑙𝑛|
1

𝜖−𝐻
|𝒌||𝑙

′𝑛′⟩                                            (2.53) 

The coupling between principal layers in the nearest-neighbour configuration results in a 

Hamiltonian that exhibits a block tridiagonal structure, allowing for the iterative evaluation 

of the diagonal elements of Green's function matrix. The projected density of states for a 

selected atomic plane P can be calculated by [164], 

                   𝑁𝑙
𝑃(𝒌||, 𝜖) = −

1

𝜋
𝐼𝑚 ∑  𝑚∈𝑃 𝐺𝑙𝑙

𝑛𝑛(𝒌||, 𝜖 + 𝑖𝜂)                                            (2.54) 

Where the orbitals in the given plane and positive infinitesimal are represented by n and 𝜂, 

respectively. This methodology is implemented in the WannierTool code for the calculation 

of SDOS, WCCs and Fermi arc, etc. The detailed discussion of the WannierTool software 

[165] is enclosed in section .2.7.5. 

2.8    Topological Invariants 

The topological phase transition can be verified with the help of calculations of topological 

invariants. In this work, we consider two approaches to calculate the topological invariants, 

• Parity analysis method 

• Evolution of Wannier charge centres (WCCs). 
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2.8.1    Parity Analysis Method 

To analyze the TPT in materials, C. L. Kane and E. J. Mele [51, 58] suggested a method to 

calculate the topological invariants based on the parities of the eigenstates of the system at 

particular momentum points, known as ℤ2 topological invariants. For this proposed 

approach, the system should have TRS as well as IS. The calculation of the ℤ2 topological 

invariants is performed using the product of parities of all the occupied bands at the TRIM 

points in the bulk BZ. For a 3D system, there are four ℤ2 topological invariants required, 

whereas for a 2D system, there is only one ℤ2 topological invariant. The eight distinct TRIM 

points for a 3D system can be expressed as, 

                           Γ𝑖=(𝑛1𝑛2𝑛3) =
𝑛1𝐛𝟏+𝑛2𝐛𝟐+𝑛3𝐛𝟑

2
      ∀ 𝑛𝑗 = 0,1                                    (2.55) 

 

 

Fig. 2.4 The parties of eigenstates at TRIM points of the bulk system are visualized as corners 

of the cube, and (a-c) the effect of change in parities at any TRIM point (e-g) can be observed 

in eigenstates of the bulk system. (d) Even the number of switches in parities can make the 

system topologically trivial or weak in nature, but there may be a possibility of a strong 

topological phase in a lower dimension of that system.  
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These eight TRIM points can be visualized as the corners of a cube, as shown in Fig. 2.4. 

These four ℤ2 topological invariants, i.e., (ν0; ν1ν2ν3), can be identified using relations; 

                                        (−1)𝜈0 = ∏  𝑛𝑗=0,1 𝛿𝑛1𝑛2𝑛3                                                   (2.56) 

                             (−1)𝜈𝑖=1,2,3 = ∏  𝑛𝑖=1;𝑛𝑗≠𝑖=0,1 𝛿𝑛1𝑛2𝑛3
                                            (2.57) 

Here, δ and ni represent the parities of all the occupied bands at TRIM points and reciprocal 

lattice vectors, respectively. The first ℤ2 topological invariant (ν0) is independent of the 

choice of primitive reciprocal lattice vectors (bk), but the other three are dependent. But 

these other three invariants can be recognized with 𝐺𝜈 ≡ ∑  𝑗 𝜈𝑗𝑏𝑗 which belongs to 8 

element mod 2 reciprocal lattices and can be construed as Miller indices of the reciprocal 

lattice vector. A detailed discussion on Parity and TRIM points is mentioned in the next 

sections, i.e., 2.5.2 and 2.5.3, respectively. 

2.8.1.1    Parity 

Parity is a transformation operator in quantum mechanics that can flip the sign of the spatial 

coordinate, i.e., x        - x. If a selected energy eigenstate |𝑛, 𝒌⟩ possesses definite parity, it 

indicates that it is also an eigenstate of the parity operator P. Subsequently, one can compute 

the expectation value ⟨𝑛, 𝒌|𝑃|𝑛, 𝒌⟩, resulting in +1 for even parity and −1 for odd parity. It 

is important to recognize that not every energy eigenstate is required to possess a definite 

parity. The Hamiltonian corresponding to symmetric potentials and the parity operator 

always share common eigenfunctions due to the existence of their commutation [166]. The 

party operation can be described using the equation, 

                                    �̂�|𝑳, 𝑳𝒛⟩ = (−1)𝑙|𝑳, 𝑳𝒛⟩                                                            (2.58) 

Where, l, L and Lz represent the orbital quantum number, total orbital angular momentum, 

and component of orbital angular momentum in z-direction, respectively. 
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2.8.1.2   Time Reversal Invariant Momenta Points 

The momenta point in the BZ can be said to be a TRIM point if that point obeys, 

                                                      (𝑲 + 𝑮) = −𝑲                                                        (2.59) 

where G is the reciprocal lattice vector. For a d-dimensional system, 2d can be the total 

number of TRIM points. For a 3D system, TRIM points can be written as shown in equation 

(2.55). Let us consider an FCC structure as an example, having high symmetry point 

coordinates (0, 0, 0), (1/2, 1/2, 1/2), (0, 1/2, 1/2) and (1/4, 3/4, 1/2) denoted by Γ, L, X, and 

W, respectively. These momenta coordinates can be considered values of K in equation 

(2.59). Now, let us choose G vectors (0, 0, 0), (-1, -1, -1), (0, -1, -1), (-1, -1, -1) 

corresponding to Γ, L, X, and W, respectively. Equation (2.59) implemented on K and G 

values of high symmetry points mentioned above concludes that Γ, L, and X are TRIM 

points, whereas W is not a TRIM point. 

2.8.2    Evolution of Wannier Charge Centres 

The ℤ2 topological invariants and Chern numbers can be used to identify the topological 

phase in the inversion symmetry system, having preserved as well as broken TRS, 

respectively. The Wilson loop method and WCCs method, which are equivalent to each 

other, are effective ways to calculate topological invariants in crystalline systems [165]. The 

hybrid WFs can be calculated from the Bloch wave function |𝝍𝒏𝐤⟩ using the following 

equation,   

                             |𝒏𝒌𝒙𝒍𝒚⟩ =
1

2𝜋
∫  

2𝜋

0
𝒅𝒌𝒚𝑒−𝑖𝒌𝒚𝒍𝒚|𝝍𝒏𝐤⟩ .                                             (2.60) 

Now, the hybrid Wannier centers can be defined in the periodic part |𝒖𝒏,𝒌𝒙,𝒌𝒚
⟩ of the Bloch 

wave function |𝝍𝒏𝒌⟩ 

       �̅�𝑛(𝒌𝒙) = ⟨𝒏𝒌𝒙0|𝑦|𝒏𝒌𝒙0⟩ =
𝑖

2𝜋
∫  

𝜋

−𝜋
𝒅𝒌𝒚⟨𝒖𝒏,𝒌𝒙,𝒌𝒚

| ∂𝑘𝑦
|𝒖𝒏,𝒌𝒙,𝒌𝒚

⟩                           (2.61) 
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The discretized Berry phase formula [167] can reformulate the equation (2.61) by 

transforming integration over ky into a summation over the discrete values of ky as, 

                                          �̅�𝑛(𝒌𝒙) = −
1

2𝜋
Imln ∏  𝑗 𝑀𝑛𝑛

(𝑗)
                                            (2.62) 

Where the overlap matrix is 𝑀𝑚𝑛
(𝑗)

= ⟨𝒖𝒎,𝒌𝒙,𝒌𝒚𝒋
|𝒖𝒏,𝒌𝒙,𝒌𝒚𝒋+𝟏

⟩. The unitary part �̃�(𝑗) of each 

overlap matrix can be calculated using single value decomposition 𝑀 = 𝑉Σ𝑊†. Here, 𝑉, 

𝑊 and 𝛴 are unitary, unitary and real-positive diagonal matrices, respectively. The unitary 

part is �̃�(𝑗) = 𝑉𝑊† and matrix Λ = ∏  𝑗 �̃�(𝑗) have unit modulus eigenvalues 𝜆𝑛. The hybrid 

WFs with the phases of eigenvalues can be written as,  

                                           �̅�𝑛(𝒌𝒙) = −
1

2𝜋
Imln 𝜆𝑛                                                    (2.63) 

Equation (2.63) gives the evolution of WCCs �̅�𝑛(𝒌𝒙) along the kx string in kx - kx plane. The 

four ℤ2 topological invariants can be calculated using the evolution of WCCs along six 

TRIM planes; i.e., (i) k1=0.0; (ii) k1=0.5; (iii) k2=0.0; (iv) k2=0.5; (v) k3=0.0; (vi) k3=0.5 

can be calculated as,  

                      v0 = {z2(𝒌𝒊=𝟏,𝟐,𝟑 = 0) + z2(𝒌𝒊=𝟏,𝟐,𝟑 = 0.5)}mod 2                          (2.64) 

                                             𝑣𝑖=1,2,3 = 𝑧2(𝒌𝒊 = 0.5)                                                 (2.65) 

2.9    Computational Packages 

The main packages used during this work are 

❖ Vienna Ab initio Simulation Package (VASP) 

❖ VASPKIT 

❖ Phonopy package 

❖ Wannier90 package 

❖ WannierTools package 
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2.9.1    Vienna Ab Initio Simulation Package  

Prof. George-Kresse and his team developed the VASP package in 1998 at the University 

of Vienna, Austria [148, 149]. This code is used to solve the many-body equation using the 

DFT. In this work, VASP6 has been used, which has mainly four input files as follows, 

1. INCAR - All the input parameters and selection of different approaches and 

constraints for the calculations are defined in this file.  

2. POSCAR – The structural parameters of the selected crystal system, such as species, 

number of atoms, lattice coordinates and lattice parameters, etc., are defined in this 

file. 

3. KPOINTS – The k-mesh grid dimensions for the sampling of the BZ and its scheme 

are defined in this file. The line mode high symmetry k path for the band structure 

calculation is also defined in this file.  

4. POTCAR – The chosen potentials for the electron-ion interaction for different 

species, which are considered in the POSCAR file, are included in this file.  

2.9.2    VASPKIT 

This package was developed by V. Wang et al. [168] in 2021 as a robust and user-friendly 

interface to perform high-throughput analysis for different systems using the data generated 

by VASP code. VASPKIT can be used as pre-processing and post-processing data analysis 

for different systems with the VASP code. Some major functions of this code are generating 

input files for VASP, structural and symmetry analysis of structures, 2D and 3D band 

structure plotting, mechanical, magnetic, optical and transport properties analysis, etc. 

There is a variety of analysis options in this package for pre-processing, post-processing 

and interfacing, etc.  
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2.9.3    Phonopy Package 

The phonopy code [169] is used to obtain the dynamical stability of the considered crystal 

system using harmonic and quasi-harmonic approximation [170]. This approximation 

assumes the dynamical displacement of the particles around their mean positions. The 

optimized crystal structure information available in the POSCAR file of VASP is used as 

input in this code. This code generates a supercell symmetry of the required repetition 

(n1×n2×n3) in all three coordinate directions. The finite displacement method [171] is used 

to calculate the force constants in this supercell. These force constants are calculated using 

the VASP code. After extracting the force constants from the VASP output, a section of the 

dynamical matrix is computed as a post-processing step in Phonopy. The derived dynamical 

matrix is subsequently employed to determine the phonon frequencies at designated q-

points.  

2.9.4    Wannier90 Package 

This package, developed by Mostofi et al. [172] in 2008, is used to construct MLWFs and 

a tight-binding Hamiltonian within the tight-binding framework and is also used in the 

calculation of Fermi surface, Berry Curvature, AHC, etc. This code interfaced with VASP 

for post-processing and used input information from VASP using the VASP2WANNIER90 

interface. The main input files of the Wannier90 code are, 

1. wannier90.win – This file contains all the information taken from VASP files through 

an interface, such as atomic coordinates, lattice parameters, k point grid, etc. Also, all 

the parameters controlling are defined in this file to obtain the MLWFs, the tight 

binding Hamiltonian and other electronic properties of the system. 

2. wannier90.mmn – This file provides information on the overlapping of the bands 

considered in wannier90.win file. 
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3. wannier90.amn - This file contains information regarding the projection of the bands 

considered in the wannier90.win file.  

4. wannier90.eig – This file has information on eigenvalues of all the eigenstates at each 

k point defined in the KPOINT file during the interface step.  

2.9.5  WannierTools Package 

The tight binding Hamiltonian [165] generated using the tight binding framework and the 

achievement of MLWFs in the Wannier90 code is used in this package as an input file, along 

with another input file named wt.in. The wt.in file contained controlled parameters such as 

lattice coordinates, surface card information, projection and k-path, etc. that are used to 

calculate the surface band structure, surface density of states, Fermi arc, WCCs, etc. A 

flowchart of step-by-step information and used packages is given in Fig. 2.5. 

 

 

Fig. 2.5 A detailed flowchart used for the calculations in this work. 
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2.10    Summary 

In this chapter, we discussed the basic theory of solving many-body problems, the role of 

DFT and different functional approaches in DFT. Our main focus was on DFT theory and 

the different parameters used in it, on which this whole work depends. Also, we discussed 

the Wannier functions, generation of MLWFs and hybrid WFs used to calculate the surface 

electronic properties of the system. In the end, we discussed the calculation of topological 

invariants and the different computational tools used during this study.  

 

 

 

 

 

 

 

 

 

 

 

 

 

 



Chapter – 02: Methodology 

 
56 

 

 

 

 

 

 

 

 

 

 

 

 

 



 

 
57 

 

 

Exploring the Topological Phase Transition in 

Rare-earth Monopnictide Semimetals 

 

 In this chapter, by means of hybrid density functional theory, we present the 

evolution of the topological phase in rare earth monopnictide semimetals such as YX (X = 

As, Bi), YbAs, and their heterostructure stackings with applied hydrostatic pressures and 

epitaxial strains. These bulk materials, YBi, YAs, and YbAs, exist in NaCl-type structure at 

ambient conditions and show structural phase transition into CsCl-type structure at 24.50, 

56.54, and 67.00 GPa hydrostatic pressure, respectively. The epitaxial strain reduces the 

structure into a compressed tetragonal-type. The thermodynamical and dynamical stability 

of the material is established with the calculation of enthalpy and phonon dispersion 

spectrum within the structural phase transition, respectively. The materials YBi, YAs, and 

YbAs show topological phase transitions at 6.5, 24.8, and 20.0 GPa of applied hydrostatic 

pressure, and the first two materials also have topologically non-trivial phases at 3% and 

10% of epitaxial strain, respectively. The heterostructure stacking of the YBi over the 

materials of the same family, i.e., YSb and YAs, shows topologically non-trivial and trivial 

phases, respectively. The band inversion in the bulk band structure and the analysis of 

changes in the product of parities of all the filled bands at ambient and applied 

pressure/strain helped in the investigation of topological phases in these materials. 

Moreover, the presence of the Dirac cone in the (001) plane and the evolution of Wannier 

charge centers under the applied hydrostatic pressure and epitaxial strain also verified the 

topological phase transitions in these binary systems.  
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3.1    Introduction 

The scientific community has paid significant attention to the topological phases in the RE 

monopnictide compounds, i.e., RE-M (M = N, P, As, Sb, Bi) [173-181], which were 

discovered decades ago. These materials generally crystallize in cubic structures with 

diversity in physical properties and have the remarkable existence of XMR [175,177, 182-

185] and superconductivity phenomena [173, 177]. Except for yttrium (Y) and lanthanum 

(La), generally, all other compounds of this family show low-temperature 

antiferromagnetic phenomena due to partially filled localized f-orbital [186]. These 

materials exhibit TSSs like a TI but with semimetallic bulk band structures [178-180, 

187,188]. The TSSs in these materials are protected by TRS and IS in the presence of SOC.  

The recent experimental and theoretical studies of some of these RE-M compounds, e.g., 

LaBi, CeBi, GdSb, etc., have confirmed the presence of TSSs in these materials [178-180, 

187,188]. An ARPES study of CeSb has shown the possible Weyl fermionic behaviour in 

its ferromagnetic state [189]. The ARPES and transport measurements of LaBi [177], LaSb 

[190], YSb [184], and NdSb [183] have verified that these materials show XMR and are 

topologically trivial semimetals except LaBi. LaBi hosts multiple Dirac cones, among 

which two coexist at the corners and one at the centre of the BZ [178, 179, 191]. The first 

principles calculations have predicted that RE-M materials LaSb [192], TmSb [181], LaAs 

[193], and YSb [194] show TPT from trivial to non-trivial under the effect of applied 

hydrostatic pressure. A multiple TPT from trivial to non-trivial and then again non-trivial 

to trivial have been observed in TmSb [181], etc., which provided a suitable range of 

pressure for the existence of TSSs in these materials. The epitaxial growth of these 

materials on the substrates strained them during the synthesis process, and it was observed 

with materials like GdSb that a TSS has arisen as a result of this induced strain [187]. The 

first principles calculations of GdSb [187], LaSb [192] have also established the TPT under 
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the effect of applied epitaxial strain. The molecular beam epitaxy (MBE) technique has 

demonstrated the existence of epitaxial strain up to 8% during the growth of these materials 

on III-V semiconductors and other RE monopnictide substrates with effective lattice 

mismatch [195, 196]. The previous studies have reported the appearance of compressive 

stain up to 3% in the case of III-V semiconductors [195, 196], 1.6% epitaxial stain in RE 

monopnictide LaSb [197], and 1.1% out-of-plane tensile strain in binary chalcogenide SnTe 

[198]. The heterostructures of topologically non-trivial RE-M materials such as LaSb/LaB 

and LaAs/LaBi multilayers were also studied, and the existence of the Dirac cone along the 

(001) plane was reported [199-201]. RE-M family has been studied for potential 

applications in terahertz detectors, magnetotransport, superconductivity, tunnel junctions, 

and many more [177, 202-204]. These materials can be used in efficient electronic, 

spintronic, thermoelectric devices, quantum computing, etc [205-207]. 

The non-magnetic YX (X = N, P, As, Sb, Bi) RE-M family and antiferromagnetic semimetal 

YbAs show stability over a large range of hydrostatic pressure [208-215]. These materials 

have also been synthesized in rock-salt structures and have a semimetallic state at ambient 

condition of pressure. Like the other RE-M materials, they can also possess a topologically 

non-trivial phase with applied hydrostatic pressure and strain. With this motivation and 

keeping in mind the recent progress in high-pressure synthesis and TPT in various materials 

[216-221], we have analyzed the structural, electronic, and topological properties of three 

RE-M compounds, i.e., YBi, YAs and YbAs, with applied hydrostatic pressure and epitaxial 

strain. The first two compounds have a topologically trivial non-magnetic nature, whereas 

YbAs have a topologically trivial antiferromagnetic nature at ambient pressure. Next, we 

also considered the heterostructure stacking of the YX (X = As, Sb, Bi) family and a detailed 

analysis of two heterostructure systems, YSb/YBi and YAs/YBi, is also included in this 

chapter. In this chapter, we first introduce the study of the electronic and topological phase 
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transition of YBi, YAs and YbAs bulk systems in sections 3.3, 3.4 and 3.5, respectively. 

Next, in section 3.6, we have considered the electronic and topological phase of 

heterostructure stacking of YSb/YBi and YAs/YBi systems.  

3.2    Computational Details  

All structural and electronic calculations of YBi with applied volumetric pressure and 

epitaxial strain were carried out in the framework of DFT [130,136] based first-principles 

approach with PAW [147] technique as implemented in the VASP code [148, 149]. The PAW 

potentials of Y (4s2 4p6 5s1 4d2), Yb (5p6 5d1 6s2), Bi (6s2 6p3) and As (4s2 4p3) have eleven, 

nine, five and five valence electrons, respectively. The GGA-PBE [138] functional, 

followed by the screened hybrid functional HSE06 [141], was used for more accurate 

results. The long-range and short-range parts of HSE06 were employed with a screening 

parameter, ω=0.201 Å-1. The PBE functional was used for the long-range part, but a mixing 

of 25% Fock exchange was carried out in the short-range part of the HSE06 functional. An 

optimized Monkhorst-Pack type k-mesh of 7×7×7 and kinetic energy cutoff of YBi, YAs, 

and YbAs had values 340 eV, 320 eV and 380 eV, respectively, were used to calculate the 

plane wave basis set. Whereas, for both heterostructures, stacking YAs/YBi and YSb/YBi, 

the cutoff kinetic energy value of 320 eV and an optimized Monkhorst-Pack k-mesh of 

8×8×5 was employed for the plane wave basis set. The Gaussian smearing method was set 

at a width of 0.001 eV for Fermi level broadening, and all atomic positions were fully 

relaxed. The effect of SOC was considered in all calculations except structural relaxation, 

and the overall energy convergence criteria were set to 10−6 eV. The volumetric pressure 

and epitaxial strain were applied to the cubic unit cell of bulk systems containing eight 

atoms. Out of the conventional unit cell, a primitive unit cell was extracted to avoid band 

folding in bulk band structure calculations. The dynamical stability of these materials under 

the effect of hydrostatic pressure and epitaxial strain was verified with phonon dispersion 
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calculations using the Phonopy code [169]. The product of parities at TRIM points, in the 

presence of TRS and IS, was used to calculate ℤ2 topological invariants as per Kane and 

Mele criterion [51, 58]. The accurately predicted band structure using DFT was fitted to a 

tight-binding Hamiltonian with d-orbital of Y/Yb and p-orbital of Bi/As using the 

Wannier90 code [153, 172]. This Hamiltonian was employed in the calculation of Fermi 

surfaces and SDOS using the Green’s function approach as implemented in WannierTool 

[165]. 

3.3    Study of Ytterbium Monobismuthide (YBi) Compound 

The YBi has been reported to be a perfectly compensated semimetal with XMR up to 105% 

with equal hole and electron carrier concentration [213,214]. First-principles calculations 

within the PBE functional have predicted YBi as a topologically non-trivial semimetal with 

band inversion near the Γ-point [215]. A recent study using ARPES and first-principles 

calculations with the mBJ functional has indicated that YBi is a topologically trivial 

semimetal [214]. This disparity raises a debate on the true topological nature of YBi and 

deserves a thorough analysis. This motivates us to systematically explore structural, 

electronic, and topological properties of YBi using DFT with the relatively accurate hybrid 

functional HSE06. This functional predicted accurate electronic states of other similar rare 

earth monopnictides and gave carrier densities in good agreement with experimental results 

[181, 193, 197, 222]. We studied the topological properties under external volumetric 

pressure and epitaxial strain and analyzed the quantum phase transitions in detail. The 

topological states are observed with the help of band inversion in the bulk band structure 

and surface Dirac cone projected on the (001) plane. The ℤ2 topological invariants are 

calculated using parities of wavefunctions at TRIM points and the evolution of WCCs.  
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3.3.1    Results and Discussion  

3.3.1.1   Structural and Stability Analysis, and Electronic Structure at Ambient 

Conditions 

Alike many other RE monopnictides, YBi exists in a stable rocksalt type (NaCl-type) crystal 

structure, having space group 3Fm m  (#225) with Y (0.5, 0.5, 0.5) and Bi (0, 0, 0) atoms as 

shown in Fig. 3.1(a). Its optimized lattice parameter is a = 6.338 Å, which is in good 

agreement with previous theoretical and experimental reports, as mentioned in Table 3.1. 

      

  

Figure 3.1 Crystal structure of YBi in (a) FCC (NaCl-type), (b) tetragonal, (c) BCC (CsCl-

type) structure, and (d) the BZ of YBi. The shaded area (green colour) represents the 

projection of the bulk BZ on the (001) surface BZ, with symmetry points in the surface 

BZ (red colour). Here, the center of BZ (Γ) and its projection in SBZ (𝛤) coincide.  
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Figure 3.2 (a) Enthalpy of YBi as a function of pressure for NaCl-type to CsCl-type 

structure. (b) Variation in the relative volume of YBi as a function of pressure. The phonon 

dispersion of YBi at (c) 0 GPa, (d) 10 GPa pressure, and (e) 3% strain. 

 

Table 3.1 Lattice parameter and SPT of YBi. 

YBi 
Previous 

experimental study 

Previous 

theoretical study 
Present study 

Lattice parameter, 

a (Å) 
6.2597 [47] 

6.3378 [48]; 6.345[49]; 

6.252[50];  6.29[51]  
6.338 

SPT in GPa --------- 
28.1 [48]; 23 [48]; 24 

[50]; 23.4 [51] 
24.5 

 

The YBi shows SPT, with applied volumetric pressure, and converts to a CsCl-type 

structure (Fig. 3.1(c)) from the NaCl-type structure as shown in Fig. 3.2(a). The stability of 

a structure at a given pressure can be accessed through Enthalpy, which is defined as H = 

E + PV, where E is total energy, V is volume, and P is the external pressure on the unit cell. 

We found the SPT at around 24.5 GPa, which is in good agreement with previous reports 
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as listed in Table 3.1. The variation in the relative volume of YBi with applied volumetric 

pressure is shown in Fig. 3.2(b). The sudden change in volume at SPT signifies a first-

order phase transition resulting in the change of the crystal symmetry. The rocksalt crystal 

structures have a truncated octahedron BZ under equilibrium conditions, with Γ as a center 

(Fig. 3.1(d)). The (001) plane (green colour) containing the center of BZ (Γ-point) and the 

�̅�-points at the center of squares are shown in Fig. 3.1(d). When we apply volumetric 

pressure, the changes in the BZ are the same in all directions, and it holds its truncated 

octahedron shape. On the other hand, under epitaxial strain, three X-points along the 

momentum axis are divided into two in-plane and one out-of-plane Z-point, and a distorted 

BZ with preserved inversion symmetry is observed. The dynamical stability of YBi under 

applied volumetric pressure and epitaxial strain is also analyzed. As shown in Fig. 3.2(c-

e), the phonon dispersion spectra have no negative frequency, which confirms that YBi is 

dynamically stable and can be realized experimentally under the studied pressure and strain 

conditions. To establish the true nature of YBi at ambient pressure, we have plotted the 

band structures without and with SOC using two functionals, i.e., GGA-PBE and HSE06. 

A decrease in the energy gap at Γ-and X-points is observed when we include the effect of 

SOC [Fig. 3.3(a-d)]. This decrease in energy gap is observed due to band splitting 

corresponding to spin-up and down states.  
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Fig. 3.3 The band structures of YBi without and with the inclusion of SOC effect using     

(a, b) GGA-PBE, (c, d) HSE06, respectively; (e) The PDOS, (f) The SDOS, and (g) WCCs 

of YBi along the (001) plane. 

With the GGA-PBE functional, we found that YBi is a topologically trivial semimetal with 

an even (two) number of band inversions between the Y-d band and Bi-p band at Γ-and X-

points as shown in Fig. 3.3(b). A previous study has identified it as a topological semimetal 
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with a single Dirac cone at the Γ-point [215].  Further, it has been reported experimentally 

using ARPES that YBi is topologically trivial, having no Dirac cone [214]. To accurately 

predict the true nature of this material, we have used a more accurate hybrid functional 

HSE06 as shown in Fig. 3.3(d). The partially occupied bands at the Γ-point (hole pockets) 

and X-point (electron pockets) are acquired mostly by 6p-orbitals of Bi and 4d-orbital of 

Y, respectively. A small overlap in energy between the Y-d band and the Bi-p band at the 

Fermi level confirms the semimetallic nature of YBi with no band inversion, which is in 

line with the experimental report [214]. It can also be verified with PDOS [Fig. 3.3(e)]. 

This topologically trivial nature is also established by the absence of a Dirac cone in surface 

states as shown in Fig. 3.3(f). 

3.3.1.2    Effect of Volumetric Pressure 

In the previous section, we have understood the electronic and topological properties of 

YBi at ambient pressure. Now, we include the effect of volumetric pressure for tuning the 

bulk band structure and topological properties of the material.  

❖ Trivial to Non-trivial Transition 

We have found no band inversion till 6.4 GPa of volumetric pressure. At 6.5 GPa, a clear 

band inversion has been detected at the Γ-point where the d-orbital of Y and p-orbital of 

Bi get inverted [Fig. 3.4(a)]. Therefore, we can say that YBi undergoes a topological phase 

transition at 6.5 GPa. Further, this non-trivial topological nature can also be observed with 

the help of (001) surface states as shown in Fig. 3.4(b). The surface states show a single 

Dirac cone [Fig. 3.4(b)] at 𝛤-point which corresponds to band inversion at the Γ-point in 

the bulk band structure projected surface BZ. 

❖ Non-trivial to Trivial Transition 

Further increase in the pressure up to 10 GPa results in another band inversion at the X-

point, which can be seen in Fig. 3.5(a). Now, we have an even number of band inversions, 
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i.e., one at Γ- and another at X-point, which makes YBi a topologically trivial or weak in 

nature again. Bulk band structure projection on surface BZ also confirms the existence of 

two Dirac cones at 𝛤- and �̅�-points in surface band structure as shown in Fig. 3.5(b). To 

understand the band inversions under volumetric pressure, we have analyzed the band 

structure evolution at Γ- and X-points starting from atomic energy levels and then 

introducing (i) octahedral field, (ii) crystal field, (iii) SOI, and (iv) pressure [Fig. 3.6(a, b)]. 

  

Fig. 3.4 (a) The band structures of YBi with the inclusion of SOC effect using HSE06 

functional at 6.5 GPa. (b) The SDOS and (c) WCCs of YBi along the (001) plane at             

6.5 GPa. 
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Fig. 3.5 (a) The band structures of YBi with the inclusion of the SOC effect using the 

HSE06 functional at 10 GPa. (b) The SDOS and (c) WCCs of YBi along the (001) plane at 

10 GPa. 

We have considered the pd orbitals of YBi for crystal field splitting analysis [52]. Under 

the effect of applied volumetric pressure, the Y-dz
2 orbital shifts down, and the Bi-px,y orbital 

shifts up, as expected. At critical values of the pressure 6.5 GPa and 10 GPa, respectively, 

band inversions take place at Γ- and X-points due to these shifts in orbitals as shown in Fig. 

3.6(a, b). Therefore, YBi changes from a normal semimetal to a topological one. Fig. 3.6(c) 

depicts the phase diagram with respect to the different exchange-correlation functionals 
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with SOC and pressure. The GGA-PBE and HSE06 show band inversions at ambient 

pressure and 6.5 GPa, respectively.  

 

 

Fig. 3.6 The band structure evolution of YBi starting from atomic orbitals—octahedral 

field—crystal field splitting— SOI —applied pressure (a) at the Γ-point (b) at X-point (c) 

with GGA-PBE and HSE06 functionals at the Γ-point. 

❖ ℤ2 Topological Invariants 

The calculation of the ℤ2 topological invariant is performed using the product of parities of 

bands to verify the topological nature of YBi. For 3D materials, having both IS as well as 

TRS, four ℤ2 topological invariants can be calculated from the product of parities of 

occupied bands at TRIM points as suggested by Kane and Mele [51,58]. These four ℤ2 

topological invariants, i.e., (ν0; ν1ν2ν3), can be identified using equations (2.56) and (2.57) 
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in Chapter 2. Where ν0 identifies the strong topological phase and ν1ν2ν3 are used to identify 

the weak topological nature of YBi. Parities of all filled energy states at ambient conditions 

are represented in Table 3.2. The first ℤ2 invariant (ν0) is zero [from equation (2.56)], which 

signifies the topologically trivial nature of YBi. Parities of all the filled energy states at 6.5 

GPa and 10 GPa are also depicted in Table 3.2. At first band inversion, i.e., at 6.5 GPa, the 

parity of the highest occupied band at the Γ-point is changed to positive, which switches 

the overall parity of YBi to negative, as shown in Table 3.2. Now, the first ℤ2 topological 

invariant (ν0) becomes 1 using equation (2.56), which verifies the non-trivial nature of YBi. 

At the second inversion (10 GPa), the parity of three X-points switches from positive to 

negative, and the first ℤ2 topological invariant (ν0) changes 0 from 1 [equation (2.54)]. 

 

 Table 3.2 The Parities of all the occupied bands at all the TRIM points in BZ of YBi at 

ambient pressure, 6.5 GPa pressure & 3% strain and 10 GPa respectively.  

Pressure/Strain P=0 GPa & 0% 

strain 

P=6.5 GPa & 3% 

strain 
P=10 GPa 

Band No. 
4L Γ 3X 4L Γ 3X 4L Γ 3X 

1 - - - - - - - - - 

3 - - - - - - - - - 

5 - - - - - - - - - 

7 - + + - + + - + + 

9 + - - + - - + - - 

11 + - - + - - + - - 

13 + - - + + - + + + 

Total + + + + - + + - - 

First ℤ2 

topological 

invariant 

 

0 

 

1 

 

0 
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Now, the YBi becomes either a weak topological insulator or a topologically trivial 

insulator due to an even number of inversions. To verify this, we have calculated the other 

three topological invariants (ν1ν2ν3) using equation (2.57). Table 3.2 shows that parities at 

three X-points and four L-points are the same, which indicates that the other three 

topological invariants are (000). So, it can be concluded that at 10 GPa, YBi shows an even 

number of band inversions and is topologically trivial in nature. The ℤ2 topological 

invariants for a bulk material can also be obtained using the Wilson loop method [223]. In 

this analysis, the ℤ2 topological invariants can be calculated with the help of the evolution 

of WCCs [15,46,53] along six TRIM planes [equations (2.64) and (2.65)], i.e., kx = 0, π; ky 

= 0, π and kz = 0, π. The appearance of WCCs has been analyzed for YBi using the planes 

that are spanned by TRIM points. Since the system exhibits TRS, one can place a random 

reference line across the x-axis, which corresponds to the pumping direction over half of 

the BZ, to figure out whether it is topologically trivial or non-trivial. The number of 

crossings of reference lines with the evolution lines of WCCs with SOC provides 

information about the topological nature of YBi. If an even number of crossings between 

the reference line and WCCs takes place, then it represents the trivial nature, and the ℤ2 

topological index has the value 0. On the other hand, an odd number of reference lines and 

WCCs crossings indicates a non-trivial nature with a non-zero ℤ2 topological index. The 

non-zero and zero values of the ℤ2 topological index in planes having kx, ky, kz = 0 and kx, 

ky, kz = 0.5, respectively, represent the strong TI with ℤ2 = (1; 000). It can be observed in 

Fig. 3.3(g) that WCCs evolution lines have no crossing with the reference line (blue) in kx, 

ky, kz = 0 and kx, ky, kz = 0.5 planes, and hence the ℤ2 topological invariants are (0; 000), 

which confirms the topologically trivial nature of YBi at ambient pressure conditions. At 

6.5 GPa volumetric pressure, the WCCs evolution lines in Fig. 3.4(c) cut odd numbers of 

time to the reference line (blue) in kx, ky, kz = 0 and kx, ky, kz = 0.5 planes, which confirms 
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the topological non-trivial nature and ℤ2 indices are (1; 000). Whereas, in Fig. 3.5(c), an 

even number of crossings between WCCs evolution lines and reference line (blue) can be 

seen for 10 GPa pressure, which again confirms the transition from non-trivial to trivial 

nature with ℤ2 topological indices (0; 000). 

 

3.3.1.3    Effect of Epitaxial Strain 

The coherently strained films on lattice-mismatched substrates can influence the electronic 

structure of materials by means of epitaxial strain. The implementation of the molecular 

beam epitaxy method has successfully shown the presence of epitaxial strain induced during 

the growth process of RE pnictides on III-V semiconductors [195-196]. The III-V 

semiconductors [196,197,224] have attained compressive epitaxial strain of up to 3%, and 

a similar behaviour can be expected from rocksalt RE monopnictides, e.g., for LaSb and 

SnTe, respectively, 1.6% epitaxial and 1.1% out-of-plane tensile strain have been reported 

previously [195, 225]. This induced strain may influence the charge transfer at the interface, 

which can further affect the carrier compensation [197]. Now, in the following section, we 

will discuss the TPT in YBi when it is subjected to epitaxial strain. The space group 

symmetry of YBi changes from 𝐹𝑚3̅𝑚 to 𝐼4/𝑚𝑚𝑚 [Fig. 3.1(b)] with epitaxial strain, but 

the inversion symmetry remains preserved. Here we have demonstrated that the epitaxial 

strain pushes the band structure of YBi from a topologically trivial to a non-trivial nature, 

thus creating an inevitable Dirac node at the Γ-point. The electronic band structure of YBi 

under compressive epitaxial strain is obtained along X-Γ-L-X-W k-path as shown in Fig. 

3.7(a). With epitaxial strain, the Y-d band shifted towards the Bi-p bands at Γ- and X-points, 

which results in a reduction of the total volume of the cell. At 3% strain, we find a band 

inversion at the Γ-point, but still at the X-point, the Y-d and Bi-p bands continue to avoid 

band crossing. The band inversion at the Γ-point can be seen in Fig. 3.7(a), and the inverted 

contribution of the d-orbital of Y and p-orbital of Bi is shown in Fig. 3.7(a) (inset). To 
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further verify the topologically nontrivial nature of YBi under epitaxial strain, we computed 

the surface band structure along the (001) plane. Since epitaxial strain causes the bulk band 

inversion in YBi only at the Γ-point, we found a single Dirac cone to emerge at the 𝛤-point 

on the (001) plane. The SDOS along M M− −  path of the (001) plane is shown in Fig. 

3.7(b). Unlike volumetric pressure, no Dirac cone is observed at the X-point for epitaxial 

strain.  

 

 

Fig. 3.7 (a) The band structures of YBi with the inclusion of SOC effect using HSE06 

functional at 3% epitaxial strain. (b) The SDOS and (c) WCCs of YBi along the (001) plane 

at 3% epitaxial strain. 
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Fig. 3.8 The variation of first ℤ2 topological index (ν0) with (a) applied volumetric pressure, 

(b) applied epitaxial strain. 

 

To establish the occurrence of bulk band inversion under epitaxial strain and its connection 

with nontrivial topology in YBi, we determined the ℤ2 topological invariant. Table 3.2 

contains the parities of various occupied bands at TRIM points at the epitaxial strains [0 and 

3%]. It can be observed that the parity at the Γ-point undergoes exchange, whereas the parity 

at the three X-points stays unaltered with respect to the ambient conditions. The first ℤ2 

topological invariant changes from 0 to 1 [equation (2.56)] because of the change in parity 

at the Γ-point under epitaxial strain, which is evidence of the topologically non-trivial 

character in YBi. Moreover, the single crossing in WCCs evolution lines and reference line 

(blue) [Fig. 3.7(c)] also verifies the strong topological phase in YBi with ℤ2 = (1; 000) 

[equations (2.64) and (2.65)]. We have shown that YBi shows a topological phase transition 

under volumetric pressure as well as epitaxial strain. In the volumetric pressure range of    

6.5 GPa to 10 GPa, YBi has a non-trivial topological character and an epitaxial strain of 

3%, transforming it from trivial to non-trivial. We have calculated the ℤ2 topological 

invariant ν0 at different values of applied volumetric pressure as well as epitaxial strain.   

Fig. 3.8(a-b) is an illustration of how the value of the first ℤ2 topological index varies as a 
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function of volumetric pressure and epitaxial strain. The topological characteristics and 

XMR of a material are related to each other in a complex way. 

 

 Table 3.3 The charge carrier densities in the electron-hole pockets near the Fermi level at 

different applied pressures/strains and their ratio for electron-hole compensation. 

Pressure/Strain 
Electron density 

(ne) (1020 cm-3) 

Hole density 

(nh) (1020 cm-3) 
ne/nh 

0 GPa 5.932 5.987 0.9908 

6.5 GPa 6.564 6.560 1.0006 

10 GPa 6.778 6.861 0.9879 

3% strain 6.561 6.559 1.0003 

 

A dedicated experimental investigation is necessary to understand this relation. However, 

the XMR in rare-earth monopnictides is generally attributed to the electron-hole 

compensation mechanism, so to relate the XMR to the topological phase in YBi, we 

calculated the electron-hole pocket densities near the Fermi level as shown in Table 3.3. 

The electron-hole compensation is not perfect at ambient pressure, but at increased pressure 

and strain, i.e., 6.5 GPa and 3%, the densities increase, and their ratio (ne/nh) changes from 

0.9908 to 1.0006 and 1.0003, respectively, which shows almost perfect electron-hole 

compensation at this pressure. Interestingly, the topological phase transition also occurs at 

6.5 GPa pressure and 3% strain. Further increase in pressure up to 10 GPa results in 

overlapping of hole pockets with conduction bands, increases at the Γ-point, which results 

in enhanced hole density than electron density. This leads to a decrease in ne/nh ratio at 10 

GPa and hence the XMR effect. At this pressure, we have obtained two Dirac cones, which 

signify the topologically trivial state. We wish to emphasize that the XMR effect relies on 

both the carrier concentration and the mobility of the charge carriers. The analysis of change 

in the mobility of charge carriers with pressure would be an important study to further dive 
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deep in this realm. Our results regarding topological phase transitions in YBi with 6.5 GPa 

of volumetric pressure can be a vital platform to explore the relation between XMR and 

pressure. The occurrence of a non-trivial phase in YBi with a relatively small epitaxial 

strain, which a thin film geometry can naturally have, might make it an ideal candidate to 

probe the inter-relationship between XMR and non-trivial topology.  

 

3.4    Appearance of the Topological Phase in YAs Semimetal  

The YAs was synthesized long ago in a rocksalt structure [226], and it exists in a 

semimetallic state. The SPT pressure of this material is much alike the other members of 

this YX (X = N, P, As, Sb, Bi) family [208-211]. we have analyzed the structural, electronic, 

and topological properties of YAs with applied hydrostatic pressure and epitaxial strain 

using a first-principles approach. We found that the TPT in YAs takes place at 24.8 GPa, 

which is much lower than the SPT pressure, i.e., 56.54 GPa. An epitaxial strain of 10% also 

leads to the TPT. The topological non-trivial phase is verified with the ℤ2 topological 

invariants and the existence of Dirac cones in the SDOS. This material holds its 

topologically non-trivial nature up to the SPT pressure. 

3.4.1    Results and Discussion 

3.4.1.1    Structural Stability and Electronic Structure Analysis  

Fig. 3.9(a) illustrates the crystal structure of YAs, which crystallizes in the simple rocksalt-

type structure having the space group 𝐹𝑚3̅𝑚 (225). Both the bulk BZ and the projected 2D 

surface plane (001) of the FCC lattice are shown in Fig. 3.9(d). There is a projection made 

from the X-point of the bulk BZ to the �̅�-point of the surface BZ, having a centre at 𝛤-

point. This material shows an SPT from NaCl-type [Fig. 3.9(a)] to CsCl-type [Fig. 3.9(c)] 

structure with applied hydrostatic pressure.   
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Table 3.4 Comparison of the lattice parameter and SPT of YAs. 

To ascertain the structural stability, enthalpies of both crystal structures are calculated for 

ambient pressure to 58 GPa as shown in Fig. 3.10(a). The total energy (E), hydrostatic 

pressure (P), and volume of the unit cell (V), are related to enthalpy (H) via the equation 

H=E+PV. The lower value of H makes the NaCl-type structure more stable initially, but 

later, with increasing pressure, the gap between enthalpies of both structures keeps on 

reducing continuously, and the SPT occurs at a pressure (PT) of 56.54 GPa. After this, the 

CsCl-type structure becomes more stable. Table 3.4 depicts the comparison of the optimized 

lattice parameter and the SPT of YAs with available experimental and theoretical results. 

Further, the relative changes in the volume of the material in both structures with applied 

hydrostatic pressure show an abrupt change at the SPT, and the first-order phase transition 

takes place [Fig. 3.10(b)]. The phonon band structure of the material at different hydrostatic 

pressures and epitaxial strain shows a dynamically stable phonon dispersion spectrum with 

no negative frequencies, as shown in Fig. 3.10(c-e). The bulk band structure of this material 

has been calculated along X-Γ-L-X-W high symmetry path, where Γ (0, 0, 0) is the center, 

W (0.50, 0.25, 0.75) is the corner point and, X (0.5, 0, 0) and L (0.5, 0.5, 0.5) are centers of 

square and hexagonal faces, respectively, of the BZ.  The PDOS and bulk band structure in 

Fig. 3.11(a, b) verify the semimetallic nature of the material with a small overlapping of the 

VB and CB at the Fermi energy [208, 227].  

YAs 
Previous experimental 

study 

Previous theoretical 

study 
Present study 

Lattice parameter,  

a (Å) 
5.798 [39] 

5.815 [35]; 5.7665 

[38]; 6.04 [36]; 5.78 

[37] 

5.826 

SPT in GPa --------- 
54.55 [35]; 50 [36]; 

58.25 [38]; 56 [37] 
56.54 
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Fig. 3.9 The conventional crystal structures of YAs (a) NaCl-type, (b) tetragonal, and (c) 

CsCl-type. (d) The BZ of the rocksalt structure with the (001) plane (green colour). 

Further, Fig. 3.11(c, d) shows that the VB and CB near the Fermi level are mainly 

constituted of p-orbital of As and d-orbital of Y. There is no band inversion found in bulk 

band structures calculated using GGA-PBE as well as HSE06 functionals, but a relatively 

enhanced energy gap is observed at the Γ-point and X-point with the HSE06 functional. This 

observation concludes that YAs is topologically trivial at ambient pressure. Moreover, being 

a more accurate functional, we believe that HSE06 predicts the true ground state of YAs 

[181, 186]. 
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Fig. 3.10 (a) The SPT of YAs from NaCl-type to CsCl-type structure at 56.54 GPa. (b) The 

first-order thermodynamical phase transition. The phonon dispersion of the material at (c) 

pressure 0 GPa, (d) pressure 56.5 GPa and (e) 10% strain.  

3.4.1.2    Effect of Volumetric Pressure and Epitaxial Strain 

After determining the true nature of the YAs at ambient conditions, we have investigated 

the bulk band structure of the material under applied hydrostatic pressure and epitaxial 

strain using the HSE06+SOC functional only. The applied pressure reduces the lattice 

parameters, and hence the volume of the cell gets reduced without breaking any symmetry 

of the crystal. We have studied the topological nature of the material for 0-56.54 GPa and 

checked the band inversion at all the TRIM points. We found no band inversion from 0 to 

24 GPa; however, with an increase in pressure from 24 GPa to 24.8 GPa, a single band 

inversion is observed at the X-point [Fig. 3.12(a)]. At the X-point, a small contribution of 

the p-orbital of As and d-orbital of Y is observed in CB and VB, respectively, indicating 
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band inversion and hence a topologically non-trivial state. Further increase in pressure up 

to SPT [i.e., 56.54 GPa], no other bulk band inversion is observed at any other TRIM points. 

   

  

Fig. 3.11 The projected density of states and bulk band structures of YAs with inclusion of 

SOC effect using (a, c) GGA-PBE, (b, d) HSE06, respectively, at ambient conditions. The 

Fermi energy is set to 0 eV.  

 

Fig. 3.12 The projected bulk band structures of YAs with the inclusion of the SOC effect at 

(a) 24.8 GPa pressure and (b) 10% epitaxial strain. The Fermi energy is set to 0 eV.  
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The epitaxial strain, caused by the coherent growth of the stretched films on substrates with 

lattice mismatch, may impact the electronic structure of materials. The larger lattice 

mismatch can induce more strain in the growth process and hence is effectively helpful in 

influencing the electronic properties and charge transfer at the interface [187, 195, 196]. 

The RE material YAs is subjected to the influence of epitaxial strain, which changes the 

space group symmetry from 𝐹𝑚3̅𝑚 to 𝐼4/𝑚𝑚𝑚 [Fig. 3.9(b)] while preserving the IS. It is 

observed that the epitaxial strain has led to the band structure tuning in YAs, and hence non-

trivial phase is achieved. Fig. 3.12(b) shows the topologically non-trivial state of the 

electronic band structure of YAs along the high symmetry k path X-Γ-L-X-W with the 

epitaxial strain of 10%. The epitaxial strain induces a reduction in the volume of the cell 

and hence the shift in band structure near the Fermi level. At 10% strain, we have found a 

band inversion at the X-point, where the Y-d band and As-p band show inverted contribution 

near the Fermi level [inset of Fig. 3.12(b)]. This inverted contribution of orbitals is observed 

 

Fig. 3.13 The evolution of the band structure of YAs starting from atomic orbitals-

octahedral field-crystal field splitting with SOI - applied pressure/strain at X-point. 
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at the X-point under the hydrostatic pressure (24.8 GPa) and epitaxial strain (10%) 

established our claim of the non-trivial topological phase in YAs. The band inversion at X-

point can be understood with evolution in atomic energy levels due to the introduction of 

(i) octahedral field, (ii) crystal field, (iii) SOI, and (iv) applied pressure or strain as shown 

in Fig. 3.13. The Y-d and As-p orbitals are considered for the analysis of crystal field 

splitting. With applied pressure or strain, 𝑑𝑥𝑦
± , 𝑑𝑥𝑧

±  and 𝑑
𝑧2
±

 -orbitals of the Y atom shift 

downwards, whereas, 𝑝𝑥
±, 𝑝𝑦

± and 𝑝𝑧
± -orbitals of the As atom shift upwards. At the critical 

value of TPT [i.e., 24.8 GPa hydrostatic pressure or 10% epitaxial strain], YAs show a 

transition from normal to TSM [Fig. 3.13 (green box)]. 

3.4.1.3    Surface State Analysis and ℤ2 Topological Invariants 

The SDOS plot shown in Fig. 3.14(a) has no Dirac cone at ambient pressure along the (001) 

plane, corresponding to a trivial nature. The Fermi surface at the 𝛤-point has a dominating 

electron pocket (kz = π) and a pair of feeble hole pockets (kz = 0) as shown in Fig. 3.14(b). 

While two elliptically shaped electron pockets corresponding to kz = 0 and π, which are 

perpendicularly rotated with respect to each other, can be identified at �̅�-point. But there is 

no evidence of TSS at �̅�-point as shown in Fig. 3.14(a-b).  

   

Fig. 3.14 (a) The SDOS and (b) Fermi arc contour of YAs with inclusion of SOC effect.  
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Fig. 3.15 (a) The SDOS and (b-e) Fermi arc contour corresponding to different arc energies 

of YAs with the inclusion of SOC at 24.8 GPa pressure. (f) The Fermi arc contour at arc 

energy ~-0.5 eV at 25 GPa pressure.  
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The elevated pressure introduces a band inversion at the X-point, and hence the presence of 

a Dirac cone at �̅� in SDOS is also observed along the (001) plane as shown in Fig. 3.14(a). 

At �̅�-point, we anticipate the existence of two conducting surface states, with one Dirac 

cone and a relatively flat portion connected to bulk states, which is due to the projection of 

two inequivalent X-points. These surface states share the same orbital character as the bulk 

states, and they lose their conducting nature when dispersed into the bulk band states. The 

Fermi surface at 24.8 GPa pressure clearly identifies the existence of two-hole pockets and 

one electron pocket at the 𝛤-point corresponds to kz = 0 and π, respectively [Fig. 3.15(b)]. 

The relative size of the perpendicular electron pockets at �̅�-point at 24.8 GPa is larger than 

the ambient pressure (Fig. 3.14(b)). When we increase the Fermi arc energy in negative, the 

size of the hole pockets at 𝛤-point starts increasing whereas the size of the electron pockets 

at �̅�-point starts shrinking as shown in Fig. 3.15(b-e). At the Fermi arc energy ~ -0.5 eV in 

bulk band inversion point, where the Dirac cone can be observed in SDOS (Fig. 3.15(a)), a 

spectral contribution from the TSSs at �̅�-point can be observed (Fig.3.15(e)). These TSSs 

are elliptical in shape at �̅�-point and have a weakly developed continuous connection with 

bulk bands, which can be observed in a cross-like shape [Fig. 3.15(e)].  Further, an increase 

in pressure results in a direct connection of the TSSs with the bulk states as shown in [Fig. 

3.15(f)]. This anisotropic dispersion of the topological surface states in YAs is direct 

evidence of the bulk band inversion [Fig. 3.12(a-b)] and is in line with experimental and 

theoretical results obtained for the other members of the RE-M family [180, 188]. The 

epitaxial strain of 10% introduces the band inversion at the X-point in the bulk band 

structure of the material, and the existence of a Dirac cone at �̅� in SDOS along the (001) 

plane verifies the same as shown in Fig. 3.16(a). Two surface states are observed due to the 

projection of the inequivalent X-points as shown in Fig. 3.16(a). Like hydrostatic pressure, 

these TSSs also share the same orbital character with the bulk states, and they lose their 
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Fig. 3.16 (a) The SDOS and (b-d) Fermi arc contour corresponding to different arc energies 

of YAs with the inclusion of SOC at 10% epitaxial strain.  

surface character when dispersed into the bulk band states. The Fermi surface corresponding 

to 0.0 eV Fermi arc energy at 10% epitaxial strain as shown in Fig. 3.16(b), identifies two-

hole pockets and one electron pocket at the 𝛤-point corresponds to kz = 0 and π, respectively, 

but the shape is slightly different than Fermi surface at 24.8 GPa. The Dirac cone observed 

at �̅�-point corresponding to the Fermi arc energy ~ -0.2 eV [Fig.3.16(a)] and the spectral 

distribution of the Fermi surface [Fig. 3.16(c-d)] confirms the TSS. The epitaxial strain only 

tunes the lattice parameter along the c-axis; therefore, a diminished electron pocket and the 

appearance of the TSSs along the c-direction are observed. The TPT can also be verified 
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with ℤ2 topological invariants calculated using the product of parties at the TRIM points. 

The concept of ℤ2 topological invariant, originally designed for topological insulators with 

absolute band gaps, can also be used for semimetallic RE-V compounds, which have a 

momentum-dependent partial band gap between the VB and CB [179,188, 194]. In the bulk 

systems, there are eight possible TRIM points, represented as equation (2.55). The sign of 

parity changes under the adiabatic transformation in the bulk band structure. This change in 

sign of parity can be used to calculate the four ℤ2 indices, according to the equations (2.56) 

and (2.57) given by Kane and Mele criteria [51, 58]. The value of ν0 can be either 0 or 1, 

corresponding to a topologically trivial or non-trivial phase, respectively. The detailed 

parities of the filled bands corresponding to TRIM points at ambient and elevated pressure 

are given in Table 3.5.   

Table 3.5 The parities at all TRIM points in BZ at various hydrostatic pressures and 

epitaxial strain. 

Pressure/Strain P=0 GPa & 

 0% strain 
P=24.8 GPa 10% strain 

Band No. 4L Γ 3X 4L Γ 3X 4L Γ 3X 

1 + + + + + + + + + 

3 - - - - - - - - - 

5 - - - - - - - - - 

7 - - - - - - - - - 

9 - + + - + + - + + 

11 + - - + - - + - - 

13 + - - + - - + - - 

15 + - - + - + + - + 

Total + + + + + - + + - 

First ℤ2 

topological 

invariant 

 

0 

 

1 

 

1 

 



Chapter – 03: Exploring the Topological Phase… 

 
88 

 

At the ambient conditions, the product of parities of all the occupied bands is positive and 

hence equation (2.56) gives the first ℤ2 index (ν0) equal to zero, which confirms the 

topologically trivial state of the material. Next, with the elevated pressure of 24.8 GPa or 

epitaxial strain of 10%, the band inversion is observed, and hence the product of parity at 

the X-point switched to negative (Table 3.5). Now, the first ℤ2 index (ν0) becomes 1 at this 

elevated pressure and strain, and hence it confirms the TPT in YAs.  

The ℤ2 indices for the topological state of the system can also be identified with the help of 

the Wilson loop method [223]. The evolution of the WCCs in the Wilson loop method along 

six TRIM planes, i.e., kx = 0, π; ky = 0, π and kz = 0, π, can be used to calculate the ℤ2 

topological invariants. The intersection [equations (2.64) and (2.65)] of a random reference 

line across the x-axis, due to the existence of TRS in the system and the appearance of 

WCCs along six different planes, which are spanned by TRIM points, can be used to identify 

the topological state of the system. The number of intersections between the reference line 

and the bands of the WCCs identifies the topological nature of the material. The even and 

 

Fig. 3.17 The evolution of the WCCs with the random reference line (blue colour) at (a) 

ambient conditions, (b) 24.8 GPa pressure, and (c) 10% epitaxial strain.  
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odd numbers of intersections represent the trivial and non-trivial phases of the system, 

respectively. At the ambient conditions, there is no intersection between the reference line 

and the bands of the WCCs in kx, ky, kz = 0 and kx, ky, kz = 0.5 planes as shown in Fig. 3.17(a), 

which verifies the trivial nature of the system with ℤ2 topological indices (0; 000). However, 

the bands of WCCs and reference lines show an odd number of interactions in kx, ky, kz = 0 

planes and an even number of intersections in kx, ky, kz = 0.5 planes (Fig. 3.17(b)). This 

concludes that the ℤ2 topological indices value is (1; 000) and the system is topologically 

non-trivial at 24.8 GPa. The topologically non-trivial state and (1; 000) value of the ℤ2 

topological indices of the material at 10% epitaxial strain is also determined with the odd 

and even number of interactions in kx, ky, kz = 0 and kx, ky, kz = 0.5 planes, respectively, as 

shown in Fig. 3.17(c).  

   

Fig. 3.18 The first ℤ2 topological invariant as a function of (a) applied hydrostatic pressure 

and (b) applied epitaxial strain.  

We observed that the RE compound YAs exhibits topological phase transitions when it is 

subjected to volumetric pressure and epitaxial strain. The system shows a TPT from a trivial 

to a non-trivial state at 24.8 GPa pressure and 10% of epitaxial strain. The systematic 

calculation of the first ℤ2 topological invariant (ν0) is performed under the effect of various 

hydrostatic pressures and epitaxial strain values (Table 3.5). The evolution of the first ℤ2 
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topological invariant as a function of applied hydrostatic pressure and epitaxial strain is 

represented in Fig. 3.18(a-b). The occurrence of TPT in YAs under the applied hydrostatic 

pressure and epitaxial strain can be an effective way to obtain the topological phase in 

suitable materials via band engineering.  

3.5 Topological Phase Transition in Rare-earth Antiferromagnetic Semimetal YbAs 

YbAs also belong to the RE monopnictide family and have been experimentally reported 

as a topologically trivial semimetal under ambient conditions of pressure, and showing 

XMR with the existence of electron and hole pockets on the Fermi surface observed at low 

temperature [212]. Due to its crystal similarity with other topologically non-trivial RE 

antiferromagnetic semimetals, YbAs can be an ideal candidate to explore TPT with SOC.  

As the electronic correlation in As is less than that of Sb and Bi, so, weak SOC prevails in 

the YbAs compound [212]; hence we the TPT of this compound is addressed under external 

hydrostatic pressure. The TPT is verified with the band inversions in the bulk band structure, 

and ℤ2 topological invariants are calculated from the parity table of wavefunctions on high 

symmetry points under varying pressure values. The ℤ2 topological invariants are calculated 

from the parity table of wavefunctions on high symmetry points under varying pressure 

values and the evolution of WCCs. Moreover, the existence of an odd number of gapless 

TSSs in SDOS also confirms the TPT in this system. 

3.5.1  Results and Discussion 

At ambient pressure, YbAs has a NaCl-type rocksalt structure (𝐹𝑚3̅𝑚) with Yb atom at 

(0.5, 0.5, 0.5) and As atom at (0, 0, 0) as shown in Fig. 3.19(a). We have considered a 

primitive unit cell to avoid band folding.  The optimized lattice parameter of NaCl-type 

structure is 5.722Å, which is in good agreement with previous studies [228–230] as 

compared in Table 3.6. 
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Table 3.6 Comparison of lattice constant and SPT pressure with previous experimental and 

theoretical studies. 

YbAs 
Previous  

Experimental Study 

Previous 

Theoretical Study 
Present Study 

Lattice Parameter, a (Å) 5.708 [39], 5.6976 [40] 5.7796 [41] 5.722 

SPT in GPa 52 [39] 20 [41], 95 [42] 67 

 

Before investigating the topological phase in YbAs with the effect of external hydrostatic 

pressure, we have checked the stability of the crystal structure as a function of pressure. 

YbAs get transformed into a CsCl-type structure [Fig. 3.19(b)] under applied external 

pressure [228,230,231]. To investigate the SPT of YbAs under applied external pressure, 

we have analyzed the pressure-dependent enthalpies for YbAs in NaCl and CsCl-type 

structures [Fig. 3.19(c)]. The structure that has lower enthalpy, H = E + PV, where E denotes 

the total energy of the structure, P is the applied pressure, and V is the volume of the unit 

cell, is more stable. At ambient pressure, the NaCl-type structure is more stable as its 

enthalpy is lower than the CsCl-type structure. But with an increase of pressure, the 

enthalpy of both NaCl and CsCl-type structures increases gradually, but this increase is 

more prevalent in the NaCl-type structure, and at ~ 67 GPa crossover from the NaCl-type 

structure to the CsCl-type structure takes place [Fig. 3.19(c)]. But, the enthalpy of both 

structures has become positive at ~50 GPa, which is below the SPT of this material. Above 

this pressure, both structures of this material are not stable; however, the pressure at which 

enthalpies become positive for both structures is in close vicinity of experimentally 

reported SPT in Table 3.6. This value of pressure (phase transition pressure, PT) 

corresponds to SPT in YbAs. The SPT pressure calculated in this study is relatively closer 

to the available experimental value, as shown in Table 3.6. Further, the dynamical stability 

of the NaCl-type structure is verified from its phonon dispersion spectrum under ambient 

pressure and applied pressure of 39.5 GPa as shown in Fig. 3.19(d, e). As we have 
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determined the stable crystal structure of YbAs, we can now study the effect of pressure on 

the band structure. 

              

 

 

 

Fig. 3.19 The crystal structure of YbAs (a) NaCl-type and (b) CsCl -type, and (c) Enthalpies 

of YbAs in NaCl-type and CsCl-type structures as a function of applied hydrostatic 

pressure. SPT takes place at PT = 67 GPa. The phonon dispersion spectrum at (d) ambient 

pressure and (e) P = 40 GPa. 
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Fig. 3.20 The band structure of YbAs in NaCl-type structure with (a) GGA-PBE+SOC, (b) 

HSE06+SOC, and (c) PDOS at ambient pressure. The Fermi level is set to 0 eV. (d) The 

SDOS and (e) WCCs along the (001) plane.  

 

The band structure of YbAs at ambient pressure along high symmetry points using 

PBE+SOC and HSE06+SOC is shown in Fig. 3.20(a, b). Band structure plotting is done 
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along a specific path, i.e., X to Γ, Γ to L, L to X and X to W, because it contains the TRIM 

points in the BZ (X, Γ and L are TRIM points). This is also important to note that we are 

interested in the band structure for the TPT, which does not consider time-reversal variant 

points. Near the Fermi level, there is a small overlap between VB and CB, which shows 

that YbAs is of a semimetallic nature [212]. We have plotted the PDOS of YbAs [Fig. 

3.20(c)] to understand the semimetallic nature of this system. The very feeble DOS at the 

Fermi level established its semimetallic nature. It can be seen from the figure that the main 

contribution in the VB is from p-states of As (as all states of p-orbital are half-filled), with 

a relatively smaller weight of Yb-d states (only one state in d-orbital is filled). However, in 

the CB, this trend gets reversed with Yb-d states dominating here (four out of five d-orbitals 

are empty) over As-p states. It can be observed from Fig. 3.20(a, b) that the d-orbital of Yb 

and p-orbital of As mainly contributed near the Fermi level, and also no band inversion can 

be seen near the Fermi level, which shows YbAs is a topologically trivial semimetal. An 

experimental study using ARPES measurement [212] has also verified that there is no band 

inversion in YbAs at ambient pressure around X- and Γ-points. Hence, our study has 

predicted the true state of YbAs at this pressure, which is also confirmed by SDOS and 

WCCs in Fig. 3.20 (d, e). There is no Dirac cone observed in SDOS, and there is no crossing 

of reference line with Wannier bands observed along six TRIM planes, i.e., kx = 0, π; ky = 

0, π and kz = 0, π. Using equations (2.64) and (2.65), it can be concluded that (ν0; ν1ν2ν3) 

have values (0; 000). In order to study the TQPT in YbAs semimetal, we increased the 

external hydrostatic pressure within the limit of SPT. Fig. 3.19(c) also shows that neither 

NaCl-type nor CsCl-type structure is stable after ~ 50 GPa (Enthalpy greater than or equal 

to 0), so we restricted our investigation to this stable limit of pressure. The band structures 

of YbAs at various applied pressures with GGA-PBE+SOC and HSE06+SOC functionals 

are depicted in Fig. 3.21(a, b) and Fig. 3.21(c), respectively. 
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Fig. 3.21 The band structure of YbAs using GGA-PBE+SOC functional at (a) P = 6 GPa, 

(b) P = 39.5 GPa, and HSE06+SOC functional at (c) P = 20 GPa. The Fermi level is set to 

0 eV. (d) The existence of a Dirac cone in the SDOS and (e) WCCs along the (001) plane.  
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Under the effect of external pressure, the lattice parameter of YbAs gets changed, and 

consequently, the width between bands also changes without altering any charge neutrality 

or composition of the system. To find the signature of the TQPT, we checked the band 

inversion on all the TRIM points. We found that from 0 to 5 GPa, there is no adiabatic 

change in the band structure of YbAs, and it remains in a trivial state. As we raise pressure 

from 5 to 6 GPa, we found a band inversion on the X-point (marked with a bold arrow) with 

the GGA-PBE+SOC functional as shown in Fig. 3.21(a). In place of 6 GPa, this inversion 

in bulk band structure on X-point is observed at 20 GPa with HSE06+SOC functional     

(Fig. 3.21(c)). This inversion is attributed to the enhanced SOC due to the applied 

hydrostatic. At X-point, YbAs has a C4ν double group in the rocksalt structure [17]. 

 

Table 3.7 Parities of all the occupied bands at TRIM points of the first BZ of YbAs using 

GGA-PBE+SOC as well as HSE06+SOC functionals under ambient pressure conditions.  

Band 

No. 
L L L L Γ X X X Total 

1 + + + + - - - - + 

3 + + + + - - - - + 

5 + + + + - - - - + 

7 + + + + + + + + + 

9 - - - - - - - - + 

11 - - - - - - - - + 

13 - - - - - - - - + 

Total - - - - + + + + (+) 
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Table 3.8 Parities of all the occupied bands at TRIM points of first BZ of YbAs using GGA-

PBE+SOC as well as HSE06+SOC functionals at 6 GPa and 20 GPa, respectively.  

Band 

No. 
L L L L Γ X X X Total 

1 + + + + - - - - + 

3 + + + + - - - - + 

5 + + + + - - - - + 

7 + + + + + + + + + 

9 - - - - - - - - + 

11 - - - - - - - - + 

13 - - - - - + + + - 

Total - - - - + - - - (-) 

 

This implies that YbAs have both space-inversion as well as TRS. To further verify this 

quantum phase change, we have also evaluated the parity of the bands near the Fermi level 

at the X-point. Table 3.7 shows the band parities at ambient pressure, whereas Table 3.8 

depicts the same at first inversion pressure, i.e., 6 and 20 GPa, with both functionals 

mentioned above. It can be seen that at first inversion with applied hydrostatic pressure, the 

parities get switched near the Fermi level. This switching of band parities justified our claim 

of band inversion. The opening of the band gap at X-point after inversion (inset of               

Fig. 3.21(a, c)) suggests that YbAs is not a Dirac semimetal. A band inversion at X-points 

and opposite parities on all three equivalent X-points in BZ (Table 3.7 and 3.8) indicates 

that YbAs may be a topological insulator described on a curved Fermi surface [192]. As we 

increase the pressure beyond 6 GPa and 20 GPa in the case of GGA-PBE and HSE06 

functionals, respectively, we found that one more band inversion takes place at the Γ-point 
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using the GGA-PBE functional as shown in Fig. 3.21(b) (marked with bold arrow) and 

parity also switched (Table 3.8, 3.9). But there is an absence of another band inversion 

using HSE06 functional within the limit of SPT pressure ~ 67 GPa and below the 50 GPa 

pressure up to which a stable NaCl-type structure exists. At ambient pressure                       

(Fig. 3.20(a, b)) near the Fermi level, the VB and CB of YbAs are dominated mainly by the 

p-orbital of As and d-orbital of Yb, respectively, but at 6 GPa and 20 GPa of applied 

pressure (Fig. 3.21(a, c)), a small contribution of d-orbital of Yb in VB and p-orbital of As 

in CB can be observed at X-point near the Fermi level (Fig. 3.21(a, c)).  The same inverted 

contribution can also be seen at the Γ-point at 39.5 GPa pressure (Fig. 3.21(b)). According 

to analysis using the GGA-PBE functional, even the number of band inversions at 39.5 GPa 

shows that it may be a weak topological phase or topologically trivial semimetal [232,233]. 

YbAs exhibit bulk band inversion at three X-points, showing three Dirac cones on the 

surface states associated with the inversions. These Dirac cones related to band inversion 

are projected onto the surface BZ. These three X-points are projected on �̅�-point in the 

surface BZ. In Fig. 3.9(d), the surface Dirac cone is shown along �̅� − �̅� − �̅� k path. To 

examine the topological phase and ℤ2 topological invariants of YbAs according to 

equations (2.64) and (2.64), we calculate WCCs on six ki = 0, π (i = x, y, z) TRIM planes. 

The behaviour of WCCs for six invariant planes along a given k path is shown in                   

Fig. 3.21(e) shows an odd number of crossings of WCCs with horizontal reference lines on 

ki = 0, (i = x, y, z) planes in half BZ, which verifies the non-trivial topological phase with 

the invariant ℤ2 = 1. Further, to verify the non-trivial topological phase of YbAs with 

applied hydrostatic pressure, we have calculated ℤ2 topological invariants as discussed by 

Kane and Mele [2,38]. For a 3D system, eight different possible TRIM points exist, which 

can be given by equation (2.55). An adiabatic transformation in band structure will change 

the sign of parity, and this change can be identified by four ℤ2 indices.   
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 Table 3.9 Parities of all the occupied bands at TRIM points of the first BZ of YbAs using 

GGA-PBE+SOC functional under 39.5 GPa.  

Band 

No. 
L L L L Γ X X X Total 

1 + + + + - - - - + 

3 + + + + - - - - + 

5 + + + + - - - - + 

7 + + + + + + + + + 

9 - - - - - - - - + 

11 - - - - - + + + - 

13 - - - - + - - - - 

Total - - - - - - - - (+) 

 

For a 3D system having IS and TRS, four ℤ2 topological invariants, i.e., (ν0; ν1ν2ν3), exist. 

These indices can be calculated by relationships between parity and ℤ2 indices given in 

equations (2.56) and (2.57). Where first ℤ2 index, ν0 = 1, states that the system is in a strong 

topological phase, and ν0 = 0, with an even number of inversions, states that the system is 

either in the weak topological state or topologically trivial. Further, to differentiate between 

weak and trivial topological states, three other indices (ν1ν2ν3) can be helpful. Parity details 

for YbAs under ambient conditions, 6 GPa (20 GPa) and 39.5 GPa hydrostatic pressure are 

summarised in Tables 3.7, 3.8, and 3.9, respectively. As YbAs hold both TRS as well as IS, 

so ℤ2 topological invariants can be calculated using parities of all occupied bands at TRIM 

points [232, 233]. As discussed earlier, there is no band inversion at ambient pressure, so 

when we calculate ν0 at this pressure from equation (2.54), we get zero, which shows that 

it is topologically trivial. But when we increased pressure to 6 GPa and 20 GPa for both the 
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functionals, a band inversion can be observed at the X-point, and also a switch of parity in 

Table 3.8 indicates that ν0 = 1, which exhibits that YbAs is in a topologically non-trivial 

phase. Further increase in pressure, from 6 GPa to 39.5 GPa, leads to two band inversions 

using the GGA-PBE functional present at X- as well as the Γ-point. At this pressure, there 

is another switch in the parity of the system as shown in Table 3.9, indicating a topologically 

weak or trivial condition. Now, to ensure this, we further calculated other ℤ2 indices (ν1ν2ν3) 

using equation (2.55). From Table 3.9, we can observe that parities at all four L- and three 

X-points are the same. This results in the other three ℤ2 indices (ν1ν2ν3) as (000), indicating 

that the system is topologically trivial at 39.5 GPa hydrostatic pressure. The variation of ν0 

with applied external hydrostatic pressure using GGA-PBE and HSE06 functionals is 

shown in Fig. 3.22(a, b). Magnetotransport measurements in YbAs have shown the XMR 

effect [212], which depends on mobility and carrier concentration in the system.  Applied 

pressure increases the overlapping of VB and CB of YbAs, which increases the carrier 

concentration and hence may increase the XMR effect. The evolution of XMR can be 

explained as a function of applied pressure, as the mobility of the charge carrier increases. 

 

   

Fig. 3.22 First ℤ2 topological index (ν0) as a function of applied hydrostatic pressure using 

(a) GGA-PBE functional and (b) HSE06 functional. 
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This evolution can only be verified experimentally. TQPT study in YbAs with applied 

pressure can provide a platform to study the role of topology in the XMR effect.  

3.6 Heterostructure Stacking of YX (X = As, Sb, Bi)  

In this section, an in-depth first-principles analysis of a heterostructure (bilayer) stacking 

YX (X = As, Sb, Bi) family has been performed.  The two bilayer structures are composed 

of a YBi unit cell over the YAs and YSb along the (001) direction.  This study reveals the 

topologically non-trivial nature of YAs/YBi heterostructure with the existence of bulk band 

inversion as well as a massless Dirac cone on the surface of the (001) plane, whereas 

YSb/YBi heterostructure is topologically trivial. The ℤ2 topological invariants are 

calculated with the help of the product of parities of all the occupied bands in both 

heterostructures.   

3.6.1  Results and Discussion 

The semimetallic materials YX (X = As, Sb, Bi) are stable in NaCl-type (𝐹𝑚3̅𝑚) structure 

(Fig. 3.23 (a)) and their heterostructures stacking, i.e., YAs/YBi and YSb/YBi, are designed 

with the 1×1×2 repetitive supercell along the c-axis. The heterostructures YAs/YBi and 

YSb/YBi have achieved the new centrosymmetric tetragonal structure with space group 

P4/nmm. The conventional and primitive structures for these heterostructures are shown 

in Fig. 3.23 (b, c), respectively. The optimized lattice parameters for these structures are 

given in Table 3.10. The bulk BZ with high symmetry k path of the optimized tetragonal 

structure and its (001) plane is shown in Fig. 3.23 (d). 

Table 3.10 The optimized lattice parameters of the heterostructures YAs/YBi and YSb/YBi  

Heterostructures Lattice parameters (Å) 

YAs/YBi a = b = 5.826, c = 11.652 

YSb/YBi a = b = 6.198, c = 12.398 
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3.6.1.1   Bulk Band Structure of the Heterostructures  

The materials YBi, YSb and YAs are topologically trivial bulk semimetals at ambient 

pressure, as we have seen in sections 3.3, 3.4 and ref. [184]. The topological phase 

transition in YBi can be achieved with 3% epitaxial strain (subsection 3.3.1.3). This 3% of 

epitaxial strain can be generated with lattice mismatch with the substrate via heterostructure 

stacking. To achieve this lattice mismatch and hence epitaxial strain, we have stacked the 

YBi unit cell over the YAs and YBi. The optimized YAs/YBi heterostructure achieved the 

required strain for YBi, and a non-trivial phase has been attained, but in the case of the 

YSb/YBi system, the lattice mismatched strain is less than the required strain. The projected 

bulk band structure of YAs/YBi (Fig. 3.24 (a, b)) and YSb/YBi (Fig. 3.25 (a, b)) 

heterostructures has been calculated using GGA-PBE+SOC and HSE06 functionals, 

respectively. To accurately predict the true nature of these semimetallic materials, we have 

used a more accurate HSE06 hybrid functional [199].  The bulk band structure is calculated 

along the A-R-Γ-M-X-Z high symmetry TRIM points. For both the systems, the d-orbital 

of Y and the p-orbital of Bi are mainly contributing to CB and VB, respectively, near the 

Fermi energy. At the M-point, an inverted contribution of the d-orbital of Y and p-orbital 

of Bi in VB and CB, respectively, can be observed in Fig. 3.24 (b), but no such inverted 

contribution is observed in Fig. 3.25 (b).  

3.6.1.2 Surface State and ℤ2 Topological Invariants  

The SDOS calculation with k path �̅� − �̅� − �̅� along the (001) plane as shown in Fig. 3.24 

(c). The presence of a Dirac cone at �̅�-point, which corresponds to bulk band inversion at 

M-point in the bulk band structure. Fig. 3.24 (d) shows the Fermi contour calculated 

corresponding to the Dirac cone at �̅�-point. When the E_arc energy value is set to -0.5 eV, 

the existence of two-hole pockets (kz = 0) and one electron pocket (kz = π) at 𝛤-point as well 
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as two perpendicular metallic electron pockets are observed at �̅�-point. Corresponding to 

the Dirac cone in SDOS, the electron and hole pockets at �̅�- and 𝛤-points are connected, 

and a spectral contribution from the TSS at �̅�-point can be observed. 

         

      

Fig. 3.23 The conventional crystal structure of (a) cubic YX (X = As, Sb, Bi) and (b) 

tetragonal heterostructure stacking of YAs/YBi and YSb/YBi. (c) The primitive unit cell of 

heterostructure stacking, and (d) the BZ of the tetragonal structure and (001) plane along 

the z-axis.  
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Fig. 3.24 The bulk band structure of heterostructure stacking YAs/YBi using (a) GGA-

PBE+SOC, and (b) HSE06+SOC functionals. (c) The SDOS along the (001) plane and (d) 

Fermi arc contour at E_arc = -0.5 eV.   

 

Fig. 3.25 The bulk band structure of heterostructure stacking YSb/YBi using                           

(a) GGA-PBE+SOC, and (b) HSE06+SOC functionals. 
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The topological phase of the heterostructures can also be verified with ℤ2 topological 

invariants, which have been calculated with the help of the product of parities of all the 

filled bands at TRIM points. The bulk systems have eight possible TRIM points represented 

by equation (2.55). The product of parities of all the occupied bands at TRIM points is 

shown in Table 3.11. Four ℤ2 topological invariants have been calculated according to 

equations (2.56) and (2.57). These four ℤ2 topological invariants, i.e., (ν0; ν1ν2ν3), have 

values (1; 000) and (0; 000) for YAs/YBi and YSb/YBi heterostructures, respectively. These 

values of ℤ2 indices again establish that YAs/YBi have a topologically non-trivial whereas, 

whereas YSb/YBi have a topologically trivial nature in heterostructure stacking. 

Table 3.11 The product of parities of all occupied bands at the TRIM points of the 

heterostructures stacking of YAs/YBi and YSb/YBi. 

Heterostructures Γ A M 2R 2X Z 𝜹𝒏𝟏𝒏𝟐𝒏𝟑
 

Z2 invariants 

(ν0; ν1ν2ν3) 

YAs/YBi - + - + + - - (1; 000) 

YSb/YBi - + + + + - + (0; 000) 

 

3.7 Summary 

In this chapter, we have presented a systematic investigation of the structural and dynamical 

stability, electronic, and topological properties of RE monopnictide candidates YBi, YAs, 

YbAs and heterostructure stacking of YX/YBi (X = As, Sb). All studies have been carried 

out via hybrid density functional theory, followed by MLWFs and Green’s function 

approach at ambient and elevated pressure and epitaxial strain.  The effect of hydrostatic 

pressure results in the decrease of unit cell volume uniformly and shows a structural phase 

transition from NaCl-type to CsCl-type structure in YBi, YAs, and YbAs at 26.5, 56.54, and 

67 GPa, respectively, whereas the epitaxial strain reduces the unit cell volume in the applied 
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direction and results in a compressed tetragonal-type structure. The first-order 

thermodynamical phase transition at these aforementioned pressures establishes the 

stability of the NaCl-type structure up to the SPT pressure. The phonon dispersions of these 

materials at ambient and elevated pressure/strain also verify the dynamical stability. These 

materials show a topologically trivial semimetallic nature at ambient conditions, which 

matches with the previous studies. The TPT in YBi, YAs and YbAs took place at 6.5, 24.8, 

and 20 GPa, respectively.  The inverted contribution of the orbitals in bulk band structures 

and the presence of a single Dirac cone in the (001) plane of these materials under the 

hydrostatic pressure and epitaxial strain have verified the TPT in these materials.  YBi 

system has another TPT at 10 GPa, which makes it topologically trivial again with an even 

number of band inversions and Surface Dirac cones in the (001) plane. The heterostructure 

stacking YBi with YAs and YSb tunes the topological phase of these materials as non-trivial 

and trivial, respectively, and the same has been verified with the presence of the surface 

Dirac cone along the (001) plane of YAs/YBi stacking. The change in values of ℤ2 indices 

is also verified with the product of parities of all occupied bands and the evolution of WCCs 

with hydrostatic pressure and epitaxial strain. In conclusion, the TPT from trivial to non-

trivial phase under hydrostatic pressure, epitaxial strain and heterostructure stacking has 

been verified in RE-M materials, and the exhaustive data of this study may be useful for 

future experimental realization of the topological state in this family. 
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Unraveling the Topological Phase in Zintl 

Semiconductors RbZn4X3 (X = P, As)   

                     

In this chapter, we report the topological phase transition in compounds of the 

relatively less explored Zintl family RbZn4X3 (X = P, As) via first-principles calculation. 

These intermetallic compounds have already been experimentally synthesized in a 

KCu4S3-type tetragonal structure (P4/mmm) and reported to have a topologically trivial 

semimetallic nature with a direct band gap. We thoroughly studied the electronic 

structure, stability of RbZn4X3 (X = P, As) and demonstrated the topological phase 

transitions in these materials with externally applied pressure and epitaxial strain. The 

dynamical and mechanical stabilities of these compounds are verified through phonon 

dispersion and Born stability criteria at ambient and topological phase transition 

pressure/strain. A topologically non-trivial phase in RbZn4P3 (RbZn4As3) is observed at 

45 GPa (38 GPa) of hydrostatic pressure and 10% (8%) of epitaxial strain. This non-

trivial phase is identified by band inversion between Zn-s and P/As-pz orbitals in the bulk 

band structure of these materials, which is further confirmed using the surface density 

of states and Fermi arc contour in the (001) plane. The ℤ2 topological invariants (ν0; 

ν1ν2ν3) for these materials are calculated using the product of parities of all filled bands 

(Kane and Mele model) and the evolution of Wannier charge centers (Wilson loop 

method). The change in values of (ν0; ν1ν2ν3) from (0;000) to (1,000), at the particular 

values of pressure and strain, is another signature of the topological phase transition in 

these materials.  
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4.1    Introduction 

This chapter presents the topological phase transitions in ternary Zintl compounds under 

the effect of high hydrostatic pressure and epitaxial strain.  The Zintl compounds are 

intermetallic phases in which electropositive cations donate electrons to covalently bonded 

polyanions [234, 235]. These materials have been widely explored for various fascinating 

physical properties like superconductivity, magnetoresistance, magnetic ordering, 

thermoelectricity and many more [234-238]. Recently, a few studies have discovered 

a topological phase in these compounds. The ternary Zintl compounds i.e., AIn2As2 (A = 

Ca, Sr, Ba), Eu5M2X6 (M = metal, X = pnictide), Ba3Cd2Sb4, Ca2M2X2 (M = Zn, Cd; X = 

pnictide), YbMg2Bi2, CaMg2Bi2 and BaCaSi have been shown to exhibit topologically non-

trivial phase at ambient conditions [239-244]. In other studies, Ba2X (X = Si, Ge), Sr2X (X 

= Pb, Sn) and BaCaX (X = Ge, Sn, Pb), the emergence of a topological phase with strain 

has been demonstrated [239, 245, 246]. On the other hand, a careful alteration in the 

strength of SOC can play a vital role in realizing TPT in specific materials. The hydrostatic 

pressure and strain are non-destructive ways of enhancing SOC as the charge neutrality of 

a material remains intact. The binary and ternary materials like Bi4Br4 [247], LaAs [193], 

LaSb [190], TmSb [181], YSb [184] and KNa2Bi [248], BiTeI [249], Bi2S3 [250], BiTeBr 

[251] have shown non-trivial topological characteristics with hydrostatic pressure, whereas 

LaSb [197], SnTe [225] transformed into a non-trivial topological phase under equilibrium 

compressive strain.  

We have studied a relatively less explored class of ternary Zintl pnctide family, i.e., 

XZn4Pn3 and XCd4Pn3 (X = Na, K, Rb, Cs; Pn = As, P) [234] for their topological aspect. 

These materials with complex atomic arrangements were synthesized and analyzed for 

good thermoelectric performance [234, 235, 238]. It was reported that XZn4Pn3 and 

XCd4Pn3 compounds adopt a variety of related polymorphic crystal structures [234, 252].
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The experimentally grown single crystal of NaCd4As3 has shown magnetotransport 

properties, and SPT in this material leads to the TPT, which is attributed to the breaking of 

mirror symmetry [253]. Under the present unexplored scenario of the topological behaviour 

of this new Zintl family and keeping in mind the recent progress in high-pressure synthesis 

and TPT in various materials [216-221], we examined the topological phase characteristics 

of the ternary Zintl compounds RbZn4X3 (X = P, As) under the influence of hydrostatic 

pressure and epitaxial strain using first-principles calculations. The TPT in RbZn4P3 and 

RbZn4As3 takes place at 45 GPa and 38 GPa of hydrostatic pressure and 10% and 8% of 

the epitaxial strain, respectively. The existence of TSSs and the Fermi arc in the (001) plane 

verified the topologically non-triviality in these materials. The ℤ2 topological invariants 

have been calculated using the parity analysis as per the Kane and Mele model [51,58] and 

the evolution of WCCs in TRIM planes.   

4.2   Computational Methodology 

The first-principles calculations based on DFT [130, 136] were executed using the PAW 

[147] approach as implemented in the VASP code [148,149]. The PAW potentials for Rb 

with 9 valence electrons, i.e., 4s24p65s1, Zn with 12 valence electrons, i.e., 3d104s2, As with 

5 valence electrons, i.e., 4s24p3 and P with 5 valence electrons, i.e., 3s23p3 configuration, 

were employed for the calculations. The GGA-PBE [138] followed by mBJ [139] 

functionals were used to parametrize the accurate ground state charge density of these 

materials. The kinetic energy cutoff of RbZn4P3 and RbZn4As3 was set at 560 eV and 420 

eV, respectively, and the Monkhorst-Pack type k mesh of 8×8×5 was used.  The effect of 

SOC was included in self-consistent and post-processing calculations, and the overall 

energy convergence criteria were set to 10−6 eV. The dynamical stability of the material at 

ambient and elevated pressure and strain conditions was analyzed using the PHONOPY 

code [169]. The ℤ2 topological invariants were evaluated using the product of parities at 
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the TRIM points. Wannier90 code [153, 172] was used to obtain MLWFs and to parametrize 

a TB Hamiltonian. Based on the TB Hamiltonian interfaced with Wannier90, the SDOS 

and Fermi contour were obtained using the Green’s function approach as implemented in 

the WannierTools code [165]. 

4.3    Results and Discussion 

4.3.1  Electronic and Topological Structure at Ambient Conditions 

The ternary Zintl materials RbZn4X3 (X = P, As) adopt a centrosymmetric KCu4S3-type 

tetragonal structure (P4/mmm) with the polyanionic layers [Zn4X3]
-, which are charge-

balanced by intercalated Rb+ cations [234, 235]. These polyanionic layers contain 

tetrahedra ZnX4 and are stacked along the c-axis of the crystal structure. The conventional 

unit cell and BZ of the tetragonal RbZn4X3 are shown in Fig. 4.1(a, b). The optimized lattice 

parameters for these materials are in good agreement with the experimental [234] as well 

as theoretically [238] reported values (Table 4.1). The dynamical stability of these materials 

has been verified using the phonon dispersion spectrum at ambient and elevated pressure 

or strain conditions, as shown in Fig. 4.2.  

 

Fig. 4.1 (a) The crystal structure of RbZn4X3 (X = P, As). (b) The first BZ and (001) plane 

(green) along which surface states are observed.  
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Fig. 4.2 The phonon band structures of (a-c) RbZn4P3 and (d-f) RbZn4As3 under hydrostatic 

pressure and epitaxial strain.   

We have also analyzed the mechanical stability of these materials at ambient and elevated 

pressure/strain, where the TPT has been observed. For tetragonal systems, there are six 

independent elastic constants of the stiffness tensor, i.e., C11, C12, C13, C33, C44, and C66. 

The Born stability criteria [291] for the mechanical stability of the tetragonal systems are,  

𝐶11 > |𝐶12|, 2𝐶13
2 < 𝐶33(𝐶11 + 𝐶12),  𝐶44 > 0, 𝐶66 > 0

                       (4.1) 

The calculated values of the 𝐶𝑖𝑗 under the various hydrostatic pressures and epitaxial strains 

as shown in Table 4.2. The elastic constants of stiffness tensors have satisfied equation 

(4.1), which signifies the mechanical stability of these materials at ambient and elevated 

pressure/strain. The orbital projected electronic band structure of RbZn4X3 (X = P, As) using 

GGA-PBE and TB-mBJ functionals without and with SOC are shown in Fig. 4.3(a-h). The 

bulk band structure calculations are performed along the k-path Γ-T-L-Γ-F-Γ, which 

contains eight TRIM points of the BZ. It can be seen that px, py, pz-orbitals of P/As and s-

orbital of Zn are mainly contributing to the ground state eigenfunctions of the material near  
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Table 4.1 The lattice parameters and bulk band gap of semiconductor material RbZn4X3 (X 

= P, As). 

Materials Features 
Other studies 

Present work 
Experimental  Theoretical 

RbZn4P3 

Lattice 

parameters (Å) 

a = b = 4.0593  

c = 10.069 [44] 

a = b = 4.080  

c = 10.230 [48] 

a = b = 4.081 

c = 10.196 

Band 

gap 

Eg (eV) 

w/o 

SOC 
-- 1.02 [48] 1.133  

with 

SOC 
-- -- 1.119  

RbZn4As3 

Lattice 

parameters (Å) 

a = b = 4.1714 

c = 10.355 [44] 
-- 

a = b = 4.200 

c = 10.529 

Band 

gap 

Eg (eV) 

w/o 

SOC 
-- -- 0.681  

with 

SOC 
-- -- 0.584  

 

Table 4.2 Elastic constants for RbZn4X3 (X = P, As) materials at ambient and elevated 

pressure/strain values. 

Materials  C11 C12 C13 C33 C44 C66 

RbZn4P3 

0 GPa 102.327 14.790 15.934 52.687 12.458 19.358 

45 GPa 274.014 150.491 139.624 242.464 108.390 110.565 

10% 414.180 274.982 105.339 304.080 16.032 317.080 

RbZn4As3 

0 GPa 77.995 17.150 16.808 43.931 22.471 13.823 

38 GPa 245.129 112.111 131.387 229.285 102.168 82.256 

8% 441.380 191.556 99.091 263.792 25.745 200.700 
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 Fig. 4.3 The projected bulk band structure of RbZn4X3 (X = P, As) using (a, e) GGA-PBE, 

(b, f) GGA-PBE+SOC, (c, g) TB-mBJ, (d, h) TB-mBJ+SOC. The Fermi energy (blue 

dotted line) is set at 0 eV. 
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Fig. 4.4 The SDOS and WCCs of (a-c) RbZn4P3 (b-d) RbZn4As3 materials along the (001) 

plane, respectively. 

the Fermi energy. The minima of the CB and maxima of the VB lie at the Γ-point, and it 

has the main contribution from the s-orbital of Zn. The maxima of the valence band are 

also at the Γ-point and contributed by px, py-orbitals of P/As, whereas, the pz-orbital of the 

P/As lies slightly lower than the Fermi energy at ambient conditions, as shown in                

Fig. 4.3(a-d, g-h). Fig. 4.3(a-d) shows the direct band gap in RbZn4P3 material using GGA-

PBE as well as TB-mBJ functional, which establishes its topologically trivial 

semiconducting nature. On the other hand, RbZn4As3 shows topological band crossing 
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using the GGA-PBE functional [Fig. 4.3(e-f)], but a direct band gap is observed with TB-

mBJ functional and makes it a topologically trivial semiconductor [Fig. 4.3(g-h)].  The 

electronic calculation performed by the GGA-PBE functional [Fig. 4.3(a, b, e, f)] does not 

predict the true ground state of these materials; therefore, we have used the TB-mBJ 

functional to predict the accurate ground state [Fig. 4.2(c, d, g, h)] at ambient conditions. 

The calculated electronic band structure of RbZn4P3 using TB-mBJ is in agreement with 

the previously reported semiconducting nature [238]. Therefore, RbZn4X3 (X = P, As) are 

trivial semiconductors with a direct band gap of 1.133 and 0.681 eV, respectively, without 

SOC. However, the energy band gap of these materials reduced to 1.119 and 0.584 eV, 

respectively, when the effect of SOC is included (Table 4.1). Further, we have constructed 

the tight-binding Hamiltonian using the Wannier functions to study the (001) surface and 

have observed the absence of Dirac cones in RbZn4X3 (X = P, As) systems at ambient 

pressure, as shown in Fig. 4.4(a-b).  

4.3.2 Effect of Hydrostatic Pressure and Epitaxial Strain 

To understand the TPT, we have studied the effect of hydrostatic pressure and epitaxial 

strain on bulk band structures of RbZn4X3 (X = P, As). The hydrostatic pressure and epitaxial 

strain reduce the dimensional confinement of the system, and hence, atoms come closer to 

each other. This, in turn, reduces the band gap, which vanishes at a particular value of 

pressure, where TPT takes place. The projected band structures of RbZn4X3 (X = P, As) at 

TPT pressure, i.e. 45 GPa and 38 GPa, respectively, are represented in Fig. 4.5(a, b).  

Similarly, the epitaxial strain of 10% and 8% for the RbZn4X3 (X = P, As) systems, 

respectively, has reduced the dimension of the system along the c-axis and closed the band 

gap at the Γ-point. The projected band structures of RbZn4X3 (X = P, As) at the above 

epitaxial strains and hence TPT are shown in Fig. 4.6(a, b).  
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Fig. 4.5 The projected bulk band structure of (a) RbZn4P3 and (b) RbZn4As3 at 45 GPa and 

38 GPa hydrostatic pressures, respectively. The Fermi energy (blue line) is set at 0 eV.        

(c, d) The SDOS, (e, f) corresponding Fermi arc contour and (g, h) WCCs of RbZn4P3 and 

RbZn4As3, respectively, show the existence of the TSSs.  

The hydrostatic pressure and epitaxial strain tune the eigenstates of the system with 

projections px, py and pz-orbitals of P/As near the Fermi energy. As the pressure and strain 

increase, the eigenstate corresponding to the pz-orbital of P/As at the Γ-point shows an 

upward shift in energy, while the shift in energy of the eigenstates of the px and py-orbitals 

has a downward direction, with respect to the Fermi level. At the TPT, the band inversion 

takes place between the Zn-s orbital and the P/As-pz orbital near the Fermi level. The 

inverted contribution of these orbitals can be observed in the inset of Fig. 4.5(a, b) and Fig. 

4.6(a, b).  The tight-binding Hamiltonian for RbZn4X3 (X = P, As) constructed using 

Wannierization under the hydrostatic pressure and epitaxial strain shows the existence of 

TSSs along the (001) plane as depicted in Fig. 4.5(c, d) and Fig. 4.6(c, d). The 

corresponding Fermi arcs are also shown in Fig. 4.5(e, f) and Fig. 4.6(e, f), which confirms 

the existence of topologically non-trivial states in RbZn4P3 and RbZn4As3. 
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Fig. 4.6 The projected bulk band structure of (a) RbZn4P3 and (b) RbZn4As3 at 10% and 

8% epitaxial strain, respectively. The Fermi energy (blue line) is set at 0 eV. (c, d) The 

SDOS, (e, f) corresponding to the Fermi arc contour and (g, h) WCCs of RbZn4P3 and 

RbZn4As3, respectively, show the existence of the TSSs.   

    

 

Fig. 4.7 (a, b) The evolution of bulk energy states of RbZn4X3 (X = P, As) via — crystal 

field splitting—GGA-PBE+SOC—TB-mBJ+SOC—hydrostatic pressure and epitaxial 

strain. (c) The variation of the band gap with applied pressure.   
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The evolution of the bulk eigenstates of RbZn4X3 (X = P, As) is given in Fig. 4.7(a,b). The 

atomic p-orbital of P/As splits into two different energy levels, where px- and py-orbitals 

are close to the Fermi level rather than the pz-orbital, but the s-orbital holds its non-

degenerate nature with the crystal field. The TB-mBJ functional accurately predicted the 

semiconducting ground state of these materials. Under the effect of applied hydrostatic 

pressure and epitaxial strain, pz-orbital starts moving towards, whereas, px- and py-orbitals 

of P/As move away from the Fermi level. The s-orbital of Zn also moves towards the Fermi 

level, and at the critical value of the hydrostatic pressure and epitaxial strain, the pz-orbital 

of the P/As and the s-orbital of the Zn show crossing with each other, and band inversion 

takes place as shown in Fig. 4.7(a, b). Moreover, we have also plotted the variation of the 

energy band gap with respect to applied hydrostatic pressure for the RbZn4X3 (X = P, As) 

as shown in Fig. 4.7(c). Furthermore, the elevated pressure/strain reduces the lattice 

dimensions of the unit cell, and hence the eigenstates come closer to each other, which 

increases the overlap of the orbitals. This increase in overlapping can be deduced in terms 

of the transfer integral or the hopping amplitude. The hopping amplitude values can be 

extracted from the Wannier Hamiltonian generated via Zn-s and X-pz orbital projections of 

the RbZn4X3 (X = P, As) materials, as shown in Tables 4.3-4.14. 

Table 4.3 Hopping integral (in eV) for RbZn4P3 in up-spin state at 0 GPa pressure. 

  Zn1 (s) Zn2 (s) Zn3 (s) Zn4 (s) P1 (pz) P2 (pz) P3 (pz) 

Zn1 (s)  4.2199 -0.0507  0.0075 -0.0263 -1.3374  0.0903 -0.0413 

Zn2 (s) -0.0507  4.2763  0.0700  0.0867  1.0092  0.0661  0.0779 

Zn3 (s)  0.0075  0.0700  4.2478 -0.2266  0.0274 -0.1165  0.0084 

Zn4 (s) -0.0263  0.0867 -0.2266  4.3059  0.0016  1.0186  0.0147 

P1 (pz) -1.3374  1.0092  0.0274  0.0016  1.1569  0.1817  0.2590 

P2 (pz)  0.0903  0.0661 -0.1165  1.0186  0.1817  1.1736 -0.0081 

P3 (pz) -0.0413  0.0779  0.0084  0.0147  0.2590 -0.0081  1.2792 
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Table 4.4 Hopping integral (in eV) for RbZn4P3 in down-spin state at 0 GPa pressure. 

  Zn1 (s) Zn2 (s) Zn3 (s) Zn4 (s) P1 (pz) P2 (pz) P3 (pz) 

Zn1 (s)  4.3492  0.0287  0.1269 -0.1231 -1.0463 -0.0469 -0.0589 

Zn2 (s)  0.0287  4.2106 -0.2021  0.0312  1.1817  0.0539 -0.1341 

Zn3 (s)  0.1269 -0.2021  4.2494 -0.2257  0.0093 -0.1205 -0.0980 

Zn4 (s) -0.1230  0.0312 -0.2256  4.3072  0.0368  1.0621 -0.0852 

P1 (pz) -1.0463  1.1817  0.0093  0.0368  1.1609  0.2374  0.1717 

P2 (pz) -0.0469  0.0539 -0.1205  1.0621  0.2374  1.2119 -0.0069 

P3 (pz) -0.0589 -0.1341 -0.0980 -0.0852  0.1717 -0.0069  1.2388 

 

Table 4.5 Hopping integral (in eV) for RbZn4P3 in up-spin state at 45 GPa pressure. 

  Zn1 (s) Zn2 (s) Zn3 (s) Zn4 (s) P1 (pz) P2 (pz) P3 (pz) 

Zn1 (s)  6.0797  0.0570  0.0704 -0.1244 -2.8760  0.6579 -0.1317 

Zn2 (s)  0.0570  6.2043  0.1170  0.0002  0.3566  0.0569  0.6621 

Zn3 (s)  0.0704  0.1170  8.7522  0.1897 -0.1176  0.0131 -0.5676 

Zn4 (s) -0.1244  0.0002  0.1897  7.0314 -0.0956  0.4133 -0.1866 

P1 (pz) -2.8760  0.3566 -0.1176 -0.0956  5.9129  0.0011  0.5809 

P2 (pz)  0.6579  0.0569  0.0131  0.4133  0.0011  4.3893 -0.0294 

P3 (pz) -0.1317  0.6621 -0.5676 -0.1866  0.5809 -0.0294  4.4002 

 

Table 4.6 Hopping integral (in eV) for RbZn4P3 in down-spin state at 45 GPa pressure. 

 
Zn1 (s) Zn2 (s) Zn3 (s) Zn4 (s) P1 (pz) P2 (pz) P3 (pz) 

Zn1 (s)  6.0561 -0.0657  0.4570  0.1067 -0.1057 -0.7106 -0.0483 

Zn2 (s) -0.0657  6.1918 -0.5415  0.2859  0.1925  0.0463 -0.6287 

Zn3 (s)  0.4570 -0.5415  9.1524 -0.1649 -1.1421  0.3216 -0.4028 

Zn4 (s)  0.1067  0.2859 -0.1649  6.8259  0.2689  0.5006  0.0123 

P1 (pz) -0.1057  0.1925 -1.1421  0.2689  5.9259 -0.1357  0.2102 

P2 (pz) -0.7106  0.0463  0.3216  0.5006 -0.1357  4.3918 -0.0312 

P3 (pz) -0.0483 -0.6287 -0.4028  0.0123  0.2102 -0.0312  4.4021 
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Table 4.7 Hopping integral (in eV) for RbZn4P3 in up-spin state at 10% epitaxial strain. 

 
Zn1 (s) Zn2 (s) Zn3 (s) Zn4 (s) P1 (pz) P2 (pz) P3 (pz) 

Zn1 (s)  4.7978  0.2259  0.0319  0.0781  1.1820  0.3408 -0.1082 

Zn2 (s)  0.2259  4.7243  0.0749  0.0158  1.1073 -0.0987  0.3569 

Zn3 (s)  0.0319  0.0749  4.8067  0.2434 -0.0609  0.1373 -0.9883 

Zn4 (s)  0.0781  0.0158  0.2434  4.7183 -0.0636 -0.9844  0.1806 

P1 (pz)  1.1820  1.1073 -0.0609 -0.0636  2.1130  0.3108  0.2857 

P2 (pz)  0.3408 -0.0987  0.1374 -0.9844  0.3108  1.7012 -0.1025 

P3 (pz) -0.1082  0.3569 -0.9883  0.1806  0.2857 -0.1025  1.7075 

 

Table 4.8 Hopping integral (in eV) for RbZn4P3 in down-spin state at 10% epitaxial strain. 

 
Zn1 (s) Zn2 (s) Zn3 (s) Zn4 (s) P1 (pz) P2 (pz) P3 (pz) 

Zn1 (s)  4.7132  0.2239  0.8603 -0.7357  1.7579 -0.2563  0.0194 

Zn2 (s)  0.2239  4.7721 -0.7475  0.7504  1.8180  0.0081 -0.2371 

Zn3 (s)  0.8603 -0.7475  4.7078  0.2408 -0.0857  0.1489 -0.9476 

Zn4 (s) -0.7357  0.7504  0.2408  4.7769 -0.0674 -0.9319  0.1092 

P1 (pz)  1.7579  1.8180 -0.0857 -0.0674  2.1188  0.1825  0.2168 

P2 (pz) -0.2563  0.0081  0.1489 -0.9319  0.1825  1.7061 -0.1034 

P3 (pz)  0.0194 -0.2371 -0.9476  0.1092  0.2168 -0.1034  1.7006 

 

Table 4.9 Hopping integral (in eV) for RbZn4As3 in up-spin state at 0 GPa pressure. 

 
Zn1 (s) Zn2 (s) Zn3 (s) Zn4 (s) As1 (pz) As2 (pz) As3 (pz) 

Zn1 (s)  3.5727 -0.3278  0.1331 -0.0561  0.9573  0.0359  0.0463 

Zn2 (s) -0.3278  3.5725 -0.1088  0.0319  0.7056 -0.1203 -0.2305 

Zn3 (s)  0.1331 -0.1088  3.5728 -0.1402  0.0217 -0.1125  0.4989 

Zn4 (s) -0.0561  0.0317 -0.1402  3.5724  0.0115 -0.5922 -0.0263 

As1 (pz)  0.9573  0.7056  0.0217  0.0115  0.3685  0.2919  0.1866 

As2 (pz)  0.0359 -0.1203 -0.1125 -0.5922  0.2919  0.7058 -0.0014 

As3 (pz)  0.0463 -0.2305  0.4989 -0.0263  0.1866 -0.0014  0.7069 
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Table 4.10 Hopping integral (in eV) for RbZn4As3 in down-spin state at 0 GPa pressure. 

 Zn1 (s) Zn2 (s) Zn3 (s) Zn4 (s) As1 (pz) As2 (pz) As3 (pz) 

Zn1 (s)  3.5731 -0.3174  0.0311 -0.1499  1.3289 -0.2307  0.1412 

Zn2 (s) -0.3174  3.5736 -0.0497  0.1302  0.9354  0.0005 -0.2261 

Zn3 (s)  0.0311 -0.0497 3.57314 -0.1379 -0.0118  0.0266  0.5925 

Zn4 (s) -0.1499  0.1302 -0.1379  3.5737 -0.0197 -0.4996  0.1106 

As1 (pz)  1.3289  0.9354 -0.0118 -0.0196  0.3955  0.1897  0.2908 

As2 (pz) -0.2307  0.0005  0.0266 -0.4996  0.1897  0.6869 -0.0013 

As3 (pz)  0.1412 -0.2261  0.5925  0.1106  0.2908 -0.0013  0.6851 

 

Table 4.11 Hopping integral (in eV) for RbZn4As3 in up-spin state at 38 GPa pressure. 

 
Zn1 (s) Zn2 (s) Zn3 (s) Zn4 (s) As1 (pz) As2 (pz) As3 (pz) 

Zn1 (s)  7.2958 -0.3989  0.0445 -0.1164 -1.3982  0.0007 -0.0613 

Zn2 (s) -0.3989  6.1986 -0.1185  0.0448  1.3989  0.0615 -0.0015 

Zn3 (s)  0.0445 -0.1185  5.8563 -0.0568 -0.0003 -0.0437 -1.5724 

Zn4 (s) -0.1164  0.0448 -0.0568  4.4490  0.0008  1.5717  0.0438 

As1 (pz) -1.3982  1.3989 -0.0003  0.0008  2.0803  0.2176  0.2169 

As2 (pz)  0.0007  0.0615 -0.0437  1.5717  0.2176  2.7334  0.0164 

As3 (pz) -0.0613 -0.0015 -1.5724  0.0438  0.2169  0.0164  2.7184 

 

Table 4.12 Hopping integral (in eV) for RbZn4As3 in down-spin state at 38 GPa pressure. 

 Zn1 (s) Zn2 (s) Zn3 (s) Zn4 (s) As1 (pz) As2 (pz) As3 (pz) 

Zn1 (s)  6.2343 -0.3988  0.0464 -0.1181 -1.4125 -0.0019 -0.0621 

Zn2 (s) -0.3988  7.2939 -0.1174  0.0463  1.4127  0.0621  0.0004 

Zn3 (s)  0.0464 -0.1174  4.4486 -0.0649  0.0002 -0.0459 -1.5557 

Zn4 (s) -0.1181  0.0463 -0.0649  5.8339 -0.0011  1.5575  0.0458 

As1 (pz) -1.4125  1.4127  0.0002 -0.0011  2.0561  0.2171  0.2173 

As2 (pz) -0.0019  0.0621 -0.0459  1.5575  0.2171  2.7176  0.0169 

As3 (pz) -0.0621  0.0004 -1.5557  0.0458  0.2173  0.0169  2.7330 
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Table 4.13 Hopping integral (in eV) for RbZn4As3 in up-spin state at 8% epitaxial strain. 

 
Zn1 (s) Zn2 (s) Zn3 (s) Zn4 (s) As1 (pz) As2 (pz) As3 (pz) 

Zn1 (s)  4.3117 -0.3128  0.0791  0.0022  1.6465  0.0026  0.0007 

Zn2 (s) -0.3128  4.3119  0.0018  0.0794  1.6529 -0.0006 -0.0036 

Zn3 (s)  0.0791  0.0018  4.3122 -0.3126 -0.0017  0.1303 -1.5247 

Zn4 (s)  0.0022  0.0794 -0.3126  4.3113  0.0011 -1.5242  0.1297 

As1 (pz)  1.6465  1.6529 -0.0017  0.0011  1.0091  0.2589  0.2587 

As2 (pz)  0.0026 -0.0006  0.1303 -1.5242  0.2589  0.8782 -0.0679 

As3 (pz)  0.0007 -0.0036 -1.5247  0.1297  0.2587 -0.0679  0.8816 

 

Table 4.14 Hopping integral (in eV) for RbZn4As3 in down-spin state at 8% epitaxial strain. 

 Zn1 (s) Zn2 (s) Zn3 (s) Zn4 (s) As1 (pz) As2 (pz) As3 (pz) 

Zn1 (s)  4.3081 -0.3015  0.0777  0.0006  1.6397 -0.0003 -0.0002 

Zn2 (s) -0.3015  4.3083  0.0039  0.0771  1.6366 -0.0000  0.0001 

Zn3 (s)  0.0777  0.0039  4.3078 -0.3014 -0.0008  0.1279 -1.5355 

Zn4 (s)  0.0006  0.0771 -0.3014  4.3083  0.0004 -1.5358  0.1274 

As1 (pz)  1.6397  1.6366 -0.0008  0.0004  0.9866  0.2580  0.2597 

As2 (pz) -0.0003 -0.0000  0.1279 -1.5358  0.2580  0.8945 -0.0668 

As3 (pz) -0.0002  0.0001 -1.5355  0.1274  0.2597 -0.0668  0.8928 

 

The hopping amplitude has been calculated for the spin-up as well as spin-down states at 

ambient and elevated pressure/strain; however, both spins have nearly the same value of 

the integral. The diagonal values of the hopping amplitude at ambient pressure                                        

(Table 4.3, 4.4, 4.9, 4.10) for spin-up as well as spin-down states of RbZn4P3 and RbZn4As3 

have shown an increment when the hydrostatic pressure (Table 4.5, 4.6, 4.11, 4.12) or 

epitaxial strain (Table 4.7, 4.8, 4.3, 4.14) is applied. Moreover, we have calculated the 

magnitude of the average hopping integral for the Zn-X (X = P, As) overlapping as shown 

in Table 4.15. The average hopping integral can be calculated using the magnitude of the 

Zn-X (X = P, As) interaction terms, which are off-diagonal elements in the Hamiltonian 

matrix. We can observe the increase in the average value of the hopping amplitude under 
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the applied pressure/strain values. The continuous increase in hopping amplitude with an 

increase in hydrostatic pressure or epitaxial strain has established the increase in 

overlapping, which results in the increase in the strength of the SOC.  

Table 4.15 The magnitude of the average hopping integral of Zn-P and Zn-As overlapping 

in RbZn4P3 and RbZn4As3 systems with applied hydrostatic pressure and epitaxial strain. 

Materials 
Pressure/Strain 

conditions 

Magnitude of average 

hopping integral (up-

state) (in eV) 

Magnitude of average 

hopping integral 

(down-state) (in eV) 

R
b

Z
n

4
P

3
 

Ambient condition 

 

1.2698 

 

 

1.3112 

 

Hydrostatic 

pressure; 

P= 45 GPa 

 

2.0450 

 

 

1.4601 

 

10% epitaxial strain 

 

1.8697 

 

 

2.129 

 

R
b

Z
n

4
A

s 3
 

Ambient condition 

 

1.1197 

 

1.3745 

Hydrostatic 

pressure; 

P= 38 GPa 

 

2.0516 

 

 

2.0526 

 

8% epitaxial strain 

 

2.2062 

 

 

2.2016 

 

 

4.3.3 ℤ2 Topological Invariants 

The non-trivial nature of the RbZn4X3 (X = P, As) with the effect of hydrostatic pressure 

and epitaxial strain has also been verified with the help of ℤ2 topological invariants. These 

materials have TRS as well as IS in a tetragonal structure, so, for the calculation of ℤ2 

topological invariants, the Kane and Mele model [63] can be implemented. According to 

this model, 3D materials have eight TRIM points [equation (2.53)], where the parities of 
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all the filled bands can be used to identify the ℤ2 topological invariants with equations 

(2.56) and (2.57). The calculated four ℤ2 topological invariants (ν0; ν1ν2ν3) using the 

product of parities are given in Table 4.16. The ℤ2 topological invariants (ν0; ν1ν2ν3) are (0; 

000) for both the systems at ambient conditions, which establishes the trivial semiconductor 

nature of RbZn4X3 (X = P, As) as observed in bulk band structures [Fig. 4.1]. Under the 

applied hydrostatic pressures (45 GPa and 38 GPa) and epitaxial strain (10 % and 8%), the 

first ℤ2 topological invariant ν0 switched to 1, and the other three (ν1ν2ν3) remain the same 

for RbZn4X3 (X = P, As), respectively. The non-zero value of ν0 established that the materials 

RbZn4X3 (X = P, As) are strong TIs at the aforementioned pressure and strain values.  

Table 4.16 The ℤ2 topological invariants of RbZn4X3 (X = P, As) at ambient and applied 

pressure/strain conditions. 

Materials 
Pressure/Strain 

conditions 

Number of band 

inversions 
Γ 3L 3F T 

ℤ2 invariants 

(ν0; ν1ν2ν3) 

R
b

Z
n

4
P

3
 

Ambient condition No inversion + + + + (0; 000) 

Hydrostatic pressure; 

 P= 45 GPa 
One inversion - + + + (1; 000) 

10% epitaxial strain  One inversion - + + + (1; 000) 

R
b

Z
n

4
A

s 3
 

Ambient condition No inversion + + + + (0; 000) 

Hydrostatic pressure; 

 P= 38 GPa 
One inversion - + + + (1; 000) 

8% epitaxial strain  One inversion - + + + (1; 000) 

 

Moreover, to determine the ℤ2 indices, the evolution of the WCCs in the Wilson loop 

method [223], along six TRIM planes; i.e., (i) k1=0.0; (ii) k1=0.5; (iii) k2=0.0; (iv) k2=0.5; 

(v) k3=0.0; (vi) k3=0.5; can also be used. The ℤ2 indices for a 3D system can also be 

calculated using equations (2.64) and (2.65). The number of intersections of a random 

reference line across the ki-axis can be used to calculate the z2 value in that TRIM plane. It 
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is due to the fact that these systems hold TRS and WCCs exist along the six different planes, 

which are spanned by TRIM points. The even and the odd number of crossings are, 

respectively, illustrative of trivial and non-trivial phases with respective ℤ2 indices as 0 and 

1. At the ambient condition for RbZn4X3 (X = P, As), there is zero intersection between the 

reference line and the WCCs in kx = 0, ky = 0, kz = 0 and kx = 0.5, ky = 0.5, kz = 0.5 planes 

as shown in Fig. 4.4(c, d), which verifies the trivial nature of the system with ℤ2 topological 

indices (0; 000). 

            

Fig. 4.8 The variation of the first ℤ2 topological invariant ν0 with (a) applied hydrostatic 

pressure, (b) epitaxial strain.  

But, at the particular values of pressure [Fig. 4.5(g, h)] and epitaxial strain [Fig. 4.6(g, h)], 

the bands of WCCs and reference lines show an odd number of intersections in the planes 

kx = 0, ky = 0, kz = 0, whereas an even number of intersections are observed for kx = 0.5, ky 

= 0.5, kz = 0.5 planes. Hence, using equations (2.64) and (2.65), the ℤ2 topological indices 

(ν0; ν1ν2ν3) are (1; 000). This clearly suggests that the systems RbZn4X3 (X = P, As) are 

topologically non-trivial for these particular values of hydrostatic pressure and epitaxial 

strain. The variation of the first ℤ2 topological invariant (ν0) with applied pressure and 

epitaxial strain is represented in Fig. 4.8(a, b) for RbZn4X3 (X = P, As). The occurrence of 

TPT in these Zintl compounds RbZn4X3 (X = P, As) with hydrostatic pressure and epitaxial 
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strain can be an effective way to obtain the topological phase in suitable materials via band 

engineering. 

4.4   Summary 

 In this chapter, we have systematically studied topological phase transitions in Zintl 

compounds RbZn4X3 (X = P, As) with applied hydrostatic pressure and epitaxial strain using 

DFT and Green’s function approach. These materials have been reported, in an 

experimental study, to exist in the tetragonal phase. Firstly, we have verified the dynamical 

as well as mechanical stabilities of these materials at ambient and elevated values of 

hydrostatic pressure and epitaxial strain. We have observed a semiconducting ground state 

for these materials, via TB-mBJ functional and the topologically trivial nature at ambient 

conditions, which are in good agreement with available experimental and theoretical 

studies. We have incorporated the spin-orbit interaction effect in bulk band structure 

calculation to observe the inverted contribution of projected orbitals near the Fermi level. 

Our calculations have predicted the topological phase transition in RbZn4P3 (RbZn4As3) 

with the applied hydrostatic pressure of 45 GPa (38 GPa) and the epitaxial strain of 10% 

(8%). This topological phase transition has been identified with band inversions between 

Zn-s and P-pz orbitals near the Fermi level. This topologically non-trivial phase has been 

verified via the SDOS and Fermi arc contour plotted along the (001) plane.  We have also 

calculated the ℤ2 topological indices with the help of the Kane and Mele model, as well as 

the evolution of WCCs at various values of pressure and epitaxial strain to establish the 

TPTs in these materials. 
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Existence of Dual Topological Phases in Sn-based 

Ternary Chalcogenides 

 
It is quite intriguing to investigate the transition from a TI phase to a TCI phase 

in a material, as the latter has an advantage over the former in controlled device 

applications. This work investigates the existence of this dual topological behaviour in 

the Sn-based ternary chalcogenides family PbSnX2 (X = S, Se, Te) under the hydrostatic 

pressure using a first-principles approach. These materials are dynamically stable at 

ambient and elevated pressure conditions up to which the TPTs are studied. This family 

have a topologically trivial ground state with direct band gap values 0.338, 0.183, and 

0.217 eV for PbSnS2, PbSnSe2 and PbSnTe2, respectively. The first TPT, i.e., TI phase, 

for these materials is observed, under the effect of external pressure of 5, 2.5, and 3.5 

GPa, with a single band inversion at the F-point in the bulk band structure and an odd 

number of Dirac cones along the (111) surface. A further increase in pressure to 5.5, 3, 

and 4 GPa results in another band inversion at the Γ-point and an even number of Dirac 

cones along the (111) plane. These even numbers of band inversions suggest that 

(�̅�𝟐�̅�) surface has mirror symmetry around (𝟏𝟎�̅�) plane and hence, the TCI phase is 

obtained. This TCI phase is further corroborated by an even value of the MCN calculated 

using the winding of WCCs.  
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5.1   Introduction 

The term “topological crystalline insulators” was introduced by L. Fu, which defines a class 

of materials having robust topological states that are protected by crystalline symmetries 

[254]. This new phase was first proposed in SnTe, and later ARPES verified the TSSs in 

the (001) plane of this material [255]. Unlike TIs, TCIs have persistent protection by mirror 

symmetry even when TRS is broken. It is quite intriguing to investigate the TPT from TI 

to TCI in a material. The TCI phase is more robust against impurities or defects and has 

diverse and tunable topological characteristic states [254, 256]. TCI materials hold higher-

order topological hinge or corner states, which can be identified with different topological 

invariants depending on the crystal symmetries [257, 258] and can have potential 

applications in stable qubits and novel electronic devices [254, 256-258]. The TCI phase 

has an advantage over the TI phase for controlled device applications such as a topological 

field effect transistor [256]. The careful alteration in the strength of SOC plays an important 

role in realizing topological phases in specific materials. The hydrostatic pressure is a non-

destructive way of enhancing SOC without affecting the charge neutrality of the materials. 

The binary and ternary materials like Bi4Br4 [247], LaAs [193], LnSb (Ln=La, Gd, Tm) 

[192, 181], YX (X=As, Sb, Bi) [194] and KNa2Bi [248], BiTeI [249], Bi2S3 [250], BiTeBr 

[251] have shown the TPTs with hydrostatic pressure. The narrow band-gap 

semiconductors are amongst the highly sought-after materials to realize TPTs. Several 

narrow gap IV-VI semiconducting materials, such as PbTe, SnSe, SnS, TlSe, TlS, 

and Pb1−xSnxX (X = Se, Te), have been studied for the existence of TIs and TCIs phases 

[35-39]. Other than these, the ternary chalcogenides TlXY2 (X = Sb, Bi; Y = Te, Se) have 

also been reported as strong TIs [259, 260], but the TCI phase has not been explored in 

these materials except for TlBiS2 and TlSbS2 [261]. The present study focuses on 

the realization of TI and TCI phases in ternary chalcogenides PbSnX2 (X = S, Se, Te) with 
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the application of external hydrostatic pressure.  For this family, the trivial to non-trivial 

phase is obtained with single band inversion at the Γ-point under hydrostatic pressure. With 

further increases in pressure, a pair of Dirac cones is observed along the (111) plane and 

making these systems trivial again. However, a TCI phase emerges at this elevated pressure 

as confirmed by non-trivial TSSs along (1̅21̅) plane, which is symmetric around the mirror 

plane (101̅).   

5.2   Computational Methodology 

The structural optimization and electronic structure calculations based on the DFT 

approach [130, 136] were performed using the PAW [147] method as implemented in 

the VASP [148,149]. The PAW potentials for Pb (6s26p2) with 4 valence electrons, Sn 

(5s25p2) with 4 valence electrons, and S (3s23p4), Se (4s24p4), Te (5s25p4) with 6 valence 

electrons configuration were used for the calculations. The exchange and correlation energy 

were calculated with the GGA-PBE [138] and mBJ [139] functionals. The effect of SOC 

was included in all calculations except in ionic optimization. The total energies 

convergence criterion of 10−6 eV was adopted along with a finer 9×9×5 gamma-centered k 

mesh. The plane-wave cut-off energies for PbSnX2 (X = S, Se, Te) were kept at 380, 310, 

and 260 eV, respectively. The phonon calculations were performed using the PHONOPY 

code [169]. The ℤ2 topological invariants were calculated using the product of parities at 

TRIM points as per the Kane and Mele model [51,58]. Wannier90 code [153, 172] was used 

to obtain MLWFs and to parametrize a TB Hamiltonian. This tight-binding Hamiltonian 

was used to obtain the SDOS using the Green’s function approach as implemented in the 

WannierTools code [165]. 
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5.3    Results and Discussion 

5.3.1   Crystal Structure and Stability Analysis 

The ternary chalcogenides PbSnX2 (X = S, Se, Te) have adopted a rhombohedral crystal 

structure [space group 𝑅3̅𝑚 (166)] [Fig. 5.1(a)] and are isostructural to the well-studied 

TlBiTe2, TlBiSe2, and TlBiS2 materials [262-266], which have been studied well both 

experimentally and theoretically [crystal structure in Fig. 5.3(a, b)]. This family has a Pb-

X-Sn-X-Pb- sequence along the three-fold axis. The Pb/Sn layers are sandwiched between 

the chalcogenides layers as shown in Fig. 5.1(a, b). The hexagonal supercell and the bulk 

BZ with projected surfaces along (111) and (1̅21̅) are shown in Fig. 5.1(a, c). The surface 

BZ of the (111) and (1̅21̅) planes are represented in Fig. 5.1(d, e). Both Pb and Sn atoms 

act as an inversion center with atomic coordinates Pb (0, 0, 0), Sn (0.5, 0.5, 0.5) and X (±v, 

±v, ±v) sites. The applied hydrostatic pressure does not alter the crystal symmetries of the 

systems for the entire studied pressure range.  The optimized lattice parameters for this 

family are given in Table 5.1. 

Table 5.1 Lattice parameters (Å) of the ternary chalcogenides PbSnX2 (X = S, Se, Te) 

family. Also, the bulk band energy gap at Γ- and F-points using TB-mBJ functional. 

Materials Lattice parameters Energy gap at F-point 

(Bandgap, Eg) 

Energy gap at 

 Γ-point 

PbSnS2 a = b = 4.201; c = 20.449 0.338 eV  0.377 eV 

PbSnSe2 a = b = 4.343; c = 21.262 0.183 eV  0.215 eV 

PbSnTe2 a = b = 4.589; c = 22.538 0.217 eV 0.235 eV  

 

The surface electronic structure for the TCI systems significantly depends on the 

orientation of the crystal face. We have considered two surfaces of the rhombohedral 

structure. L1- and F-points are projected to �̅�-point of the (111) plane, whereas L1-, and F-
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, L2-points are projected on �̅�- and 𝑆̅-points, respectively, on (1̅21̅) plane. The 𝛤-points of 

both the planes are the projections of the center of the BZ, i.e., the Γ-point. The (101̅) 

mirror plane is perpendicular to the (1̅21̅) surface plane and projected along the 𝛤 − �̅� 

direction as shown in Fig. 5.1(c). Further, we have studied the stability of PbSnX2 (X = S, 

Se, Te) at ambient and elevated pressures via the phonon dispersion spectrum. The absence 

of negative frequencies at ambient and higher-pressure values, as shown in Fig. 5.2, 

confirms the dynamical stability of these materials. It is to be noted that the TPTs in these 

materials take place within this stability range of hydrostatic pressure.  

  

                           

Fig. 5.1 The crystal structure of PbSnX2 (X = S, Se, Te) (a) conventional hexagonal 

structure, (b) primitive unit cell, and (c) the bulk BZ of primitive rhombohedral cell with 

projections on surface BZ. (d, e) The surface BZ of the (111) plane with 𝐾 − �̅� − 𝛤 ̅ − 𝐾 

path (green line) and,  (1̅21̅) plane. The k-paths 𝑆̅ − 𝛤 − �̅�   (green line) and 𝑆̅ − �̅� − 𝛤 

(black line) are represented. 
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5.3.2 Choice of Exchange-correlation Functional 

It is an established fact that the prediction of the ground state of a material using DFT is 

highly dependent upon the choice of exchange-correlation functional corresponding to 

different material systems. To choose a relevant and accurate functional for our study, we 

performed the ab initio calculation with two major functionals, i.e., GGA-PBE and TB-mBJ,  

  

  

  

Fig. 5.2 The phonon band structure of PbSnX2 (X = S, Se, Te) at (a, c, e) ambient pressure 

and (b, d, f) applied hydrostatic pressure.  
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Fig. 5.3 The crystal structure of TlBiS2 is (a) a conventional hexagonal structure, and (b) 

a primitive unit cell. The projected bulk band structure of TlBiS2 using (c) GGA-PBE+SOC 

and (d) TB-mBJ+SOC functionals. The Fermi energy is set at 0 eV. 

for the experimentally synthesized TlBiS2 material, which is isostructural to our studied 

systems.  The bulk band structures of this material with GGA-PBE and TB-mBJ functionals 

are shown in Fig. 5.3(c, d). We found that the mBJ functional predicts the true ground state 

of TlBiS2 with the band gap of 0.36 eV, which is in excellent agreement with its 

experimental value of 0.35 eV [262, 264] [Fig. 5.3(d)]. Therefore, we used mBJ functional 

for further investigations of the PbSnX2 (X = S, Se, Te) family. 
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5.3.3 Electronic Structure at Ambient Pressure 

However, the PBE-GGA has been quite successful in predicting the true ground state of 

binary chalcogenide materials [267-271] but in the case of this ternary chalcogenide family, 

it predicts an inaccurate ground state as shown in Fig. 5.4. Fig. 5.5(a, c, e) depicts the bulk 

band structure of PbSnX2 (X = S, Se, Te) materials using mBJ functionals. The p-orbital of 

the Pb/Sn in the CB and the p-orbitals of chalcogenide elements S/Se/Te in the VB mainly 

contribute near the Fermi energy.  

 

 

Fig. 5.4 The bulk band structure of PbSnX2 (X = S, Se, Te) using GGA-PBE+SOC. The 

Fermi energy is set at 0 eV. 

No inverted contribution of the orbitals near the Fermi level is observed in these materials, 

and hence they are topologically trivial semiconductors with the direct band at the F-point. 

The energy gap of these materials at the Γ- and F-points in the bulk band structure is 

represented in Table 5.1. The absence of Dirac cones in SDOS along the (111) plane           
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[Fig. 5.5(b, d, f)] in these materials also establishes their topologically trivial state at 

ambient pressure.  

 

 

 

  

 

Fig. 5.5 (a, c, e) The bulk band structure using mBJ+SOC functional. (b, d, f) The SDOS 

along (111) plane of the systems PbSnX2 (X = S, Se, Te) at ambient pressure. The Fermi 

energy is set at 0 eV.  
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5.3.4 Effect of Hydrostatic Pressure on Electronic Structure 

In the preceding section, we have established the topologically trivial semiconducting 

nature of PbSnX2 (X = S, Se, Te) at ambient pressure. Now, we include the effect of 

hydrostatic pressure to tune the bulk electronic structure of these materials. The 

compressive nature of the hydrostatic pressure reduces the lattice parameters in equal 

proportion along all directions and hence tunes the eigenstates of these systems. Due to a 

reduction in the interatomic distance between the atoms, there is an enhancement in the 

overlap of electron wave functions or orbitals, which can be understood in terms of hopping 

amplitude. This interatomic hopping mediated by SOC leads to the emergence of novel 

phenomena such as TIs. We have calculated the hopping amplitude of PbSnX2 (X = S, Se, Te) 

materials at ambient pressure (trivial state) to elevated pressure (TPT), and a detailed 

discussion is included in the next section. The application of hydrostatic pressure on 

PbSnX2 (X = S, Se, Te) results in the TPT [Fig. 5.6(a, c, e)] at 5, 2.5, and 3.5 GPa, 

respectively. An inverted contribution of p-orbitals of chalcogenide elements S/Se/Te in 

CB and Pb/Sn in VB is observed at the F-point, whereas no change in orbital contribution 

is observed at the Γ-point, as shown in the insets of Fig. 5.6(a, c, e). The TPT pressure for 

PbSnTe2 is higher than PbSnSe2, which is due to the larger size of the Te and hence the 

higher energy gap of this material at the F-point. The SDOS along the (111) plane of these 

materials shows the presence of a single Dirac cone at 𝛤-point in surface BZ, as shown in 

Fig. 5.6(b, d, f). A further increase in hydrostatic pressure tunes the bulk band structure at 

the Γ-point, and band inversion at this TRIM point also takes place, as shown in Fig. 5.7(a, 

c, e). The inverted contribution of the p-orbitals of chalcogenide elements S/Se/Te in CB 

and Pb/Sn in VB has verified the TPT at the Γ-point. Now, there is an even number of band 

inversions in these systems, which makes them topologically weak insulators or 

topologically trivial systems. A pair of Dirac cones in SDOS at 𝛤-point and �̅�-point along 
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the (111) plane as shown in Fig. 5.7(b, d, f) also establishes the presence of an even number 

of band inversions in PbSnX2 (X = S, Se, Te). To verify whether these materials, with an 

even number of band inversions, are topologically weak insulators or topologically trivial, 

further, we have further calculated ℤ2 topological invariants in section 5.3.5. 

  

  

  

Fig. 5.6 (a, c, e) The bulk band structure with band inversion at F-point. (b, d, f) The SDOS 

along (111) plane of the systems PbSnX2 (X = S, Se, Te) at elevated pressure with marked 

Dirac point (DP1). The Fermi energy is set at 0 eV. 
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Fig. 5.7 (a, c, e) The bulk band structure with a pair of band inversions at Γ-point as well 

as F-point, (b, d, f) The SODS along (111) plane of the systems PbSnX2 (X = S, Se, Te) at 

elevated pressure with marked Dirac points (DP1 and DP2). The Fermi energy is set at 0 eV. 

5.3.4.1 Hopping Amplitude Analysis 

The elevated hydrostatic pressure reduced the lattice dimensions of the unit cell, and hence 

the eigenstates come closer to each other, which increases the overlapping of the electron 
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wavefunction or orbitals. This increase in overlapping can be deduced in terms of the 

transfer integral or the hopping amplitude. The s- and p-orbitals are the contributors in the 

valence states of the Pb, Sn, and X atoms as discussed in the computational details. The 

band structures of these materials are reproduced using the MLWFs implemented in the 

WANNIER90 code.  

 

   

   

Fig. 5.8 The bulk band structures of PbSnX2 (X = S, Se, Te) materials using the TB-mBJ 

functional are plotted in comparative DFT (solid red line) and tight binding (dotted black 

line) frames at (a-c) ambient (trivial state) and (d-f) elevated pressure (TPT) values. The 

Fermi energy is set at 0 eV. 
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Table 5.2 The magnitude of the hopping amplitudes for s- and p-orbitals of the Pb, Sn, and 

X atoms within the first primitive unit cell of the PbSnX2 (X = S, Se, Te) materials. 

Materials Orbitals 

Hopping amplitude (eV) 

at ambient pressure 

(topologically trivial state) 

Hopping amplitude (eV) at the 

pressure corresponding to the 

topological phase transition 

PbSnS2 

Pb(s)-Pb(s) 4.693 4.846 

Pb(px)-Pb(px) 4.734 5.002 

Pb(py)-Pb(py) 4.353 5.438 

Pb(pz)-Pb(pz) 4.191 5.317 

Sn(s)-Sn(s) 4.623 5.434 

Sn(px)-Sn(px) 4.894 5.337 

Sn(py)-Sn(py) 4.572 5.510 

Sn(pz)-Sn(pz) 4.657 5.634 

S(s)-S(s) 0.557 0.957 

S(px)-S(px) 0.744 0.973 

S(py)-S(py) 0.750 0.991 

S(pz)-S(pz) 0.741 0.982 

PbSnSe2 

Pb(s)-Pb(s) 3.559 3.897 

Pb(px)-Pb(px) 3.613 4.091 

Pb(py)-Pb(py) 3.107 3.536 

Pb(pz)-Pb(pz) 3.436 3.984 

Sn(s)-Sn(s) 3.635 4.238 

Sn(px)-Sn(px) 3.790 4.006 

Sn(py)-Sn(py) 3.583 4.026 

Sn(pz)-Sn(pz) 3.690 4.151 

Se(s)-Se(s) 0.309 0.360 
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Se(px)-Se(px) 0.096 0.284 

Se(py)-Se(py) 0.102 0.255 

Se(pz)-Se(pz) 0.127 0.227 

PbSnTe2 

Pb(s)-Pb(s) 2.877 3.517 

Pb(px)-Pb(px) 3.667 4.426 

Pb(py)-Pb(py) 5.348 6.851 

Pb(pz)-Pb(pz) 3.541 4.216 

Sn(s)-Sn(s) 3.944 4.794 

Sn(px)-Sn(px) 4.028 4.847 

Sn(py)-Sn(py) 3.786 4.455 

Sn(pz)-Sn(pz) 4.196 4.896 

Te(s)-Te(s) 1.360 2.036 

Te(px)-Te(px) 1.472 2.105 

Te(py)-Te(py) 1.016 1.673 

Te(pz)-Te(pz) 1.397 2.080 

 

The Wannier bands produced using the tight-binding Hamiltonian are well fitted with the 

DFT bands as shown in Fig. 5.8. The hopping amplitude values can be extracted from the 

Wannier Hamiltonian generated based on the projections of s- and p-orbitals of the Pb, Sn, 

and X atoms of these materials. The hopping amplitude has been calculated for both spin-

up and spin-down states at ambient and elevated pressures; however, the values for both 

spins are nearly the same. So, we have considered the values of hopping amplitude in the 

spin-up state for detailed analysis. The diagonal terms of the Wannier Hamiltonian, which 

represent the hopping amplitude of the orbitals within the atom, are shown in Table 5.2. 

Here, the hopping integrals for PbSnX2 (X = S, Se, Te) materials are computed for the first 

primitive unit cell atoms. The increase in hydrostatic pressure leads to a rise in the magnitude  



Chapter – 05: Existence of Dual Topological Phases in… 

 
147 

 

Table 5.3 The average value of the magnitude of the hopping amplitudes for s- and p-

orbitals of the Pb/Sn-X (X = S, Se, Te) hybridization within the first primitive unit cell of 

the PbSnX2 (X = S, Se, Te) materials.  

Materials Orbitals 

Hopping amplitude (eV) 

at ambient pressure 

(topologically trivial state) 

Hopping amplitude (eV) at the 

pressure corresponding to the 

topological phase transition 

PbSnS2 

Pb(s)-S(s) 0.022 0.034 

Sn(s)-S(s) 0.001 0.011 

Pb(s)-S(p) 0.058 0.063 

Sn(s)-S(p) 0.008 0.024 

Pb(p)-S(p) 0.137 0.250 

Sn(p)-S(p) 0.105 0.135 

PbSnSe2 

Pb(s)-Se(s) 0.029 0.035 

Sn(s)-Se(s) 0.002 0.145 

Pb(s)-Se(p) 0.013 0.017 

Sn(s)-Se(p) 0.008 0.207 

Pb(p)-Se(p) 0.086 0.109 

Sn(p)-Se(p) 0.065 0.242 

PbSnTe2 

Pb(s)-Te(s) 0.003 0.008 

Sn(s)-Te(s) 0.002 0.001 

Pb(s)-Te(p) 0.024 0.033 

Sn(s)-Te(p) 0.012 0.007 

Pb(p)-Te(p) 0.147 0.247 

Sn(p)-Te(p) 0.050 0.037 
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of interatomic hopping amplitude mediated by SOC, and hence the emergence of 

topological phenomena in these materials. The p-orbitals of the Pb/Sn and X atoms mainly 

contribute to the bulk band inversion at elevated pressures in the PbSnX2 (X = S, Se, Te) 

systems. So, we have calculated the magnitude of the average hopping amplitude for the 

Pb/Sn-X (X = S, Se, Te) hybridization. In each primitive unit cell, Pb/Sn atoms are 

surrounded by two X atoms; hence, the average values of the magnitude of hopping of the 

Pb/Sn atoms with two X atoms are shown in Table 5.3. Here, we have observed that the 

average magnitude of the hopping amplitude is increasing with the increase in overlapping 

of the orbitals under applied hydrostatic pressure, except Sn(s)-Te(s), Sn(s)-Te(p) and 

Sn(p)-Te(p) hybridization. This decrease in the average magnitude of the hopping 

amplitude of Sn(s)-Te(s), Sn(s)-Te(p) and Sn(p)-Te(p) hybridization may be due to the 

larger size of the Te atom as compared to the S and Se. In the PbSnTe2 system, the atomic 

radius of the Te atom is comparable to the radii of the Pb and Sn atoms, which increases 

the lattice dimensions, and hence, this decreasing pattern in the average magnitude of the 

hopping amplitude is observed. Overall, the continuous increase in hopping amplitude with 

an increase in hydrostatic pressure has established the increase in the overlapping of orbitals 

of the PbSnX2 (X = S, Se, Te) systems. 

5.3.5 ℤ2 Topological Invariants 

The topologically non-trivial nature of the PbSnX2 (X = S, Se, Te) family under applied 

hydrostatic pressure can also be verified with the help of ℤ2 topological invariants. These 

materials have TRS as well as IS, so their ℤ2 topological invariants can be calculated from 

the product of parities of all valence bands at TRIM points. According to the Kane and 

Mele model [51,58], for a 3D material, there are four ℤ2 topological invariants (ν0; ν1ν2ν3) 

required to calculate at eight TRIM points [equation (2.55)], which were defined by 

equations (2.56) and (2.57). The first ℤ2 topological invariant (ν0) is independent of 
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the choice of primitive reciprocal lattice vectors (bk), but the other three are dependent (see 

Ref. 51, 58). The calculated four ℤ2 topological invariants with the help of the product of 

parities at TRIM points at ambient and elevated hydrostatic pressures of the PbSnX2             

(X = S, Se, Te) family are manifested in Table 5.4.  Under ambient conditions, using 

equations (2.56) and (2.57), the ℤ2 topological invariants (ν0; ν1ν2ν3) are (0; 000) for 

the PbSnX2 (X = S, Se, Te) family, which establishes the trivial semiconductor nature of 

this family as observed in bulk band structures [Fig. 5.5(a, c, e)]. As we apply hydrostatic 

pressures of 5, 2.5, and 3.5 GPa on PbSnX2 (X = S, Se, Te) materials, respectively, the first 

ℤ2 topological invariant ν0 switches to 1 [equation (2.56)] and using equation (2.57) the 

other three invariants (ν1ν2ν3) remain (000). These materials with a nonzero value of ν0 are 

identified as strong TIs at the mentioned pressure values. With further increase in pressures 

to 5.5, 3, and 4 GPa for the PbSnX2 (X = S, Se, Te) family, respectively, the value of ν0 again 

switched from 1 to 0 [equation (2.54)] with a pair of band inversions in the bulk band 

structure.  

Table 5.4 The product of parities of all valence bands at TRIM points and ℤ2 invariants 

under different values of hydrostatic pressures.  

Materials 
Hydrostatic Pressure 

(in GPa) 
Γ 3L 3F Z 

ℤ2 invariants 

(ν0; ν1ν2ν3) 

PbSnS2 

0 + - + - (0; 000) 

5 + - - - (1; 000) 

5.5 - - - - (0; 000) 

PbSnSe2 

0 + - + - (0; 000) 

2.5 + - - - (1; 000) 

3 - - - - (0; 000) 

PbSnTe2 

0 + - + - (0; 000) 

3.5 + - - - (1; 000) 

4 - - - - (0; 000) 
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Now, the systems can be topologically weak or trivial in nature, depending upon the values 

of the remaining three invariants (ν1ν2ν3) under these pressure conditions. These invariants 

(ν1ν2ν3) are (000) due to the presence of the same negative parities at all eight TRIM points, 

as per equation (2.56) [Table 5.4]. So, these materials are topologically trivial with an even 

number of inversions aforementioned pressure values. 

5.3.6 Evolution of TI to TCI Phase 

The non-zero MCN is used to characterize the TCI phase in materials because mirror 

symmetry protects those Dirac cones that appear in surface electronic structures. The 

PbSnX2 (X = S, Se, Te) family has similar surface states to the TCI materials, such as SnTe 

and PbTe [268, 270, 271]. Therefore, these materials may also hold the TCI phase with 

an even number of Dirac cones in the (111) plane. To confirm this, we have analyzed the 

(1̅21̅) surface, which has mirror symmetry around the (101̅) plane. The perpendicular 

intersection of (1̅21̅) plane with (101̅) plane is along 𝛤 − �̅�  k path as shown in Fig. 5.1(c). 

Since PbSnX2 (X = S, Se, Te) materials have a pair of band inversions [Fig. 5.7] at Γ- and 

F-points like SnTe material, we have tried to reproduce the circumstances of SnTe in this 

family of materials. We anticipate the hybridization of Dirac cones at the crossing, which 

are projected on (1̅21̅) surface. This has been confirmed in Fig. 5.9(a, c, e), where the 

hybridization opens an energy gap along  𝑆̅ − 𝛤 path near the Fermi level, but along the 

mirror symmetry path  𝛤 − �̅� Dirac cone holds its crossing. This Dirac cone along the        

𝛤 − �̅� is protected by mirror symmetry (not TRS) of (101̅) plane. Along the 𝑆̅ − �̅� − 𝛤 

path in Fig. 5.9(b, d, f), an energy gap is opened after hybridization, because the �̅�-point do 

not lie on the mirror plane (101̅), which is the projection of two F-points [261] from the 

bulk BZ. Hence, the mirror symmetry-protected Dirac cones exist in the PbSnX2 (X = S, 

Se, Te) family, and a TI to TCI phase transition occurs after the second inversion under 

hydrostatic pressure. 
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Fig. 5.9 The SDOS of the slabs (a, b) PbSnS2, (c, d) PbSnSe2 and (e, f) PbSnTe2 along the 

𝑆̅ − 𝛤 − �̅� and 𝑆̅ − �̅� − 𝛤, respectively, with (1̅21̅) oriented planes.   



Chapter – 05: Existence of Dual Topological Phases in… 

 
152 

 

This existence of the TCI phase is further verified with MCN of the PbSnX2 (X = S, Se, Te) 

materials, with an even number of Dirac cones with respect to the mirror symmetry plane 

(101̅), which can be calculated using WCCs or Wilson loops along the (111) plane. Fig. 

5.10(a-c) shows plots of the evolution of WCCs for all occupied bands with respect to the 

mirror operator for (101̅) plane. The Chern number for each eigenstate can be calculated 

using the winding of the WCCs with a reference line. The winding number of the 

eigenvalue +i is +1, as it is evolving in the upward direction and crosses the reference line 

once, whereas the winding number of the eigenvalue −i is −1, as it crosses the reference 

line once while evolving in the downward direction.  

 

   

Fig.5.10 The evolution of the mirror eigenvalues of +i (cyan) and -i (magenta) in WCCs 

for MCN in (a) PbSnS2, (b) PbSnSe2, and (c) PbSnTe2. (d) The variation of the first ℤ2 

topological invariant (ν0) with applied hydrostatic pressure.  
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The winding of the WCCs of these materials in Fig. 5.10(a-c) for mirror eigen values, i.e., 

+i (cyan) and -i (magenta) illustrates that MCN has value 2 along the above-mentioned 

mirror symmetry. The nonzero even value of MCN and mirror symmetry protected Dirac 

cone, establishing the TI to TCI phase transitions in PbSnX2 (X = S, Se, Te) materials at 5.5, 

3, and 4 GPa, respectively. Fig. 5.10(d) depicts the variation of the first ℤ2 topological 

invariant (ν0) with hydrostatic pressure and summarizes the evolution of different 

topological phases.  

5.4   Summary 

We have systematically studied the structural stability and electronic and topological 

properties of the Sn-based ternary chalcogenide PbSnX2 (X = S, Se, Te) family under 

ambient and applied hydrostatic pressure. The TB-mBJ functional was identified as the 

most relevant exchange-correlation functional for this study based upon the comparative 

analysis of the band gap of TlBiS2, an experimentally synthesized material isostructural to 

the under-study materials. The phonon dispersion spectrum has confirmed the dynamical 

stability of these materials throughout the studied pressure. At ambient conditions, PbSnS2, 

PbSnSe2, and PbSnTe2 have topologically trivial semiconducting nature with direct band 

gaps of 0.338, 0.183, and 0.235 eV at the F-point. At hydrostatic pressures of 5, 2.5, and 

3.5 GPa, the energy gap closes for PbSnX2 (X = S, Se, Te), respectively, at the F-point. At 

hydrostatic pressures of 5, 2.5, and 3.5 GPa, the energy gap closes for                                

PbSnX2 (X = S, Se, Te), respectively, at the F-point, and hence the first TPT takes place, 

which converts these materials to TIs. This was further verified by the presence of an odd 

number of Dirac cones in SDOS in the (111) plane and parity analysis at TRIM points. With 

increases in applied pressure to 5.5, 3, and 4 GPa, further band inversions were observed 

at the Γ-point in the bulk band structure with an even number of Dirac cones along the (111) 

plane, which makes these materials topologically trivial again. This topologically trivial 
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phase of these materials, however, has been identified as the TCI phase along the (1̅21̅) 

surface which holds mirror symmetry to the (101̅) plane. The SDOS along the k path         

𝑆̅ − 𝛤 − �̅� and 𝑆̅ − �̅� − 𝛤 of (1̅21̅) plane established the mirror symmetry protection for 

the Dirac cones. This TCI phase was further corroborated with the even value of the MCN 

calculated using the evolution of mirror eigenvalues ±𝑖 in WCCs. This transition from 

trivial to TI to TCI phase can be further examined experimentally with the help of angle 

and spin-resolved photoemission spectroscopy, Raman spectroscopy, high pressure-

scanning tunneling microscopy, etc. 
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Investigation of Non-trivial Topology in Phase 

Change Materials A2Sb2Te5 (A = Ge, Si) 

 

This chapter covers the systematic study of structural, electronic, and topological 

properties of the phase-change chalcogenide materials A2Sb2Te5 (A = Ge, Si), named as 

GST and SST, respectively, by means of first-principles calculations. These materials 

possess stable hexagonal crystal structures with two different layer sequences, i.e., KH 

(GST/SST-I) and Petrov (GST/SST-II) sequences. We show that the GST/SST-I phase is 

a topologically trivial semiconductor with a direct band gap at the Γ-point at ambient 

pressure. On the other hand, the GST/SST-II phase exhibits an inverted bulk band gap 

at the Γ-point near the Fermi level, which makes this phase topologically non-trivial 

under ambient pressure conditions. The drumhead-like surface states along the (001) 

plane establish the presence of a topological nodal line semimetal phase in GST/SST-II 

materials. The GST-I (SST-I) phase shows a topological phase transition under the 

applied hydrostatic pressure and epitaxial strain of 1.3 GPa (0.4 GPa) and 1.6% (0.4%), 

respectively. The presence of Dirac cones in SDOS along the (001) plane further 

establishes the topologically non-trivial nature of these materials. The ℤ2 topological 

invariants are calculated using the parity analysis at the TRIM points. 

 

 

 

 

 

Chapter – 06  



 

 
156 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Ramesh Kumar, Mukhtiyar Singh, “Predictions of the topological phase in 

phase change materials A2Sb2Te5 (A = Si, Ge)” under review in Applied 

Physics Letters. 

 



Chapter – 06: Investigations of Non- trivial Topology in… 

 
157 

 

6.1   Introduction 

Here, we have considered such materials that are already being utilized for electronic and 

storage applications. The chalcogen-based Phase-change materials (PCMs), such as Ge-Sb-

Te (GST) and Si-Sb-Te (SST) compounds, have been considered as the best candidates for 

non-volatile optical memory and record media applications due to quick response and 

reversible transition between the amorphous and the crystalline phases [272-275]. These 

materials exhibit stable layered crystalline structures akin to a well-known topological 

material (TM), Sb2Te3. Hence, it is important to explore the topological nature of GST 

(layered GeTe-Sb2Te3) and SST (layered SiTe-Sb2Te3) materials. The electronic and 

structural transitions in these materials have been carefully evaluated in the past [276-278]. 

It was anticipated that the atomic movement of Ge/Si atoms from the octahedral to 

tetrahedral sites is responsible for the structural transition from a stable crystalline 

hexagonal structure to an amorphous phase through a metastable rocksalt structure [274, 

276]. Several potential models for the stable (meta-stable) structural phase of GST/SST 

materials have been proposed. Out of these models, Petrov and KH (Kooi and De Hosson) 

models are the most acceptable ones [279, 280]. The layer sequence proposed by Petrov, 

i.e., Te-Sb-Te-X-Te-Te-X-Te-Sb (X = Ge, Si) (known as the Petrov sequence) is slightly 

more stable over the KH sequence (proposed by the KH model), i.e., Te-X-Te-Sb-Te-Te-

Sb-Te-X (X = Ge, Si) [281]. Hence, both the KH sequence and Petrov sequence, named 

GST/SST-I and GST/SST-II, respectively, can be considered to study the phase change 

materials Ge2Sb2Te5 (GST-225) and Si2Sb2Te5 (SST-225) for electronic and topological 

properties. Out of two major components of GST-225 (GeTe and Sb2Te3) of this layered 

material, GeTe has a finite bulk band gap, whereas Sb2Te3 have a spin-orbit band gap due 

to bulk band inversion [282-284]. It was reported by Kim et al. that the GST-II phase has 

topological properties [285], later on, Sa et al. also suggested that the GST-I phase can 
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achieve a topological transition with applied hydrostatic pressure of 2.6 GPa [286]. The 

GST-I phase with temperature [287] and disordered induced transition path of GST-225 

metastable cubic to stable hexagonal structure [288] have been reported.  

Both the materials GST-225 and SST-225 were synthesized experimentally for memory 

applications, and their phase change behaviour has been studied from amorphous to stable 

crystalline hexagonal structure with an intermediate meta-stable rocksalt structure          

[281, 282, 289, 290].  In this work, the topological phases of crystalline GST-225 and SST-

225 materials in both Petrov as well as KH sequences have been studied using the first-

principles approach. We have observed that both GST/SST-II systems are topologically 

non-trivial phases, whereas GST/SST-I systems do not show topologically non-trivial 

phases at ambient pressure and strain conditions. We have applied the hydrostatic pressure 

and epitaxial strain (along the c-axis) on GST-I (SST-I) systems and achieved TPTs at         

1.3 GPa (0.4 GPa), and 1.66% (0.4%), respectively. The TPTs are identified with bulk band 

inversion, the presence of a Dirac cone along the (001) plane, and ℤ2 topological invariants 

calculated with the help of the product of parities of all the occupied bands.  

6.2   Computational Details 

The topological phases in GST/SST-225 materials have been studied based on DFT [130, 

136] in conjunction with PAW potentials [147] as employed in the VASP code [148, 149]. 

For the exchange-correlation functional, the GGA-PBE [138] followed by TB-mBJ [139] 

were used. The PAW potential electron configurations for Si, Ge, Sb and Te were 3s23p2, 

4s24p2, 5s25p3, and 5s25p4, used, respectively. The tetrahedron method, incorporating 

Blöchl corrections, was employed for the calculations of cohesive energy. A Fermi 

broadening was set at 0.001 eV using the Gaussian smearing method, and an energy 

convergence criterion of 10-6 eV was used. An optimized Monkhorst-Pack k mesh of 
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7×7×4, as well as cutoff energies of 420, and 340 eV for the plane wave basis set for GST-

225 and SST-225, respectively, were employed. The effect of SOC was included in all 

calculations except structural relaxation. The post-processing and 3D band structure 

visualizations have been performed using the VASPKIT code [168]. The dynamical 

stability of the material at ambient and elevated pressure and strain conditions was analyzed 

using the PHONOPY code [169]. The accurately predicted band structure using DFT was 

fitted to a tight-binding Hamiltonian with orbital projections using the Wannier90 code 

[153, 172]. This Hamiltonian was employed in the calculation of surface analysis using 

Green’s function approach as implemented in WannierTool [165]. 

6.3   Results and Discussion  

6.3.1   Crystal Structure and Stability Analysis 

The GST/SST-225 systems crystallize in the hexagonal structure with 9-layer blocks along 

the c-axis (or (111) direction of rocksalt structure) 𝑃3̅𝑚1 in the space group. The Ge/Si and 

Sb layers are embedded between the Te layers for both the KH sequence as well as the 

Petrov sequence, as shown in Fig. 6. (a, b). The bulk BZ of the hexagonal crystal structure 

with high symmetry k path M-K-Γ-A-L-H is demonstrated in Fig. 6.1(c).  

Table 6.1 The optimized lattice parameters and band gap of the GST/SST-225 materials in 

both phases. 

Materials Lattice parameters (Å) Band gap (Eg) (eV) 

GST-I a = b = 4.296, c = 17.165  0.291†; 0.230* 

GST-II a = b = 4.296, c = 17.080 -- 

SST-I a = b = 4.246, c = 17.002 0.137†; 0.106* 

SST-II a = b = 4.297, c = 16.935 -- 

*GGA-PBE+SOC; †TB-mBJ+SOC 
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Fig. 6.1 The conventional unit cell of GST/SST-225 with (a) KH sequence and (b) Petrov 

sequence. (c) The BZ of the GST/SST-225 systems with high symmetry points and (001) 

plane extracted along the z-axis. (d, e) The variation of enthalpies of both phases of the 

GST/SST-225 materials with applied hydrostatic pressure.  
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The projection of the (001) plane along the kz-axis has 𝛤-point is the projection of Γ, A,      

𝐾-point is the projection of K, H, and �̅�-point is the projection of M, L. The optimized 

lattice parameters for GST/SST-I and II are shown in Table 6.1. We have calculated the 

enthalpies (H = E + PV, where E is total energy, V is volume and P is the external pressure 

on the unit cell) of both the phases of GST/SST-225 systems under the applied hydrostatic 

pressure range of 0 GPa to 12 GPa as shown in Fig. 6.1(d, e).  
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Fig. 6.2 The phonon dispersion spectrum of GGT/SST-I at (a, b) ambient pressure, (c, d) 

elevated pressure of 1.5 GPa and 0.5 GPa, and (e, f) applied epitaxial strain of 1.6% and 

0.5%, respectively. (g, h) The phonon dispersion spectrum of GGT/SST-II at ambient 

pressure.   

We have found that GST/SST-I structures are more stable than GST/SST-II at ambient 

pressure, but as we raise the pressure, enthalpies of both structures decrease continuously, 

and an SPT from the SST-I phase to the SST-II phase is observed at ~4.5 GPa, whereas, 

there is no such SPT is observed in the phases of the GST-225 material. This SPT point is 

represented in the inset of Fig. 6.1(e). Furthermore, the dynamical stability of these two 

materials at ambient and elevated pressure/strain values has been established with the 

phonon dispersion spectrum. There is no imaginary frequency observed in the phonon band 

structures of GST/SST-225 materials in both phases, as shown in Fig. 6.2. 

6.3.2   Electronic and Topological Analysis of GST/SST-I Materials  

6.3.2.1   At Ambient Hydrostatic Pressure Condition 

The bulk band structure of the GST/SST-I systems using GGA-PBE+SOC and mBJ+SOC 

functionals is plotted in Fig. 6.3 (a, c) and Fig. 6.d (b, d), respectively. It has been observed 

that the VB maxima have mainly been contributed by the s-orbital of Ge/Si, s-orbital of 

Sb, and pz-orbital of Te, while, CB minima have mainly contributed by px, py-orbitals of 
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Ge/Si, Sb, Te, for the GST/SST-I systems. There is no bulk band inversion observed near 

the Fermi level; hence, both systems are topologically trivial semiconductors at ambient 

pressure. The bulk band gap of the GST/SST-I systems is given in Table 1.  

 

 

  

Fig. 6.3 The bulk band structure of GST-I and SST-I using (a, c) GGA-PBE+SOC and (b, 

d) TB-mBJ+SOC functionals, respectively. The 3D structure of the (e) GST-I and                    

(f) SST-I systems.  



Chapter – 06: Investigations of Non- trivial Topology in… 

 
164 

 

A clear energy gap can be observed near the Fermi level in the 3D band structures [Fig. 

6.3(e, f)] of these systems, for which the k points are selected over the surface of the 

irreducible BZ and calculate the energies of the eigenstates of the surface momentum points 

at maxima and minima of VB and CB, respectively. The SDOS plotted along the (001) 

plane of the GST/SST-I systems also establishes their topologically trivial states, with the 

absence of a Dirac cone, as shown in Fig. 6.4(a, b). 

   

Fig. 6.4 The SDOS of (a) GST-I and (b) SST-I along the (001) plane.  

6.3.2.2   Under Elevated Hydrostatic Pressure Conditions 

After determining the topologically trivial state of GST/SST-I systems at ambient 

conditions, we have further explored the band structure of these systems under applied 

hydrostatic pressure. The bulk band structure of these systems using GGA-PBE+SOC as 

well as mBJ+SOC functionals is shown in Fig. 6.5(a, c) and Fig. 6.5(b, d). Under the effect 

of the applied hydrostatic pressure of 1.3 and 0.4 GPa for GST-I and SST-I, respectively, a 

TPT takes place at the Γ-point. In Fig. 6.5(a-d) of GST/SST-I systems, an inverted 

contribution of the s-orbital of Ge/Si, s-orbital of Sb, pz-orbital of Te in CB and px, py-

orbitals of Ge/Si, Sb, Te in the VB has been observed near the Fermi level. The 3D band 

structures [Fig. 6.5(e, f)] of the GST/SST-I systems, along the k points over the surface of 
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the irreducible BZ, have also revealed the existence of the 3D Dirac cone near the Fermi 

energy.  Moreover, the presence of the Dirac cone at 𝛤-point in the SDOS of GST-I [Fig. 

6.6(a)] and SST-I [Fig. 6.6(b)] systems along the (001) plane has also established the non-

trivial phase of these materials at an elevated pressure of 1.3 and 0.4 GPa, respectively.   

  

  

Fig. 6.5 The bulk band structure of GST-I and SST-I at hydrostatic pressure of (a) 1.3 GPa, 

and (b) 0.4 GPa, respectively. The 3D band structure of the (c) GST-I and (d) SST-I systems 

at these pressure values.  

6.3.2.3    The Effect of Epitaxial Strain 

The growth of the thin film on the substrate materials with lattice mismatch can cause the 

inherent epitaxial strain during the sample preparation, and this strained behaviour can 

influence their electronic structure of materials [24-26]. This strain generation in the 

material growth process is proportional to the lattice mismatch of the film with the substrate 

and is effectively helpful in altering the electronic properties and charge transfer at the 
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interface. A small epitaxial strain does not change the structural space group of the 

GST/SST-I materials, but it can effectively alter the electronic band structure as well as the 

topological phase of these materials. When we have applied the epitaxial strain along the 

c-axis to the GST/SST-I systems, again, a TPT is observed at 𝛤-point. An epitaxial strain 

of 1.6% and 0.4% has been found sufficient for GST-I and SST-I, respectively, for a 

transition from a topologically trivial semiconductor to a non-trivial topological phase. A 

bulk band inversion between the s-orbital of Ge/Si, the s-orbital of Sb, the pz-orbital of Te 

in CB and px, py-orbitals of Ge/Si, Sb, Te in the VB near the Fermi level has been observed 

in Fig. 6.7(a-d). The 3D Dirac cones have also been observed in 3D band structures of 

GST/SST-I systems under the effect of epitaxial strains as shown in Fig. 6.7(e-f). The SDOS 

calculated along the (001) direction in the presence of the abovementioned epitaxial as well 

as biaxial strains are shown in Fig. 6.8(a-d), and the presence of Dirac cones confirms the 

non-trivial phase in both systems. 

 

    

Fig. 6.6 The SDOS of (a) GST-I and (b) SST-I along the (001) plane at hydrostatic pressures 

of 1.3 GPa and 0.4 GPa, respectively.  
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Fig. 6.7 The bulk band structure of GST-I and SST-I with epitaxial strain of (a) 1.6%, and 

(b) 0.4%, respectively. The 3D band structure of the (c) GST-I and (d) SST-I systems with 

these values of epitaxial strain.  

 

  

Fig. 6.8 The SDOS of (a) GST-I and (b) SST-I along the (001) plane with epitaxial strain 

of 1.6% and 0.4%, respectively.  
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6.3.3   The Electronic and Topological Analysis of GST/SST-II Materials  

The calculation of the electronic structure of GST-II and SST-II (i.e., Petrov sequence) with 

the inclusion of the SOC effect exhibits very fascinating topological characteristic features. 

The bulk band structures of these materials have shown anticrossing of the VB and CB at 

the Γ-point at the Fermi energy. 

 

 

  

Fig. 6.9 The bulk band structure of (a, b) GST-II, (c, d) SST-II using GGA-PBE+SOC and 

TB-mBJ+SOC functionals, respectively, with ambient pressure. The 3D band structure of 

the (e) GST-II and (f) SST-II systems with these values of epitaxial strain.  
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Fig. 6.10 The SDOS of (a) GST-II and (b) SST-II along the (001) plane at ambient pressure.  

In Fig. 6.9(a-d), the bulk band structures of both systems with GGA-PBE and TB-mBJ 

functionals are shown with inclusion of SOC.  A spin-orbit band gap opened up for GST-II 

and SST-II materials, respectively, with the inverted contribution of the s-orbital of Ge/Si, 

s-orbital of Sb, pz-orbital of Te in CB and px, py-orbitals of Ge/Si, Sb, Te in the VB at Γ-

point. This large spin-orbit band gap at the Fermi energy indicates the presence of strong 

SOI in the GST/SST-II phase of both materials. An energy gap with inverted cone-like 

contribution can also be observed in the 3D band structure at the Fermi level as shown in 

Fig. 6.9(e, f). The calculated SDOS along the (001) plane of the GST/SST-II phases is 

shown in Fig. 6.10(a, b). The drumhead-like surface state can be observed in Fig. 6.10(a, 

b) near the Fermi energy, which indicates the existence of a nodal line in the system, and 

GST/SST-II phases have a signature of topological NLSM. 

6.4   ℤ2 Topological Invariants 

The GST/SST-25 materials have preserved the TRS as well as IS, hence the ℤ2 topological 

invariants can be calculated using the product of parities of all the occupied bands at the 

TRIM points. For 3D systems with TRS and IS, there are eight TRIM points that exist 

according to equation (2.55). The four ℤ2 topological invariants (ν0; ν1ν2ν3) can be 
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calculated at these TRIM points can be calculated by using equations (2.56) and (2.57) as 

suggested by the Kane and Mele model. The first ℤ2 topological invariant (ν0) is 

independent, but the other three are reliant on the choice of primitive reciprocal lattice 

vectors (bk) and can be recognized with j jj
G b  . 

Table 6.2 The product of parities of all the occupied bands at the ambient and elevated 

pressure/strain for the GST/SST-I systems. 

Materials Pressure/Strain conditions 3M Γ A 3L 
Z2 invariants 

(ν0; ν1ν2ν3) 

GST-I 

Ambient condition - - - - (0; 000) 

Hydrostatic pressure; P = 1.3 GPa - + - - (1; 000) 

1.6% epitaxial strain  - + - - (1; 000) 

SST-I 

Ambient condition - - - - (0; 000) 

Hydrostatic pressure; P = 0.4 GPa - + - - (1; 000) 

0.4% epitaxial strain  - + - - (1; 000) 

 

Table 6.3 The product of parities of all the occupied bands at the ambient pressure/strain 

for the GST/SST-II systems. 

Materials 3M Γ A 3L Z2-invariants (ν0; ν1ν2ν3) 

GST-II - + - - (1; 000) 

SST-II - + - - (1; 000) 

 

At the ambient pressure/strain conditions, both systems have (0, 000) values of the four 

invariants (ν0; ν1ν2ν3). However, as we increase the hydrostatic pressure/epitaxial strain, the 

value of the first ℤ2 topological invariant (ν0) changes from 0 to 1 for GST-I (at 1.3 GPa 

and 1.6%) and SST-I (at 0.4 GPa and 0.4%) systems. The non-zero value of the first 

topological invariant, ν0, has established the TPT in these materials. The variation of the 
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first ℤ2 topological invariant with applied hydrostatic pressure and epitaxial strain on the 

GST/SST-I systems is shown in Fig. 6.11(a, b). Table 6.3 has the product of parities of all 

the occupied bands of the GST/SST-II systems at ambient conditions of pressure/strain. 

The value of the four ℤ2 topological invariants (ν0; ν1ν2ν3) for these systems is (1; 000), 

which establishes the non-trivial topological character in GST/SST-II systems at ambient 

conditions.  

   

Fig. 6.11 The variation of the first ℤ2 topological invariant with applied (a) hydrostatic 

pressure, and (b) epitaxial strain. 

which belongs to the 8 element mod 2 reciprocal lattices and can be construed as Miller 

indices of the reciprocal lattice vector G . These four ℤ2 topological invariants have been 

calculated with the help of the product of parities at TRIM points at ambient and elevated 

pressures/strain for GST/SST-I systems, and are manifested in Table 6.2.  

6.5   Summary  

To summarise, this chapter has a detailed study of the structural, electronic, and topological 

phases of the phase change materials A2Sb2Te5 (A = Ge, Si) (GST/SST-225) via DFT and 

Green’s function approach. These materials crystallise in a 9-layer hexagonal structure with 

space group 𝑃3̅𝑚1. This layer arrangement of these materials has two different stable 
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configurations named as KH sequence (GST/SST-I) and Petrov sequence (GST/SST-II), 

where, KH sequence is relatively more stable than the Petrov sequence. The SST-I phase 

has shown an SPT into SST-II phase at a hydrostatic pressure of ~4.5 GPa, whereas GST-I 

do not show such SPT up to a 12 GPa pressure study. These materials are dynamically 

stable in both phases, which was confirmed by the phonon dispersion spectrum. The GST 

(SST-I) phase was a topologically trivial semiconductor with a direct band of 0.291 eV 

(0.137 eV) at ambient pressure, whereas a topologically non-trivial phase with bulk band 

inversion near the Fermi level was observed in the GST/SST-II phase. There was no Dirac 

cone observed in the SDOS along the (001) plane of GST/SST-I materials and in the 3D 

band structure calculated along the k points over the Fermi surface. The topological nodal 

line semimetallic nature of the GST/SST-II systems has been confirmed by the SDOS 

calculated along the (001) plane, and the inverted cone-like shapes due to overlapping near 

the Fermi level were observed in 3D band structures. The topological phase transition in 

GST/SST-I systems has been observed under the effect of applied hydrostatic pressure and 

epitaxial strain. The TPT in GST-I (SST-I) systems was observed under the hydrostatic 

pressure and epitaxial strain of 1.3 GPa (0.4 GPa) and 1.6% (0.4%), respectively. The 

presence of Dirac cones in SDOS calculations along the (001) plane has confirmed our 

claims of a topologically non-trivial phase of the GST/SST-I phase. The non-zero value of 

the first ℤ2 topological invariant calculated along the TRIM points have also been 

confirmed the topologically non-trivial phases in GST/SST-I and GST/SST-II phases the 

elevated pressure/strain and ambient pressure, respectively.   
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Conclusion, Future Scope and Social Impact 

 

In this chapter, we have included a detailed summary with concluding remarks 

on the outcomes and possible future aspects to carry out this work further. In this thesis 

work, our focus was on tuning the topological phases of matter with the help of applied 

hydrostatic pressure and strain. 
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7.1   Conclusion of the Thesis  

The present thesis work focuses on the identification of novel topological materials via 

band engineering. The strength of SOI is tunable, and the most important factor in the 

topological phase of matter. Here, we have implemented the external hydrostatic pressure 

and strain to tune the SOI, and hence, TPT has been achieved without disturbing the charge 

neutrality of the materials. We have identified the novel topological phases in materials of 

binary RE monopnictides, Zintl and chalcogenide families. The brief, decisive summaries 

of each chapter of the work are as follows: - 

7.1.1 Exploring the Topological Phase Transition in Rare-Earth Monopnictide 

Semimetals 

❖ RE-M materials YX (X=Bi, As) and YbAs have a stable rocksalt structure and have 

shown the structural phase transitions (SPT) in CsCl-type structure at the hydrostatic 

pressures of 24.50 GPa, 56.54 GPa, and 67.00 GPa, respectively.  

❖ The first TPT in YX (X = Bi, As) and YbAs has taken place at hydrostatic pressures of 

6.5 GPa, 24.8 GPa and 20 GPa, respectively, whereas only YBi have a second TPT at 

10 GPa, within the SPT of these materials. 

❖ RE-M materials YX (X = Bi, As) have also shown TPT under the epitaxial strain of 3% 

and 10%, respectively.  

❖ The band inversions in RE-M materials have been observed between the RE d-orbital 

and M p-orbital near the Fermi level. 

❖ The existence of Dirac cones in SDOS along the (001) plane and evolutions of the ℤ2 

topological invariants at TRIM points have established the TPT in RE-M materials. 
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❖ The lattice mismatch in heterostructure stacking is an effective way to provide the 

necessary epitaxial strain, and a topologically non-trivial phase has been achieved in 

YAs/YBi heterostructure. 

7.1.2 Unraveling the Topological Phase in Zintl Semiconductors RbZn4X3 (X = P, 

As)  

❖ The RbZn4X3 (X = P, As) materials have stable tetragonal (P4/mmm) structures, which 

are dynamically stable up to TPT pressure and under applied epitaxial strain.  

❖ RbZn4X3 (X = P, As) materials are topologically trivial at ambient pressure with a direct 

band gap of 1.119 eV and 0.584 eV, respectively. 

❖ RbZn4X3 (X = P, As) have shown TPT with hydrostatic pressure of 45 GPa and 38 GPa 

as well as 10% and 8% epitaxial strain, respectively. 

❖ The bulk band inversions have been observed between Zn s-orbital and P/As pz-orbital 

near the Fermi level. 

❖ The existence of topological surface states in SDOS along the (001) plane with applied 

hydrostatic pressure and epitaxial strain has also established the topologically non-

trivial nature of RbZn4X3 (X = P, As) materials. 

❖ The evolution of the ℤ2 topological invariants from (0; 000) to (1; 000), which has been 

established using parity analysis as well as the evolution of WCCs. 

7.1.3  Existence of Dual Topological Phases in Sn-based Ternary Chalcogenides 

❖ The PbSnX2 (X = S, Se, Te) family has a topologically trivial semiconducting nature at 

ambient pressure with a direct band gap of 0.338, 0.183, and 0.235 eV at the F-point.  

❖ The first TPT with hydrostatic pressure values of 5, 2.5, and 3.5 GPa has taken place 

for PbSnX2 (X = S, Se, Te), respectively, at the F-point. 
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❖ This first TPT has been verified with an odd number of Dirac cones along the (111) 

plane in SDOS and the evolution of Z2 topological invariants using parity analysis at 

TRIM points.  

❖ The second TPT, i.e., TI to TCI phase transition for PbSnX2 (X = S, Se, Te) family has 

taken place at hydrostatic pressure of 5.5, 3, and 4 GPa, respectively.  

❖ The TCI phase has been identified along (1̅21̅) surface of PbSnX2 (X = S, Se, Te) 

materials, which hold mirror symmetry of (101̅) plane. 

❖ This TCI phase has further corroborated the even value of the mirror Chern number 

calculated using the evolution of mirror eigenvalues ±𝑖 in WCC. 

7.1.4 Investigation of Non-trivial Topology in Phase Change Materials A2Sb2Te5 

(A= Ge, Si) 

❖ GST/SST-225 materials are stable at ambient and elevated pressures and strains. 

However, the GST/SST-I phase is relatively more stable than the GST/SST-II phase. 

❖ GST/SST-I systems are trivial semiconductors, whereas GST/SST-II shows a 

topologically non-trivial phase at ambient pressure. 

❖ GST-I (SST-I) systems show TPT at hydrostatic pressures of 1.3 GPa (0.4 GPa), and 

epitaxial strain of 1.6% (0.4%).  

❖ The inverted contribution near the Fermi level is observed between Ge (s)-, Sb (s)-, 

Te (pz)-orbitals in CB and Ge (px, py)-, Sb (px, py)-, Te (px, py)-orbitals in VB. 

❖ The band inversion near the Fermi level at Γ- points and the existence of a Dirac cone 

in SDOS along the (001) plane have been confirmed by the TPT in GST/SST-I phase 

under applied pressure and strain. 

❖ The existence of drumhead-like surface state in SDOS along the (001) plane of the 

GST/SST-II phase has verified the topological NLSMs in these materials.  
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In conclusion, the effect of hydrostatic pressure and strains serves as a significant method 

for topological phase tuning in the materials. These parameters directly affect the quantum 

confinement, and hence structural as well as topological phase transitions can be achieved 

in the systems. The topological phase alteration via hydrostatic pressure and strains is the 

most significant approach to maintain the charge neutrality and stoichiometry of the 

systems due to their defect-free and non-disruptive nature. This method can effectively be 

used for the normal insulator to topological insulator transition, topological phase 

transitions in semimetals and internal transformation between different topological phases 

of matter. Moreover, controlled tuning of hydrostatic pressure and strains can also 

effectively find new topological phases, higher-order topology, and novel topological 

materials. Furthermore, the methodologies based on first principles and Green's functions 

play a vital role in elucidating the structural, stability, and topological phases of materials, 

simultaneously providing a framework for the advancement of material engineering 

7.2   Future Scope of the Thesis 

There are two possible aspects to further carry out this work; 

❑ Introducing Artificial Intelligence (AI) Approaches: - 

The integration of AI approaches with the present work can be a potential way to be 

significantly more time-efficient, leading to reduced computational resources while 

simultaneously enhancing the optimization and tuning of topological phases within the 

systems. This approach will assist in the identification of novel topological materials and 

the investigation of new topological phases within experimentally available materials via 

consideration of crystal symmetries and quantum characteristics, such as spin and orbital 

angular momentum etc. 
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❑ Lower Dimension Crystal Structures and Higher Order Topology: - 

The tuning of topological phases is influenced by a decrease in crystal structure dimension, 

as observed in 2D multilayer systems and one-dimensional chain systems, among others. 

Also, the realization of higher-order topology is still an open field in terms of identifying it 

in real materials and their potential applications. Topological band engineering via 

hydrostatic pressure and strains can play a vital role in the search for higher-order 

topological materials. 

7.3    Social Impact 

This thesis work includes the study of topological materials and their characteristic 

signature under the applied hydrostatic pressure or strain.  This work conducted on 

topological materials has potential social and technological relevance in several areas. The 

discovery and tuning of novel topological phases through non-destructive methods leads 

to the development of advanced electronic and spintronic devices that are faster, more 

efficient, and power-efficient. These materials offer robust surface conduction channels, 

which are promising for future low-energy electronic applications and quantum 

technologies. Furthermore, the study promotes materials engineering by avoiding chemical 

doping, thus maintaining the purity of the materials and reducing environmental impact. 

The outcomes and knowledge generated in this work contributes to the growing field of 

topological quantum materials and can guide experimental efforts towards next-generation 

materials for technological innovation. This thesis contributes to fundamental scientific 

understanding of topological phases in the condensed matter physics, and can guides future 

experimental and theoretical research fostering a more scientifically literate society.  

Overall, this research work supports progress toward more energy-efficient, sustainable, 

and advanced quantum technologies. 
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1. Research training (Duration: Three Months) as Project Assistant on “Quantum Walk 

Simulation” under the mentorship of Dr. Sandeep K. Goyal (Assistant Professor), 

IISER Mohali, during June-September 2019.  

2. Project on “Renewable Energy: Modelling of Solar Cell using MATLAB” submitted 

for fulfillment of Master of Science at Guru Jambheshwar University of Science and 
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Quantum Logic Gates” at the Electronic Science Department, Kurukshetra University, 
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3. Poster presentation entitled “Topological signature in rare-earth monopnictide 
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first-principles study” in the International Conference “Vienna Ab-Initio Simulation 

Package (VASP) And Applications” organized by the High-Performance Computing 
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9. Attended workshop on “Workshop on Materials and Computational Chemistry 
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11. Attended one-week short-term training program “Introduction to High Performance 

Computing (HPC) and its application in Artificial Intelligence (AI)” organized by the 

Department of Computer Science & Engineering, Delhi Technological University, 

Delhi during August 7-11, 2023. 
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the School of Electronics Engineering (SENSE), Vellore Institute of Technology, 

Chennai, during April 15-19, 2023. 
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reference to Innovation & Entrepreneurship” organized by the Department of Applied 

Physics in association with the Institution’s Innovation Council (IIC)- Delhi 

Technological University, New Delhi on 24 February, 2023. 

17. Poster presentation entitled “Topological Phase Transition Study of XMR Materials 

YbAs using First-Principles Approach” in IUMRS-ICA 2022, organized by the Indian 

Institute of Technology, Jodhpur, during 19-23, 2022. 

18. Technical Talk entitled “Stronger Glass Products and an Overview of International 

Year of Glass-2022” organized by Department of Applied Physics, Delhi 

Technological University, New Delhi, in association with All-India Glass 

Manufacturers Federation, held on 30th November, 2022. 

19. Member Organizing Committee in the DST-STUTI training program on “Synthesis 

Methods and Characterizations of Materials and Biomolecules” organized by the 

Department of Applied Physics, Delhi Technological University, New Delhi, in 

association with Jamia Hamdard (DST-PMU), New Delhi, held during November 16-

22, 2022. 

20. Attending “Hands-on Training on Latex” organized by the Department of Electronics 

and Communication Engineering, Delhi Technological University (DTU), held during 

September 26–27, 2022. 

21. Poster presentation entitled “Pressure Induced Topological Phase Transition in c-YN” 

in the 33rd IUPAP Conference on Computational Physics organized by The University 

of Texas at Austin during August 1-4, 2022. 

22. Poster & Paper Presentation entitled “Pressure Induced Topological Phase Transition 

in c-YN” in “65th DAE Solid State Physics Symposium” organized by Bhabha Atomic 

Research Centre, Mumbai, during December 15 – 19, 2021. 

23. Oral Presentation (Online mode) entitled “Topological Phase Transition using External 

Pressure” in Psi-k School Bridging First-Principles Calculations and Effective 

Hamiltonians, organized by the Italian Institute of Technology, Genova, Italy, held 

during July 7-16, 2021. 
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24. Attended “TREX e-School on Quantum Monte Carlo with TurboRVB” organized by 

TREX, Psi-k, and SISSA during July 12-16 July 2021.  

25. Attended “VISTA Symposium on Artificial-Intelligence and Data-Science Assisted 

Synthesis” held July 13-20, 2021. 

26. Attended (online mode) School “The Hitchhiker's Guide to Condensed Matter and 

Statistical Physics: Topological Phenomena in Condensed Matter” organized by The 

Abdus Salam International Centre for Theoretical Physics, held from May 6 to June 3, 

2021. 

27. Attended Mini workshop “2D Materials for Spin-Orbitronics” organised by The Abdus 

Salam International Centre for Theoretical Physics (ICTP), Trieste, Italy, held during 

May 3-5, 2021. 

28. MedeA VASP Training:  Advancing Automotive Innovation with Materials Modelling, 

organized by Materials Design, held on April 22, 2021. 

29. MedeA “VASP Training:  Explore the comprehensible and user-friendly GUI in MedeA 

VASP” organized by Materials Design, held on April 22, 2021. 

30. Attended online mode, “20th International Workshop on Computational Physics and 

Materials Science: Total Energy and Force Methods” organized by The Abdus Salam 

International Centre for Theoretical Physics, held during February 23-25, 2021. 

31. Attending ARIES Training School on Observational Astronomy (ATSOA-2018) 

during March 19-28, 2018, at Aryabhatta Research Institute of Observational Sciences: 

ARIES, Nainital. 

32. Poster Presentation entitled “Concurrence Measurement of Entangled Two Qubit Pure 

State of Photon and Quantum Dot by Realisation and Simulation of Universal CNOT 

Gate” in “International Conference of Advances in Optics and Photonics 2017” XLI 

Conference of Optical Society of India organized by Department of Physics, Guru 

Jambheshwar University of Science & Technology, Hisar, during November 23-26, 

2017. 

33. Oral Presentation entitled “Concurrence Measurement of Entangled Two Qubit Pure 

State Quantum Dot by simulation” in “5th IAPT National Student Symposium on 
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Physics”, organized by Indian Association of Physics Teachers and Department of 

Physics, Punjab University, Chandigarh, during November 10-12, 2017. 

34. Attending three days “21st International Conference of International Academy of 

Physical Sciences (CONIAPS XXI)” on “Symbiotic Development of Mathematical, 

Physical, Chemical & Computational Sciences & Symposium on Recent Advances and 

Future Directions on Mathematics in Bio-Sciences” organized by Department of 

Mathematics, Guru Jambheshwar University of Science & Technology, Hisar, during 

October 28-30, 2017. 

35. Attending Two-day TEQIP II Sponsored National Workshop on “LASER 

TECHNIQUES”, organized by Optical Engineering Division, Department of Physics, 

Guru Jambheshwar University of Science & Technology, Hisar, during March 2-3, 

2017. 

TEACHING ASSISTANTSHIPS 

 

1. B.Tech. Lab (PH101) (B.Tech. 1st year: December 2020 – February 2021), Delhi 

Technological University, New Delhi 

2. Advanced Physics Lab-II (MSPH208) (M.Sc. 2nd year (Semester-IV): January 2021-

May 2021), Delhi Technological University, New Delhi 

3. B.Tech. Lab (PH102) (B.Tech. 1st year: March 2021 – July 2021), Delhi Technological 

University, New Delhi 

4. B.Tech. Lab (PH101) (B.Tech. 1st year: January 2022 – April 2022), Delhi 

Technological University, New Delhi 

5. Advanced Physics Lab-II (MSPH208) (M.Sc. 2nd year (Semester-IV): January 2022-

May 2022), Delhi Technological University, New Delhi 

6. B.Tech. Lab (PH101) (B.Tech. 1st year: November 2022 – February 2023), Delhi 

Technological University, New Delhi 

7. Fundamentals of Computers (MSMA114) (M.Sc. 1st year (Semester-II): January 2023-

May 2023), Delhi Technological University, New Delhi. 
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8. B.Tech. Lab (PH102) (B.Tech. 1st year: January 2023 – June 2023), Delhi 

Technological University, New Delhi. 

9. B.Tech. Theory (EP205: Classical & Quantum Mechanics) (B.Tech. 2nd year: Summer 

Semester: May 2023-July 2023), Delhi Technological University, New Delhi. 

10. Fundamentals of Computers (MSMA114) (M.Sc. 1st year (Semester-II): January 2024-

May 2024), Delhi Technological University, New Delhi. 

11. B.Tech. Theory (EP208 Numerical Methods) (B.Tech. 2nd year: January 2024-May 

2024), Delhi Technological University, New Delhi. 

12. M. Sc. Theory (MSPH102 Advanced Quantum Mechanics) (M. Sc. 1st year: January 

2024-May 2024), Delhi Technological University, New Delhi. 

13. B.Tech. Theory (EP209 Quantum Mechanics) (B.Tech. 2nd year: July 2024-November 

2024), Delhi Technological University, New Delhi. 

14. B.Tech. Theory (EP309 Quantum Information and Computing) (B.Tech. 3rd year: July 

2024-November 2024), Delhi Technological University, New Delhi. 

15. B.Tech. Theory (EP208n AI for Material Science) (B.Tech. 2nd year: January 2025-

April 2025), Delhi Technological University, New Delhi. 
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