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Abstract

Nowadays, there is a lot of focus on mental health and mental illnesses. Suicide is

a topic of serious concern and a lot of effort is being put in by researchers and mental

health professionals to combat this issue. “Sentiment Analysis on Suicide Notes” is a

lesser-explored area. Understanding the emotions of the people committing the act of

suicide is crucial to rage a fight against suicide and to develop areas of suicide prevention.

This study focuses on works that relate to the task of “Sentiment Analysis on Suicide

Notes”.

Despite the importance of this task, there aren’t enough datasets available to train

models to identify different emotions in suicide notes. A variety of emotions are being

represented in the dataset I am using. They are ”happy”, ”sad”, ”neutral”, ”love”, ”hate”,

and ”proud”.

In this study, I will train the model in three phases. First, I will extract features

from the input sentences using Bidirectional Encoder Representations from Transformers

(BERT). This will be followed by sequence modeling performed using the Bidirectional

Long Short-Term Memory (Bi-LSTM) network. In the third phase, to emphasize more

attention on the important segments of the sentence, I’ll use a Multi-head Attention

mechanism. This would help increase the overall classification efficiency as it combines

the strength of three different components. Resulting with Precision, Recall, and F1-Score

all at 81%, this approach proves to be an effective one. This will help study the emotional

content of the message written in suicide notes and will surely help in promoting initiative

toward mental health in both personal and professional contexts.
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Chapter 1

INTRODUCTION

1.1 Overview

Data Mining deals with drawing out meaningful patterns and insights from huge amounts
of unstructured text data. Natural Language Processing (NLP) has shown a significant
advancement in the field of Data Mining [1] [2], by helping us see the patterns and trends
that we might otherwise miss. NLP techniques applications can be seen in multiple do-
mains, including machine translation, text summarization, information retrieval, chatbots
and virtual assistants, and sentiment analysis [3].

Sentiment Analysis (or Opinion Mining), is a Natural Language Processing approach
that helps understand the emotional tone of a given text. This has been a real break-
through for the field [4]. By understanding human emotions, sentiment analysis can be
helpful in multiple domains like customer feedback analysis, social media analysis, and
psychological research.

Major studies and research in this field are done on data collected from Twitter and
other E-commerce platforms like Amazon [5]. Such studies provide valuable information
to governments and businesses, by understanding public interests, opinions, and attitudes.

However, there is a clear research gap in terms of analyzing suicide notes, being par-
ticularly a significant topic, which may help to study the emotions of an individual and
provide any aid on time [6].

The task of analyzing and studying suicide notes dates back to 1957. A lot of work
in this area is more concerned with recognizing Suicide Ideation, i.e. people with depress-
ing thoughts [7] [8]. The introduction of various Natural Language Processing (NLP)
techniques alongside the surge of Deep Learning Networks and Language Models has ac-
celerated the progress in this task [9] [10] [11]. A typical Suicide Ideation task requires
text data i.e. tweets, notes, posts, and blogs by different people that are labeled as sui-
cidal or non-suicidal. Another work that complements this task of recognizing suicide
ideation is the work of sentiment analysis in suicidal nodes. This work involves a labeled
dataset with text data i.e. notes, tweets, blogs, and posts which are written moments
before the act of suicide by the committer. This data is then broken down into individual
sentences and each sentence is then labeled with an emotion from the annotator. The
task of recognizing human sentiment from suicide notes allows for a better understanding
of the emotional setup of the people who commit suicide.
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One can perform sentiment analysis on different levels like Document, Sentence, and
Phrase Levels. [12], among which I have chosen Sentence-level sentiment analysis, which
helps to study the emotions expressed in each sentence of the notes.

This study first focuses on the works of Sentiment Analysis in Suicide Notes. There
are three main datasets for this task. The first is the “I2B2 dataset for Sentiment Analy-
sis in Suicide Notes”, the second one is the “CEASE dataset”, and the third is “Suicidal
Intent Sentiment Dataset”.

The first dataset, i.e. “I2B2 Dataset for Sentiment Analysis” was released in 2011 in
the “I2B2/VA/Cincinnati Medical Natural Language Processing Challenge”. A task of
the challenge was the sentiment classification of suicide notes. The dataset used for
the task was made up of 900 suicide notes. Each suicide note was broken down to a
sentence level and then each sentence was labeled into one of the 15 emotions. These
emotions were ’abuse’, ’anger’, ’blame’, ’fear’, ’guilt’, ’hopelessness’, ’sorrow’, ’forgive-
ness’, ’happiness peacefulness’, ’hopefulness’, ’love’, ’pride’, ’thankfulness’, ’instructions’,
and ’information’. A total of 24 teams took part in the challenge. This study covers
the results provided by eight of those teams. One thing to observe is that although the
dataset consists of enough suicide notes to train a model, the actual number of samples
for both training and evaluation is not sufficient. For 10 of the 15 emotion classes, the
number of samples in the test dataset doesn’t exceed 50, and for 5 of those, the number
is below 20. With so few samples the training and evaluation are both sub-optimal. A
better alternative would be to increase the data or lower the number of emotion classes
so that each category has enough data, for effective model training and evaluation. The
“I2B2 dataset for Sentiment Analysis in Suicide Notes” is no longer publicly available as
it has been discontinued.

The second dataset, i.e. “CEASE dataset”, was introduced in 2020 as a substitute for
the “I2B2 dataset for Sentiment Analysis in Suicide Notes” since the latter was no longer
publicly available. It is a standard corpus of suicide notes which is used for emotion
detection in patients. It contains data from 205 suicide notes. This dataset contains 2393
data points (sentences) alongside their labels. Each label is one of the fifteen emotion
labels: ’forgiveness’, ’happiness peacefulness’, ’love’, ’pride’, ’hopefulness’, ’thankfulness’,
’blame’, ’anger’, ’fear’, ’abuse’, ’sorrow’, ’hopelessness’, ’guilt’, ’information’, ’instruc-
tions’. However, this dataset, like the “I2B2 Dataset for Sentiment Analysis in Suicide
Notes’ suffers from the problem of insufficient data for optimal training and evaluation.
13 out of the 15 classes contain less than 50 samples for the testing set, and 7 of those 13
have the number below 10.

The third dataset, “Suicidal Intent Sentiment Dataset” was created by collecting 248
suicide notes from various sources, including Reddit, Quora, Storypick, and several blogs
from Info-media sites. These notes were meticulously tokenized into sentences, resulting
in 2632 individual sentences. Each sentence was manually annotated and categorized into
one of the six sentiment categories: ‘happy’, ‘sad’, ‘neutral’, ‘love’, ‘hate’, and ‘proud’.
Each category have nearly same percentage of data.

In this study, I will combine three different state-of-the-art NLP techniques for three
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different tasks; feature extraction, sequence modeling, and attention mechanism to focus
more on the significant sections of the text. For these tasks I will be utilizing Bidirectional
Encoder Representations from Transformers (BERT) [13], Bidirectional Long Short-Term
Memory (Bi-LSTM) [14], and Multi-Head Attention Mechanism [15] respectively. These
models are chosen because BERT allows us to capture the details hidden in the text
and Bi-LSTM works well with sequential data. To enhance the model’s performance, the
Multi-Head Attention mechanism is used which allows the model to focus on the most
important parts of the input sequence [16].

Using the above combination, I have seen a promising increase in the model’s capability
to correctly identify the emotions in a sentence, evidenced by its high Precision, Recall,
and F1-Score values.

1.2 Motivation

Increasing mental health issues leading to the ideation of suicide is a growing global
concern. Despite so much advancement in the field of artificial intelligence and natural
language processing, one domain which is still relatively left unexplored is the ”Sentiment
Classification on Suicide Notes”. Major reason for this gap is due to lack of availability
of publicly accessible dataset, because of its sensitive nature and also the privacy concern
for sharing the data with proper consent.

Not too late though, there seems to be an urgent and essential research required in
this area. Suicide notes often contains subtle emotional cues, expressions of despair, and
being the final message before one ends his life, if analyzed timely and correctly, can offer
helpful insights regarding the psychological state of an individual.

The broader motivation behind this study is this work towards humanity. Identifying
the emotions one holds before they quit their life on timely manner and integrating the
system on social media platforms and counseling services may help provide timely aid
which can lead to potentially save a life. This study bridges the gap between emotional
understanding and the growing computational intelligence leading to social good and not
limiting only to technical excellence.
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Chapter 2

LITERATURE REVIEW

2.1 Overview of Existing Research

This section briefly summarizes twelve different papers related to the task of Sentiment
Analysis in Suicide Notes. The first eight proposed works are based on the “I2B2 Dataset
for Sentiment Analysis”, the next two are based on the “CEASE dataset”, and the last
two are based on the “SIS dataset”.

Yang et al. [17] proposed a hybrid model for sentiment analysis. Their system is made
up of five major components. The first module is the text preprocessing module which
performs the standard preprocessing operations for classification. The second module is
the negation detection module which identifies negation signals in a second. Identifying
the negation signals and marking them allows for a better understanding of the content
of the text by the model. The third module is the emotion instance identification module
which uses three machine learning algorithms to classify the sentence into one of the given
classes, it also uses a conditional random field-based model that works on a token level for
the same classification task as the three machine learning models. The fourth module is
the result integration module which combines the results of the four models to achieve a
final result. The fifth module is the post-processing module which works towards identify-
ing potential sentences that can belong to the ‘instructions’ emotion class. They achieved
an overall F1-Score of 61.39% and, for 7 of the 15 classes, an F1-Score of more than 50%.

Desmet and Hoste [18] used Support Vector Machine (SVM) techniques to create a system
for fine-grained sentiment analysis for the above-defined Medical Natural Language Pro-
cessing Challenge. Besides using the simple SVM technique, they also used the Bootstrap
Resampling Technique with SVM to maximize the F1 score by optimizing the threshold
value for the SVM Binary Classifier. Their work involves taking into account the fact
that the 15 emotions in the dataset may not be mutually exclusive, therefore, they create
a classifier model for each of the fifteen emotions. They achieved F1 scores of more than
40% for six of the seven most common emotions. They achieved the best results with an
overall F1 Score of 53.87%. This overall score was achieved by averaging the values of the
most successful classifiers for each emotion.

Wang et al. [19] presented a hybrid approach based on Machine Learning and rule-
based classifiers for the above-defined Medical Natural Language Processing Challenge.
They worked on using the N-gram-based, syntax-based, context-based, and knowledge-
based information in the text along with certain class-specific features, as the feature set
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to train an SVM model. The RBF (Radial Basis Function) is selected as the kernel for
the model. For the rule-based learning classifier, several patterns were identified first and
only the best patterns were kept for each class. Their results show that uni-gram and bi-
gram features are more useful than tri-gram features for classification. Also, class-specific
features are more useful than adding context features for classification. Individually, the
best results achieved by the SVM model and the Rule Based Classifier had an F1 Score
of 48.83%, and 45.36% respectively. The best results they achieved had an F1 Score of
50.38% obtained via combining both models to create a hybrid classifier.

Luyckx et al. [20] presented a thresholding approach using the support vector machine
for the above-defined Medical Natural Language Processing Challenge. They convert the
sentence with more than one label into multiple sentences with a single label by breaking
down each sentence into fragments. They extract context-based and lexicon-based fea-
tures from the sentences. They used the RBF function as the kernel for the SVM model.
They experimented with the classification scheme and performed the classification task
with three different schemes: ’emotion/no-emotion with thresholding’, ’emotion-only’,
and ’emotion/no-emotion without thresholding’. Out of all the classification schemes,
they achieved an F1-Score of 50.18%, for ’emotion/no-emotion with thresholding’. For
the original classification task, they scored a Precision of 67.32%, a Recall of 34.42%, and
an F1-Score of 45.36%.

Sohn et al. [21] presented three different models for the classification task. These are
the multinomial Naive Bayes model, a rule-based classifier, and a hybrid of both. Data
preprocessing is performed using NER (Named Entity Recognition), re-annotation, and
Token Normalization. The best results they achieved were obtained by the hybrid model
with a Precision of 57.09%, Recall of 55.74%, and an F1-Score of 56.40%.

Xu et al. [22] presented an SVM model using data augmentation. To deal with the
problem of having smaller training data, they add manually annotated sentences to the
training dataset. They combined the SVM model with three different preprocessing tech-
niques: N-gram feature selection, Bag-of-N-gram feature selection, and pattern matching.
For eight categories (’fear’, ’guilt’, ’hopelessness’, ’love’, ’sorrow’, ’hopefulness’, ’thankful-
ness’, ’happiness peacefulness’) which are both subjective and have sufficient data, they
rely on the linear SVM model with Bag-of-N-gram feature selection. The two objective
categories (’information’, and ’instruction’) having sufficient training data, rely on the
linear SVM model with N-gram feature selection. The remaining five subjective cate-
gories (’abuse’, ’anger’, ’blame’, ’forgiveness’, and ’pride’) don’t have sufficient training
data and rely on the pattern matching technique. The outputs of the three models are
combined to achieve a unified answer to a sentence. They resulted in a Precision of 56%,
a Recall of 62%, and an F1-Score of 59%.

Cherry et al. [23] created an SVM model for the above similar task of classification
coupled with various auxiliary features which allows the model to correct the imbalance
in the number of data samples in each class of the dataset. The auxiliary features added
to the data are bias feature; sentence features like number of words, names, tense, etc.;
count of the synonyms for each label’s name in the sentence; feature to describe the char-
acters and feature which provides document level information. They achieved a Precision
of 55.72%, Recall of 54.72%, and F1-Score of 55.22%.
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McCart et al. [24] created three different models and their ensembles for classification.
The three different models were the Rule-based model, the Statistical Text Mining model
which couples data preprocessing and various machine learning models (Decision Trees,
Support Vector Machine, K-Nearest Neighbor), the Weight Scheme-based model which
assigns weight features and various auxiliary features to each data point (sentence), cou-
pled with multiple machine learning models. They created an ensemble of these models
and techniques and applied a voting scheme that gives equal weightage to each model
and returns the answer with the most votes, only if that answer passes a set threshold
of weight required to be obtained. Their best ensemble model achieved a Precision of
49.92%; a Recall of 50.55%; and an F1 score of 50.23

Ghosh et al. [25] used three deep learning techniques for the task of sentiment anal-
ysis on suicide notes using the “CEASE” dataset. The three different techniques were
Convolutional Neural Network (CNN), Gated Recurrent Units (GRU), and Long Short-
Term Memory (LSTM). A standalone model from each of the three techniques was created
and two hybrid models were also designed using an ensemble of these three techniques.
Out of the two hybrid models, one was implemented by using all three models individually
and then applying a voting strategy afterward, the other hybrid model was created by
combining the three models and creating a Multi-Layer Neural Network Model. Among
those three individual models, they achieved the best results using the LSTM model with
a Precision, Recall, and F1-Score of 59%. The best results they achieved were obtained
via the Multi-Layer Neural Network Model with a Precision Score of 59%, a Recall Score
of 60%, and an F1 Score of 59%. However, it is also to be noted that the results obtained
via the Multi-Layer Neural Network Model are just slightly better than the LSTM model
and the training time to accuracy trade-off does not seem worth it.

Ghosh et al. [26] extend the “CEASE Dataset” by 120 Suicide Notes. They use this
extended dataset for three different but related tasks. These tasks are Detection of De-
pressing Thoughts in an Individual, Single-Label Sentiment Analysis, and Multi-Label
Sentiment Analysis. They created various individual and multi-models for these tasks
using multiple Deep Learning Techniques. Out of all the models the Multitask Frame-
work, which performed best, used the pre-trained GloVe (Global Vectors) embeddings,
a Bi-GRU (Bidirectional GRU) based encoding layer, an Attention layer, and an Exter-
nal Knowledge module. Alongside these common layers, it also had a task-specific deep
neural network module for each task. The best results they achieved for the Single-Label
Sentiment Analysis Task had an F1-Score of 51.90%. The best individual system for the
Single-Label Sentiment Analysis Task achieved an F1-score of 50.8% being worse than
the Multitask Framework. They suspect that the better performance from the multitask
framework may be due to the shared knowledge among various tasks.

Beniwal and Dhobal [27] used Bidirectional Long Short-Term Memory (Bi-LSTM) on
Suicidal Intent Sentiment Dataset (SIS Dataset) resulting with Accuracy, Recall, and F1-
Score of 72% and 73% of Precision.

Bansal and Beniwal [28] worked on the same dataset to train a hybrid model having
capabilities of Generative Pre-trained Transformers (GPT), Bi-LSTM and Convolutional
Neural Networks (CNN) to achieve Precision and F1-Score of 77% and Recall of 78%.
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2.2 Comparative Analysis of Previous Works

Table 2.1 and Table 2.2 below provide a comparative study of the different works in the
field of “Sentiment Classification on Suicide Notes”.

Table 2.1 provides a comparison on the approaches taken by different researchers for
this task. Majorly there are only three datasets used namely the “I2B2 Dataset”, the
“CEASE Dataset” and the “SIS Dataset”. For the Preprocessing and Feature Selection
part, a lot of different methods have been used. It is observed that four of the works
perform the N-gram feature selection to create the feature set. Also, it is to be noted that
the dataset is not spell checked and contains a lot of mistakes in grammar and spelling. A
couple of the works have performed spell checking during the preprocessing with motiva-
tion to have more consistency in the dataset. However, the other works seem to have the
general motivation that the way the word has been spelled might provide some informa-
tion regarding the emotional setup of the writer i.e it may have been spelled incorrectly or
exaggerated due to anger or sadness, and therefore most of the works have not performed
the spell checking.

In regards to the Models being used, we find that the dataset is not big enough to allow
for a language model or even a deep learning model to be useful and therefore most works
rely on the machine learning based models for the classification. This is a problem since
various deep learning and language models could have been used to effectively perform
the classification part but the smaller size of the dataset prevents that. Either increasing
the data or reducing the number of classes can allow us to use the deep learning based
and language based models for the classification.

Few of the recent works have made us of deep learning models, and a significant im-
provement can be seen.
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Table 2.1: Comparison of different works based on dataset used, processing and feature
selection methods used, and models used

Paper Dataset Pre-Processing + Feature Se-
lection Method

Models

Yang et al. I2B2 POS Tagging + Word Features
+ Context Features + Syntactic
Features + Semantic Features

CRF + NB, ME, SVM
+ Vote - based merg-
ing strategies + Post
Preprocessing for in-
structions class

Desmet and
Hoste

I2B2 Spelling Correction + Lemmati-
zation + POS Tagging + N-gram
Features + Subjectivity Features

SVM + Bootstrap Re-
sampling

Wang et al. I2B2 N-gram Features + Syntax Based
Features + Context Based Fea-
tures + Class Based Features +
Pattern Based Features

SVM + RBF

Luyckx et al. I2B2 Reannotation + N-gram Features
+ Lexicon Based Features + Con-
text Based Features + Lexical
Based Features

SVM + Bootstrap Re-
sampling

Sohn et al. I2B2 NER+ POS Tagging + Reanno-
tation + Token Normalization

Multinomial NB +
RBF

Xu et al. I2B2 Data Augmentation + N-Gram
Features + Bag-of-N-Gram Fea-
tures + Pattern Based Features

Linear SVM + Pat-
tern Matching

Cherry et al. I2B2 Sentence Based Features + Bias
Feature + Character Based Fea-
tures + Document Level Based
Features

SVM

McCart et al. I2B2 Spelling Correction + Reanno-
tation + Stemming + Sentence
Based Features

RBF +
DT,SVM,KNN +
Voting Scheme

Ghosh et al. CEASE GloVe LSTM

Ghosh et al. CEASE GloVe Bi-GRU Encoding
Layer + Attention
Layer + External
Knowledge Module

Beniwal and
Dhobal

SIS Tokenization + Zero Padding +
One Hot Encoding

Bi-LSTM

Bansal and
Beniwal

SIS Tokenization + Zero Padding +
Label Encoding

GPT + Bi-LSTM +
CNN
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Table 2.2: Result comparison of different papers based on Precision, Recall and F1-Score
value

Paper Precision Recall F1-Score

Yang et al. - - 61.39%

Desmet and Hoste - - 53.87%

Wang et al. - - 50.38%

Luyckx et al. 67.32% 34.42% 45.36%

Sohn et al. 57.09% 55.74% 56.40%

Xu et al. 56% 62% 59%

Cherry et al. 55.72% 54.72% 55.22%

McCart et al. 49.92% 50.55% 50.23%

Ghosh et al. 59% 60% 59%

Ghosh et al. - - 51.90%

Beniwal and Dhobal 73% 72% 72%

Bansal and Beniwal 77% 78% 77%
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Chapter 3

METHODOLOGY

3.1 Data Acquisition

I have used the dataset built by Dobhal and Beniwal
(https://github.com/armaan99/Suicidal-Intent-Sentiment-Dataset) where they have col-
lected 248 suicide notes from various sources, including Reddit, Quora, Storypick, and
several blogs from Info-media sites. These notes were meticulously tokenized into sen-
tences, resulting in 2632 individual sentences. Each sentence was manually annotated
and categorized into one of the six sentiment categories: ‘happy’, ‘sad’, ‘neutral’, ‘love’,
‘hate’, and ‘proud’. Some randomly chosen samples from the dataset are illustrated in
Table 3.1 along with their sentiment categories. Additionally, Fig. 3.1 and Fig. 3.2 depict
the frequency and percentage distribution of sentences across each category respectively,
providing a clear overview of the dataset’s composition.

Table 3.1: Random Samples from Dataset

Text Label

I will be so happy in heaven happy

I’ve had a good life proud

Please don’t ever forget me sad

You clown police hate

Keep me in your hearts love

Someday you’ll be proud of me proud

Thanks for making my life special happy

Let us for a moment be sensible neutral

I hate the way things turned out hate

I have done everything in my power neutral

It is terrifying sad

I love you all love

10



Figure 3.1: Frequency distribution of Sentences across each Category

Figure 3.2: Percentage distribution of Sentences across each Category
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3.2 Data Pre-Processing

In this study, the data preprocessing pipeline involves several key stages, ensuring that the
source data gets transformed into a suitable format for input into the classification model.

Initially, the dataset is divided into features and target variables. The features com-
prise the first column of the dataset, which includes the sentences from the suicide notes.
The target variable comprises the class labels in the second column, representing the sen-
timent categories: ‘happy’, ‘sad’, ‘neutral’, ‘love’, ‘hate’, and ‘proud’.

At first, I have used a Label Encoder to encode the classified target labels into a nu-
merical format to streamline the procedure, where a distinct integer will be assigned to
each sentiment type.

Also, the textual data needed to be transformed into numerical vectors because this
is an NLP task. To do this, I have used the BERT tokenizer. Sentences will get tokenized
into words and sub-words by the BERT tokenizer, which will capture the subtleties of
the text’s context. I have provided the tokenized sequences zero padding to ensure each
sentence is the same length after tokenization. This is necessary to ensure that the di-
mension of input being fed to the model remains the same as varying input length might
interfere with the model’s training.

I have divided the dataset in the ratio of 80:20 into the training and the test sets. This
split gives 2105 records for training the model and 527 remaining records will be used for
the model’s evaluation.

3.3 Model Architecture

I have used a series of advanced methodologies like feature extraction, sequence model-
ing, and attention mechanism altogether, to get benefitted from the combined strengths
of individual components. These techniques become the three primary components of the
model architecture, playing an important role in transforming raw text into meaningful
representations. Using these meaningful outcomes, the model can make much more accu-
rate predictions.

The first phase begins with feature extraction. This is done using a pre-trained BERT
model, freezing all its layers to save computational time by preventing it from getting
updated at training time. This allows us to leverage the knowledge of pre-trained BERT
effectively. BERT will help us collect contextual information from input sequences which
is essential for understanding the nuances of language. Before feature extraction, the
BERT Tokenizer will first tokenize the input sequences. Using truncation and padding
techniques, the BERT tokenizer assures that the text is tokenized into a fixed-length
format. This is an essential step in managing different sentence lengths. BERT is then
applied to the tokenized text, to extract rich feature representations from these sequences.
This generates contextual embeddings for every token.

In the second phase of sequence modeling, I have used a Bi-LSTM network, chosen for
its ability to capture long-term dependencies in the input sequences, which works by
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Figure 3.3: Data flow through various layers of the model architecture
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Table 3.2: A comprehensive overview of the hyper-parameters used in different layers of
our model architecture

Component Parameter Value

Data Split Training Set 80% (2105 records)

Data Split Testing Set 20% (527 records)

BERT Tokenizer Max Length 60

BERT Model Layers Frozen All layers

Bi-LSTM Units 64

Bi-LSTM Return Sequences True

Multi-Head Attention Number of Heads 4

Multi-Head Attention Key Dimension 64

Dropout Rate 0.5

Dense Layer Activation Function Softmax

Model Compilation Loss Function Sparse Categorical
Crossentropy

Model Compilation Optimizer Adam

Adam Optimizer Learning Rate 0.001

Training Configura-
tion

Batch Size 32

Training Configura-
tion

Number of Epochs 20

14



processing the text in both forward and backward directions. This bidirectional approach
ensures that the model learns the context completely. The output of BERT is fed as
an input into the Bi-LSTM network. This network captures the sequential information
from the text and generates a hidden state that gets passed on to the attention mechanism.

To increase the model’s ability to classify emotions correctly, I have added a Multi-Head
Attention mechanism, that allows the model to concentrate more on the significant seg-
ments of the text. This will make the model prioritize essential phrases in the sequences
that play a key role in determining the sentiment associated with them. In the multi-head
attention mechanism, the attention heads capture different aspects of input sequences, giv-
ing the model multiple perspectives on the data. This enhances the model’s capacity to
identify minute sentiment distinctions.

The above-described elements are combined to create the final model architecture. The
input layer will receive the tokenized sequences, which are then processed through the
Bi-LSTM network and Multi-Head Attention layer. Output received from the attention
mechanism is now pooled using a Global Average Pooling (GAP) layer which aggregates
the data throughout the sequence. Following this, we will use a Dropout layer which helps
prevent over-fitting. Lastly, is a Dense layer, and the activation function used is Softmax,
to give the final sentiment classification.

15



Chapter 4

RESULTS and DISCUSSION

I have trained the model with Python programming language which has good library
support for NLP tasks, and the entire development and experimentation were performed
on Google Colab because of its powerful and collaborative environment.

The dataset is divided into a ratio of 80:20 in training and test sets. This split gave
2105 records for training the model. The left-over 527 records were used to evaluate the
model’s performance. This stratified approach ensures a representative distribution of
sentiment categories across both sets, enhancing the reliability of our evaluation.

To compile the model, we will employ the ‘Categorical Crossentropy’ loss function, which
is appropriate for multi-class classification problems. The optimization process was car-
ried out using the ‘Adam’ optimizer with a 0.001 learning rate, striking a balance between
convergence speed and stability. Fig. 4.1 represents the Confusion Matrix, illustrating
the detailed breakdown of correct and incorrect classifications.

Figure 4.1: Confusion Matrix - Testing Data
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Also as depicted in the classification report, Fig. 4.2, the model I have trained had
achieved an impressive accuracy, recall, precision, and F1-score all at 81%. These results
underscore the effectiveness of my approach in accurately categorizing the sentiments in
the suicide notes.

Figure 4.2: Classification Report of Predicted Labels

When compared to the previous work of Dhobal and Beniwal, Table 4.1, who reported the
value of accuracy, recall, precision, and F1-score as 72%, 72%, 73%, and 72% respectively,
and also with the work of Bansal and Beniwal, where they have reported the value for
recall, precision, and F1-score as 77%, 78% and 77% respectively, our model demonstrates
a significant improvement. The enhancement can be attributed to the hybrid approach
I have used, which integrates advanced techniques for tokenization, sequence modeling,
and attention mechanisms to better focus on relevant text parts.

Table 4.1: Comparison of Bi-LSTM with BERT + Bi-LSTM + Multi-head Attention

Model Accuracy Precision Recall F1-Score

Bi-LSTM 72% 73% 72% 72%

GPT + Bi-LSTM +
CNN

78% 77% 78% 77%

BERT + Bi-LSTM +
Multi-head Attention

81% 81% 81% 81%

In summary, the model I have trained not only outperforms existing benchmarks but also
showcases the potential of hybrid approaches in enhancing the reliability and accuracy of
sentiment analysis in sensitive contexts such as suicide notes.
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Chapter 5

CONCLUSION AND FUTURE SCOPE

The current work shows how well modern NLP techniques may be used to analyze sui-
cide letters’ sentiments. Our model produced notable gains in the precision, recall, and
F1-score over earlier work by using BERT for feature extraction, Bi-LSTM for sequence
modelling, and a Multi-head Attention mechanism to enhance concentration on relevant
regions of the input sequence. In particular, our model resulted in a recall, precision,
and f1-score all at 81%, significantly outperforming the performance metrics published in
previous studies.

However, future investigation can be done to further amplify the applicability and ro-
bustness of sentiment classification in this context. This can be done by increasing the
dataset size by collecting a diverse range of suicide notes from different cultural and lin-
guistic backgrounds that can help enhance the model’s generalizability. One can explore
other deep learning architectures or integrate multiple architectures like Convolutional
Neural Networks (CNNS), and other variants of Transformers. One can also tailor a more
sophisticated attention mechanism to make a more refined extraction of details hidden in
the suicide notes.

To conclude our study that contributes to the expanding area of research on sentiment
classification in sensitive contexts, future work might promise to bridge the gap between
technological advancements and their utilization in mental health, which may help provide
better support to an individual at risk.
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