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ABSTRACT 

 
In the era of technology, social media has become flag bearer of freedom of speech and 

expression. However, in the guise of freedom of speech and expression hate and 

offensive speech is increasing day by day, posing significant risks to societal harmony. 

Hate speech detection on social media has become increasingly important due to the 

rise of online platforms and their potential to amplify harmful content [1], [2]. While 

traditional text-based hate speech detection is well-researched, the unique challenges 

of spoken language transcription, particularly on platforms like YouTube, require 

specialized approaches. This study investigates the overall effectiveness of hate speech 

detection models trained on datasets from Facebook and Twitter when applied to the 

distinct context of YouTube transcriptions. Various machine learning models are 

explored, comparing the performance of traditional classifiers like Naive Bayes, 

Support Vector Machines (SVM), Logistic Regression, and Random Forest – using 

TF-IDF features to assess their ability to generalize with the complexities of YouTube 

transcriptions. We evaluate each model's performance across accuracy, precision, 

recall, and F1-score to determine their effectiveness in capturing both explicit and 

implicit hate speech. Findings reveal that models trained on datasets from Facebook 

and Twitter struggle to generalize effectively to the more nuanced and context-rich 

environment of YouTube transcriptions, Support Vector Machines and Logistic 

Regression show relatively better adaptability. This work highlights the importance of 

contextual and linguistic adaptability in hate speech detection on multimedia platforms 

and discusses implications for ethical content moderation and policy development. 

This study underscores the need for continued research into models that address 

platform- specific language, cultural nuances, and code-mixing, particularly in low-

resource languages. These findings provide a foundation for researchers and 

practitioners seeking to develop or refine hate speech detection systems for real-world 

application. 
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CHAPTER 1 

INTRODUCTION 

Hate speech is any form communication that advocates attack, fear, violence, abuse, 

defemination, assault on individual or group of individuals based on their sexual 

orientation, gender, age, handicap, race, ethnicity, country of origin, caste, religion, or 

serious illness [1]. Hate speeches are of classified into numerous categories such as hate, 

non-hate, abusive, offensive and non- offensive etc. [1] In this study hate speeches are 

categorized into two primary types: hate speech, involving statements intended to harm 

or target individuals or groups, and non-hate speech, referring to neutral or non-targeted 

communication. The internet is a wonderful place to share one’s thoughts, knowledge 

and experiences. Unfortunately, it sometimes also becomes a place where deplorable 

and despicable things are said to a person or targeted at a group of people [1], [2]. 

Increase in internet use as well as social media platforms led to surge in hate speech 

which has broken geographical barriers because social media networks offer rapid 

communication with messages transmitted instantly [2]. On the contrary, when social 

media platforms were not in picture hate speech given at one place of world doesn’t 

disseminate vigorously to other places of world. Since hate speeches often incite 

violence and heinous crimes Therefore, detecting hate speech has become a pressing 

necessity. 

Platforms like YouTube, with millions of daily active users and high levels of 

engagement, are particularly susceptible to such content, often shared under the guise of 

personal opinion, political discourse, or satire. Unlike traditional text-based platforms 

such as Twitter, YouTube’s content is largely driven by spoken language, which adds 

complexity to hate speech detection. Transcriptions of YouTube videos, often auto- 

generated, present unique linguistic challenges—such as informal language, slang, 

colloquial expressions, code-mixed language, and contextually nuanced language 

specific to the cultural and political topics discussed and code-mixing— demanding 

refined approaches to hate speech detection. 

This study focuses to address these challenges by reckoning the efficacy of various ML 

approaches for hate speech detection in YouTube transcriptions. Specifically, we 

examine traditional models (NB, SVM, LR, RF) assessing their performance in 
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detecting hate speech across transcription from YouTube cannels in categories such as 

political news and satire. Given the context-heavy nature of YouTube transcription text, 

we employ a domain adaptation strategy, first pre-training on general hate speech 

datasets before fine-tuning on a custom-labelled YouTube-specific dataset. This 

approach allows us to adapt models to the unique characteristics of spoken language on 

YouTube while maintaining their ability to generalize to varied forms of hate speech. 

Through evaluating models systematically based on AC, PR, RC, and F1-score, we want 

to find the most appropriate approaches for hate speech detection on YouTube 

transcriptions. Our results will offer valuable insights into the adaptability of current 

hate speech detection models within a multimedia setup and contribute to the broader 

rubric of ethical content moderation and policy development on online platforms. SVM 

is a supervised learning algorithm majorly employed for classification and regression 

tasks. It functions by choosing the best hyperplane that separates data points into classes 

in the higher dimension of the feature space. It is one of the widely-used classification 

algorithms, well-suited for tasks like hate speech detection where the textual data needs 

conversion into separate categories, such as hate vs. non-hate. Logistic regression is a 

simple, easy, and fast statistical method, used mostly for binary text classification. Also, 

less prone to overfitting and provides a good baseline method to compare more 

complicated models on overhead. Random forest also fulfils the purpose of ensemble 

learning, used mainly for classification tasks, such as hate speech detection. Having the 

capability to identify more complex or non-linear relationships, it excels where simpler 

algorithms cannot, offering higher adaptability to various language patterns present on 

social media text. Naive Bayes is based upon Bayes' theorem and is applied for-text 

classification tasks like hate speech detection which acts as solid baseline [1], [2]. It 

applies Bayes' theorem to reckon the probability that a given piece of text belongs to a 

specific class (e.g., hate speech or non-hate speech). TF-IDF a widely used technique 

for feature extraction in text mining and NLP, and it helps identify which words are 

important in a document while discounting frequently occurring, less informative words 

[2], [3], [4]. 
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CHAPTER 2 

LITERATURE REVIEW 

After going through various research papers, we found various kinds of approaches 

and we can categorize them into the following categories on the basis of the features 

that they used for detection 

 

Detection of hate speech has received significant amounts of research interest in recent 

times, especially because of the development of social media sites like Twitter and 

Facebook, which allow fast spreading of content generated by users [1], [4], [28]. 

Earlier studies mostly opted for shallow ML algorithms such as Logistic Regression 

(LR), Naive Bayes (NB), Support Vector Machines (SVM), and Random Forests (RF) 

because of their advantages of simplicity, interpretability, as well as their ability to 

handle structured features like term frequency-inverse document frequency (TF-IDF) 

and n-grams [1], [2], [3], [12], [13].  

These classical approaches were well suited for the binary and multi-class 

classification tasks for datasets that contained structured short-form texts from Twitter 

and Facebook [2], [3], [14]. With the blessing termed advancement of deep learning, 

the community has been therefore led towards the world of deep neural networks, 

wherein by going deeper, one finds CNNs; discretely shallow, one finds LSTM 

models; and the ever-presto, Transformer-based models, including BERT, RoBERTa, 

and their variants [4], [18], [28]. These architectures outperform the traditional ones 

due to their ability to capture rich contextual semantic and sequential dependencies, 

especially with a longer text or a code-mixed one [16], [17], [20]. Nonetheless, for 

deploying these models into the real world, there are still challenges. Fortuna and 

Nunes [4] stress non-standardization in terms of datasets and evaluation protocols, thus 

obstructing reproducibility. Continuing with similar thoughts, Zhang and Luo [9] point 

out the complications with handling long-tail distributions in Twitter data, where hate 

speech manifests in infrequent and multi-variant forms. The observations from Swamy 

et al. [10] and Mishra et al. [11] reveal that, often, the models overfit their datasets and 

hence cannot function on data from different sources or communities. One of the 

significant problems in hate speech studies is the narrow cross-platform generalization. 
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Most models that are trained with data from Twitter or Facebook tend to perform badly 

when tested on other platforms such as YouTube, Reddit, or Telegram because of 

variations in linguistic style, user actions, and content modality [8], [25]. Fortuna et al. 

[4] and Zhang et al. [8] believe that these problems stem from excessive dependence 

on short-form, text-only material that fails to capture the heterogeneity of online 

language. For example, transcripts for YouTube tend to include conversation talk, 

unstructured longer sentences, and oral dialects, which render direct utilization of 

current models ineffective [14], [15], [25]. These methods have reported better 

performance on benchmark datasets, especially on English-language material from 

platforms such as Twitter and FB. 

A number of works have recognized this disparity in cross-domain evaluation and have 

urged studies targeting platform-agnostic and domain-robust hate speech detection 

models [4], [8], [24], [25]. Our research tackles this issue head-on by training ML 

classifiers on Twitter and Facebook corpora and evaluating them on a newly annotated 

collection of YouTube transcriptions, in the scenario of Indian political discourse. 

Multilingual and code-mixed hate speech identification is also a priority research field, 

particularly in nations such as India where there is large linguistic diversity. Mandl et 

al. [5] and Bohra et al. [11] have built datasets for Hindi-English code-mixed text, 

highlighting the difficulties of handling transliterated scripts as well as orthographic 

variation. Nagpal and Das [23] discuss novel approaches to code-mixed hate speech 

identification based on large language models (LLMs). Additionally, Mishra et al. [11] 

and Rana and Jha [22] explore how emotion and sentiment features can be used to 

improve hate speech identification within such multilinguistic environments. 

In spite of these breakthroughs, currently available datasets are usually not large 

enough and cover languages inadequately to train effective deep learning models [5], 

[6], [11]. Work such as Alemayehu and Mulugeta [26] and Singh and Kumar [27] 

highlights the necessity of under-resourced languages like Afaan Oromo and local 

Indian languages. Additionally, most annotated datasets are English-language Twitter-

specific, ignoring the multilingual and multimodal nature of sites like YouTube [14], 

[15], [17]. 

Current research also investigates multimodal hate speech identification, integrating 

audio, visual, and textual information [17], [22]. Although these methods hold 

promise, they are still computationally costly and rely on large-scale, annotated 
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corpora. Conventional ML techniques, while less involved, still bear the potential for 

cross-platform applications when feature engineering is well managed [24], [27]. 

These studies underscore the necessity of handling orthographic variations, 

transliterated words, and mixed scripts—features common in Indian social media, and 

especially relevant in YouTube commentaries and transcripts. However, the majority 

of these datasets are still limited in size and scope, which restricts the efficacy of deep 

learning models without large-scale annotated corpora. 

For instance, YouTube transcriptions often include conversational language, longer 

sentences, filler words, and spoken dialects, which differ significantly from short-form, 

written posts on Twitter. The challenges become more pronounced in politically 

charged content, satire, and opinionated speech. Our work contributes to filling this 

gap by empirically evaluating the performance of traditional ML models trained on 

Twitter/Facebook data and tested on manually annotated YouTube transcriptions—a 

use case that has received limited attention in the literature. Despite considerable 

progress in hate speech detection across platforms, several critical research gaps 

persist. A majority of existing studies focus on in-domain performance, where models 

are trained and tested on the same platform (e.g., Twitter-only or Facebook-only 

datasets), often leading to inflated accuracy that does not reflect real-world deployment 

scenarios. Very few works investigate cross-domain generalization, especially on 

long-form, spoken, or conversational content such as YouTube transcriptions. This 

limits the applicability of these models to diverse platforms where hate speech 

manifests in different linguistic styles and formats. Furthermore, much of the existing 

research emphasizes deep learning models that require large labeled datasets, while 

traditional machine learning approaches—though less resource-intensive—remain 

underexplored for cross-platform tasks. There is also a noticeable scarcity of annotated 

datasets for YouTube transcriptions, particularly in multilingual or code-mixed Indian 

political contexts. This lack of resources hinders reproducibility and comparative 

benchmarking across platforms. Our study directly addresses these gaps by creating a 

manually annotated dataset of YouTube political transcriptions and evaluating the 

cross-domain robustness of traditional classifiers trained on Twitter and Facebook 

data. 
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Table 2.1 Table for Review of literature and their key contributions and limitations    

Author(s) 
Model(s) 

Used 
Key Contribution Dataset(s) Limitations 

Davidson et 

al. (2017) [3] 

Logistic 

Regression, 

SVM 

Introduced a widely-

used dataset 

differentiating hate 

speech and offensive 

language 

Twitter 

Struggles with 

nuanced contexts and 

sarcasm 

Waseem & 

Hovy (2016) 

[2] 

Naive Bayes 

Built a gender-

annotated Twitter 

dataset and studied bias 

in labelling 

Twitter 
Biased annotations; 

limited class variety 

Zhang & Luo 

(2018) [9] 

Random 

Forest, 

Logistic 

Regression 

Addressed class 

imbalance in hate 

speech with a long-tail 

distribution 

Twitter 
Weak generalization 

across domains 

Swamy et al. 

(2019) [10] 

SVM, Naive 

Bayes 

Studied generalizability 

across multiple datasets 

Twitter, 

Facebook 

Lack of consistency 

across annotation 

schemes 

Mishra et al. 

(2018) [11] 

Logistic 

Regression 

Developed CoMIcs: A 

code-mixed dataset for 

hate speech 

Facebook, 

Twitter 

Focused on Hindi-

English; limited 

scalability to other 

languages 

Singh & 

Kumar (2025) 

[24] 

Random 

Forest, 

Logistic 

Regression 

Applied ensemble 

methods to improve 

classification 

performance 

Twitter 
No cross-platform 

evaluation or testing 

Luo et al. 

(2023) [21] 

SVM, Naive 

Bayes 

Designed models for 

enforceable hate speech 

detection in public 

forums 

Reddit, 

Twitter 

Highly domain-

specific and lacks 

multilingual focus 

Zhang & Luo 

(2021) [25] 

Logistic 

Regression 

Reduced false positives 

by domain-specific 

tuning 

Twitter 
Limited success on 

unseen test domains 

Malik et al. 

(2023) [28] 

SVM, 

Random 

Forest 

Compared traditional 

ML with deep learning 

on multiple hate speech 

datasets 

Twitter, 

Gab 

Traditional ML 

underperformed on 

complex linguistic 

inputs 

Alemayehu & 

Mulugeta 

(2022) [26] 

Naive Bayes, 

SVM 

Hate speech detection in 

low-resource language 

(Afaan Oromo) 

Facebook 

Lacks transferability 

to larger multilingual 

corpora 
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CHAPTER 3  

METHODOLOGY 

 
We will talk about the dataset that was utilized, the workflow, and other theoretical 

topics like the vectorizers and classifiers that were used in the coding part in the 

methodology section. Let's start by talking about the dataset that was used. 

 

3.1 Dataset Collection 

 

3.1.1 Training Data 

 

For model training, utilized publicly available hate speech datasets from Twitter and 

Facebook. These datasets are extensively used in prior research due to their annotated 

nature and represent typical short-text formats. They include binary or multi-class 

labels categorizing content into hate speech, offensive language, or neutral. Notable 

datasets include: 

• Davidson et al. (2017) dataset: This Twitter dataset categorizes posts as hate 

speech, offensive language, or neither. It includes over 24,000 tweets manually 

annotated by crowdsourcing [3]. 

• Waseem and Hovy (2016) dataset: Consists of tweets labelled as racist, sexist, 

or neither, with over 16,000 entries, annotated by expert review [2]. 

3.1.2 Testing Data 

The testing data comprises transcriptions of videos from politically-oriented and 

satirical YouTube channels. Transcriptions were extracted using the YouTube Data 

API focusing on Channels representing diverse political perspectives, videos with 

speech-heavy content (debates, commentary, satire), a balance of long-form and short-

form content.and then manually annotated into two categories: 

• Hate Speech: Language targeting individuals or groups based on identity 

factors such as religion, caste, gender, etc [1], [2], [3], [4]. 

• Non-Hate Speech: Neutral, informative, or non-discriminatory content. 
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Annotations were guided by predefined labelling rules, and a subset was reviewed by 

multiple annotators to ensure inter-annotator agreement. A guideline document was 

followed to ensure consistency. Multiple annotators labelled the data, with cross-

validation on 20% of the dataset to measure inter-annotator agreement (Cohen’s Kappa 

score maintained above 0.80 for reliability). 

Python 3.10 was adopted, a strong and general-purpose programming language, mostly 

used in research. An essential bundle of libraries was used for model development and 

evaluation. The list of libraries includes scikit-learn, for leveraging various ML 

algorithms and evaluation techniques; pandas and NumPy for quick data manipulation 

and numerical operations; and NLTK and spaCy to handle various NLP operations. 

Between feature extraction phases, TF-IDF vectorization was employed with unigrams 

and bigrams so that important textual patterns and word associations could be captured. 

The labeled dataset was annotated manually in Google Sheets for organization and 

collaboration, whereas various other custom Python scripts were engineered for 

automating preprocessing and levels integration. Jupyter Notebook for local 

experimentation and Google Colab for cloud-based computation became the platform 

on which the entire pipeline implementation and execution took place. The hardware 

environment consisted of a system with the Intel Core i7 processor paired with a 16 

GB RAM for local execution, whereas Google Colab Pro was duly employed for 

launching heavy works on training models with really large data batches. Certainly, 

the environment thus set is nothing but flexible and scalable for carrying out cross-

platform hate speech detection experiments. 

 

3.2 Classifiers Used 

3.2.1 Random Forest (RF) 

A supervised learning method called RF can be applied to the regression problem as well 

as classification problems [4] [5] [6]. It is a kind of technique that combines several 

classifiers to increase model performance and address challenging issues. In a random 

forest classifier, we create distinct decision trees based on different dataset subsets. 

Random forest makes final output predictions based on majority votes from various trees 

[4] [5] [6]. Additionally, it raises the decision tree classifier's predictive accuracy.  
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In python we first need to import random tree classifier from sklearn.ensemble library and 

then we need to feed it with the vectorized data and the output label. 

Figure 3.1 Random Forest Approach 

3.2.2 Support Vector Machine (SVM) 

A generalization of linear classifiers, SVM are a collection of supervised learning 

algorithms used to address regression and classification issues. SVM were created in 

the 1990s, and because of their practical success, minimal number of hyperparameters, 

theoretical assurances, and capacity to handle massive amounts of data, they were 

swiftly embraced. In contrast, SVM algorithm aims to identify the most comparable 

cases between classes in order to generate a set of support vectors. Subsequently, by 

determining the best margin of the hyperplane, the SVM algorithm determines the ideal 

hyperplane for class division [1], [3,] [7]. 

SVM can be used to predict a variable's numerical value in regression problems or to 

solve classification problems by determining which class a sample belongs to. The 

creation of a function f with an input vector (X) that matches an output (Y) is required 
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to solve these two kinds of challenges [1], [7], [20]. 

Y = f (X) 

SVM algorithms make use of kernel functions. The linear kernel, which is frequently 

suggested for text classification issues, was employed in our investigation. Compared 

to most other kernel functions, such as polynomial and radial functions, the linear 

kernel function requires fewer parameters and operates more quickly. The linear kernel 

function found in the formula below defines the decision boundary that the SVM 

returns [1], [3], [7]. 

f (X) =wTX +b 

where X is the data to be classified, b is the estimated linear coefficient, and w is the 

weight vector to minimize. 

 

Figure 3.2 Classification of data points using SVM 

3.2.3 Naïve Bayes (NB) 

NB is a probabilistic classifier based on Bayes’ theorem applied for text classification 

tasks like hate speech detection which acts as solid baseline [2], [3]. It applies Bayes' 

theorem to reckon the probability that a sample piece of text belongs to a specific class 

(e.g., hate speech or non-hate speech). There are three main types of NB classifiers 

commonly used for text data: 

• Multinomial Naive Bayes: Typically used with word counts or term frequency 
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(TF) features, and well-suited for text classification tasks. 

• Bernoulli Naive Bayes: Often used with binary features (presence or absence 

of a word). This model can work well if only the presence of certain keywords 

is important. 

• Gaussian Naive Bayes: Generally used for continuous data and less common 

in text classification. 

For hate speech detection, Multinomial Naive Bayes is often the best choice, especially 

with features like TF-IDF or bag-of- words, which represent text as word frequency 

counts [2], [3], [4]. 

3.2.4 Logistic Regression (LR) 

LR is a widely used statistical and ML model for binary classification. In the context of 

hate speech detection, logistic regression is used to classify whether a given text sample 

(e.g., a tweet, Facebook post, or YouTube transcription) contains hate speech or not [2], 

[3], [4], [8]. 

3.2.5 TF-IDF 

TF-IDF is a numerical statistic that reflects the Significance of a word in a document 

relative to a collection of documents (corpus) [2], [3], [4]. It is mostly used for feature 

extraction in text mining and natural language processing, and it helps identify which 

words are important in a document while discounting frequently occurring, less 

informative words [2], [3], [4]. 

TF-IDF is particularly useful for hate speech detection on text data like YouTube 

transcriptions because it emphasizes words that may indicate hate speech while ignoring 

commonly used words that don’t add much meaning [2], [3], [4]. 
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              3.3 Work Flow 

 

 

Figure 3.3 Work Flow Chart 

3.3.1 Text Preprocessing 

• First we are removing extra columns from the dataset named ‘Unnamed’. In 

some cases we are combining the title with the text but in other cases we are 

simply removing it. 

• There is also a need to shuffle the data before splitting it into training and testing 

set to remove any type of imbalance caused by the amount of data present for both 

the labels. 

• After that we are applying regular expression functions to remove things like: 

links, punctuation marks, brackets etc. which can deprive the performance of 

different classifiers. 

• After applying regular expression functions we have to make the text data ready to 

feed it to the corresponding machine learning algorithms. 
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Figure 3.4 Text Preprocessing  

      3.3.2 Feature Extraction  

 

In our implementation vectorization technique has been used for feature extraction. It 

simply tells us the significance of a word in a particular text or the corpus. Term 

frequency of a word is reckoned by simply dividing the frequency of that word in the 

document by total number of words in that document. [2] [4] Processed text is 

transformed into numerical vectors using the TF-IDF technique, capturing both the 

importance of words and their contextual significance. Unigrams and bigrams are 

extracted to represent not only individual terms but also short phrases indicative of 

hate speech. 

In the end the TF-IDF term is reckoned by multiplying the term frequency with the log 

of inverse document frequency. To form the vector we simply write the TF-IDF value 

of the word for each document in the vector as we did in the count vectorizer. To use 

it on text first we need to import it from the scikit-learn library and simply applying it 

to the training and testing data. 

 

      3.3.3 Model Training and Validation 

 

Four traditional ML models such as LR, SVM, NB, RF are employed for training. 

These models are trained using the TF-IDF features of Twitter/Facebook datasets. K-

fold Cross-Validation (with k=5) is used on training data to ensure robustness and 

avoid overfitting. The best-performing parameters are selected for final testing [8], 

[23]. 
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               3.3.4 Model Testing 

 

The trained models are evaluated on the unseen YouTube transcription dataset to 

assess cross-platform generalization. The same preprocessing and feature extraction 

steps are applied to this test data to maintain consistency [5], [9], [16], [19]. 

 

              3.3.5 Evaluation Metrics 

 

Standard classification metrics such as AC, PR, RC and F1-Score is used to find 

model’s performance. These metrics are computed using scikit-learn and visualized for 

each model to compare their generalization capabilities on YouTube content [9], [10], 

[11]. 

 

Figure 3.5 Model Evaluation Matrix 

 

3.4 Ensemble Classification Framework 

 Apart from assessing the performance of individual traditional machine learning 

models, this research also investigates the efficiency of ensemble-based learning 

methods in hate speech identification. Ensemble learning aggregates predictions from 

various base classifiers in an effort to enhance robustness, mitigate overfitting, and 

overall predictive performance. This is especially advantageous when working with 

heterogeneous and cross-platform datasets like ours. Though individual models 

perform well on formal platforms such as Twitter or Facebook, they seem to fumble 

with YouTube content because of slang, code-mixing, and context-dependent 

expressions. Ensemble learning helps leverage the strengths of multiple classifiers, 



24  

potentially compensating for individual weaknesses. The ensemble framework is 

designed with the following components: 

• Base Models: SVM, LR, NB, and RF, trained independently using TF-IDF 

features. 

• Voting Mechanism: A majority voting strategy is applied during testing to 

combine the outputs of individual classifiers. Alternatively, a weighted 

ensemble approach is also evaluated, assigning higher weights to models with 

better validation performance. 

The ensemble model is executed with Scikit-learn's Voting Classifier. Hard (majority) 

and soft (probability-based) voting are tried out. Voting Classifier (Hard and Soft 

Voting) Aggregates LR, SVM, NB, and RF predictions. Hard Voting picks the 

majority-voted class among classifiers. Soft Voting combines predicted probabilities 

and picks the class with the highest combined confidence score. Testing of the 

generalization performance is carried out on the YouTube transcription dataset. The 

ensemble classifier is tested against the same measures as the base models: AC, PR, 

RC and F1-score. These measures provide insights into how well the model can 

generalize hate speech detection across domains [12], [16], [18], [24]. 
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                                                      CHAPTER 4 

                                    RESULTS AND DISCUSSION 

This chapter presents Performance comparison of multiple traditional ML techniques-

LR, NB, SVM, RF-for hate speech detection. The models were trained on Twitter and 

Facebook datasets and tested against the custom-labelled YouTube transcription 

dataset to check their cross-platform generalization capability. 

4.1 Comparison with Existing State-of-the-Art Model 

 

Table 4.1 Table for Comparison with Existing State-of-the-Art Model  

 

 

 

Study Platform 
   Model(s) 

Used 

Dataset 

Size 

Accuracy 

(%) 

Key 

Limitation 

Davidn 

et al. 

(2017) 

Twitter 

Logistic 

Regression, 

SVM 

24K tweets ~74% 

Focused on 

U.S.-based 

political 

discourse 

Wasem 

& 

Hovy 

(2016) 

Twitter 
Naive 

Bayes 
16K tweets ~72% 

Limited to 

sexism and 

racism 

detection 

Swamy 

et al. 

(2019) 

Twitter, 

others 

Logistic 

Regression 
3 datasets ~76% 

Reported 

generalization 

drop across 

datasets 

Monti 

et al. 

(2020) 

YouTube 

SVM, 

Random 

Forest 

5K 

comments 
~70% 

Used only 

comments, 

not full video 

transcriptions 

Our 

Study 

(2025) 

YouTube 
SVM, LR, 

NB, RF 

5K 

transcripts 

75.3% 

(SVM) 

Cross-

platform 

setup; tested 

on 

transcriptions 

from political 

content 
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To assess the generalization capabilities and relative performance of our traditional 

machine learning models on YouTube transcription data, we compare our findings against 

prominent prior works in hate speech detection. These studies predominantly utilize social 

media datasets from platforms like Twitter and Facebook, offering useful benchmarks for 

evaluating our cross-platform approach. Several prior works have implemented machine 

learning models—particularly SVM, LR, NB, and RF—for hate speech detection. 

4.2 Experimental Results of Ensemble Model 

4.2 Table for Model Evaluation Matrix 

Out of the models tested, (SVM) performed best, with the highest F1-Score (73.2%), PR 

(74.5%) and best AC (75.3) which signifies a tight balance between correctly identifying 

hate speech and not flagging up too many false positives. As such, SVM is the most trusted 

model overall, and especially well-suited in cases where labeling neutral content as hate 

speech has important repercussions. LR recorded the better AC (74.2%) and had well-

balanced Precision (73.1%) and Recall (70.5%), so it is a reliable option with good overall 

performance, but it does tend to underperform in Recall slightly relative to SVM. Random 

Forest demonstrated fair performance on all the measures—AC (72.1%), PR (71.2%), and 

RC (68.5%)—with a good balance of performance and interpretability, especially 

appropriate when robustness and ensembles are desirable. While on the contrary, Naive 

Bayes had the poorest results, with AC of 68.4% and F1-Score of 67.6%, considering its 

limitations in detecting intricate language patterns and fine hate speech. While it is 

computationally efficient and suitable for prototyping, it is not ideal for deployment. In 

conclusion, SVM is recommended for its all-around strength, Logistic Regression for 

balanced performance, Random Forest for interpretability and robustness, and Naive 

Bayes as a fast but weaker baseline.  

The observed performance drop compared to results on in-domain datasets reflects the 

domain shift between Twitter/Facebook and YouTube. YouTube transcriptions, especially 

in the context of political content, include spontaneous speech, code-mixing, and nuanced 

Model    AC (%) PR (%) RC (%) F1-Score (%) 

LR 74.2 73.1 70.5 71.8 

SVM 75.3 74.5 72.0 73.2 

Naive Bayes 68.4 66.0 69.3 67.6 

Random Forest 72.1 71.2 68.5 69.8 

Ensemble Model 76.5 75.8 73.6 74.7 
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satire, which are underrepresented in the training data. This emphasizes the need for 

domain-adapted or transfer learning techniques. From the results, one can see that SVM 

and LR were the best performers among the models with SVM having a slight edge over 

Logistic Regression. This is an implication that the classifiers entailed in margin based 

may have superior generalization in complex and noisy cross-platform settings. Naive 

Bayes demonstrated somewhat poor performance, probably because of the very strong 

independence assumptions it relies on. However, such assumptions do not correspond to 

the highly context-based nature of YouTube discussions. Random Forest had a result 

above the average, by virtue of ensemble learning, yet it still could not rival the precision 

and recall that SVM reached. A visual comparison through a bar graph assists in the 

identification of the most accurate model for hate speech detection on YouTube 

transcriptions. 

The validation of the proposed ensemble classification framework involved applying it to 

the same test set of YouTube transcriptions as that of the individual classifiers (LR, SVM, 

NB, and RF). The ensemble was based on a soft voting scheme whereby the combined 

outputs of base classifiers in terms of weighted probabilities are according to the 

performance of base classifiers on the validation set. The ensemble model names an 

improvement in every evaluation stage. Accuracy stood at 76.5%, the highest among all. 

Precision and recall both are higher than the base models, showing that the ensemble better 

detects hate speech and also better reduces false positives. The F1 Score, or 74.7%, points 

to a balanced performance between precision and recall [18], [21], [24]. 

 
Figure 4.1   Model Performance Comparison on YouTube Dataset 
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The bar chart visually compares the performance of four traditional ML models—LR, NB, 

SVM, and RF—based on key evaluation metrics: AC, PR, RC, and F1-Score. This visual 

comparison aids in identifying the most reliable model for hate speech detection on 

YouTube transcriptions. 

 

Bar graph shows visual comparison of model performance including the ensemble 

classifier: 

• Ensemble (Voting Classifier) outperformed all individual models across all metrics 

(AC: 76.5%, F1-Score: 75.0%). 

• SVM and LR performed better than NB and RF, but slightly below the ensemble. 

• The ensemble approach demonstrates improved generalization, confirming the 

effectiveness of combining classifiers for complex domains like YouTube 

transcriptions. 
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                                                         CHAPTER 5 

                                 CONCLUSION AND FUTURE SCOPE 

This study investigated the cross-platform performance of traditional ML models—NB, 

SVM, LR, and RF—for hate speech detection, trained on datasets from Fb and Twitter 

and tested on transcriptions from YouTube. By employing TF-IDF feature 

representations and a standardized preprocessing pipeline, we ensured consistency 

across platforms while adapting models to the domain-specific challenges presented by 

YouTube content. 

LR and SVM emerge as the most effective models for hate speech detection on 

YouTube transcriptions. While SVM offers the highest overall accuracy, LR 

demonstrates superior precision and recall, making it more effective in minimizing both 

false positives and false negatives. Their relatively high F1-scores indicate a well-

balanced trade-off between PR and RC, which is crucial in handling nuanced, context-

heavy, and code-mixed language often found in YouTube political content. These 

models outperform Naive Bayes and Random Forest, which show noticeable drops in 

performance, suggesting they are less suited to handle the linguistic complexity of 

spoken discourse 

Our findings demonstrate a notable decline in model performance when applied to 

YouTube transcriptions, underscoring the limitations of cross-domain generalization. 

This performance gap highlights the linguistic complexity and context-rich nature of 

spoken language in YouTube videos—especially in political discourse, satire, and code-

mixed content—which are often not adequately represented in training datasets from 

other platforms. 

The results emphasize the need for platform-specific datasets and adaptation techniques 

to build robust hate speech detection systems. Manual annotation of YouTube data, 

guided by consistent labelling criteria and validated through inter-annotator agreement, 

proved essential in evaluating the real-world applicability of trained models. 

The proposed approach is expected to yield several key benefits in the context of cross-

platform hate speech detection. One of the primary advantages is improved 

generalization on unseen domains, particularly challenging platforms like YouTube 

transcriptions, where language usage tends to be more diverse and unstructured 
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compared to platforms like Twitter or Facebook. Additionally, the use of ensemble 

techniques helps enhance the stability of predictions by balancing out the individual 

biases and limitations of standalone classifiers. By combining the strengths of various 

models, the ensemble framework has the potential to achieve better overall 

performance, surpassing that of individual classifiers in terms of both robustness and 

accuracy. This makes it especially valuable in real-world applications where 

consistency and adaptability across platforms are critical. 

Future work may explore the integration of DP models or domain adaptation strategies 

to further improve performance on multimedia platforms. Additionally, incorporating 

contextual and multimodal cues (e.g., audio tone, video metadata) could enhance 

detection accuracy, particularly for implicit or culturally embedded hate speech. 

This study provides an important empirical baseline for cross-platform hate speech 

detection using traditional ML models. The YouTube transcription dataset, rich in 

spoken language, code-mixed expressions, and contextual nuance, reveals a significant 

performance gap when models trained on text-based platforms are deployed in speech-

oriented platforms. 

By addressing this gap, our research demonstrates the following key contributions: 

• Introduction of a custom-labelled YouTube transcription dataset for hate speech 

evaluation. 

• Empirical analysis of cross-platform model transferability using traditional ML 

classifiers. 

• Evidence that despite domain mismatch, SVM and LR remain strong 

performers, suggesting their continued relevance in low-resource or 

interpretable NLP settings. 

This research contributes to the broader goal of developing more context-aware and 

ethically aligned moderation systems across diverse social media ecosystems 
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0% detected as AI
The percentage indicates the combined amount of likely AI-generated text as 
well as likely AI-generated text that was also likely AI-paraphrased.

Caution: Review required.

It is essential to understand the limitations of AI detection before making decisions 
about a student’s work. We encourage you to learn more about Turnitin’s AI detection 
capabilities before using the tool.

Detection Groups

1 AI-generated only 0%
Likely AI-generated text from a large-language model.

0 AI-generated text that was AI-paraphrased 0%
Likely AI-generated text that was likely revised using an AI-paraphrase tool 
or word spinner.

Disclaimer
Our AI writing assessment is designed to help educators identify text that might be prepared by a generative AI tool. Our AI writing assessment may not always be accurate (it may misidentify 
writing that is likely AI generated as AI generated and AI paraphrased or likely AI generated and AI paraphrased writing as only AI generated) so it should not be used as the sole basis for 
adverse actions against a student. It takes further scrutiny and human judgment in conjunction with an organization's application of its specific academic policies to determine whether any 
academic misconduct has occurred.

Frequently Asked Questions

How should I interpret Turnitin's AI writing percentage and false positives?
The percentage shown in the AI writing report is the amount of qualifying text within the submission that Turnitin’s AI writing 
detection model determines was either likely AI-generated text from a large-language model or likely AI-generated text that was 
likely revised using an AI-paraphrase tool or word spinner.
 
False positives (incorrectly flagging human-written text as AI-generated) are a possibility in AI models.
 
AI detection scores under 20%, which we do not surface in new reports, have a higher likelihood of false positives. To reduce the 
likelihood of misinterpretation, no score or highlights are attributed and are indicated with an asterisk in the report (*%).
 
The AI writing percentage should not be the sole basis to determine whether misconduct has occurred. The reviewer/instructor 
should use the percentage as a means to start a formative conversation with their student and/or use it to examine the submitted 
assignment in accordance with their school's policies.

What does 'qualifying text' mean?
Our model only processes qualifying text in the form of long-form writing. Long-form writing means individual sentences contained in paragraphs that make up a 
longer piece of written work, such as an essay, a dissertation, or an article, etc. Qualifying text that has been determined to be likely AI-generated will be 
highlighted in cyan in the submission, and likely AI-generated and then likely AI-paraphrased will be highlighted purple.
 
Non-qualifying text, such as bullet points, annotated bibliographies, etc., will not be processed and can create disparity between the submission highlights and the 
percentage shown.
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e-Receipt for State Bank Collect Payment

REGISTRAR, DTU (RECEIPT A/C)

BAWANA ROAD, SHAHABAD DAULATPUR, , DELHI-110042

Date: 29-May-2025

SBCollect Reference Number : DUO1280360

Category : Miscellaneous Fees from students

Amount : 3000

University Roll No : 23/ITY/09

Name of the student : Jaybardhan kumar

Academic Year : 2024-2025

Branch Course : ITY

Type/Name of fee : Others if any

Remarks if any : M.tech dissertation fee jaybardhan kumar

Mobile No. of the student : 7209681911

Fee Amount : 3000

Transaction charge : 0.00

Total Amount (In Figures) : 3,000.00

Total Amount (In words) :
Rupees Three Thousand Only

Remarks : M.tech thesis submission fee  

Notification 1: Late Registration Fee, Hostel Room rent for internship,

Hostel cooler rent, Transcript fee (Within 5 years

Rs.1500/- & $150 in USD, More than 5 years but less than

10 years Rs 2500/- & $250 in USD More than 10 years



10 years Rs.2500/  & $250 in USD, More than 10 years

Rs.5000/- & $500 in USD) Additional copies Rs.200/- each

& $20 in USD each, I-card fee,Character certificate

Rs.500/-.  

Notification 2: Migration Certificate Rs.500/-, Bonafide certificate

Rs.200/-, Special certificate (any other certificate not

covered in above list) Rs.1000/-,Provisional certificate

Rs.500/-, Duplicate Mark sheet (Within 5 years Rs.2500/-

& $250 in USD, More than 5 years but less than 10 years

Rs.4000/- & $400 in USD, More than 10 years Rs.10000/-

& $1000 in USD)  

Thank you for choosing SB Collect. If you have any query / grievances regarding the transaction, please contact us

Toll-free helpline number i.e. 1800-1111-09 / 1800 - 1234/1800 2100

Email -: sbcollect@sbi.co.in

Print  Close
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