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Abstract

What is now referred to as LLMs and their rapid growth have touched every sphere

of Natural Language Processing. Therefore, sentiment analysis continues to be an appli-

cation worth understanding as it provides insights into opinions, emotions, and attitudes

being expressed in textual data. However, with the existence of LLMs, interpretation

is still a challenge when it comes to subtle language use, complex linguistic phenomena

such as sarcasm, and blatant issues of biases within models. The objective of this thesis

is to analyse and assess the performance of different state-of-the-art LLMs in sentiment

analysis on various datasets and under different sentiment paradigms. A full experimental

setup for such analysis was developed, which uses a handful of major LLMs, including

proprietary ones such as GPT-4o for benchmarking the cutting-edge performance and

also opensource variants like Llama 3, Mistral Large/Mixtral-8x22B, Falcon LLM, and

XLM-RoBERTa for their accessibility, transparency, and customizability. The experi-

ments covered a variety of sentiment analysis tasks such as those for binary classification

(IMDb Movie Reviews, SST-2), aspect-based sentiment analysis (MAMS-for-ABSA), mul-

tilingual sentiment analysis (Multilingual Amazon Reviews Corpus), and tests for harder

cases such as sarcasm detection. To achieve this, a comprehensive experimental frame-

work was developed, utilizing a selection of prominent LLMs, including proprietary models

such as GPT-4o for benchmarking against cutting-edge performance, and open-source al-

ternatives like Llama 3, Mistral Large/Mixtral-8x22B, Falcon LLM, and XLM-RoBERTa

for their accessibility, transparency, and customizability. Experiments were conducted

on a range of sentiment analysis tasks, with binary classification (IMDb Movie Reviews,

SST-2), aspect-based sentiment analysis (MAMS-for-ABSA), multilingual sentiment anal-

ysis (Multilingual Amazon Reviews Corpus), and challenging scenarios such as sarcasm

detection (Twitter Sentiment Analysis Datasets). The research explored the efficacy of

zero-shot, few-shot, and fine-tuning approaches, emphasizing the critical role of prompt

engineering in optimizing LLM performance. For sentiment analysis, older deep learning
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architectures like Convolutional Neural Networks (CNNs) and Recurrent Neural Networks

(RNNs - including LSTMs) primarily focused on capturing local patterns (CNNs) or se-

quential dependencies (RNNs) within text.
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Chapter 1

INTRODUCTION

The natural language processing and user-interfacing fields are ever-changing, and
with the emergence of large language models (LLMs), text analysis has now reached
a deeper and more accurate level. From the pre-2010 days scaling through to
the evolution of large language models, the task was primarily handled by rules-
based systems and simple ML models like Naive Bayes or Support Vector Ma-
chines (SVMs). These did not do well with context and fine nuances around sen-
timents. The introduction of word embeddings (Word2Vec in 2013, followed by
GloVe in 2014) helped with semantic relations but not with contextual relations.
The biggest advancement began with transformers-based models, starting from
2018 with Google BERT, which utilized bidirectional context for sentiment capture
[6]. BERT’s huge success led to furious developments: OpenAI’s GPT-2 (2019)
and GPT-3 (2020) brought the few-shot learning revolution to sentiment analysis,
where the systems could work with a few labels [3]. By 2021, RoBERTa and XL-
Net, furthering BERT, outperformed it on sentiment tasks [12][33]. Then came the
rise of ChatGPT in 2022 and GPT-4 in 2023, another big jump wherein the models
started inferring subtle emotions, sarcasm, and various cultural nuances with great
precision [47]. The new models like Meta’s LLaMA (2023) and fine-tuned open-
source models (e.g., Mistral, Falcon) have democratized quality sentiment analysis
[25][24].

Together with its rapid evolution, LLMs have brought forth new problems and
opportunities facing sentiment analysis. Early models had a hard time with domain
adaptation, with newer architectures such as Google’s T5 and OpenAI’s GPT-4
displaying superb zero-shot and few-shot abilities, thereby generalizing across in-
dustries—from healthcare to finance—without need for additional training [17][47].
The dawn of instruction-tuned models, such as Alpaca and Vicuna, has introduced
a greater degree of intuitive fine-tuning, where sentiment classification is further re-
fined through human feedback. In this setting, multimodal LLMs, such as GPT-4V
and Gemini, meanwhile, bring in the visual modality in addition to textual cues,
boosting sentiment analysis in social media posts involving an interplay of images
and text [40]. Another key aspect toward achieving unbiased AI is consideration
of such sort of methods that render bias mitigationability onto sentiment analysis,
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thereby averting distortions in interpretations, (bias elimination) through models
such as Claude by Anthropic. Regarding further alternatives, there is Zephyr and
StableLM, which provide for a custom-made sentiment analysis method, allowing
businesses to customize it towards their niche datasets. So, with the ever-growing
power of LLMs, real-time applications, such as live customer feedback analysis and
stock market sentiment tracking, are getting more and more accurate [45][49]. This,
therefore, states that the future of sentiment analysis lies in adaptive, context-aware
AI systems.

Figure 1.1: Subcategories of NLP

Today, LLMs leverage multimodal inputs (text, audio, and visuals) for richer
sentiment detection, while techniques like prompt engineering and chain-of-thought
reasoning further refine outputs [40]. Despite challenges like bias and computational
costs, LLMs have revolutionized NLP, moving from rigid keyword matching to
dynamic, human-like interpretation [48][49]. Future directions may focus on real-
time analysis, ethical AI, and lightweight models for broader adoption [50][42].

1.1 Motivation

Rapid evolution of large language models (LLM) has fundamentally altered nat-
ural language processing (NLP) with respect to generating raw texts, extracting
sentiments, or summarizing information, among others. With an increasing trend
of LLMs proliferating the scene, from free offerings such as BERT and GPT-2
to the commercial giants like GPT-4 and Claude [6][3][47], it becomes pertinent
to analyze the performance of LLMs under different evaluation standards. Per-
forming an LLM comparison using well-recognized datasets of Hugging Face (such
as SST-2, Amazon Reviews, and IMDB) holds several important aspects. Among
them are understanding the model’s strengths and weaknesses, further testing their
generalization and robustness, studying the trade-offs made between efficiency and
accuracy, keeping track of progress in NLP, helping boost transparency and repro-
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ducibility, aiding strategic decisions within industrial and academic sectors, and
pointing toward promising remit areas for the next deep dive [9][49]. A component
of NLP, sentiment analysis seeks to detect and classify subjective information—such
as opinions, feelings, and attitudes—into text with an assigned polarity, commonly
positive, negative, or neutral [11][31]. From market research to competitor analysis,
from interpretation of customer views to tracking brand perception, indeed, senti-
ment analysis has far-reaching applications, all the way to assessing public views
in politics.

A key component of NLP, sentiment analysis focuses on identifying and clas-
sifying subjective data—like opinions, feelings, and attitudes—within text, usually
assigning a positive, negative, or neutral polarity [11][31]. The impact of sentiment
analysis is far-reaching, from market research and competitor analysis to inter-
preting customer opinions, tracking brand perception, and even examining public
sentiment in politics. Different LLMs are optimized for particular functions; some
perform exceptionally well in sentiment analysis, while others are better suited
for text generation or question answering [34]. Evaluating these models on stan-
dardized datasets like SST-2 (for binary sentiment) or IMDB (for movie reviews)
helps clarify which architectural designs (e.g., encoder-based models like BERT
versus decoder-based models like GPT) are most effective for specific applications
[9][6][3]. For instance, does RoBERTa provide more accurate sentiment analysis
than DistilBERT for complex Amazon reviews? [12][50] Can a smaller model like
Alpaca truly rival the performance of larger models after targeted fine-tuning? A
methodical comparison helps practitioners select the ideal model.

In turn, LLMs outperform other models on such datasets and, thus, better
reflect their ability to tackle language, contextual, and domain-specific sentiment
variations [17][27]. For instance, while GPT-4 may shine in open-ended text gener-
ation tasks, in fine-grained sentiment classification—such as sarcasm detection or
the analysis of mixed sentiments—it may lose out to domain-specific models like
FinBERT, fine-tuned for financial texts [45]. Similarly, multilingual models such
as XLM-RoBERTa can be assessed for cross-lingual sentiment analysis to check if
their capabilities decay when it comes to low-resource languages [5][8][28]. Another
factor worth considering is computational efficiency: models such as DistilBERT or
MobileBERT may afford a slight trade-off in accuracy in return for faster inference,
which is paramount for real-time tasks like social media monitoring [50].

In addition, performance perception differs widely according to the choice of
evaluation metrics, whether accuracy, F1-score, or AUC-ROC. Compared to single-
task models, a model like T5, with its multi-task training objective, is hypothesized
to generalize better across tasks in sentiment analysis but depends on how complex
the dataset is [17][30]. Comparative studies also shed light on the effect of fine-
tuning, data augmentation, and prompt engineering on model performance [22][39].
For instance, few-shot learning with GPT-3.5 would compete well with little to
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no need for heavy retraining [3], whereas BERT-based models often require much
training [6].
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1.2 Problem Statement

Testing models across multiple datasets (e.g., SST-2 for short phrases, IMDB for
lengthy reviews) reveals whether a model’s performance is consistent or deteriorates
with varying text lengths, domains, or linguistic complexity [6][9][17]. For example,
does GPT-3.5 maintain high accuracy on both formal news data and informal
social media text? Comparative analysis uncovers biases, overfitting tendencies,
and robustness gaps that may not be apparent when evaluating a single model in
isolation [20][39].

The NLP field evolves rapidly, with new architectures and training techniques
emerging frequently. By benchmarking models on established datasets, we can
track progress over time—does Llama 2 outperform its predecessor? How does
Falcon compare to open-source alternatives? [13][43] A comparative analysis pro-
vides empirical evidence of advancements, helping researchers identify which inno-
vations (e.g., better attention mechanisms, improved tokenization) contribute most
to performance gains [25][37]. Many LLMs are released with claimed benchmarks,
but independent verification is essential. Reproducing results on public datasets
like those in the Hugging Face ecosystem ensures transparency and builds trust
in model capabilities [6][30]. Additionally, inconsistencies in evaluation methodolo-
gies (e.g., different preprocessing steps, hyperparameters) can skew comparisons. A
standardized analysis mitigates this by applying uniform evaluation criteria across
all models [39][40]. Businesses and researchers must make informed choices when
selecting models for deployment or further development.

By analyzing where models struggle (e.g., handling sarcasm in reviews, long-
range dependencies in text), we highlight areas needing innovation [45]. If multiple
models underperform on Amazon Reviews due to domain-specific jargon, this sig-
nals a need for better domain adaptation techniques [47]. Such insights guide future
research directions.

1.3 Overview

A systematic evaluation of LLMs across Hugging Face datasets is not just an aca-
demic exercise—it’s a necessity for advancing NLP in a structured, efficient, and
transparent manner [6][9][47]. By comparing models on accuracy, speed, robustness,
and scalability, we empower developers, businesses, and researchers to leverage the
right tools for their needs while driving the field toward more capable and accessi-
ble language technologies [27][39]. This comparative analysis lays the groundwork
for better model selection, improved benchmarking standards, and targeted inno-
vations in AI [48].

A defining characteristic of LLMs is their exhibition of ”emergent abilities,”
which were not explicitly programmed but arise from their scale and training [3][26].
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These abilities include in-context learning, where LLMs can learn a new task from a
small set of examples provided within the prompt at inference time, and instruction
following, allowing them to perform new types of tasks based solely on instructions
without explicit examples [27][33]. Furthermore, LLMs can be augmented with
external knowledge and tools, enhancing their capacity to interact with users and
environments effectively [40][51].

1.4 Research Gaps

Despite the rapid advancements in Large Language Models, several research gaps
persist in their evaluation and comparative analysis [37][38][42]. Many studies fo-
cus on benchmark performance but overlook real-world generalization, particularly
in handling domain shifts, noisy data, and multilingual contexts [18][28][41]. Few
evaluations rigorously assess computational efficiency, ethical biases, or explainabil-
ity across models [36][48][49]. Additionally, most benchmarks use static datasets,
failing to capture dynamic, evolving language trends [39][43]. There is also limited
research on the trade-offs between fine-tuning efficiency and zero-shot capabilities
[10][27]. Finally, standardized evaluation frameworks for comparing open-source
and proprietary models are lacking, creating inconsistencies in performance claims
[14][24]. Addressing these gaps would enable more robust, fair, and practical LLM
assessments [38][48].

1.5 Filling Research Gaps

Comparative analysis of large language models (LLMs) across different text datasets
such as product reviews, social media comments, and forum discussions—is cru-
cial for understanding their strengths, limitations, and real-world applicability
[4][9][18][26]. Every covert linguistic challenge posed by each dataset, such as atti-
tude changes, jargon, or cultural context, might affect the model’s performance
[5][7][30]. For example, sentiment analysis performed on product reviews may
achieve a high level of accuracy, as the language is well structured and formal
[15][20]. In contrast, social media comments provide an informal setting fractured
by the use of slang, sarcasm, or emojis where a model may get tested in terms of
understanding context [6][13]. Through systematic evaluation of LLMs—such as
GPT-4, BERT, and LLaMA—over all these disciplines, researchers can identify bi-
ases, contradictions, or areas where the model fails to adapt that probably wouldn’t
stem from conventional benchmarks [14][28][38]. One of the most important values
added by the cross-comparison is exposing the architectural and methodological
issues affecting performance [16][18][23]. Transformer family models fine-tuned on
big sets of documents like RoBERTa tend to perform very well on generic tasks but
might not work as well in focused domain scenarios where smaller targeted meth-
ods surpass them [10][25]. To pinpoint one, an LLM predominantly trained on
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news probably gets lost in picking up on colloquial nuances in YouTube comments,
whereas a model fine-tuned on user-generated content would excel at it [12][27].
Furthermore, across-language or dialectal comparisons also shed light on a more
critical aspect of multilingual support needed for worldwide applications [17][19].
As biased datasets favor stereotypes during their social media discourse-phase dic-
tation, a balanced training set can provide a reduction in discriminatory outcomes
[36][48]. Disclosure of these model comparisons empowers stakeholders—businesses,
policymakers, and developers—in the choice of ”right” tool for a particular appli-
cation [22][24]. For example, a company trying to deploy chatbots for customer
service would be concerned with models with proven track record on conversational
datasets more than those on formal documents [34]. As LLMs enter the next stage
of maturity, continuing comparative research guarantees a smooth transition of ad-
vancements into working, fair, and scalable solutions; those solutions in turn will
mold the future of NLP applications [38][42]. Even so, FinBERT still would be bet-
ter over generic LLMs for financial text, thus, making a strong case for dedicated
solutions [15].

Next, we have efficiency in computation working against them. DistilBERT
allows for a 40% speedup over BERT by compromising a little on accuracy, which
is beneficial for real-time processing [31]. Meanwhile, with the blossoming of zero-
shot competences in such models as GPT-3.5, limitations imposed by dependence
on labeled training data are less severe, although problems in implementation may
arise concerning any language other than English, bringing in stark notice the lack
in multilingual support [34]. Bias removal is another challenge: through HateCheck
tests, even SOTA LLMs proved to be not without racial and gender bias, thus
highlighting the need for vigorous audits for fairness [40]. When comparing large
language models, for instance, GPT-4, BERT, and LLaMA, it is very important to
test them on various styles of text—like product reviews, social media comments,
and forums [4][9][18]. This is because every text type has its own set of complicated
language features. Sometimes slang and emojis appear in social media text, which
perplexes the models; meanwhile, product reviews are in clear and formal language,
so the models fare better [6][15]. By inspecting these differences into finer detail,
we get to give a boost to understanding where these models do well and where
they lag [14][28]. For example, some models may be more trained on news articles
and might just not get the casual talks on YouTube comments [12][27]. Also,
certain models that are trained on really large and generic datasets would be fine
for broader tasks, but in case of topics, specialized, smaller models might be the
better choice [10][25]. And in the process of testing how these models perform with
different languages or dialects, we end up realizing how well those models support
multilingual users across the world [17][19]. This then helps in eliminating bias or
stereotypes, which sometimes arise if the data on which the model learns is not
balanced [36][48]. These details, in turn, help companies and developers to really
find the right model for their use-case; for instance, if a company wants to develop
a chatbot, they should opt for a model with good conversational skills instead of

7



one that performs well on formal writing [22][34]. So this very careful comparison
of these language models ensures that the technology continues to improve and to
remain fair and useful in the real world [38][42].
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Chapter 2

LITERATURE REVIEW

2.1 Natural Language Processing

Natural language processing has witnessed drastic changes: it used to be rule-based;
today, it is AI-driven modeling for human text comprehension. In the beginning,
NLP employed handcrafted linguistic rules accompanied by statistical methods,
which could hardly be scaled up or even accurate (Jurafsky and Martin, 2009).
Then the big break came with the machine learning algorithms such as Hidden
Markov Models (HMMs), Support Vector Machines (SVMs), etc., giving a new
meaning to tasks like part-of-speech tagging and named entity recognition with a
sense of precision. But these methods still could not cope well with ambiguity and
context. The true revolution started with transformer architectures, or rather with
their introduction by Vaswani et al. (2017), which did away with sequential process-
ing channels and instead employed parallelizable attention mechanisms. This paved
the way for pre-trained language models such as BERT (Devlin et al., 2019) and
GPT-3 (Brown et al., 2020) that harnessed the power of huge amounts of data for
their groundbreaking application to NLP tasks in general, ranging from sentiment
analysis to machine translation. Such models have demonstrated zero-shot and few-
shot method abilities on an unprecedented scale and thus have reduced dependence
on task-specific training data. With expediency and ethics at the forefront, more
recent models like LLaMA (Touvron et al., 2023) and Mistral consider addressing
biases and optimizing for limited resources. Today, NLP, stitching threads that
bind virtual assistants and real-time translation applications together, pushes hard
on the interaction limits between humans and a machine.

2.2 Traditional Approach

Before the arrival of modern LLMs, sentiment analysis mainly used either RNNs
or LSTMs to process texts like movie reviews, product feedback, and social media
comments (Liu et al., 2016). Among the earliest neural architectures, RNNs fea-
tured sentiment classification in that they take sequential data, retaining a hidden
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state that stores contextual information over time (Socher et al., 2013).

Figure 2.1: Recurrant Neural Network Architecture

Nevertheless, vanilla RNNs suffered from the vanishing-gradient problems, lim-
iting retaining long-range dependencies inherent in a text (Bengio et al., 1994). An
LSTM solves this problem by introducing gating mechanisms: input, forget, and
output gates-that control the flow of information; hence, the LSTM could better
model sentiment in long or complex reviews (Hochreiter Schmidhuber, 1997).

Figure 2.2: Long Short Term Memory Model

It was demonstrated that LSTMs performed better than more traditional ma-
chine learning methods such as SVMs and Näıve Bayes for sentiment analysis be-
cause these networks were able to detect more subtle contextual cues (Tang et al.,
2015). Admittedly, LSTMs are computationally demanding and have difficulties
with parallelizing; hence, they lack efficiency compared to later transformer-based
models (Vaswani et al., 2017). Hybrid methods, in others, combine LSTMs with
attention mechanisms, allowing for better sentiment classification by focusing on
words that were important for expressing sentiment (Yang et al., 2016).
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2.3 Sentiment Analysis

Sentiment Analysis, also called Opinion Mining, is a computational technique that
identifies and categorizes emotions, a person’s attitude, and opinions expressed in
text data [1][3]. Through NLP and machine learning, the system can recognize
whether a batch of written text is a positive remark, a reproachful statement, or a
neutral comment [7][11]. Instances include companies analyzing social media posts
or product reviews in order to grasp public perception in real-time [5][9]. Consider-
ations are even given for context, with advanced models also trying to comprehend
sarcasm, irony, or context-related tones; accuracy, however, is dependent on train-
ing data quality themselves [13][21]. One finds applications in finance (predicting
market trends), healthcare (gauging patient feedback), and politics (polling public
sentiments) [16][20][23].

Figure 2.3: Sentiment Classification

It has its drawbacks such as using ambiguous language, opting for cultural nu-
ances, and dealing with multilingual texts [13][14][15]. Nonetheless, it is worth
mentioning that despite its set of shortcomings, analyzing context is infinitely valu-
able in making data-driven decisions because of its immense capability to process
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huge datasets within a fraction of seconds [7][10]. Thanks to AI advancement, sen-
timent analysis gets deeper in understanding human feelings and behaviors [3][17].
In marketing, research, or customer service, this mechanism takes unstructured
text data and gives it useful analytic output, thus providing a solution between raw
data and significant meaning [5][8][12].

2.4 Transformers

The Transformer architecture, introduced by Vaswani et al. in 2017, has been an
AI revolution in enabling parallelized attention mechanism architectures for the
processing of sequential data, thereby making it incredibly suitable for sentiment
analysis [2]. Whereas recurrent neural networks (RNNs) try to assign importance
to words in a sentence by virtue of sequential order—with the self-attention mech-
anism of Transformers it is possible to assign such weights depending on other cri-
teria on a much longer, if not the longest, potential scale; this becomes important
for sentiment-specific long-range dependencies [6]. For sentiment analysis purposes,
models like BERT (Bidirectional Encoder Representations from Transformers) fine-
tune some pre-trained Transformer layers in order to determine whether the given
text is classified as positive, negative, or neutral by analyzing the contextual rela-
tions between words [19]. The multi-head attention mechanism of this architecture
is able to attend to various sentiment indicators simultaneously and thus perform
better compared to classical sentiment classification techniques [20]. Transformer-
based methods have been proven to achieve state-of-the-art performance on sen-
timent analysis benchmarks like IMDb and SST-2, even outperforming the older
techniques by great margins [21]. Although very computationally expensive, they
need to be optimized by distilling or pruning before practical implementation [22].
By utilizing attention mechanisms to excel in the detection of subtle sentiment such
as sarcasm or mixed feelings, the Transformers thus become the cornerstone of a
modern natural language processing application [7].

Figure 2.4: Transformers Development Timeline
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For sentiment analysis of human language, a Transformer-based model takes
input sequences and processes them through its many self-attention layers and
feedforward neural networks. In the beginning, these texts are split into subwords
or words, which are then transformed into numerical embeddings and combined
with positional encodings to maintain word order information [2]. Self-attention
methods enable the model to assign importance to one word with respect to another,
thus capturing contextual relationships such as ”not good” being a negative phrase
while ”good” alone is positive [6]. Multiple attention heads serve the purpose of
simultaneously attending to various cues about sentiment; these include emotional
keywords, modifiers, and negations [7].

Figure 2.5: Key-Query Space

Processed representations are passed through feedforward layers for additional
refinement before hitting a classification head, where softmax activation predicts
sentiment labels [7]. Fine-tuning using various sentiment analysis datasets will en-
able better generalization across surface-level linguistic expressions, such as sarcasm
and implicit tones. Thanks to their bidirectional contexts and hierarchical feature
extraction, Transformers are found to outperform classical models in discerning
sentiment nuances with precision. The introduction of the transformer architecture
back in 2017 brought forth a paradigm shift in natural language processing and
came about as an ultimate departure from traditional recurrent and convolutional
neural networks. The self-attention mechanism proposed by Vaswani et al. in the
landmark paper, ”Attention Is All You Need,” processes entire sequences in parallel,
thus discarding the inefficient sequential computation and being better able to cap-
ture long-range dependencies [2]. Following on with this foundation, new develop-
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ments were oriented toward scaling and refining transformer-based models. BERT
(Bidirectional Encoder Representations from Transformers), introduced by Google
in 2018, provided for bidirectional pretraining that allowed the model to consider
both right- and left-context at the same time for deeper language understanding
[6]. The OpenAI GPT family, especially GPT-3 (2020), demonstrated that by mas-
sively scaling transformer parameters with an autoregressive pretraining setup, one
would be able to provide astonishing few-shot learning capabilities [17, 19]. Ad-
dressing the limitations of this architecture has been recently attempted; some of
these innovations include improvements to computational efficiency through sparse
attention patterns [20] and memory optimization strategies. The design of models
such as T5 (Text-to-Text Transfer Transformer) further generalizes the framework
by attacking each NLP task as a text-to-text problem [18].

2.4.1 Tokens

Tokens are unit words that can be easily processed by Large Language models. To-
kens are generally made up to suit a task that is done by an LLM. They are complete
real words or segments of real words. These segments can represent whole words,
subwords, or even individual characters, depending on the tokenization method.
Popular tokenization techniques like Byte Pair Encoding (BPE) and WordPiece
(Schuster and Nakajima, 2012) balance vocabulary size and out-of-vocabulary han-
dling by splitting rare words into meaningful subword units.

Figure 2.6: Tokenization

For instance, the word ”unhappiness” might tokenize into ”un”, ”happiness”,
allowing models to handle morphological complexity efficiently. Tokenization di-
rectly impacts model performance—poor segmentation can obscure meaning, while

14



optimal tokenization improves computational efficiency and contextual understand-
ing. Even if tokens are not understandable to human readers, they make primary
sense to LLMs while they try to embed them in hyperspace.

2.4.2 Embeddings

Embeddings are the mathematical representations of words of a language. They
are high dimensional vectors that point to a direction in hyperspace. The direction
usually depicts an adjective that describes that word or is relevant to it. Similar
words have similar embeddings [8, 9]. Embeddings systems are basically math-
ematical representations of the words of a language. They are high-dimensional
vectors indicating a particular direction in the hyperplane. Usually, this direction
corresponds to some adjective that describes or is related to the word. Words shar-
ing very similar meanings have very similar embeddings [8, 9]. Embeddings allow
discrete linguistic units, like words or tokens, to be mapped into continuous vector
spaces for mathematically supported semantic processing by machines [8, 9].

Figure 2.7: Embedding Process

Starting with word2vec (Mikolov et al., 2013) [8], these dense vectors capture
patterns of context and syntax that place words of a similar nature close to one
another in vector space—the offset between ”king” and ”queen” is very similar to
others. More contemporary embeddings have moved away from static word vectors
and become context-aware such as in BERT (Devlin et al., 2019) [3], wherein the
very same word (e.g., ”bank”) varies vectorially depending on surrounding text
discussing a financial institution versus the edge of a river. Embeddings are the
key first layer of neural language models for turning raw text into numerical data
for attention mechanisms and subsequent neural modules to work with. Due to
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the fact that downstream applications, ranging from named entity recognition to
sentiment analysis, all depend on the quality of embeddings, the study of embedding
techniques remains a very important area of research in NLP [8, 3].
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Chapter 3

METHODOLOGY

The work begins with a series of understandings about the HuggingFace platform.
Hugging Face, a leading AI platform, is especially renowned for its NLP achieve-
ments. It provides pre-trained models and tools that developers can use to develop
and deploy machine learning applications. Their open-source model fosters collabo-
ration among its members, allowing researchers and developers to easily share and
build upon others’ work. The aim is marginalized all levels of expertise, foster-
ing faster innovation and progress in the AI domain. Hugging Face hosts various
datasets (e.g. IMDb, SST-2, etc.) needed for machine learning development and
testing. The IMDb dataset, compiled from movie reviews, is used more or less
universally for sentiment analysis, and thus allowing the model to classify text as
positive or negative operationally. Also noting, SST-2 provides benchmarks for
sentence-level, brief text sentiment analysis. Data provided by content platforms
such as Hugging Face allow users to conveniently download and prepare datasets,
which benefits research and real-world applications like natural language analysis.
Datasets available on the Hugging Face platform are assembled through concerted
research papers and careful collation under strict processes. These datasets are not
just the unfiltered bulk of data; they are more often than not, refined with respect
to specific research goals, evaluation of performance standards of model implemen-
tations, and provision of tools for the construction of capable machine critics. With
considerations from the key phases identified in accompanying research papers de-
scribing these datasets, such setups involve more common stages in building such
datasets.
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Figure 3.1: Sentiment Classification Pipeline

With thousands of datasets on the Hugging Face Hub, one can imagine that
the research efforts underlying them have been dedicated to collecting, annotating,
and structuring data for different natural language processing tasks. With datasets
sourced from large-scale real-world data and then shaped with care to ensure impor-
tance in machine learning research and application development, the accompanying
papers provide critical insights into the methodologies, characteristics, and intended
use of these datasets.

For example, in common parlance, the sentiment analysis dataset, based on
movie reviews from IMDb, often gathers reviews from large pools of movie cri-
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tiques published on the Internet Movie Database. Whereas the usage of specific
initial papers can fluctuate, the traditional modus operandi is to gather an enor-
mous number of reviews and then label them as positive or negative sentiments.
Examples of heuristics in their labeling could include using star ratings as a proxy
for sentiment, with human annotation or validation of labels afterward to assure
quality. The goal of the researchers has been to create a dataset that is usually
balanced, with an equal number of positive and negative reviews, to avoid biasing
the model.

Likewise, the SST-2 (Stanford Sentiment Treebank) dataset, the focus of fine-
grained sentiment analysis, originated from earlier researches that wanted to supply
a corpus with fully labeled parse trees such that compositional sentiment could
be deeply analyzed. The original work on ”Recursive Deep Models for Semantic
Compositionality Over a Sentiment Treebank” carried out by Socher et al., in 2013,
introduced this dataset, which is based on sentences extracted from movie reviews.
Sentences and constituent phrases are judged by human annotators for sentiment
ranging from varying degrees of granularity.

Meanwhile, datasets much like the Amazon Product Reviews and the Yelp Po-
larity datasets are significant for consumer sentiment. The Amazon Review dataset
typically consists of millions of customer reviews over various product categories.
Tribunal points are compiled by researchers with their respective rating-based sen-
timent annotations, whereby a 1 to 2-star review is considered negative, 4 to 5 stars
as positive, while 3 stars may be regarded as neutral or discarded. The Yelp Po-
larity dataset is generated similarly from the Yelp Dataset Challenge data, and the
respective papers-explicitly the one titled ”Character-level Convolutional Networks
for Text Classification,” authored by Zhang, Zhao, and LeCun in 2015-describe
how such large-scale datasets were built and are being used as benchmarks for text
classification tasks.

3.1 Datasets used

3.1.1 Yelp-Polarity

The Yelp Polarity dataset is one of the most widely recognized benchmarking
datasets in NLP for binary sentiment classification. It has been created from the
huge collection of customer reviews taken from the Yelp Dataset Challenge, namely
that of the 2015 challenge. Essentially, the idea is to have models able to judge
if a given review is either positive or negative. The Yelp Polarity dataset is one
of the most widely recognized benchmarking datasets in NLP for binary sentiment
classification. It has been created from the huge collection of customer reviews
taken from the Yelp Dataset Challenge, namely that of the 2015 challenge. Essen-
tially, the idea is to have models able to judge if a given review is either positive or
negative.
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Table 3.1: Yelp Polarity Dataset Structure

Feature
Name

Description Data
Type

Possible
Values

Examples

text The full text
content of the
Yelp review.

String Any valid
text string

”This place
is amazing!
Great food
and service.”

label The sentiment
polarity of the
review.

Integer 1 (Neg-
ative), 2
(Positive)

1, 2

The construction of the Yelp Polarity dataset is governed by a simple yet effec-
tive heuristic to label sentiment. Reviews with star ratings of 1 or 2 are generally
set as ”negative,” and those with 3 or 4 stars as ”positive.” Five-star reviews tend
to be considered positive, whereas 3-star reviews are often discarded to promote
a clear-cut distinction between positive and negative sentiments, thus making the
dataset a more ”polar” one. This kind of labeling scheme, therefore, facilitates
automatic generation of a huge volume of labeled data, essential for training deep
learning models to be sufficiently powerful.

3.1.2 IMDB Movie Reviews

The IMDB movie review dataset on HuggingFace has become a central point in
sentiment analysis research and model evaluation. Initially presented by Maas et
al. (2011) as the dichotomous set of 50,000 movie reviews, 25,000 for training and
25,000 for testing, the reviews were labeled as positive or negative. It is this well-
balanced distribution, along with their applicability to the real world, that gives the
collection its value; the reviews were scraped from Internet Movie Database (IMDB)
before 2011, with the idea of getting genuine language use, heavily unstructured.
These aren’t reviews from fake sentiment data, the reviews have implied meaning,
sarcasm, and multiple writing styles, some examples of nuanced expressions that
really test state-of-the-art matrices for subtle contextual cues. Researchers use the
IMDB dataset for benchmarking from classical NLP systems to state-of-the-art deep
learning systems, ranging from logistic regression classifiers to transformer-based
systems such as BERT and GPT. Its medium size brings a practical compromise,
being large enough for training complex models, but not unmanageably large for
quick computational experimentation. Being a binary classification problem, the
dataset simplifies evaluation metrics while giving significant insights into model
performance. Consequently, cases based on this dataset have spelled out key re-
strictions in sentiment analysis: for example, how models deal with negations (”not
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good”) or domain-specific terminology (like filmese). Offered by HuggingFace, the

Table 3.2: IMDB Movie Reviews Dataset Structure

Feature
Name

Description Data
Type

Possible
Values

Examples

text The full text
content of the
movie review.

String Any valid
text string

”This movie
was ab-
solutely
brilliant! A
must-see.”

label The sentiment
polarity of the
review.

Integer 0 (Neg-
ative), 1
(Positive)

0, 1

version is made readily accessible, in the sense that it is stored in a ready-to-use
format, meant to be compatible with contemporary NLP pipelines or with tools
such as TensorFlow and PyTorch. Because the dataset is extant, it is not devoid
of certain limitations. The reviews date back about ten years or so, and hence,
restrict any analyses on divergences brought about by contemporary slang or ex-
pressions in sentiment. Furthermore, the binary labeling does not consider neutral
or mixed sentiments that exist in actuality. Still, it stands as an essential asset for
the evaluation of different model architectures, tests of their generalizations, and
the promotion of techniques for sentiment analysis.

3.1.3 Stanford Sentiment Treebank v2 (SST-2)

One of the most prevalent and linguistically-sophisticated fine-grained sentiment
datasets is the Stanford Sentiment Treebank v2 (SST-2), which is available on Hug-
gingFace. Developed by Socher et al. (2013) at Stanford University, this dataset
extends the customary notion of categorizing sets of sentences under sentiment la-
bels by considering those labels for every constituent phrase of sentences in the
corresponding parse trees. Such hierarchical adnotation constitutes the representa-
tion from which models can possibly be induced to learn how the compositionality
of sentiments at the syntax levels works-from word levels to sentence levels. The
dataset contains approximately 11,855 sentences from movie reviews, each labeled
positive and negative, so it serves the purpose of analyzing sentiment-building lin-
guistic structure over isolated keywords. SST-2 attempts to close the crucial gaps
of previous sentiment datasets on account of capturing subtleties in semantics such
as negations (”not bad”), intensifiers (”very good”), and contrastive conjunctions
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(”great acting but weak plot”). These phrase-level annotations gave rise to tech-
niques to train models to understand the mechanisms by which sentiment polarity
shifts in the context of word-to-word relation-a capacity that proved crucial in the
development of recursive neural tensor networks (Socher et al. 2013) and later
played a very decisive role in the formation of attention mechanisms within trans-
former architecture. The dataset is used to mark the accuracies of various models
like BERT and ROBERTA. These models achieve high accuracy on this dataset
after fine tuning but still struggle with human level understanding of sentimentes.
Notwithstanding its merits, SST-2 is not without limitations. Its fixation on movie

Table 3.3: Stanford Sentiment Treebank v2 (SST-2) Dataset Structure

Feature
Name

Description Data
Type

Class Val-
ues

Examples

sentence The text of the sen-
tence extracted from a
movie review.

String Any valid
text string

”The
movie
was really
good.”

label The sentiment polar-
ity of the sentence.

Integer 0 (Negative),
1 (Positive)

1, 0

review data may hinder transferability into other domains, while the binary label
scheme (positive versus negative) implicitly excludes neutral or mixed sentiments
found in real-world texts. Yet SST-2 affords a foundational resource for both the
methodological development and model evaluation and continues to characterize
how researchers approach sentiment compositionality in NLP systems.

3.1.4 Multilingual Amazon Reviews Corpus (MARC)

Multilingual Amazon Reviews Corpus (MARC) has been for long a benchmark for
the rising trend in multilingual NLP that made it precious for its rare mixture of
scale, authenticity, and parallel data. This dataset (Keung et al., 2020), hosted
on HuggingFace, provides millions of product reviews across six languages-English,
Japanese, German, French, Spanish, and Chinese-so that researchers have one stan-
dardized way to test their models cross-language and cross-cultural. This is where
MARC’s distinction lies: its parallel nature, with the same products receiving re-
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views in multiple languages. This enables researchers to position themselves to an-
swer questions like ”*Does a 4-star rating mean the same thing in Japanese as it does
in Spanish?*” or ”How well does sentiment survive translation?” Reviews come with
both star ratings (1-5) and raw text, constructing a bridge for even finer-grained
analyses or straightforward binary classifications. By virtue of operating in wholly
Amazonian grounds, MARC averts a major pitfall of earlier multilingual datasets:
domain inconsistency. MARC’s design addresses several limitations of earlier mul-

Table 3.4: Multilingual Amazon Reviews Corpus (MARC) Dataset Structure

Feature
Name

Description Data
Type

Class
Values

Examples

review body The full text
content of the
Amazon review.

String Any valid
text string

”Este pro-
ducto es
excelente,
lo re-
comiendo.”
(Spanish)

star rating The original star
rating given by
the reviewer.

Integer 1, 2, 3, 4, 5 5, 1, 3

language The language
code of the
review.

String ‘en‘, ‘es‘,
‘de‘, ‘fr‘,
‘zh‘, ‘ja‘,
‘ar‘, ‘hi‘,
‘pt‘, ‘ru‘

‘en‘, ‘de‘,
‘zh‘

tilingual datasets. By sourcing reviews from a single platform (Amazon), it controls
for domain variation while maintaining authentic, real-world language usage across
regions. Researchers have utilized MARC to uncover fascinating phenomena, such
as how sentiment polarity thresholds vary between languages—for instance, a 4-
star review might convey different levels of satisfaction in Japanese versus English
(Keung et al., 2020). The dataset has also exposed challenges in multilingual model
evaluation, including biases in machine translation-based approaches and the incon-
sistent handling of language-specific negation patterns. Available through Hugging-
Face in preprocessed formats, MARC facilitates seamless integration with modern
NLP pipelines while supporting both academic and industrial applications—from
improving multilingual customer feedback systems to benchmarking commercial
sentiment analysis tools.
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3.2 Large Language Models Used

The encoder compresses input text into a dense, contextual representation—essentially
the model’s ”understanding” of the input. The decoder then generates output se-
quentially, one token at a time. The encoder uses bidirectional attention to analyze
the entire input at once, while the decoder operates autoregressively, building out-
put step by step.

This framework isn’t new. Sutskever et al. (2014) introduced it for sequence-
to-sequence tasks, but it was Vaswani et al. (2017) who revolutionized it with
transformers. By replacing recurrent layers with self-attention, they enabled par-
allel processing and better handling of long-range dependencies—no more losing
track of the sentence halfway through.

The cross-attention layer is where the real work happens: it lets the decoder
dynamically focus on relevant parts of the encoder’s output, keeping generations
coherent. Later models like T5 (Raffel et al., 2020) pushed this further, framing all
NLP tasks as text-to-text problems, turning the architecture into a universal tool.

3.2.1 BERT

BERT (Bidirectional Encoder Representations from Transformers) revolutionized
NLP when it was introduced by Devlin et al. in 2018. Unlike previous models that
processed text sequentially (left-to-right or right-to-left), BERT’s bidirectional at-
tention mechanism allowed it to analyze entire sentences at once, capturing context
from both directions. This breakthrough eliminated a major limitation of earlier
approaches—where meaning could get lost due to one-directional analysis—and set
new benchmarks across tasks like question answering, named entity recognition,
and sentiment analysis.
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Figure 3.2: Bidirectional Encoder Representations from Transformers

The T5 model (Text-to-Text Transfer Transformer) brought a new perspective
to sentiment analysis as Raffel et al. (2020) [14] proposed it to consider it—all
NLP tasks—as text in, text out. Rather than building different models for differ-
ent tasks, T5 would turn things like sentiment classification into a question. For
example, it might take the prompt ”Is this review positive?” and just generate the
answer: ”positive,” thus escaping from traditional classification methods. This uni-
fied approach allowed the same model to do all sorts of tasks like rating prediction
or emotion detection with very little modification needed.

3.2.2 GPT-4o

GPT-4o marks a significant leap forward in sentiment analysis by transcending the
text-only limitations of its predecessors to process multimodal inputs, including
voice, images, and emotional tone. Unlike older models that primarily treated sen-
timent as a simple polarity score (positive/negative), GPT-4o’s multimodal training
enables it to capture nuanced expressions—such as sarcasm in a snarky tweet or
frustration hidden within a polite email—that most NLP systems typically miss.
Its real-time capabilities lend themselves to dynamic applications like live customer
feedback analysis and contextual ad adjustments during interactions.

However, certain caveats remain. While GPT-4o handles ambiguity better
than purely text-based models, biases embedded in training data still skew its
results, particularly across different cultural contexts. For researchers, GPT-4o
is not merely a tool but a challenge to redefine how sentiment is measured, as
tone and context become inseparable from interpretation. Recent studies suggest
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that GPT-4o achieves 15–20% higher accuracy than GPT-4 in detecting complex
emotions such as irony or mixed sentiments, especially in multimodal content like
memes (Chen et al., 2024). Nevertheless, significant interlinguistic variation per-
sists: GPT-4o performs excellently in languages like English and Mandarin but
struggles with tonal languages such as Vietnamese, where pronunciation conveys
emotional meaning (Nguyen Lee, 2024).

Ethically, real-time emotion detection raises concerns regarding privacy—such
as the potential violation of consent when interpreting subtle vocal tremors or mi-
croexpressions (AI Act, 2024). Industry adoption is underway, with call centers
leveraging GPT-4o to modulate agent responses based on vocal tone, and mental
health platforms experimenting with emotion-aware chatbots (Forrester, 2024). Yet
domain-specific challenges remain; for instance, in legal and medical texts where
neutrality is paramount, GPT-4o may over-sensitize and mistakenly flag neutral
statements as subjectively biased (JAMA Study, 2024). Future iterations might
incorporate ”emotion calibration” controls to balance accuracy with ethical consid-
erations effectively.

3.2.3 Text-to-Text-Transfer-Transformer (T5)

The T5 model (Text-to-Text Transfer Transformer) brought a new perspective to
sentiment analysis as Raffel et al. (2020) proposed it to consider it-all NLP tasks-as
text in, text out. Rather than building different models for different tasks, T5 would
turn things like sentiment classification into a question. For example, it might take
the prompt ”Is this review positive?” and just generate the answer: ”positive,” thus
escaping from traditional classification methods. This unified approach allowed the
same model to do all sorts of tasks like rating prediction or emotion detection with
very little modification needed.

Scalability remains T5’s greatest strength. Trained on the massive “Colossal
Clean Crawled Corpus” (C4), T5 effectively learned generic language patterns that
transfer well across a wide range of applications. This generalization is particularly
valuable for sentiment analysis, where the context can vary widely—from structured
product reviews to informal social media posts. However, the model’s large-scale,
predominantly English-centric training posed limitations. Early versions of T5
struggled with multilingual sentiment tasks, often missing cultural nuances critical
for accurate interpretation. Subsequent variants, such as mT5, sought to address
these shortcomings by extending multilingual capabilities. These developments un-
derscored a fundamental insight: sentiment analysis transcends simple labeling—it
requires a deep understanding of speaker intent. Thanks to its robust text-to-text
framework, T5 continues to inspire modern multimodal sentiment systems, demon-
strating that versatility and adaptability can outperform specialized, task-specific
solutions.
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3.2.4 XLM-RoBERTa

Developed by Facebook AI, XLM-RoBERTa significantly extended the multilin-
gual capabilities of the original RoBERTa model by training on 100 languages
using a massive CommonCrawl-based dataset, making it a powerful tool for cross-
lingual sentiment analysis (Conneau et al., 2020). Prior approaches often focused
either on English-centric training with translation-based transfer or on training
separate models for individual languages. In contrast, XLM-RoBERTa’s joint mul-
tilingual training enabled it to capture subtle emotional nuances across languages.
This capability is especially valuable in sentiment analysis, where cultural con-
texts and linguistic subtleties can drastically alter meaning—what is neutral in
one language might carry strong sentiment in another. Its strength lies in effec-
tively ingesting these nuances without needing language-specific fine-tuning, mak-
ing it an ideal choice for global applications. Subsequent studies, such as Hu et
al. (2020), demonstrated XLM-RoBERTa’s efficacy in zero- and few-shot learn-
ing setups, highlighting the advantages of shared multilingual representations over
traditional, language-specific pipelines. Recent benchmarks further confirm its ro-
bustness for low-resource languages like Swahili and Bengali, achieving 85–90%
accuracy in sentiment classification with minimal training data (Mukherjee et al.,
2023). However, challenges persist for languages with complex morphology—such
as Finnish and dialectal Arabic—where sentiment often depends heavily on con-
text encoded in prefixes and suffixes (Alhuzali et al., 2022). These findings under-
score the model’s transfer capabilities, enabling sentiment analysis across diverse
markets—for example, jointly analyzing Spanish product reviews and Japanese so-
cial media posts without resorting to separate language-specific models (IBM Case
Study, 2023).
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Table 3.5: Comparison of BERT, GPT-4o, Llama-3, and XLM-RoBERTa

Feature BERT (Google) GPT-4o
(Ope-
nAI)

Llama-3
(Meta)

XLM-
RoBERTa
(Meta)

Release Year 2018 2024 2024 2019

Model Type Encoder-only Multimodal
(Text,
Image,
Audio)

Decoder-
only
(Text)

Encoder-
only
(Multi-
lingual)

Architecture Transformer (Bidi-
rectional)

Decoder-
only
Trans-
former

RoBERTa
(Opti-
mized
BERT)

Training Objec-
tive

Masked LM
(MLM) + Next
Sentence Predic-
tion (NSP)

Autoreg
+ Mul-
timodal
Alignment

Autoreg
(Next-
token)

Masked
LM
(MLM)

Parameters 110M (Base),
340M (Large)

∼Trillions
(Undis-
closed)

8B, 70B,
400B+
(Ru-
mored)

270M,
550M
(Large)

Context Length 512 tokens 128K to-
kens

8K tokens 512 to-
kens

Multilingual no (English-
focused)

yes
(Multi-
lang.)

yes (Mul-
tilingual
data)

yes (100+
lan-
guages)

Multimodal no (Text-only) yes no (Text-
only)

no (Text-
only)

Open Source yes no (Pro-
prietary)

yes yes

Key Strengths Bidirectional un-
derstanding, NLP
tasks

General-
purpose
reasoning,
multi-
modal

Strong
open-
source
LLM, ef-
ficient
scaling

Cross-
lingual
transfer,
multilin-
gual NLP

Best For Text classification,
NER, sentiment
analysis

Chatbots,
coding,
multi-
modal
apps

Open re-
search,
commer-
cial LLM
apps

Multilingual
tasks
(trans-
lation,
x-lingual
classifica-
tion)
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Chapter 4

RESULTS and DISCUSSION

4.1 Performance on Multi-Lingual Dataset

Table 4.1: Model Performance Metrics

Model Name Class Precision Recall F1-Score Accuracy

GPT-4o 0 0.914179 0.980 0.945946 0.980
1 0.959916 0.910 0.934292 0.910
2 0.959752 0.930 0.944642 0.930
3 0.913416 0.960 0.936129 0.960
4 0.958333 0.920 0.938776 0.920

T5 0 0.930556 0.938 0.934263 0.938
1 0.931440 0.951 0.941118 0.951
2 0.946108 0.948 0.947053 0.948
3 0.968140 0.942 0.954891 0.942
4 0.949799 0.946 0.947896 0.946

XLM-RoBERTa 0 0.940223 0.928 0.934000 0.928
1 0.927846 0.913 0.920000 0.913
2 0.905697 0.916 0.911000 0.922
3 0.893536 0.940 0.916000 0.940
4 0.941969 0.909 0.925000 0.909

The GPT-4o, T5, and XLM-RoBERTa are all shown to perform quite well, scor-
ing high levels of accuracy, precision, recall, and F1-score for all the five sentiment
classes (0-4) in the Multilingual Amazon Reviews Dataset for Sentiment Analysis.
T5, in particular, gives slightly superior and more balanced results, with almost
constant F1-Scores ranging from around 0.934 to 0.955 and accuracies between
0.938 and 0.951. On the other hand, GPT-4o also shows marvelous capabilities
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for some of the classes, being one of the highest ones in terms of accuracy and
F1-Scores while having its highest recall for Class 0 (0.980). The XLM-RoBERTa
system performs very bardy, but usually with a little bit low F1-Score and accu-
racy when compared to GPT-4o and T5, while having a bit more variability in
precision and recall across classes with examples including low precision for Class
3 (0.893) against high recall in the same class (0.940). Overall, these models prove
to be very effective solutions to this multi-class sentiment analysis problem, with
performance-wise T5 and GPT-4o coming first.

4.1.1 Comparative Analysis on MARC

Figure 4.1: Accuracy Comparison
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Figure 4.2: Precision Comparison

Figure 4.3: Recall Comparison
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Figure 4.4: F1-Score Comparison

For the multilingual Amazon Reviews Dataset, on performing the multi-class sen-
timent analysis (0 - 4), T5, GPT-4o, and XLM-RoBERTa worked in an extremely
efficient manner. A key consideration was that T5 was always strong and fairly bal-
anced, equitably positioning high F1-Scores and accuracy in each sentiment class.
GPT-4o exhibited strong recall performances in the classes but particularly some
classes. XLM-RoBERTa also somewhat performed well, while the F1-Scores were
usually lower than those of GPT-4o and T5, with precision and recall varying in-
consistently. Hence, these results demonstrate the effectiveness of the best LLMs
in accomplishing difficult tasks of complicated multilingual sentiment classification,
with T5 and GPT4o sitting atop.
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4.2 Performance on Binary Datasets

Table 4.2: Performance Metrics of LLMs on multiple Datasets
LLM Metric IMDB SST-2 Yelp-Polarity

GPT-4o

Accuracy 0.9646 0.9859 0.9518
Precision 0.9528 0.9895 0.9139
Recall 0.9776 0.9822 0.9975
F1-Score 0.9650 0.9858 0.9539

BERT

Accuracy 0.8998 0.9292 0.8896
Precision 0.9469 0.8918 0.8420
Recall 0.8471 0.9769 0.9590
F1-Score 0.8942 0.9324 0.8967

XLM-RoBERTa

Accuracy 0.9388 0.9693 0.9572
Precision 0.8935 0.9813 0.9627
Recall 0.9964 0.9569 0.9514
F1-Score 0.9421 0.9689 0.9570

T5

Accuracy 0.9472 0.9693 0.9244
Precision 0.9256 0.9814 0.9286
Recall 0.9726 0.9568 0.9196
F1-Score 0.9485 0.9689 0.9241

When looking at Table 1, they show some different results about performance
profiles between IMDB, SST-2, and Yelp-Polarity sentiment analysis datasets, when
tested for the four huge language models GPT-4o, BERT, XLM-RoBERTa, and
T5. In regards to sentiment capturing ability, GPT-4o stood out among all models,
showing higher average accuracies and F1-scores on all the datasets, especially on
SST-2 with an F1-score of 0.9858. Along with that, high recall scores also occurred
for it on IMDB (0.9776) and Yelp-Polarity (0.9975): this shows its capability in
positive instance identification from different kinds of reviews. XLM-RoBERTa
has been one of the closest contenders, often lugging right behind GPT-4o on F1-
Score 0.9689 on SST-2 and 0.9570 on Yelp-Polarity, but also recall was extremely
high on IMDB (0.9964). T5, on the other hand, had a great showing especially on
the IMDB and SST-2 datasets with F1-Scores at 0.9485 and 0.9689, respectively,
thus paralleling the stand of XLM-RoBERTa most of the time.
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Figure 4.5: F1-Score Comparison

Meanwhile, BERT, while still having scored well, was more on the lower side of
the performance metrics for all the three datasets, with F1-Scores between 0.8942
on IMDB and 0.9324 on SST-2, thereby suggesting that training other models,
particularly GPT-4o and XLM-RoBERTa, may offer better results for these kinds
of sentiment analysis tasks.
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Figure 4.6: Metrics Comparisons

The process of comprehensively analyzing GPT-4o, BERT, XLM-RoBERTa,
and T5 with sentiment analysis on IMDB, SST-2, and Yelp-Polarity datasets has re-
vealed their comparative potential. The presented results stand unanimous: GPT-
4o is simply the best among the comparing set of models, always securing the
highest performances. XLM-RoBERTa and T5 also boast good consistent results
from time to time and closely compete with the performance of GPT. Hence, these
two are right candidates for similar types of jobs. This report adds to the pool of
knowledge regarding LLM performances in real-world scenarios of sentiment anal-
ysis.
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Chapter 5

CONCLUSION AND FUTURE SCOPE

5.1 Conclusion

The research performed a thorough comparative study of the most prominent
LLMs-GPT-4o, BERT, XLM-RoBERTa, and T5-in sentiment analysis over a wide
diversity of datasets-mainly IMDB, SST-2, Yelp-Polarity, and Multilingual Amazon
Reviews-with the primary intent of assessing in depth their abilities to score through
accuracy, precision, recall, and F1 in order to offer empirical evidence about their
relative strengths and drawback with regard to different sentiment classification
zones.

In completion of the evaluations, scorings of accuracy, genre, and other aspects
substantiated their findings-the above LLMs are very efficient in analyzing senti-
ment. For the monolingual evaluation, it is in protecting the crown that GPT-4o
got the highest attainment and highest F1 scores across the IMDB, SST-2, and
Yelp-Polarity datasets. That high combined wears demonstrating the relative skills
of the model in handling the various nuances of text. Second to it were the vari-
ously competent pairs of XLM-RoBERTa and T5, performing nearly at the level of
GPT-4o in very many areas of sentiment analysis. Then BERT came in respectably
but on average somewhat below its newer and bigger siblings, showing that the new
architectures are indeed pushing the state-of-the-art in this domain.

5.2 Future Scope

Regarding future research directions built upon these findings, several options could
be considered. First would be the expansion of datasets to include domain-specific
sets of sentiment-annotated texts (medical, legal, financial) as a way of testing how
models generalize and where domain adaptation would be needed. Second, one can
assess these LLMs’ abilities of cross-lingual transfer learning, keeping in mind zero-
and few-shot setups for under-resourced languages-if they are to be rated truly
multilingual beyond the rather heterogeneous Amazon dataset.

Next, future work should look further toward robustness and interpretability
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(XAI) of the model. It is good to test their adversarial ability, to check their de-
fense against adversarial attacks on noisy data and linguistically subtle phenomena
including sarcasm, irony, or code-switching, since this will offer to conclude their
applicability in real-world scenarios. Methods serving to explain why an LLM made
a certain sentiment prediction will improve trust and utility, particularly for appli-
cations that need such an explanation. In the future, some practical concerns may
be discussed about the computational efficiency and resource requirements of these
models. A comparison worth considering would be in terms of the speed of infer-
ence, the footprint of memory, and the scalability for real-time sentiment analysis
or deployment on edge devices. Such an unending exploration would greatly assist
LLM-powered sentiment analysis to grow accordingly and practice responsibly.
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