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ABSTRACT 

 

 
Customer churn prediction remains a critical challenge for businesses, 

particularly in industries where retaining customers is more cost-effective than 

acquiring new ones. This study evaluates machine learning (ML) models for churn 

prediction using imbalanced datasets, addressing the inherent bias toward majority-

class instances that plagues traditional approaches. Six classifiers—XGBoost, 

LightGBM, Logistic Regression, K-Nearest Neighbours (KNN), AdaBoost, and Naive 

Bayes—are systematically assessed alongside the Synthetic Minority Oversampling 

Technique (SMOTE) to mitigate class imbalance. The research employs a publicly 

available telecom dataset with a 26.5% churn rate, pre-processed to handle missing 

values, encode categorical variables, and engineer temporal features. SMOTE is 

applied to balance training data, while evaluation prioritizes recall-oriented metrics 

(F2-score, AUC-PR, Matthews Correlation Coefficient) to reflect real-world business 

needs. 

 

Results demonstrate that tree-based ensemble models (XGBoost, 

LightGBM) outperform other classifiers, achieving AUC-PR scores of 0.78 and 0.75, 

respectively, alongside F2-scores of 0.68 and 0.65. These models effectively leverage 

hierarchical splitting to identify nonlinear relationships, such as the correlation 

between short-term contracts and churn risk. SMOTE enhances minority-class recall 

by 18–22% across all models but introduces precision trade-offs, particularly in KNN 

and Naive Bayes, which struggle with synthetic sample integration. Logistic 

Regression, while interpretable, shows limited robustness to imbalance (AUC-PR: 

0.62), while AdaBoost’s iterative error correction improves stability but lags behind 

gradient-boosted methods. 

 

This study highlights SMOTE’s critical role in balancing dataset skewness 

while emphasizing the importance of metric selection: models optimized for accuracy 

(e.g., Naive Bayes at 89%) fail to address business costs associated with false 

negatives. Practical insights include actionable retention strategies, such as targeting 

high-risk customers identified by feature importance analysis (e.g., tenure, monthly 

charges). This work contributes a framework for imbalanced churn prediction, 

advocating for XGBoost/LightGBM with SMOTE in scenarios requiring high recall 

and model interpretability. Future directions include exploring dynamic resampling 

and ethical AI audits to address demographic biases in feature engineering. 
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CHAPTER 1 

INTRODUCTION 

 

Customer churn prediction is a cornerstone of modern business strategy, 

enabling organizations to proactively retain clients and mitigate revenue loss. Across 

industries like telecommunications, banking, SaaS, and retail, acquiring new 

customers costs 5–25 times more than retaining existing ones, making accurate churn 

prediction vital for sustainability. However, real-world churn datasets are inherently 

imbalanced, with minority-class (churner) representation often below 20%. Traditional 

machine learning models, optimized for overall accuracy, struggle to identify these 

rare but critical instances, leading to biased predictions and missed retention 

opportunities. This study evaluates the performance of six machine learning 

classifiers—XGBoost, LightGBM, Logistic Regression, K-Nearest Neighbours 

(KNN), AdaBoost, and Naive Bayes—on imbalanced churn datasets, enhanced by the 

Synthetic Minority Oversampling Technique (SMOTE). By prioritizing metrics like 

Matthews Correlation Coefficient (MCC) and G-Mean, this research provides a 

framework for developing robust, business-actionable churn prediction systems. 

 

1.1 Problem Statement 

The primary challenge in churn prediction lies in addressing class 

imbalance, where traditional models favour the majority class (non-churners), 

resulting in poor recall for churn instances. For example, a model with 95% accuracy 

might correctly classify non-churners but fail to detect 80% of actual churners, 

rendering it ineffective for retention strategies. Key issues include: 

• Class Imbalance: Skewed distributions (e.g., 10–20% churn rates) bias 

models toward majority-class patterns. 

 

• Metric Misalignment: Accuracy and F1-score inadequately reflect minority-

class performance. 

 

• Feature Complexity: High-dimensional data (e.g., transaction history, service 

usage) requires nuanced feature engineering. 

 
 

• Algorithmic Bias: Conventional models like Logistic Regression and Naive 

Bayes lack mechanisms to prioritize minority-class learning. 

 

This study tackles these challenges by evaluating SMOTE-enhanced classifiers on 

imbalanced datasets, focusing on metrics that capture real-world utility. 
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Figure 1.1 Illustration of Loyal Customers and Churners 

 

1.2 Significance 

Effective churn prediction systems offer transformative benefits: 

• Revenue Protection: A 5% reduction in churn can boost profits by 25–95% in 

subscription-based industries. 

 

• Resource Optimization: Targeted retention campaigns reduce marketing costs 

by 30–50%. 

 
 

• Competitive Advantage: Proactive customer engagement enhances brand 

loyalty and market share. 

 

Methodologically, this work advances imbalanced learning by: 

• Demonstrating SMOTE’s efficacy in improving recall for ensemble models. 

 

• Establishing MCC and G-Mean as critical metrics for evaluating churn models. 

 
 

• Providing a reproducible pipeline for high-dimensional, imbalanced data. 

 

The framework is applicable across sectors, including telecom, finance, and e-

commerce, where customer retention is pivotal. 
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1.3 Motivation 

The exponential growth of customer data has outpaced the development of 

imbalance-aware analytics. Existing studies often focus on single industries or 

algorithms, neglecting cross-domain applicability and comparative evaluations. For 

instance, while XGBoost is widely recognized for imbalance handling, its performance 

relative to LightGBM or hybrid approaches remains underexplored. Additionally, 

metrics like MCC, which balances all confusion matrix categories, are rarely 

prioritized despite their relevance to business outcomes. This study bridges these gaps 

by: 

 

• Conducting a comprehensive evaluation of six classifiers across imbalance 

scenarios. 

 

• Quantifying SMOTE’s impact on model performance. 

 
 

• Proposing a standardized evaluation protocol for imbalanced churn prediction. 

 

The urgency of this work is underscored by rising customer acquisition costs and the 

global shift toward data-driven retention strategies. 

 

1.4 Overview of Methods 

1.4.1 Data Preprocessing and SMOTE 

The dataset is pre-processed to handle missing values (median 

imputation), encode categorical variables (target encoding), and normalize features. 

SMOTE is applied to balance class distributions by generating synthetic minority-class 

samples through feature-space interpolation. For example, if the original dataset has a 

15% churn rate, SMOTE increases minority instances to 40–50%, reducing bias 

without overfitting. 

 

1.4.2 Classifiers 

Six algorithms are evaluated: 

• XGBoost: Gradient-boosted trees with scale_pos_weight for imbalance 

adjustment. 

 

• LightGBM: Histogram-based gradient boosting optimized for speed and 

accuracy. 
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• Logistic Regression: Baseline model with class weights for cost-sensitive 

learning. 

 

• KNN: Distance-based classifier, sensitive to feature scaling. 

 
 

• AdaBoost: Iterative ensemble focusing on misclassified samples. 

 

• Naive Bayes: Probabilistic model assuming feature independence. 

 

1.4.3 Training and Validation 

Models are trained using stratified 5-fold cross-validation to preserve class 

distributions. Hyperparameters (e.g., XGBoost’s max_depth, LightGBM’s 

num_leaves) are tuned via grid search. 

1.4.4 Evaluation Metrics 

• Accuracy: Overall classification correctness (limited utility in imbalance). 

 

• Precision: Proportion of true churners among predicted churners. 

 
 

• ROC-AUC: Area under the Receiver Operating Characteristic curve. 

 

• MCC: Balances all confusion matrix categories (-1 to +1). 

 
 

• G-Mean: Geometric mean of sensitivity and specificity. 

 

• F1-Score: Harmonic mean of precision and recall. 

 

 

1.5 Research Objectives 

This research aims to systematically evaluate the effectiveness of multiple 

machine learning models—including XGBoost, LightGBM, Logistic Regression, 

KNN, AdaBoost, and Naive Bayes—in predicting customer churn using imbalanced 

datasets. This study leverages SMOTE to address class imbalance and emphasizes 

robust evaluation metrics such as Matthews Correlation Coefficient (MCC), G-Mean, 

and F1-score to ensure reliable minority class detection. The objective is to identify 

optimal model configurations for maximizing recall and precision, develop a 

generalizable framework applicable across diverse industries, and establish best 

practices for metric selection and model interpretability to strengthen practical churn 

prediction applications. 
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CHAPTER 2 

LITERATURE REVIEW 

 
 

2.1 Foundations of Churn Prediction 
 

Customer churn prediction has evolved from basic statistical models to 

advanced machine learning frameworks. Early approaches relied on logistic regression 

and decision trees to identify at-risk customers using demographic and transactional 

data. However, these methods struggled with high-dimensional datasets and class 

imbalance, where churners often constitute 2–20% of samples. The advent of 

ensemble learning and deep learning addressed these limitations, enabling the capture 

of nonlinear relationships in customer behaviour. 

 

 
Figure 2.1 Data of Authors, Algorithm and Model 

 

2.2 Class Imbalance in Churn Datasets 
 

Imbalanced class distributions remain a critical challenge, as traditional 

metrics like accuracy fail to reflect model performance on minority classes. Studies by 
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Burez & Van den Poel (2009) demonstrated that under sampling and cost-sensitive 

learning improve recall for churners without compromising specificity. Recent work 

by Chen et al. (2024) highlights the effectiveness of hybrid resampling techniques 

(e.g., SMOTE-ENN) in balancing dataset distributions while preserving critical 

patterns. 

 

2.3 Evolution of Evaluation Metrics 
 

The shift from accuracy-centric metrics to imbalance-aware measures like 

AUC-PR, G-mean, and MCC has redefined model evaluation standards. For instance, 

the IJACSA study (2023) revealed that F1-score and MCC outperform conventional 

metrics in multi-class imbalanced scenarios. Additionally, business cost matrices that 

assign weights to misclassification errors have gained traction for aligning model 

outcomes with organizational priorities. 

 

 

2.4 Related Works 
 

2.4.1 Industry-Specific Applications 

 

i. Telecommunications 

 

Studies on telecom churn prediction emphasize feature engineering to capture 

usage patterns and contract dynamics. Riyanto et al. (2023) achieved 87% 

accuracy using stacked ensembles of SVM and Random Forest on a Polish 

telecom dataset. 

 

ii. Banking and Finance 

 

The 2023 IJRAR survey identified transaction frequency and credit utilization 

as pivotal features for banking churn models, with XGBoost achieving 94.5% 

AUC. A 2024 SCIRP study further emphasized the role of macroeconomic 

factors (e.g., interest rates) in U.S. banking churn prediction. 

 

iii. Methodological Advancements 

 

Recent works explore hybrid architectures combining resampling and 

algorithmic adjustments. Szczekocka (2023) proposed an end-to-end BiLSTM-

CNN model that leverages sequential customer interaction data, achieving 81% 

accuracy on a multi-industry dataset. Meanwhile, Gao’s 2025 survey 

categorizes imbalance-handling techniques into data rebalancing, feature 

representation, and ensemble learning, advocating for context-specific 

solutions. 
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Figure 2.2 Year-wise publications 

 

 

2.5. Evaluation Metrics and Analysis 
 

2.5.1 Imbalance-Specific Metrics 

 

Table 2.1 Evaluation metrics definition 

Metric Formula Purpose 

G-Mean √(Sensitivity × Specificity) 

Balances sensitivity and 

specificity 

MCC (TP×TN – FP×FN)/√(denominator) 

Measures overall classifier 

balance (-1 to +1) 

ROC-

AUC Area under ROC curve 

Assesses TPR vs. FPR 

trade-off 

F1-Score (2 × Precision × Recall)/Precision + Recall 

Harmonizes precision and 

recall 

Precision TP/TP+FP 

Measures true churner 

predictions 

Accuracy TP+TN/TP+TN+FP+FN 

Measures overall 

prediction 
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2.5.2 Analysis 

 

The selection of metrics aligns with the thesis objective of developing a reliable 

framework for imbalanced churn prediction. For example: 

 

• MCC values >0.5 (XGBoost: 0.52) indicate strong classifier balance, 

outperforming random guessing. This metric avoids bias toward either class, 

making it ideal for evaluating models in imbalance scenarios. 

 

• G-Mean scores >0.7 (XGBoost: 0.74) reflect balanced performance across 

sensitivity (73%) and specificity (89%), ensuring the model does not sacrifice 

non-churner accuracy for churner recall. 

 

• F1-Score highlights models that harmonize precision and recall. XGBoost’s 

F1-score of 0.68 surpasses Logistic Regression (0.45), demonstrating ensemble 

methods’ superiority in handling skewed data. 

 

Why These Metrics Matter 

 

• MCC and G-Mean counteract the limitations of accuracy by incorporating all 

confusion matrix elements, ensuring evaluations reflect real-world business 

costs (e.g., missing a churner vs. wasting retention resources). 

 

• ROC-AUC provides a high-level view of model discrimination ability, 

while precision-recall curves (not shown) are more informative in extreme 

imbalance. 

 

                   XGBoost and LightGBM outperformed traditional models across all 

metrics, with SMOTE improving their recall by 18–22%. For instance, XGBoost’s 

recall of 73% (vs. 43% for Logistic Regression) means it identifies nearly twice as 

many at-risk customers, directly supporting the thesis goal of actionable churn 

prediction. 

 

This metric-driven analysis underscores the importance of selecting 

imbalance-aware evaluation criteria, ensuring models deliver practical value beyond 

theoretical accuracy. 

 

 

2.6. Research Gaps 
 

2.6.1 Methodological Limitations 

 

• Industry-Specific Generalization: Most models (e.g., BiLSTM-CNN) are 

validated on telecom/banking data, limiting applicability to retail or 

healthcare. 
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• Interpretability-Utility Trade-off: Deep learning models lack explainability, 

hindering stakeholder trust. 

 

2.6.2 Emerging Challenges 

 

• Dynamic Imbalance: Few studies address concept drift in churn patterns due 

to market shifts. 

 

• Ethical AI: Bias in resampling techniques may oversample privileged 

demographics. 

 

2.6.3 Future Directions 

 

• Develop federated learning frameworks for cross-industry churn prediction. 

 

• Integrate LLMs for churn reason extraction from unstructured data (e.g., 

support tickets). 
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CHAPTER 3 

RESEARCH METHODOLOGY 

 
 

3.1 Framework Overview and Implementation Flow 

 
This research framework is designed to systematically address the 

challenges of imbalanced customer churn prediction, integrating data preprocessing, 

advanced machine learning techniques, and robust evaluation. The implementation 

follows a structured pipeline (Figure 1) to ensure reproducibility and scalability across 

industries. 

 

 
Figure 3.1 Model building process 

 

 

Stages of the Framework: 

 

i. Data Acquisition and Profiling: 

 

• Data Collection: The dataset comprises historical customer records from 

the banking sector, including demographic, financial, and behavioural 

attributes. 

 

• Exploratory Analysis: Initial exploration identifies class imbalance, 

missing values, and feature distributions. Tools like histograms and 

correlation matrices are used to visualize relationships between variables. 

 

ii. Data Preprocessing: 

 

• Cleaning: Address missing values and outliers to ensure data quality. 

 

• Feature Engineering: Transform raw data into meaningful predictors. 

 

• Imbalance Mitigation: Apply resampling techniques to balance class 

distribution. 

 

iii. Model Development: 

 

• Classifier Training: Six ML algorithms are trained on pre-processed data. 
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• Hyperparameter Tuning: Optimize model parameters using cross-

validation. 

 

iv. Evaluation: 

 

• Metric Calculation: Assess performance using imbalance-specific metrics. 

 

• Visual Diagnostics: Generate ROC curves and precision-recall plots. 

 

 

3.2 Dataset Profile 

 
3.2.1 Dataset Characteristics 

 

This study utilizes a publicly available banking dataset curated to reflect real-world 

churn scenarios. Key characteristics include: 

 

i. Samples: 10,000 customers, with 15% labelled as churners (1,500 instances). 

 

ii. Features: 

• Demographic: Age, gender, country. 

• Financial: Account balance, credit score, estimated salary. 

• Behavioral: Number of products, transaction frequency, tenure. 

 

Table 3.1. Data characteristics 

Feature Type Description Sample Values 

Age Numerical Customer age 25, 34, 42, 56 

Gender Categorical Customer gender Male, Female 

Tenure Numerical Months as customer 3, 12, 24, 60 

Balance Numerical Account balance 1000, 2500, 5000, 12000 

Credit 
Score Numerical Customer credit score 600, 650, 700, 750 

Churn Binary Churn status (target) 0 (No), 1 (Yes) 

 

 

3.3 Data Preprocessing 

 
3.3.1 Data Cleaning 

 

Data quality is ensured through systematic handling of missing values and outliers: 

 
i. Missing Values: 

 

• Numerical features are imputed using column means to preserve central 

tendency. 
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• Categorical gaps are filled with the mode, ensuring consistency in 

frequent categories. 

 

ii. Outlier Treatment: 

 

• Extreme values in transactional features (e.g., account_balance) are 

capped at the 5th and 95th percentiles using Winsorization. This 

reduces skewness without distorting underlying distributions. 

 

Code Implementation: 

 

Figure 3.2 Handling missing value inputation 

 

3.3.2 Feature Engineering 

Transformations enhance predictive power and interpretability: 

i. Categorical Encoding: 

 

• Ordinal features like income_bracket ("Low," "Medium," "High") are 

label-encoded to 0, 1, 2. 

 

• Nominal attributes (e.g., country) are one-hot encoded into binary 

columns to avoid artificial ordinal relationships. 

 

ii. Derived Features: 

• balance_to_income_ratio: Computed as account_balance / 

monthly_income, this ratio identifies customers with disproportionate 

spending habits. 

 

• tenure_group: Customers are categorized into "New" (<1 year), 

"Established" (1–5 years), and "Loyal" (>5 years) based on tenure. 

 

3.3.3 Imbalance Mitigation 

The SMOTE technique combines synthetic oversampling and informed 

undersampling: 

 

• SMOTE: Generates synthetic churn instances by interpolating between nearest 

neighbours in the minority class. For example, a customer with a 
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high balance and low tenure might be synthetically replicated to balance the 

dataset. 

 

• Tomek Links: Removes overlapping majority-class samples near decision 

boundaries, refining class separation. 

 

 
Figure 3.3 Illustration of SMOTE procedure on  

an imbalanced dataset 

 

Code Implementation: 

 

Figure 3.4 Implementation of SMOTE and Tomek for balancing dataset 

 

 

3.4 Model Development 

 
This chapter presents the steps of how the application of machine learning 

methodologies was conducted in this study. 

 

3.4.1 Machine Learning Models and Classifiers 

Six classifiers are selected for their complementary strengths in handling imbalance 

and complex data: 
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i. XGBoost: 

• Rationale: Gradient-boosted trees minimize bias through iterative error 

correction. The scale_pos_weight parameter (set to 3.5) adjusts loss 

calculations to prioritize minority-class samples. 

 

• Hyperparameters: 

• n_estimators=100: Balances model complexity and training 

time. 

• max_depth=6: Prevents overfitting by limiting tree depth. 

 

ii. LightGBM: 

• Rationale: Histogram-based gradient boosting accelerates training on 

large datasets. Built-in class_weight='balanced' automatically adjusts 

for imbalance. 

 

• Hyperparameters: 

• num_leaves=31: Optimizes leaf count for granular splits. 

• learning_rate=0.1: Controls step size during boosting. 

 

iii. Logistic Regression: 

• Rationale: Serves as a baseline for linear classification. 

The class_weight='balanced' parameter assigns higher weights to 

minority-class samples. 

 

• Regularization: L2 regularization (penalty='l2') prevents overfitting. 

 

iv. K-Nearest Neighbours (KNN): 

• Rationale: Non-parametric approach sensitive to local patterns. 

The weights='distance' parameter ensures closer neighbours have 

greater influence. 

 

• Hyperparameters: 

• n_neighbours=5: Balances noise tolerance and pattern 

detection. 

• metric='euclidean': Measures feature-space distances. 

 

v. AdaBoost: 

• Rationale: Iteratively focuses on misclassified samples using decision 

stumps. 

• Hyperparameters: 

• n_estimators=100: Number of weak learners. 

• learning_rate=0.8: Scales contributor weights. 
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vi. Naive Bayes: 

• Rationale: Probabilistic model based on Bayes’ theorem. 

Manual priors= [0.15, 0.85] offset class imbalance. 

 

• Assumption: Feature independence, which may not hold for correlated 

attributes like age and tenure. 

 

 

3.4.2 Training Process: 

 

• Stratified 5-Fold Cross-Validation: Preserves class distribution in each fold to 

prevent bias. 

 

Code Implementation: 

 

 

Figure 3.5 Applying 5-Fold Cross-Validation 

 

3.5 Evaluation 

 
3.5.1 Evaluation Metrics 

 

Seven metrics are employed to assess model performance holistically: 

 

i. Accuracy: 

• Measures overall prediction correctness but is misleading in imbalance. 

• Formula: TP+TN/TP+TN+FP+FN 

 

ii. Precision: 

• Induces confidence in positive predictions. 

• Formula: TP/TP+FP 

 

iii. F1-Score: 

• Balances precision and recall. 

• Formula: 2×Precision×Recall/Precision+Recall 

 

iv. Matthews Correlation Coefficient (MCC): 

• Evaluates classifier balance across all confusion matrix categories. 

• Range: -1 (worst) to +1 (best). 

 

v. G-Mean: 

• Ensures equitable sensitivity and specificity. 

• Formula: √ (Sensitivity × Specificity) 
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vi. ROC-AUC: 

• Quantifies class separation ability. 

• Values >0.8 indicate strong discrimination. 

 

3.5.2 Visual Representation 

 

i. ROC Curve: 

• Plots True Positive Rate (TPR) against False Positive Rate (FPR) across 

thresholds. 

 

ii. Precision-Recall Curve: 

• Illustrates precision-recall trade-offs, emphasizing minority-class 

performance. 

 

iii. Feature Importance Plot: 

• Ranks features by their contribution to predictions. 

 
Figure 3.6 Feature Importance 

 

 

This methodology provides a rigorous, end-to-end framework for 

imbalanced churn prediction, combining advanced preprocessing techniques, diverse 

classifiers, and multi-faceted evaluation. By prioritizing recall-oriented metrics and 

visual diagnostics, the approach ensures practical relevance for businesses while 

maintaining academic rigor. 
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CHAPTER 4 

RESULTS AND DISCUSSION 

 

 

4.1 Analysis of Model Performance 

 
The experimental evaluation of six machine learning classifiers on the 

imbalanced bank customer churn dataset reveals significant performance variations 

across different algorithms and evaluation metrics. 

 

4.1.1 Overall Performance Assessment 

 

Light GBM emerges as the top-performing classifier with the highest accuracy 

(84.7%) and superior performance across most metrics. XGBoost follows closely with 

84.2% accuracy, demonstrating the effectiveness of gradient boosting algorithms for 

imbalanced churn prediction. 

 

 
Figure 4.1 Classifiers performance 

 

 

4.1.2 Precision and Business Impact Analysis 

 

The precision results reveal critical differences in model reliability for business 

applications. Light GBM achieves the highest precision at 58.7%, meaning 

approximately 59% of customers flagged as potential churners are genuinely at risk. 

This translates to more efficient resource allocation in retention campaigns compared 
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to lower-precision models like K-NN (21.5%) or Naive Bayes (20.5%), which would 

result in substantial wastage of retention resources on false positives. 

 

4.1.3 Matthews Correlation Coefficient Assessment 

 

MCC values provide unbiased performance evaluation for imbalanced datasets. Light 

GBM (0.499) and XGBoost (0.478) demonstrate strong classifier balance, with MCC 

values approaching 0.5, indicating practically useful performance. In contrast, K-NN 

(0.05) and Naive Bayes (0.09) show MCC values barely above random chance, 

highlighting their inadequacy for this domain. 

 

 

4.2 Evaluation 

 
4.2.1 Approach 

The evaluation framework employs six metrics specifically selected for imbalanced 

classification scenarios. Traditional accuracy metrics are supplemented with precision, 

F1-score, MCC, G-Mean, and ROC-AUC to provide comprehensive performance 

assessment. This multi-metric approach ensures that model selection considers both 

minority class detection capability and overall classifier balance. 

 

4.2.2 Analysis 

 

The results demonstrate clear algorithmic preferences for this problem domain. 

Ensemble methods (Light GBM, XGBoost, AdaBoost) consistently outperform 

traditional approaches across all metrics. The G-Mean scores reveal balanced 

sensitivity-specificity performance, with Light GBM (0.736) achieving optimal class 

equilibrium. ROC-AUC values above 0.8 for Light GBM and XGBoost indicate 

excellent discrimination capability between churners and non-churners. 

 

Table 4.1 Result of classifiers used for the ML model 
S No. Classifier Accuracy Precision F1-

Score 
MCC G 

Mean 
ROC 
and 
AUC 

1 Logistic 
Regression 

0.716 0.362 0.476 0.339 0.709 0.761 

2 Naïve-Bayes 0.367 0.205 0.330 0.09 0.467 0.612 

3 K-NN 0.629 0.215 0.275 0.05 0.510 0.545 

4 ADA Boost 0.779 0.436 0.522 0.399 0.726 0.684 

5 XG Boost 0.842 0.573 0.575 0.478 0.722 0.816 

6 Light GBM 0.847 0.587 0.593 0.499 0.736 0.828 
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4.2.3 Reflection on Subjectivity 

 

Metric selection inherently introduces subjectivity into model evaluation. While this 

study prioritizes precision and MCC to align with business objectives of accurate churn 

identification, alternative applications might emphasize recall for maximum customer 

capture. The substantial performance differences observed suggest that algorithmic 

choice significantly impacts practical outcomes, making evaluation criteria selection a 

critical decision point. 

 

 

4.3 Discussion of Findings 

 
4.3.1 Theoretical Implications 

 

The superior performance of gradient boosting algorithms validates theoretical 

expectations regarding ensemble learning effectiveness in imbalanced scenarios. Light 

GBM's histogram-based optimization and XGBoost's gradient-based error correction 

demonstrate superior capability in handling synthetic minority samples generated 

through SMOTE preprocessing. The poor performance of assumption-dependent 

models (Naive Bayes) and distance-based algorithms (K-NN) confirms their 

limitations when dealing with complex, high-dimensional financial data. 

 

4.3.2 Practical Applications 

 

These findings provide actionable guidance for financial institutions implementing 

churn prediction systems. Light GBM's 58.7% precision enables cost-effective 

retention campaigns, where targeting 1,000 predicted churners would accurately 

identify 587 at-risk customers. Assuming $50 retention costs and $1,200 customer 

lifetime value, this precision level generates positive ROI with retention rates 

exceeding 17%. Organizations can leverage these insights to optimize marketing spend 

and improve customer retention outcomes. 

 

4.3.3 Limitations and Mitigations 

 

Several limitations constrain these findings. First, the static dataset may not capture 

temporal churn patterns that evolve with market conditions. Second, the SMOTE 

preprocessing approach, while effective, introduces synthetic data that may not reflect 

genuine customer behaviour patterns. Third, hyperparameter optimization was 

conducted using grid search, which may not explore optimal parameter spaces 

exhaustively. Future studies should incorporate dynamic learning capabilities, evaluate 

alternative resampling strategies, and employ advanced optimization techniques like 

Bayesian optimization. 

 

4.3.4 Future Directions 

 

Research opportunities include developing hybrid ensemble architectures that 

combine Light GBM's histogram optimization with XGBoost's gradient correction 
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mechanisms. Integration of temporal modelling through LSTM networks could 

capture evolving customer behaviour patterns. Additionally, investigating explainable 

AI techniques like SHAP values would enhance model interpretability for regulatory 

compliance and stakeholder trust. Cross-industry validation would establish the 

generalizability of these findings beyond banking applications. 

 

4.4 Ethical Considerations 

 

The implementation of churn prediction models raises important ethical considerations 

regarding customer privacy and algorithmic fairness. Models must be audited for 

demographic bias, ensuring equitable treatment across age, gender, and socioeconomic 

groups. The use of synthetic data through SMOTE requires careful consideration of 

representativeness and potential amplification of existing biases. Organizations should 

implement transparent model governance frameworks that balance predictive accuracy 

with ethical responsibility, ensuring customer trust while achieving business 

objectives. 

 

The significant performance differences observed across algorithms underscore the 

importance of responsible model selection, where technical capability must be 

balanced with ethical deployment considerations and regulatory compliance 

requirements. 
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CHAPTER 5 

CONCLUSION AND FUTURE SCOPE 

 

 

This research has systematically addressed the critical challenge of 

customer churn prediction in imbalanced datasets through comprehensive evaluation 

of six machine learning classifiers enhanced with SMOTE resampling technique. This 

study's findings provide valuable insights for both academic researchers and industry 

practitioners working with skewed data distributions in customer analytics. 

 

Key Research Contributions 

The experimental results demonstrate that ensemble learning methods 

significantly outperform traditional machine learning approaches for imbalanced 

churn prediction. Light GBM emerged as the superior classifier, achieving the highest 

performance across multiple metrics with 84.7% accuracy, 58.7% precision, and 0.499 

MCC. XGBoost followed closely with comparable performance (84.2% accuracy, 

57.3% precision), validating the effectiveness of gradient boosting algorithms in 

handling class imbalance challenges. 

 

The stark performance contrast between ensemble methods and traditional 

approaches highlights a fundamental limitation in conventional machine learning 

techniques. While Light GBM and XGBoost demonstrated robust classification 

capability, distance-based methods like K-NN (62.9% accuracy) and probabilistic 

models like Naive Bayes (36.7% accuracy) proved inadequate for this domain. The 

Matthews Correlation Coefficient results particularly emphasize this disparity, with 

Light GBM achieving 0.499 compared to K-NN's 0.05, indicating near-random 

performance for traditional methods. 

 

Methodological Insights 

The integration of SMOTE preprocessing with gradient boosting 

algorithms proved highly effective in addressing class imbalance. This hybrid 

approach successfully balanced synthetic minority oversampling with informed 

majority undersampling, enabling classifiers to learn discriminative patterns without 

overfitting to artificial data. The superior G-Mean scores achieved by ensemble 

methods (Light GBM: 0.736, XGBoost: 0.722) demonstrate balanced sensitivity and 

specificity, crucial for practical business applications. 
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The comprehensive evaluation framework employing six metrics provided 

nuanced insights beyond traditional accuracy-based assessments. This study's 

emphasis on precision and MCC aligns with real-world business requirements where 

false positive costs must be minimized while maintaining effective churn detection 

capability. This multi-metric approach reveals that high accuracy alone does not 

guarantee practical utility in imbalanced scenarios. 

 

Business Impact and Practical Implications 

This research findings translate directly into actionable business value. 

Light GBM's 58.7% precision enables cost-effective retention campaigns where 

targeting 1,000 predicted churners would accurately identify 587 genuinely at-risk 

customers. Assuming typical retention costs of $50 per customer and average customer 

lifetime value of $1,200, this precision level generates positive return on investment 

with retention success rates exceeding 17%. 

 

The substantial performance improvements demonstrated by ensemble 

methods justify the computational investment required for their implementation. 

Organizations adopting Light GBM or XGBoost for churn prediction can expect 

significantly improved resource allocation efficiency compared to traditional 

approaches, with direct impact on customer retention outcomes and profitability. 

 

5.2 Future Scope 

 
Advanced Ensemble Architectures 

Future research should explore hybrid ensemble architectures that 

combine the strengths of multiple gradient boosting algorithms. Investigating meta-

learning approaches that dynamically select between Light GBM and XGBoost based 

on local data characteristics could yield performance improvements beyond individual 

classifiers. Stack ensembling with neural networks as meta-learners represents another 

promising direction for capturing complex non-linear relationships in customer 

behaviour data. 

 

Temporal Modelling Integration 

The current study's static approach limits its ability to capture evolving 

customer behaviour patterns. Future work should integrate temporal modelling 

capabilities through recurrent neural networks (RNNs) or Long Short-Term Memory 

(LSTM) architectures. Sequential customer interaction data could provide valuable 

insights into churn development patterns, enabling earlier intervention strategies. 

Time-series analysis combined with gradient boosting could create powerful hybrid 

models for dynamic churn prediction. 
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Explainable AI and Model Interpretability 

While ensemble methods achieve superior performance, their black-box 

nature limits stakeholder trust and regulatory compliance. Future research should focus 

on developing explainable AI frameworks specifically for imbalanced churn 

prediction. SHAP (SHapley Additive exPlanations) values integration with Light 

GBM could provide feature-level explanations for individual predictions. Developing 

business-friendly interpretation dashboards would facilitate wider adoption of 

advanced machine learning techniques in customer relationship management. 

 

Cross-Domain Validation and Generalizability 

The banking domain focus of this study necessitates validation across 

diverse industries. Future research should evaluate the proposed framework's 

effectiveness in telecommunications, subscription services, and e-commerce sectors. 

Cross-domain transfer learning approaches could leverage insights from one industry 

to improve predictions in another, particularly valuable for organizations with limited 

historical churn data. 

 

Real-Time Learning and Adaptation 

Static model training limits responsiveness to changing market conditions 

and customer preferences. Future work should investigate online learning algorithms 

that continuously adapt to new data streams. Implementing drift detection mechanisms 

combined with automated model retraining could maintain prediction accuracy over 

time. Real-time feature engineering from streaming transactional data represents 

another frontier for dynamic churn prediction systems. 

 

Ethical AI and Fairness Considerations 

Future research must address algorithmic fairness and bias mitigation in 

churn prediction models. Developing fairness-aware ensemble methods that maintain 

predictive performance while ensuring equitable treatment across demographic groups 

is crucial. Investigating the impact of synthetic data generation on representation bias 

and developing corrective mechanisms will be essential for responsible AI 

deployment. 

 

Advanced Resampling Techniques 

While SMOTE proved effective, exploring advanced resampling strategies 

could yield further improvements. Generative Adversarial Networks (GANs) for 

synthetic minority sample generation represent a promising direction. Adaptive 
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sampling techniques that dynamically adjust resampling ratios based on model 

performance feedback could optimize the bias-variance trade-off more effectively. 

 

Integration with Customer Journey Analytics 

Future research should explore integration with comprehensive customer 

journey mapping to understand churn triggers more holistically. Combining traditional 

structured data with unstructured sources like customer service interactions, social 

media sentiment, and product usage patterns could provide richer prediction contexts. 

Multi-modal learning approaches that synthesize diverse data types represent an 

exciting frontier for next-generation churn prediction systems. 

 

This research establishes a foundation for advanced machine learning 

applications in customer churn prediction, demonstrating the superiority of ensemble 

methods while identifying numerous opportunities for continued innovation. The 

substantial performance improvements achieved validate the investment in 

sophisticated algorithmic approaches, positioning this work as a stepping stone toward 

more intelligent and effective customer retention systems. 
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