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Abstract

Detecting hateful content in internet memes poses a unique challenge due to the tight

coupling of visual and textual information. We present a systematic evaluation of five

open-source vision-language models across three practical scenarios—zero-shot prompting,

few-shot in-context learning, and parameter-efficient fine-tuning with Low-Rank Adap-

tation (LoRA), all executed on freely available Kaggle T4 GPUs. Our zero-shot exper-

iments highlight substantial performance swings driven by prompt design, emphasizing

the need for careful prompt engineering. Introducing just two to four labeled examples

in few-shot settings consistently improves classification, with top models exceeding 64%

accuracy and macro-F1. Most notably, after only five epochs of LoRA fine-tuning, our

best model delivers an AUROC of 85.81%, coming within 1.19 points of the state-of-

the-art Retrieval-Guided Contrastive Learning benchmark (87.0% AUROC). By unifying

evaluation protocols and demonstrating resource-aware methods, this work shows that

near-state-of-the-art AUROC is achievable under tight computational constraints, mak-

ing robust hateful meme detection more accessible for real-world moderation.
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Chapter 1

Introduction

Memes, which are humorous or satirical collections of text and images that go viral on
social media platforms like Facebook, Instagram, and Reddit, are a common way for
people to communicate online. Despite the fact that most memes are intended to be
humorous or educational, an increasing number of them are being used as a tool to spread
hate, targeting individuals based on their gender, race, religion, or other characteristics.
Because of this, identifying hateful memes has become extremely difficult for social media
companies that are responsible for mass content moderation.

What makes hateful memes especially difficult to detect is their multimodal nature:
the hateful intent often arises only when the visual and textual elements are interpreted
together. It’s possible that a meme’s harmfulness cannot be determined solely by its image
or text. Automated detection systems are complicated by this subtle interaction. Even
humans have difficulties; annotators frequently disagree on edge cases involving sarcasm,
cultural references, or coded language, and accuracy on the popular Facebook Hateful
Memes dataset is only about 84.7% [2].

Recent advancements in vision-language models (VLMs) have enabled new approaches
to multimodal content handling. The zero-shot capabilities of large VLMs in hate de-
tection scenarios have been the subject of numerous studies; these studies have shown
promise, but they also point out limitations in terms of prompt sensitivity and general-
ization [3]. These models can sometimes default to overgeneralized decisions—predicting
all content as hateful or benign depending on prompt phrasing—making them unreliable
for deployment without further adaptation.

At the same time, parameter-efficient fine-tuning techniques such as LoRA (Low-
Rank Adaptation) have become popular in general vision-language research due to their
ability to fine-tune large models with fewer resources [4, 5]. However, most such studies
target tasks like image captioning, object detection, or visual question answering. Few-
shot learning for hateful meme detection—where models are guided by only a handful of
labeled examples—has only recently begun to be explored. A few notable efforts [5, 6]
have shown that with strong prompting and task-specific examples, models can generalize
better in low-resource hate speech settings. Yet, comprehensive fine-tuning evaluations
using LoRA or adapter-based tuning on hateful memes remain rare.

This paper aims to bridge that gap by offering a unified evaluation of open-source
VLMs across three resource-aware scenarios:

1. Zero-shot classification, using a range of prompting strategies;

2. Few-shot learning, using 2, 3, and 4 labeled examples;

3. Parameter-efficient fine-tuning, using LoRA under realistic constraints.
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All tests are carried out on open-access GPUs (Kaggle T4s), which replicate envi-
ronments that are available to independent researchers or nonprofit moderation teams.
Through the application of this pragmatic, real-world perspective, our research offers a
well-founded evaluation of how well existing VLMs can manage hateful meme detection
with constrained data and computation.

The remainder of this paper is structured as follows. Section 2 reviews related work on
multimodal hate speech detection and recent advances in vision-language models. Section
3 introduces the datasets and vision-language models used in our experiments. Section
4 describes the methodology in detail, including prompting strategies, few-shot configu-
rations, and fine-tuning methodology using LoRA. Section 5 presents the results of our
evaluations across zero-shot, few-shot, and fine-tuning scenarios, along with comparative
analysis. Section 6 discusses the key findings, identifies limitations, and outlines directions
for future research. Finally, Section 7 concludes the paper.
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Chapter 2

Literature Review

Since Facebook released the Hateful Memes Challenge dataset [2], uni-modal approaches
have proven inadequate. Early image-only models such as VGG-19 [7] and text-only
models like BERT [8] quickly plateaued. It became evident that hateful intent often
emerges only when visual and textual cues are combined [2, 9].

To address this multimodal complexity, a range of strategies has been proposed.
Role-disentanglement methods separate the contributions of different meme entities [10].
Knowledge-augmented models enrich representations with external context—e.g., KnowMeme
uses a knowledge-enriched graph neural network to detect offensive memes by linking
image and text entities to a knowledge base [11]. Multi-task learning frameworks jointly
optimize vision and language objectives, improving cross-modal feature sharing [12]. Data
augmentation techniques expand meme variations to enhance generalization [13]. Ensem-
ble methods that merge diverse classifiers have also shown gains [14, 15]. Meanwhile,
prompt-based learning [16]—where a few labeled examples are prepended to inputs—has
emerged as an effective low-resource strategy [17].

A powerful recent direction is retrieval-augmented modeling. Mei et al. demonstrate
that dynamically retrieving related examples at inference time yields a hatefulness-aware
embedding space, enabling models to adapt rapidly to new meme formats without full
retraining [1].

The advent of large vision-language models (VLMs) and language models (LLMs)
has further reshaped the field. Some work emphasizes explainability, generating human-
readable rationales to guide classification [18]. Others focus on prompt engineering
and few-shot in-context learning, showing that careful prompt design and example se-
lection—e.g., zero-shot evaluation [3] and few-shot studies [5]—can significantly boost
performance.

Despite these advances, most studies evaluate only a small set of models or configura-
tions. There remains a clear need for a unified benchmark that systematically compares
open-source VLMs for hateful meme detection across zero-shot, few-shot, and LoRA-based
fine-tuning settings under a consistent protocol and resource constraints.
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Chapter 3

Models and Dataset

3.1 Models

3.1.1 Qwen2-VL-2B-Instruct

We chose Qwen2-VL-2B-Instruct because it is both efficient and capable, especially in
places where resources are limited. This model differs from larger ones by being able to
analyze images of any resolution, a key point for examining memes that come in many
sizes. By using both simulated instructions and real-world datasets for visual question-
answering, the system was able to create detailed descriptions for images [19]. The ability
to recognize text in several languages made it easier to understand memes with non-
English text [20] [21].

3.1.2 Qwen2.5-VL-3B-Instruct

Qwen2.5-VL-3B adds three billion parameters to its 2B-parameter predecessor, making
it both large and efficient. It can take in both images and short videos, automatically
adjusting the size from 256×256 to 1280×1280 without losing any of the important details
found in memes. The model can read over 20 languages, including those with stylized or
distorted fonts and its attention to coordinates allows it to place text directly over the
right parts of the image, producing correct bounding boxes for each overlay [22] [23].

3.1.3 PaliGemma-3B-PT-224

It is unique because it uses a SigLIP vision encoder together with a Gemma language
model. Because the model works best on 224×224 pixels, we had to adjust the meme
dimensions before processing them. Using multilingual image-text examples, it became
skilled at spotting offensive images and comparing them with text [24] [25].

3.1.4 Idefics3-8B-Llama3

Idefics3 from Hugging Face is made by combining the SigLIP encoder for images and the
Llama-3.1-8B model for language, focusing on mixed image-text data. This was especially
useful for memes that have both text and images closely related such as when a distorted
image is shown with sarcastic captions. It is different from other models because it handles
these elements in the same order as they appear in speech [26].
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3.1.5 LLaVA 1.6/LLaVA-Next-7B

In LLaVA 1.6, CLIP is used to analyze images and a 7 billion-parameter language back-
bone (Vicuna/Mistral) is chosen for prioritizing high-resolution analysis. Because of its
improved OCR, it could accurately extract the text from memes, even when the fonts
were low quality or fancy—something that is often a problem with hateful content. Dur-
ing evaluation, it was better at parsing memes that use small differences between the text
and the image [27].

3.2 Hateful Memes Dataset

Facebook AI developed the Hateful Memes dataset to advance the study of identifying
hate in multimodal internet memes. This dataset is unique because of its thoughtful
design: each meme combines text and an image, and frequently, it is difficult to determine
whether the content is hateful based just on the picture or the words. This makes the
task much more realistic and difficult by forcing both humans and algorithms to take into
account the combined context. The dataset contains a diverse range of examples, some of
which are purposefully difficult to categorize, and each meme is classified as either hateful
or not. Interestingly, the reported human accuracy on this task is 84.7% [2], meaning
that even human annotators are not perfect.

3.2.1 Dataset Composition

To provide a fair and balanced evaluation, the Hateful Memes dataset is split into three
parts: a training set, a development (dev) set, and a test set. Each split contains an equal
number of hateful and non-hateful memes, so models are not biased toward either class.
The table below summarizes how many examples fall into each category for every split.

Split Total Samples Hateful (Label 1) Non-Hateful (Label 0)

Train 8,500 4,250 4,250

Dev 500 250 250

Test 1,000 500 500

Table 3.1: Distribution of labels in the Hateful Memes dataset

The test set labels are not publicly available; however, the dataset creators have indi-
cated that the distribution mirrors that of the training and development sets [2].

3.2.2 Dataset Splitting and Adjustment

Since the official test set labels for the Hateful Memes dataset are not publicly available,
we used the provided development (dev) set as our test set for reporting final results.
To monitor model performance during training and to support early stopping, we further
split the original training set, setting aside 10% as a validation set. This validation split
was used to evaluate the model after each training epoch and to determine the optimal
stopping point by using Early stop, which help us to avoid overfitting. All hyperparameter
tuning and model selection decisions were based solely on performance on this held-out
validation set.
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Chapter 4

Methodology

Figure 4.1: Methodology pipeline for hateful meme detection. The pipeline includes
zero-shot, few-shot, and LoRA fine-tuning approaches evaluated against state-of-the-art
benchmarks.

The approach taken for hateful meme detection in this research is presented in Fig-
ure 4.1. Each meme serves as input to a collection of pre-trained vision-language models:
Qwen2-VL-2B-Instruct, Qwen2.5-VL-3B-Instruct, LLaVA-1.6/LLaVA-Next-7B, PaliGemma-
3B-pt-224, and IDEFICS-3-8B. Three distinct strategies are used to evaluate and enhance
these models for the detection task:

Zero-Shot Prompting

Here, we examine how well the model can classify hateful memes when given no prior
training on this specific task. The model works with just the prompt and the meme itself.
Section 4.0.1 contains a thorough discussion of the zero-shot prompting techniques.

Few-Shot Learning

This strategy explores whether giving the model several labeled examples improves its
understanding of the task. We provide a small collection of reference memes to see how

6



this affects the model’s ability to make accurate classifications. The complete few-shot
learning approach is outlined in Section 4.0.2.

LoRA Fine-Tuning

In this phase, we apply efficient fine-tuning through Low-Rank Adaptation (LoRA). This
technique modifies only certain parameters, allowing us to enhance performance while
working within computational limits. Section 4.0.3 provides a thorough explanation of
the LoRA fine-tuning process.

4.0.1 Zero-shot prompting strategies

For our zero-shot experiments, we wanted to see how the models would handle the task
with different levels of guidance. We decided on three kinds of prompts. All prompt types
are summarized in Table 4.1.

1. Basic Prompt
The first version keeps things straightforward: the model is instructed to be a meme
classification expert and receives simply the picture without further direction. All
it has to do is indicate ”0” for non-hateful or ”1” for hateful. This gauges whether
a model can make the call with just the fundamentals.

2. Elaborated Prompt (Hate Definition + Image)
We then tested giving the model a little more to work with. Along with the image,
the prompt now spells out what we mean by “hateful”—mentioning things like
racism, sexism, or violence. The goal here is to investigate if a clear description
helps the model focus on the proper cues, even if it does not understand the meme’s
language.

3. Full Context Prompt (Hate Definition + Image + Text)
Finally, we combined everything: the model gets the image, the overlaid text, and a
detailed definition of hateful content (including things like threats or dehumanizing
language). This configuration is the most similar to the manner in which a human
moderator would approach the issue, utilizing all available information to reach a
conclusion.

4.0.2 Few-Shot Learning Approach

In our few-shot experiments, we wanted to see if giving the models a handful of real
examples would help them catch on to the task more quickly. For each prompt, we
included not just the meme image and its text, but also a clear definition of what we
considered “hateful”—the same as in our most detailed zero-shot setup. The big difference
here is that, before asking the model to classify anything new, we showed it some labeled
memes as a reference.

We tried out three setups:

• 2-shot: We picked one meme labeled as hateful and another labeled as non-hateful,
then let the model see both before moving on to the test examples.

• 3-shot: We gave the model two hateful memes and one non-hateful meme, all with
their labels.

7



• 4-shot: This setup included two examples from each class, so the model saw two
hateful and two non-hateful memes, each clearly marked.

Throughout all these experiments, the structure of the prompt stayed the same; only
the number and mix of examples changed. This approach let us check whether having a
few concrete references would help the models do a better job on memes they hadn’t seen
before.

Prompt Type Prompt Text Input Format Expected
Output

Basic Prompt You are a meme classification expert.
Classify the meme as 1 if it is hateful,
or 0 if it is not hateful. Respond with
only the number.

Prompt + meme
image

1 or 0

Elaborate
Prompt

You are a meme classification expert.
For each meme, decide whether it is
‘hateful’ or ‘non-hateful’. A meme is
hateful if it contains racism, sexism,
misogyny, violence, or other discrim-
inatory content. Respond with only
the number 1 (for hateful) or 0 (for
non-hateful). No explanation. No ex-
tra text.

Prompt + meme
image

1 or 0

Full Context
Prompt

You are optimized for harmful meme
detection. Analyze the image and
the accompanying text. Classify
the meme as hateful if it contains
racism, sexism, dehumanizing lan-
guage, threats, or other forms of hate.
Otherwise, classify it non-hateful. Re-
spond ONLY with 1 (hateful) or 0
(non-hateful). No explanation. No
extra text.

Prompt + meme
image + meme
text

1 or 0

Table 4.1: Zero-shot prompt templates used for hateful meme classification, detailing the
prompt wording, input format, and expected model output.

4.0.3 Fine-Tuning Methodology

When it came to fine-tuning, We wanted to keep things straightforward and consistent
for every model we worked with. For each one, we used the Hateful Memes dataset. The
input combined the meme image, its text, and a simple prompt that asked whether the
meme was hateful or not. Instead of retraining the whole model, we leaned on LoRA,
as shown in Figure 4.2. This approach let us update just a few specific parameters and
leave the rest untouched. We focused our adjustments on the query and value projection
layers—those are q proj and v proj. For LoRA itself, we went with a rank of 8 and set
alpha to 16. we also decided on a dropout rate of 0.1 and skipped adding any bias terms.
Everything else in the model stayed frozen, so only those LoRA layers actually changed
as training went on.
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Figure 4.2: LoRA fine-tuning process for hateful meme detection.

For optimization, we picked AdamW as my optimizer, Because AdamW consistently
outperforms traditional Adam in fine-tuning scenarios, particularly for transformer-based
vision-language models, it was selected as our optimization algorithm. The optimizer’s
decoupled weight decay mechanism provides superior regularization and training stability
compared to standard Adam, which is crucial when fine-tuning large pre-trained models
with limited computational resources. Additionally, AdamW has become the standard
optimizer for large-scale deep learning models and works effectively with mixed-precision
training, making it the optimal choice for our parameter-efficient fine-tuning approach
using LoRA. and set the learning rate to 1e-4 . Since us GPU memory was limited,
We kept the batch size small, just two samples at a time and made use of gradient
accumulation to help fit things in memory. We also turned on mixed-precision training
(using bfloat16 or float16, depending on the model) to save a bit more space. Our plan
was to train for up to five epochs, but in practice, Qwen 2.5 VL stopped early as validation
set accuracy worsened for further epoch. After each epoch, we saved a checkpoint and
always kept the one that performed best on the validation set for final evaluation. We
followed this same process for every model, only making small changes if a particular
model needed a different input format.

4.0.4 Resource Constraints and Training Workflow

All of this was done using Kaggle’s free GPU resources, which come with some strict
limits: 30 hours of GPU time per week and a maximum of 12 hours per session on T4
x2 GPUs. Because these models are pretty large, we usually managed only one or two
epochs in a single session. To keep things moving, I saved my progress at the end of each
session and loaded up the latest checkpoint when starting a new one. This routine helped
me make steady progress, even with the time and hardware limits that come with using
a free platform.
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Chapter 5

Results and Discussion

5.1 Zero-Shot Results

We evaluated several vision-language models (VLMs) for hateful meme detection in a
zero-shot setting, using a range of prompt styles for each model. Our goal was to see
how well these models could classify memes as hateful or non-hateful without any extra
training or fine-tuning.

Model Accuracy Macro-F1 AUROC

Qwen2-VL-2B-Instruct 53.80 43.08 53.80

Qwen2.5-VL-3B-Instruct 58.40 56.44 58.40

LLaVA-1.6 / LLaVA-Next-7B 50.00 33.33 50.00

PaliGemma-3B-pt-224 49.40 34.09 49.40

IDEFICS-3-8B 62.20 61.02 62.20

Table 5.1: Zero-shot results for Prompt 1 on the Hateful Memes dataset. Metrics reported
are accuracy, macro-F1, and AUROC (all in %).

Figure 5.1: Accuracy of vision-language models in the zero-shot setting with Prompt
1 on the Hateful Memes dataset. The highest accuracy, achieved by IDEFICS-3-8B, is
highlighted in orange; all other models are shown in blue.
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Model Accuracy Macro-F1 AUROC

Qwen2-VL-2B-Instruct 61.80 61.49 61.80

Qwen2.5-VL-3B-Instruct 61.00 60.33 61.00

LLaVA-1.6 / LLaVA-Next-7B 50.00 33.33 50.00

PaliGemma-3B-pt-224 49.80 33.94 49.80

IDEFICS-3-8B 52.00 49.00 52.00

Table 5.2: Zero-shot results for Prompt 2 on the Hateful Memes dataset. Metrics reported
are accuracy, macro-F1, and AUROC (all in %).

Figure 5.2: Accuracy of vision-language models in the zero-shot setting with Prompt
2 on the Hateful Memes dataset. The highest accuracy, achieved by Qwen2-VL-2B, is
highlighted in orange; all other models are shown in blue.

For LLaVA, we noticed that the results depended heavily on how we wrote the prompt.
When we used prompts with a detailed explanation of what hate means, LLaVA almost
always predicted every meme as hateful, regardless of the actual content. This led to poor
results, since the model simply picked one answer for everything and failed to distinguish
between hateful and non-hateful memes. However, when we switched to a short and simple
prompt—just asking the model to classify the meme as hateful or not, and providing
both the image and meme text—LLaVA produced a more balanced set of predictions and
performed noticeably better. With this neutral prompt, LLaVA labeled 323 memes as
non-hateful and 177 as hateful, achieving an accuracy of 61.0%, macro F1 of 60.2%, and
AUROC of 61.0%. This strong sensitivity to prompts has been previously observed in the
literature [3, 4, 6].

IDEFICS 3-8B showed a related but slightly different pattern. When we used prompts
with elaborate hate definitions (Prompt 2 and Prompt 3), the model mostly predicted
memes as non-hateful: 466 out of 500 for Prompt 2, and 479 out of 500 for Prompt 3. Only
when we used the basic prompt (Prompt 1) did IDEFICS give a more reasonable output,
labeling 337 memes as non-hateful and 163 as hateful. This indicates that too much detail
in the prompt can cause the model to default to one label, often missing actual hateful
content and reducing its usefulness for real-world moderation. This pattern is consistent
with findings from previous studies [2, 4, 6].

PaliGemma-3B-PT-224 had the hardest time in our tests. For Prompt 1, it labeled 491
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memes as non-hateful and only 9 as hateful. For Prompt 2 and Prompt 3, it predicted
all 500 memes as non-hateful. Regardless of the prompt used, PaliGemma’s accuracy
remained close to random chance (49–50%), with macro F1 also low. Most notably,
instead of providing a simple class label or a relevant explanation, PaliGemma often gen-
erated random or unrelated text, even when given clear, well-structured prompts. These
instruction-following struggles made it unusable for zero-shot hateful meme detection in
our experiments [3, 6].

When we evaluated Qwen2-VL-2B-Instruct and Qwen2.5-VL-3B-Instruct, we found
these models were more robust to prompt changes. For Qwen2-VL-2B-Instruct, the best
zero-shot results were with Prompt 2, giving an accuracy of 61.80%, macro F1 of 61.49%,
and AUROC of 61.80%. The lowest results were with Prompt 1, where accuracy was
53.80%, macro F1 was 43.08%, and AUROC was 53.80%. For Qwen2.5-VL-3B-Instruct,
the best results were with Prompt 3, which gave an accuracy of 63.40%, macro F1 of
63.02%, and AUROC of 63.40%. These models gave a more balanced mix of labels and
achieved the highest zero-shot accuracy and macro F1 across most prompt styles. Still,
we observed that careful prompt tuning could lead to even better results, demonstrating
the importance of prompt engineering for optimal performance [2, 5, 6].

Overall, our experiments show that open-source VLMs are highly sensitive to prompt
wording in the zero-shot setting. Using detailed definitions or explanations in the prompt
can cause models to pick the same label for all inputs, while simple, direct prompts
work better. Qwen models were the most robust, but even they improved with better
prompt choices. Nevertheless, none of the models delivered strong, reliable results without
further training. These findings align with recent studies on prompt sensitivity and model
robustness [2, 3, 4, 6].

Model Accuracy Macro-F1 AUROC

Qwen2-VL-2B-Instruct 57.60 50.79 57.60

Qwen2.5-VL-3B-Instruct 63.40 63.02 63.40

LLaVA-1.6 / LLaVA-Next-7B 50.00 33.33 50.00

PaliGemma-3B-pt-224 50.20 36.08 50.20

IDEFICS-3-8B 51.40 38.50 51.40

Table 5.3: Zero-shot results for Prompt 3 on the Hateful Memes dataset. Metrics reported
are accuracy, macro-F1, and AUROC (all in %).
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Figure 5.3: Accuracy of vision-language models in the zero-shot setting with Prompt 3
on the Hateful Memes dataset. The highest accuracy, achieved by Qwen2.5-VL-3B, is
highlighted in orange; all other models are shown in blue.

5.2 Few-Shot Results

5.2.1 2-Shot Setting

When we gave each model just two labeled examples per class, Qwen2-VL-2B-Instruct
came out on top, with an accuracy of 64.20%, a macro F1 of 64.18%, and an AUROC
of 64.20%. IDEFICS 3-8B was a close second, posting 63.40% accuracy, a macro F1
of 62.51%, and an AUROC of 63.40%. Qwen2.5-VL-3B-Instruct also did well, reaching
62.80% accuracy, a macro F1 of 62.56%, and an AUROC of 62.80%. LLaVA 1.6 / LLaVA-
Next-7B showed improvement compared to zero-shot, achieving 58.80% accuracy, a macro
F1 of 57.48%, and an AUROC of 58.80%. PaliGemma-3B-PT-224 remained close to
random guessing, with 50.60% accuracy, a macro F1 of 47.74%, and an AUROC of 50.60%,
as shown in Table 5.4. The overall accuracy comparison for all models in this 2-shot setting
is visualized in Figure 5.4.

Model Accuracy Macro-F1 AUROC

Qwen2-VL-2B-Instruct 64.20 64.18 64.20

Qwen2.5-VL-3B-Instruct 62.80 62.56 62.80

LLaVA-1.6 / LLaVA-Next-7B 58.80 57.48 58.80

PaliGemma-3B-pt-224 50.60 47.74 50.60

IDEFICS-3-8B 63.40 62.51 63.40

Table 5.4: Few-shot (2-shot) results for all models on the Hateful Memes dataset. Metrics
reported are accuracy, macro-F1, and AUROC (all in %).
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Figure 5.4: Accuracy of vision-language models in the 2-shot setting on the Hateful Memes
dataset. The highest accuracy, achieved by Qwen2-VL-2B, is highlighted in orange; all
other models are shown in blue.

5.2.2 3-Shot Setting

With three labeled examples per class, IDEFICS 3-8B led again, hitting 63.40% accuracy,
a macro F1 of 61.43%, and an AUROC of 63.40%. Its predictions were fairly balanced,
with 363 memes marked as non-hateful and 137 as hateful. Qwen2.5-VL-3B-Instruct
followed, with 61.60% accuracy, a macro F1 of 59.17%, and an AUROC of 61.60%. Qwen2-
VL-2B-Instruct was close behind, with 61.00% accuracy, a macro F1 of 59.27%, and an
AUROC of 61.00%. LLaVA 1.6 / LLaVA-Next-7B continued to improve, reaching 59.40%
accuracy, a macro F1 of 58.97%, and an AUROC of 59.4%. PaliGemma-3B-pt-224 still
lagged, with 47.60% accuracy, a macro F1 of 47.44%, and an AUROC of 47.60%, as shown
in Table 5.5. The results are also visualized in Figure 5.5.

Model Accuracy Macro-F1 AUROC

Qwen2-VL-2B-Instruct 61.00 59.27 61.00

Qwen2.5-VL-3B-Instruct 61.60 59.17 61.60

LLaVA-1.6 / LLaVA-Next-7B 59.40 58.97 59.40

PaliGemma-3B-pt-224 47.60 47.44 47.60

IDEFICS-3-8B 63.40 61.43 63.40

Table 5.5: Few-shot (3-shot) results for all models on the Hateful Memes dataset. Metrics
reported are accuracy, macro-F1, and AUROC (all in %).
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Figure 5.5: Accuracy of vision-language models in the 3-shot setting on the Hateful Memes
dataset. The highest accuracy, achieved by IDEFICS-3-8B, is highlighted in orange; all
other models are shown in blue.

5.2.3 4-Shot Setting

Model Accuracy Macro-F1 AUROC

Qwen2-VL-2B-Instruct 56.80 53.12 56.80

Qwen2.5-VL-3B-Instruct 63.40 62.56 63.40

LLaVA-1.6 / LLaVA-Next-7B 59.40 58.56 59.40

PaliGemma-3B-pt-224 47.40 46.93 47.40

IDEFICS-3-8B 63.60 63.17 63.60

Table 5.6: Few-shot (4-shot) results for all models on the Hateful Memes dataset. Metrics
reported are accuracy, macro-F1, and AUROC (all in %).

Figure 5.6: Accuracy of vision-language models in the 4-shot setting on the Hateful Memes
dataset. The highest accuracy, achieved by IDEFICS-3-8B, is highlighted in orange; all
other models are shown in blue.
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When we increased the number of examples to four per class, IDEFICS 3-8B once again
led the group, with 63.60% accuracy, a macro F1 of 63.17%, and an AUROC of 63.60%.
The class split was 304 non-hateful and 196 hateful memes, showing a good balance.
Qwen2.5-VL-3B-Instruct matched IDEFICS in both accuracy and AUROC at 63.40%,
and its macro F1 was 62.56%. LLaVA 1.6 / LLaVA-Next-7B held steady at 59.40%
accuracy, a macro F1 of 58.56%, and an AUROC of 59.4%. Qwen2-VL-2B-Instruct saw
its performance drop, with 56.80% accuracy, a macro F1 of 53.12%, and an AUROC of
56.80%. PaliGemma-3b-pt-224 continued to struggle, with 47.40% accuracy, a macro F1
of 46.93%, and an AUROC of 47.40%, as shown in Table 5.6.

Looking across all few-shot settings, IDEFICS 3-8B and Qwen2.5-VL-3B-Instruct were
the most reliable, with both accuracy and macro F1 above 61%. Qwen2-VL-2B-Instruct
did best with two examples but dropped off as more were added. We can see that LLaVA
improved over its zero-shot results: while it previously defaulted to one label, with a few
labeled examples it started to actually infer the meme’s content, as shown in the class
distribution in Table 5.7. Still, LLaVA didn’t reach the top performers. PaliGemma did
not benefit from more examples and stayed close to random throughout. These findings
show that few-shot learning can make a real difference for some vision-language models,
especially when using a good prompt and a handful of labeled memes.

The overall accuracy comparison in the 4-shot setting is visualized in Figure 5.6, where
the highest accuracy, achieved by IDEFICS-3-8B, is highlighted in orange and all other
models are shown in blue.

Shots Accuracy
(%)

Macro-F1
(%)

AUROC (%) Class 0 Class 1

2-shot 58.8 57.5 58.8 338 162

3-shot 59.4 58.9 59.4 301 199

4-shot 59.4 58.6 59.4 321 179

Table 5.7: LLaVA-1.6 / LLaVA-Next-7B classification results for few-shot settings (2-shot,
3-shot, 4-shot) on the Hateful Memes dataset. Metrics reported are accuracy, macro-F1,
and AUROC (all in %). The number of predictions for each class (Class 0 and Class 1)
is also shown.

5.3 Fine-Tune Results

We saw clear gains in model performance after fine-tuning each vision-language model for
five epochs on the Hateful Memes dataset. LLaVA 1.6 / LLaVA-Next-7B led the group,
posting an accuracy of 73.40%, a macro F1 of 72.75%, and an AUROC of 84.32%. Qwen2-
VL-2B-Instruct was just behind, with 73.20% accuracy, a macro F1 of 72.22%, and the
highest AUROC among our models at 85.82%. Qwen2.5-VL-3B-Instruct also performed
strongly, ending up with 70.16% accuracy, a macro F1 of 70.02%, and an AUROC of
77.83%.

PaliGemma-3B-PT-224 and IDEFICS 3-8B improved compared to their few-shot and
zero-shot settings but still lagged behind the top performers. PaliGemma reached 67.00%
accuracy, a macro F1 of 66.24%, and an AUROC of 73.00%, while IDEFICS 3-8B achieved
66.40% accuracy, 65.91% macro F1, and 73.77% AUROC, as shown in Table 5.8.
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When we compare these results to the current state-of-the-art, Retrieval-Guided Con-
trastive Learning (RGCL) achieves an AUROC of 87.0% and an accuracy of 78.8% on
the Hateful Memes dataset as shown in Table ??. RGCL’s retrieval-based approach is
especially effective at distinguishing subtle meme content and adapts quickly to new ex-
amples [1]. Our best models, LLaVA and Qwen2-VL-2B-Instruct, nearly match RGCL’s
AUROC, coming within just a couple of percentage points. It is worth noting that we
only trained for five epochs and did not use any retrieval-based techniques. With more
time for fine-tuning or by adjusting more parameters such as raising the LoRA rank or
unfreezing additional layers, there is a good chance these models could close the gap even
further, or perhaps even outperform RGCL. Unfortunately, we were limited by available
computing resources, so we could not extend training or experiment with higher LoRA
ranks. For Qwen2.5-VL-3B-Instruct, early stopping was enabled and training stopped
after four epochs when validation accuracy plateaued, rather than completing all five
planned epochs.

Model Accuracy Macro-F1 AUROC

Qwen2-VL-2B-Instruct 73.20 72.22 85.82

Qwen2.5-VL-3B-Instruct 70.16 70.02 77.83

LLaVA-1.6 / LLaVA-Next-7B 73.40 72.75 84.32

PaliGemma-3B-pt-224 67.00 66.24 73.00

IDEFICS-3-8B 66.40 65.91 73.77

Table 5.8: Fine-tuned results for all models on the Hateful Memes dataset. Metrics
reported are accuracy, macro-F1, and AUROC (all in %).

Figure 5.7: Accuracy of fine-tuned vision-language models on the Hateful Memes dataset.
The highest accuracy, achieved by LLaVA-1.6-9B, is highlighted in orange; all other mod-
els are shown in blue.

These results highlight how much task-specific fine-tuning can improve hateful meme
detection. With just a moderate training effort, open-source models like LLaVA and
Qwen2-VL-2B-Instruct can come very close to state-of-the-art performance. The detailed
results for all models are shown in Table 5.8. The accuracy of the fine-tuned models
is visualized in Figure 5.7, where the highest accuracy, achieved by LLaVA-1.6-9B, is
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Model/Method Accuracy AUROC

RGCL [1] 78.80% 87.00%

Your LLaVA 1.6 (fine-tuned) 73.40% 84.32%

Your Qwen2-VL-2B (fine-tuned) 73.20% 85.82%

Your Qwen2.5-VL-3B (fine-tuned) 70.16% 77.83%

Table 5.9: Comparison of SOTA methods and our fine-tuned models on the Facebook
Hateful Memes Challenge dataset (dev set). SOTA results are from Mei et al. [1]; our
results are from models fine-tuned with LoRA.

highlighted in orange and all other models are shown in blue. The AUROC comparison
is shown in Figure 5.8, with Qwen2-VL-2B achieving the highest AUROC.

Figure 5.8: AUROC of fine-tuned vision-language models on the Hateful Memes dataset.
The highest AUROC, achieved by Qwen2-VL-2B, is highlighted in orange; all other models
are shown in blue.

5.4 Discussion

In our study, we found that large vision-language models work well for hateful meme
detection, especially after fine-tuning them for this specific task. One thing that stood
out was how much the wording of prompts mattered in zero-shot tests. If we used prompts
with detailed definitions of hate, models like LLaVA and IDEFICS often just picked one
label for everything, which limited their usefulness. Simpler prompts led to more balanced
results, but even then, zero-shot performance could not match what we achieved with fine-
tuning.

Giving the models just a few labeled examples made a real difference. For example,
Qwen2.5-VL-3B-Instruct and IDEFICS 3-8B both improved when they saw a handful of
examples for each class. This means that even with a small amount of labeled data, teams
can boost performance, which is good news for those with limited resources.

Fine-tuning brought the biggest improvements. When we trained the models specifi-
cally for hateful meme detection, we saw the highest accuracy, macro F1, and AUROC.
LLaVA-9B, being much larger, generally performed better than Qwen2-VL-2B-Instruct,
but it also needed more memory and time. Qwen2-2B still did well and was more efficient.
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Using LoRA helped us keep training costs down, though big models still required a lot of
resources.

It is encouraging to see that open-source models like LLaVA and Qwen2, once fine-
tuned, nearly matched the results of more complex systems like RGCL, which use retrieval-
augmented learning. This means high-quality hateful meme detection is now more acces-
sible to researchers and practitioners.

5.5 Limitations

Of course, our work has some limitations. We were restricted by the amount of computing
power we had, so we could only fine-tune for up to five epochs, and sometimes less, as with
Qwen2.5 due to early stopping. We also kept the LoRA rank fixed because of hardware
limits. With more resources, we could have tried longer training or higher LoRA ranks,
which might have led to even better results.

Another point is that we only used the Facebook Hateful Memes dataset. Despite
being a widely used standard, it does not account for all of the hateful memes that may
be found on other platforms or in other cultures. Additionally, we do not know how well
our models would perform on memes with mixed language content or in other languages
because we only tested English-language memes.

We did not investigate whether there were any recurring biases or the reasons behind
the models’ predictions. Building just and efficient systems requires an understanding
of these problems. Even though we experimented with various prompt styles, it is still
difficult to identify the best ones. Future research could examine automated methods of
prompt optimization.
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Chapter 6

Conclusion, Future Scope and Social Impact

6.1 Conclusion

This paper explored how open-source vision-language models can be used to detect hateful
memes. We tested several models in different scenarios, including zero-shot, few-shot, and
after fine-tuning, to see how well they could handle this challenging task. Our experiments
showed that the way prompts are written and the availability of even a small number of
labeled examples can make a big difference in performance. Fine-tuning, in particular,
led to the best results. Notably, models such as LLaVA and Qwen2, once adapted for this
task, performed nearly as well as more complex, state-of-the-art systems. We hope these
findings offer useful guidance for others working on multimodal hate detection and help
make robust solutions more widely available.

6.2 Future Scope

Looking forward, there are several ways to build on this research. With more comput-
ing power, it would be useful to experiment with longer fine-tuning schedules or higher
LoRA ranks. Another promising direction is to build a technique on top of a general
vision-language model (VLM), so the system can handle new memes without needing to
retrain the model repeatedly. For example, approaches like LMM-RGCL demonstrate
how retrieval-guided learning can be layered on top of a VLM. By pulling in similar ex-
amples during inference, these systems can adapt to new memes as they appear, without
retraining from scratch. This would make detection systems more robust as online content
changes.

To gain a better understanding of these models’ generalization, it would also be ben-
eficial to test them on a larger variety of datasets, languages, and meme styles. These
systems would become more reliable with the development of better tools for identify-
ing bias and explaining model decisions. Finally, figuring out how to automate prompt
optimization might make few-shot and zero-shot learning even more useful in the real
world.
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6.3 Social Impact

Hateful memes often slip under the radar by hiding harmful messages in humor—but our
work shows you don’t need a supercomputer to fight back. Fine-tuning an open-source
vision–language model on just two T4 GPUs yielded an AUROC of 85.81%—only 1.19
points below the 87% state-of-the-art—while keeping both budget and energy use low.
Small teams, ranging from academic researchers to nonprofit moderators, can now install
trustworthy filters that stop hateful images before they spread, shielding vulnerable groups
from repeated exposure. Quickly eliminating harmful content also makes it more difficult
for malicious actors to hide their bigotry in jokes, encouraging online discourse to move
toward respect rather than mockery.

There’s an environmental win, too: using compact GPU clusters cuts electricity needs
and the millions of liters of cooling water that large data centers require. By lowering both
financial and ecological hurdles, this approach empowers a wider range of stakeholders to
keep digital spaces inclusive, responsible, and green.
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Appendix A

Unified Results Table

Model Setting Accuracy (%) Macro-F1 (%) AUROC (%)

Qwen2-VL-2B-Instruct Zero-Shot P1 53.80 43.08 53.80

Zero-Shot P2 61.80 61.49 61.80

Zero-Shot P3 57.60 50.79 57.60

Fine-Tuned
(5 ep)

73.20 72.22 85.82

2-Shot 64.20 64.18 64.20

3-Shot 61.00 59.27 61.00

4-Shot 56.80 53.12 56.80

Qwen2.5-VL-3B-Instruct Zero-Shot P1 58.40 56.44 58.40

Zero-Shot P2 61.00 60.33 61.00

Zero-Shot P3 63.40 63.02 63.40

Fine-Tuned
(5 ep)

70.16 70.02 77.83

2-Shot 62.80 62.56 62.80

3-Shot 61.60 59.17 61.60

4-Shot 63.40 62.56 63.40

LLaVA-1.6 / LLaVA-Next-7B Zero-Shot P1 50.00 33.33 50.00

Zero-Shot P2 50.00 33.33 50.00

Zero-Shot P3 50.00 33.33 50.00

Fine-Tuned
(5 ep)

73.40 72.75 84.32

2-Shot 58.80 57.48 58.80

3-Shot 59.40 58.97 59.40

4-Shot 59.40 58.56 59.40

PaliGemma-3B-pt-224 Zero-Shot P1 49.40 34.09 49.40

Zero-Shot P2 49.80 33.94 49.80

Zero-Shot P3 50.20 36.08 50.20

Fine-Tuned
(5 ep)

67.00 66.24 73.00

2-Shot 50.60 47.74 50.60

3-Shot 47.60 47.44 47.60

4-Shot 47.40 46.93 47.40

Table A.1: Unified summary of experimental results for Qwen2, Qwen2.5, LLaVA, and
PaliGemma models in all settings.

22



Model Setting Accuracy (%) Macro-F1 (%) AUROC (%)

IDEFICS-3-8B Zero-Shot P1 62.20 61.02 62.20

Zero-Shot P2 52.00 49.00 52.00

Zero-Shot P3 51.40 38.50 51.40

Fine-Tuned (5 ep) 66.40 65.91 73.77

2-Shot 63.40 62.51 63.40

3-Shot 63.40 61.43 63.40

4-Shot 63.60 63.17 63.60

Table A.2: Unified summary of experimental results for IDEFICS-3-8B in all settings.
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