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ABSTRACT 

It has often been stated that an image is worth more than a thousand words.  The details in a 

picture contain both high-level and low-level elements that help to distinguish across image 

classes and aid in categorization.  Image blurring is an undesired phenomenon caused by the 

image capture method or equipment. In this research, we compare the feature extraction and 

classification performance of five modern deep pre-trained models to increasingly blurred 

pictures of handwritten digits from the MNIST handwritten digits dataset.  The photos are 

gradually blurred, first using a Gaussian blur of Sigma=5, then with a Gaussian blur of 

Sigma=8.  Sigma is also known as standard deviation; the higher the Sigma, the greater the 

degree of blur.  The deep pre-trained models under consideration are VGG-16, DenseNet-121, 

Xception, ShuffleNet, and SqueezeNet, which were pre-trained on the ImageNet dataset and 

then shallow-tuned on the blurred pictures.  DenseNet-121 had the greatest accuracy across 

deep learning models, at 98.77% for Sigma=5 and 98.62% for an enhanced blur of Sigma=8. 

With the exception of ShuffleNet, all other model accuracies decreased dramatically when the 

degree of blur rose (Sigma from 5 to 8).  Comparisons with machine learning models such as 

Support Vector Machine (SVM), Convolutional Neural Network (CNN), and logistic 

regression show that logistic regression outperforms other machine learning models, despite 

having lower accuracies than the majority of deep learning models.  We find that DenseNet-

121, followed by ShuffleNet, are among the strongest modern models for classifying properly 

under progressive blur.  

 We conducted experiments to determine the best deblurring technique capable of 

sharpening images from blurred observations using various deblurring techniques, followed by 

computer vision image processing applications on the GoPro dataset, which consists of pairings 

of a realistic fuzzy image and an accompanying ground truth sharp image obtained by a high-

speed camera.  The photos are deblurred using any deblurring method, and PSNR and SSIM 

values are compared between the blurred and deblurred outputs.  The deblurred output is then 

processed by a computer vision program, which improves the features and sharpens the objects 

and edges.  After incorporating computer vision applications, the parameters SSIM and PSNR 

are assessed again. To begin, the techniques are used to compute the values and to construct 

ways for a dependable combination of deblurring methods, which ultimately helps to generate 

a crisp edged and less distorted image from a hazy image with PSNR 29.84dB and SSIM value 

0.70.  This study suggests that deblurred approaches used in combination can function more 
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efficiently and reliably than individual methods, resulting in more accurate and less distorted 

pictures that give greater insights into images and aid in properly identifying objects in photos. 

 

Keywords:  

Blurred images; Gaussian Blur; Sigma; Deep learning; Machine learning; MNIST dataset; 

Blurred images; Wiener Filter; Lucy-Richardson for deblurring; Computer Vision; GoPro 

dataset; Histogram Equalization; Mean of image pixels 
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1. INTRODUCTION 

Computer vision and machine learning researchers widely use the Modified National Institute 

of Standards and Technology (MNIST) dataset. It has grayscale pictures of handwritten 

numbers from 0 to 9, each in the shape of a 28-by-28-pixel square (Baldominos et al., 2019). 

60,000 training images and 10,000 testing images are included in this dataset. It is a reliable 

way to compare image classification models, especially neural networks (MNIST Database, 

2025). MNIST is still a fundamental tool for creating and testing algorithms in supervised 

learning tasks because it is easy to use and has a standard format (Rosalina et al., 2020). 

Researchers and professionals often use the MNIST dataset to learn more about and improve 

image recognition methods (Zhang et al., 2021). There are two parts to it: one is for training 

models, and the other is for testing how well they work. 

a) The training set is a group of 60,000 labelled images, each showing a digit. These 

pictures teach machine learning models how to recognize patterns and features that go 

with each digit. 

b) The testing set comprises 10,000 labelled images not used in the training process. 

Testing the model's performance on data it has not seen before is a way to check its 

accuracy and generalization. 

The MNIST dataset has greatly aided the development and assessment of numerous machine 

learning and deep learning methods. Researchers have used it to train neural networks, CNNs 

(Convolutional Neural Networks), and other image analysis algorithms. Before using new 

models on increasingly complex image recognition tasks, it is frequently used as a preliminary 

benchmark for testing and validation. Even though MNIST offers a helpful starting point, real-

world image classification problems frequently involve more complexity and variability. 

Notwithstanding its drawbacks, the dataset is still a helpful teaching tool and a starting point 

for solving more complicated computer vision issues. 

Graphic noise and features are lowered by the familiar image processing technique known as 

Gaussian blur. Using a Gaussian kernel to convolve the image adds a weighted average to the 

surrounding pixels. Rapid changes in intensity are generally smoothed out by this averaging, 

giving the image a softer appearance. An image is convolved with a Gaussian kernel to apply 

the Gaussian blur function. This is a basic explanation of the working: 

a.) Gaussian Kernel Generation: In image processing, smoothing tasks frequently employ a 

Gaussian kernel, a two-dimensional matrix that simulates the Gaussian distribution. The 
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amount of blurring applied to the image depends on the kernel's size; larger kernels average 

over a larger neighbourhood of pixels, creating a more substantial blurring effect. 

b.) Convolution: By centering the kernel over the target pixel and its surrounding neighbors, 

Every pixel in the image is applied with the Gaussian kernel. The new value of the central 

pixel is determined by multiplying each value in the kernel by the corresponding pixel 

intensity below it and then adding the results. This method successfully smoothes the image 

by averaging pixel values and giving those closer to the center more weight. 

c.) Normalization: Normalizing the resultant pixel values after applying the convolution is 

frequently required. This process ensures that the original image's brightness and contrast 

remain intact. In order to prevent the filtered image from inadvertently becoming brighter 

or darker, each pixel value is usually normalized by dividing it by the sum of all the kernel 

weights. (Campbell, 2018). 

d.) Output Image: Following convolution, a blurred version of the original image is created, 

with fine details and sharp edges that are softer by the Gaussian distribution. 

The GoPro dataset, which includes 3,214 blurry images with a resolution of 1280 x 720 pixels 

(HD), is frequently used for image deblurring research. It is separated into 1,111 images for 

testing and 2,103 images for training. The dataset is intended to aid in creating and assessing 

algorithms intended to eliminate blur from pictures and videos. A GoPro Hero4 camera was 

used to take the pictures at 240 frames per second. In order to simulate realistic motion blur, 

each blurred image is created by averaging a series of consecutive sharp frames captured at 

high frame rates. Thirty-three scenes— indoor and outdoor—are included in the dataset, which 

is divided into 22 training and 11 testing sequences. To accurately evaluate deblurring 

performance, each scene folder includes pairs of blurred images and their corresponding sharp 

counterparts. This dataset is valuable training data for generative models and is essential to 

computer vision, especially in image and video restoration tasks. 

A signal is converted from the spatial (or time) domain into the frequency domain by the 

Fourier Transform, eq. 1.1 (Campbell, 2018). Tasks such as compression, deblurring, and 

filtering are made easier by this method in image processing. Operations like noise reduction 

and image enhancement are made easier and more effective by representing images in the 

frequency domain. 

𝑭(𝒖, 𝒗) = ∑ ∑ 𝒇(𝒙, 𝒚). 𝒆−𝒋𝟐𝝅(
𝒖𝒙

𝑴
+

𝒗𝒚

𝑵
)𝑵−𝟏

𝒚=𝟎
𝑴−𝟏
𝒙=𝟎    (1.1) 

Where: 

𝑢, 𝑣 = Frequency components 



14 

 

 𝑓(𝑥, 𝑦) = Image in the spatial domain 

𝐹(𝑢, 𝑣) = Image in the frequency domain 

The IFT (Inverse Fourier Transform), eq. 1.2 transforms data from the frequency domain back 

into the spatial or time domain. It is used in image processing to restore the original image 

following frequency-domain adjustments or filters. This process recovers images following 

deblurring and the application of frequency filters, such as low-pass and high-pass filters. 

(𝑭𝒙, 𝒚) = ∫ ∫ 𝑭(𝒖, 𝒗). 𝒆𝒋𝟐𝝅(𝒖𝒙+𝒗𝒚)𝒅𝒖 𝒅𝒗
∞

−∞
    (1.2) 

Where: 

(𝐹𝑥, 𝑦) = Image in the spatial domain 

𝐹(𝑢, 𝑣) = Image in the frequency domain 

j = Imaginary unit 

A well-known signal and image processing method, the Wiener filter is frequently used for 

image deblurring and noise reduction. It reduces the mean square error between the actual and 

estimated signals. By reducing the effects of noise and blur, the Wiener filter seeks to restore 

the original signal under the assumption that both the signal and the noise are stochastic 

processes. To carry out image deblurring, this method needs a blurred image, the blur kernel or 

Point Spread Function (PSF), and an estimated value for the noise power. 

The Wiener filter is easy to use, quick, and efficient, especially when working with linear 

degradation models and Gaussian noise. However, it generally lacks the robustness and efficacy 

of contemporary deep learning-based methods, and its performance deteriorates when dealing 

with complex or non-linear motion blur. The Wiener filter (Garma, R. J. D., 2015), eq. 1.3 is 

explained as follows in the frequency domain: 

𝑯𝒘(𝒖, 𝒗) =
𝑯∗(𝒖,𝒗)

|𝑯(𝒖,𝒗)|𝟐+
𝑺𝒏(𝒖,𝒗)

𝑺𝒇(𝒖,𝒗)

     (1.3) 

 

Where: 

H(u,v) is the Fourier transform of the blur kernel, also called the Point Spread Function (PSF). 

H*(u,v) represents the complex conjugate of H(u,v). 

S_n(u,v) stands for the power spectral density of the noise in the image. 

S_f(u,v) is the power spectral density of the original, unblurred image. 

H_w(u,v) refers to the Wiener filter expressed in the frequency domain. 

A popular iterative method for recovering images damaged by PSF or blur kernel, is the Lucy-

Richardson deblurring algorithm (Lee & Qiu, 2016). It is frequently used on datasets like GoPro 
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and works exceptionally well for repairing astronomical observation images, out-of-focus blur, 

and motion blur. Sharp images are recovered by continuously improving its estimations using 

the observed blurred image and the known PSF. Based on Bayesian statistics, it assumes that 

the blur kernel is known or can be precisely estimated. Before processing, normalization of the 

input image to a [0,1] scale is needed, and the number of iterations can be changed, usually 

between 10 and 50. Furthermore, the technique can be adjusted to consider image noise, 

increasing its resilience for practical, real-world applications. Its iterative process improves the 

deblurring result gradually, making it stable in challenging blur scenarios and low light noise. 

Histogram equalization eq. 1.4 is a popular method for improving image contrast in computer 

vision and image processing (Survey Instrument Services, 2020). It redistributes an image's 

intensity values to make features more visible, particularly when low contrast is caused by bad 

lighting. The histogram, which counts the number of pixels at each gray level, is calculated 

first. A probability distribution is then created by normalizing this histogram. An improved 

image is then created by remapping the pixel values using the cumulative distribution function 

(CDF), which is calculated. In an 8-bit grayscale image, this technique distributes pixel 

intensities more evenly over the entire range of possible values, usually from 0 to 255. 

𝒔𝒌 = 𝑻(𝒓𝒌) = (𝑳 − 𝟏) . ∑ 𝑷(𝒓𝒊)
𝒌
𝒊=𝟎     (1.4) 

Where: 

𝑠𝑘= new pixel value after equalization 

𝐿 = total number of gray levels 

∑ 𝑃(𝑟𝑖)
𝑘
𝑖=0  = Cumulative distribution function 

This study suggested a novel strategy combining several deblurring techniques to take 

advantage of their complementary strengths to overcome the drawbacks noted in the current 

deblurring methods (Hemmatian, Hajizadeh, & Nazari, 2025). In the first method, two sets of 

deblurred images are created by independently applying the Wiener filter and the Lucy-

Richardson algorithm, each following its steps. A final set of processed images is then produced 

by combining these deblurred outputs by averaging the pixel values from the two techniques. 

The quality of these combined images is assessed using SSIM (Structural Similarity Index 

Measure) and PSNR (Peak Signal-to-Noise Ratio) metrics. Histogram equalization is then 

applied to the final images to improve image quality by sharpening the edges, which makes it 

easier to classify objects and analyse features. PSNR and SSIM values are recalculated by 

comparing the improved images with their respective sharp references following the 

application of histogram equalization, and the outcomes are recorded for future analysis. 
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In the second method, the blurred images are first subjected to a deblurring technique, which 

yields a first set of deblurred outputs. In order to recover more details and improve image 

quality, these photos are subsequently processed once more using a different deblurring 

method. Performance metrics are calculated after this two-step deblurring procedure to assess 

the method's efficacy. Histogram equalization is then used to enhance visual information and 

improve edge definition. Ultimately, the quality of the processed images is re-evaluated, and 

the outcomes are noted for thorough examination. 
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2. LITERATURE REVIEW 

Baldominos et al. (2020) used the MNIST and EMNIST datasets to study the state of 

handwritten character recognition. MNIST, a commonly used benchmark in the field, has seen 

a notable increase in the use of convolutional neural networks (CNNs) (Mohsenzadegan & 

Kyamakya, 2020). Their study provided insights into the effects of preprocessing techniques 

by classifying approaches into those that rely exclusively on the original dataset and those that 

use data augmentation. Since CNNs are the most popular models, much research has been done 

on them because of their capacity to recognize intricate details in pictures. Notably, recent 

developments have produced error rates on MNIST test sets that are less than 1%, which begs 

whether the dataset continues to be difficult for contemporary algorithms to handle. 

Figure 2.1: (a) An example MNIST image of the digit “7,” (b) A collection of 100 samples from the 

MNIST training dataset 

In 2017, EMNIST was released which represents a change in research focus toward more varied 

character recognition tasks by expanding the original MNIST dataset to include handwritten 

letters and digits. The results emphasize the distinct difficulties presented by EMNIST, 

highlighting its intricacy in contrast to MNIST. In summarizing earlier findings, this study 

challenges the continued applicability of MNIST as a benchmark while reaffirming the 

superiority of convolutional neural networks (CNNs) on MNIST. The launch of EMNIST 

highlights the need for bigger and more diverse datasets. To push handwritten character 

recognition beyond MNIST's limits, future studies must tackle these new issues. 
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Figure 2.2: EMNIST Dataset for English Alphabets 

A deep CNN model suggested by Shao et al. (2020) intended for quick conjunction to improve 

the recognition accuracy of the MNIST handwritten digit database. The model's multi-layered 

architecture consists of three convolutional layers dedicated to feature extraction and two fully 

connected layers responsible for classification. By adjusting important parameters batch size, 

activation functions, learning rate, seed size, and batch normalization, recognition performance 

was enhanced. With a high accuracy of 99.82% for classification on the training set and 99.40% 

on the test set was attained, this method proved to be a reliable MNIST classifier. 

Figure 2.3: Diagram for data processing using DL 

The authors presented an independent damage model that is thorough and considers a number 

of uncertainties missed in other models, defying popular beliefs regarding adversarial 

robustness. According to their analysis, several previously noted flaws severely limit the 

MNIST-C dataset's efficacy. 

The EMNIST (Extended MNIST) dataset is an enhanced version of the original NIST dataset, 

designed to support more complex handwritten character recognition tasks, was first presented 
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by Cohen et al. (2017). Like MNIST, EMNIST uses a pre-processing technique that preserves 

the original dataset's structure and properties while increasing the number of classes to include 

handwritten letters and numbers. This design makes its adoption in more general handwritten 

character recognition tasks easier, which guarantees compatibility with current classifiers and 

systems created for MNIST. 

Palvanov et al. (2021) highlight the challenge of recognizing handwritten digits persists, despite 

significant advancements made by techniques of machine learning in addressing this problem, 

many systems still need a lot of training and data processing time. Even well-trained models 

frequently encounter challenges in real-time applications where speed is crucial. Additionally, 

memory usage is a significant consideration because models with lower memory requirements 

typically perform faster than those with higher computational demands. By comparing four 

models in terms of training and evaluation time, memory usage, and other crucial performance 

metrics, the researchers hoped to determine the most effective technique for real-time 

handwritten digit recognition. 

Image processing and deep learning are major research topics worldwide, with various 

applications in industries like robotics, medicine, security, and surveillance, claim Garg et al. 

(2022). Deep learning allows for more efficient analysis of complex data types, such as text, 

audio, and images, by utilizing hierarchical learning through multiple levels of abstraction and 

representation. Many handwritten digit samples in the MNIST dataset have not been thoroughly 

investigated regarding training, testing, and validation. By combining several convolutional 

layers, ReLU activation functions, and clustering techniques, Garg et al. (2022) created a strong 

model, an accuracy of 98.45% was achieved on the MNIST dataset. In order to enhance the 

model's generalizability and overall performance, it was also assessed on several other datasets. 

 

Figure 2.4: Accuracy of Testing and Validation 
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Kadam et al. (2021) demonstrated how CNN can classify images. The MNIST and Fashion-

MNIST datasets were used in their study to assess the performance of different CNN 

architectures. They specifically looked at five distinct network topologies with differing fully 

connected layers, filter sizes, and convolutional layer counts. The Fashion-MNIST dataset 

presented a bigger classification challenge due to its complexity, but the models achieved over 

99% accuracy on the MNIST dataset. 

Considerable progress has been made in image recognition, especially with the use of 

convolutional neural networks (CNNs), according to Wang et al. (2019). The LeNet-5 

architecture, which effectively classified handwritten digits from the MNIST dataset, was the 

primary focus of their investigation. According to experimental results, putting a Dropout layer 

before the output layer and optimizing the activation function and learning rate increased 

training accuracy, decreased sensitivity to initial parameter settings, and accelerated 

convergence. 

 

Figure 2.5: Sigmoid Activation Function 

Using a deep convolutional neural network (CNN), Jain et al. (2020) demonstrated an efficient 

handwritten English alphabet and digit recognition technique. The CNN model's performance 

was assessed in their study using the standardized MNIST dataset, which consists of 

handwritten letters and numbers. Multiple experiments were conducted to assess the model's 

performance across different scenarios, and different CNN parameters were methodically 

changed. Various optimization techniques were used in the main configurations, such as convex 

and non-convex optimization methods, error function optimization, activation function 

selection, and experimentation with multiple hidden layers. 
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Figure 2.6: Convolutional Neural Network (CNN) 

LIRA is a neural receptive field method for image classification proposed by Kussul et al. 

(2018). Three layers comprise the LIRA model: an output layer, a connection layer, and a sensor 

layer. Trainable links connect the connection layer to the output layer, while fixed random links 

connect the sensor layer to the connection layer. The training is efficient, requiring no 

multiplication or floating-point operations. Two datasets were used to evaluate the model. The 

first was MNIST, which contains 10,000 images for testing and 60,000 for training in 

handwritten numbers. The microstructure fitting problem, which involved inserting a pin into 

a hole, was represented by 441 images in the second dataset. This dataset was split into training 

and testing subsets using a random split. Reported error rates are among the lowest at 0.7%, 

0.63%, and 0.42%, respectively, despite many MNIST classification results. 

Gope et al. (2020) state that handwritten numeral recognition is still a major pattern recognition 

challenge. This task is essential for many applications, including postal code processing, online 

banking verification, and digital form submissions, where users enter handwritten numbers 

using gadgets like smartphones and scanners. Hand-scanned images from different NIST 

archives are included in the MNIST dataset, which is a subset of the NIST database, was used 

in their investigation. The suggested method uses Support Vector Machines, Decision Trees, 

Naive Bayes, K-Nearest Neighbors, Random Forests, and Multilayer Perceptrons machine 

learning algorithms, to recognize handwritten digits offline using Python. Improving the 

precision and dependability of handwritten digit recognition systems was the primary goal. 

 

(a) 
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(b) 

Figure 2.7 (a) Training set accuracy curve; (b) Training set loss curve. 

A significant amount of digital data entry is necessary because many registration forms in the 

inspection and testing sector are filled out by Chen Zhong et al. (2021). They addressed this by 

proposing a handwriting recognition system that uses a convolutional neural network (CNN) 

in conjunction with the Harris edge detection method is used to accurately and automatically 

recognize handwritten data. The Harris edge detection technique helped to locate critical 

landmarks in the labelled images with handwritten numbers. On the test set, their experiments 

showed a 98.14% recognition accuracy. This method presents a viable technical solution for 

processing handwritten data intelligently and effectively.  

Gong et al. (2023) created a CNN model to meet the growing need for handwritten digit 

recognition. The architecture has an input layer, two convolutional layers (each with 5×5 

kernels), two pooling layers (each with 2×2 kernels), a fully connected layer, and 

an output layer. After many trainings and iterations, the model demonstrated strong 

performance in handwritten digit detection, achieving 100% training accuracy and 99.25% test 

accuracy. 

According to Beohar et al. (2022), handwritten digit recognition is still tricky in application 

development. Computer vision relies heavily on digital recognition, and because deep learning 

methods can replicate human thought processes, they have been used to address this issue. 

CNN and ANN are involved to analyse the feature extraction and classification phases. The 

models were trained on the MNIST dataset with the ADAM optimizer and cross-entropy loss 

to improve performance. 

Figure 2.8: Artificial Neural Network 
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The largest manual digital dataset for language and data modelling in the world, MNISTMIX, 

was made available by Weiwei Jiang [15].  Manual digit recognition investigations can easily 

incorporate MNIST-MIX, which uses the same data format as MNIST.  Because MNIST-MIX 

includes numbers from ten different languages, it is a more complicated dataset, and more 

careful model building is required to address the classification uncertainty. 

Despite significant advancements in machine learning, achieving real-time speed while 

maintaining high performance remains a major challenge, according to Dong-yuan Ge et al.  

For MNIST handwritten digit detection, a convolutional neural network comprising first layer 

having 32 images and second layer having 64 images was developed. The first layer contains 

2048 neurons and second with 784 neurons, the two layers are accumulated to make connecting 

layer.  As there are 10-digit labels, required ten neurons in the output layer.  For the study, 

TensorFlow was cast-off to create the network. After 500 training iterations, the model achieved 

95.7% accuracy on the test set and 96.1% on the training set. 

 

Figure 2.9: Recognition result using adopted techniques 

The problem of SISR (Single Image Super Resolution) combined with motion deblurring, 

where old-style super-resolution techniques fall short due to nonuniform motion blur in LR 

images, is addressed by Zhang et al. The GFN (Gated Fusion Network) proposed by authors, a 

dual-branch CNN that merges super-resolution and deblurring within a single end-to-end 

system. A notable advancement is the fusion at the feature level, which retains motion 

characteristics from deblurring and spatial details from super-resolution, leading 

to better results. 
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When trained on a self-generated low-resolution GOPRO dataset (LR-GOPRO), GFN 

outperforms state-of-the-art techniques like EDSR and Deep Deblur in terms of PSNR, SSIM, 

and processing speed. This leads to up to 116× faster inference and 78% fewer parameters. 

A novel framework for solving the well-known single-image heterogeneous motion blur 

removal problem is presented by Gong et al. A detailed motion flow map is predicted from a 

blurred image using an FCN, with emphasis on the cause of the blur rather than its effect, in 

contrast to current deblurring techniques that mainly rely on hand-specified priors or iterative 

kernel estimation. This method's key finding shows that using a pixel-by-pixel motion flow 

map avoids complicated assumptions and helps the network focus on motion that causes blur. 

In order to train the FCN end-to-end, the authors synthesize a method for capturing a range of 

realistic motion flows, including translation and rotation, within three-dimensional space. The 

learned model then uses non-blind deconvolution to eliminate noise from fine images and 

predict motion flow maps. 

The first system to remove motion blur without knowing the blur, using conditional generative 

adversarial networks, Deblur GAN, was presented by Kupyn et al.  Other deblurring methods 

rely on CNN designs or kernel methods that use loss functions such as MSE. Deblur GAN 

restores clear, detailed images from a single blurred input using WGAN-GP and 

perceptual loss. Utilizing a patch-based critic and residual blocks, the architecture is a 

lightweight generator.  Deblur GAN's design enables it to be five times faster than Deep Deblur 

without sacrificing perceptual quality. Faster convergence and improved generalization are 

achieved by training the generator to predict a residual image, which is then added to the blurred 

input. In dynamic scenes affected by factors such as camera shake, object motion, depth 

variation, and occlusion, Nah et al. proposed an innovative approach to blind deblurring. 

Traditional methods, which often depend on blur kernel estimation or simplified assumptions, 

struggle with real-world motion blur due to its non-uniform and spatially varying nature.  The 

researchers overcame these constraints by creating a multi-scale CNN architecture that instantly 

produces sharp images without relying on explicit blur kernel estimation. The design is akin to 

a coarse-to-fine processing pipeline: a Gaussian pyramid is used to process a blurred input 

image at various resolutions, and a multi-scale loss function is used to supervise the outputs at 

each scale. This permits convergence and the preservation of fine details while guaranteeing 

consistent sharpness and stability across scales. 

Sun et al. (2015) introduced a deep learning method to remove non-uniform motion blur from 

a single image, often caused by camera shake or moving objects. A CNN is used to predict blur 
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patterns in small image patches, in contrast to previous methods that depend on hand-

engineered features or uniform kernel assumptions.  The researchers used 73 discretized motion 

kernels to create over 1.4 million fuzzy picture patches on images from the PASCAL VOC 

dataset in order to train the CNN. Prediction detail is increased fivefold by expanding the 

motion kernel set, with no extra training required, and the CNN model is robust despite its 

modest size. Our approach outperforms previous methods, including those based on spectral 

analysis or manual regression, Motion kernel estimation precision (MSE = 7.83) and deblurring 

quality (PSNR = 24.81 dB) were achieved. According to quantitative experiments conducted 

on both synthetic and real-world datasets.  Improved spatially variable blur handling and 

reduced artifacts are visible upon visual inspection, particularly in highly complex scenarios 

involving layered motion. 
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3. METHODOLOGY 

In this explanation, we discuss each stage of the study which covers preparing the data, looking 

at images, training the model, reviewing the results and writing the final report. 

(a) Adopted Methodology for Blurred Images: 

3.1. Data Preparation 

(a) The original MNIST dataset of gray-scale handwritten digits is made available for this 

research. 

(b) Blur filters will only be applied to a certain subset of MNIST images. With this subset, we 

make a new dataset for conducting experiments. 

3.2. Image Blurring 

(a) Image processing techniques in this project are implemented using Python’s OpenCV 

library. 

(b) Two types of blurs are presented here, namely, Gaussian, motion and defocus, along with 

other ways of blurring. 

(c) The parameters of the kernel size and standard deviation are adjusted to choose how blurry 

the images will be. 

(d) Selected blur methods are used on the selected MNIST images to obtain a fresh set of 

blurred images. This section outlines the step-by-step process followed in the study, beginning 

with data preparation and progressing through image processing, model training, performance 

evaluation, and documentation of findings. 

3.3. Dataset Augmentation 

a) The original dataset from MNIST is combined with the set of blurry images. The dataset is 

labeled properly for images that are easy to see as well as for images that are hard to read. 

b) The data is randomly reordered so that training the model is more impartial. 

3.4. Model Adaptation 

a) Because it is capable of image recognition, a convolutional neural network (CNN) is 

preferred for this purpose. 

b) The model accepts gray-scale images that are 28x28 pixels in size, also including photos 

of reduced clarity. 

c) The training setup is complete, with the optimizer, evaluation metrics and loss function. 

3.5. Model Training 

a) The augmented data is divided into two groups, one for training and one for testing. 
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b) The model is created by using the training set and tested using the testing set. Performance 

assessment can be done by following the training and validation accuracy. 

3.6. Performance Evaluation 

a) Robustness is checked by measuring the model’s success in recognizing both clear and 

blurred images. 

b) To assess the model’s performance with blurred digits, a confusion matrix is used. 

3.7. Analytical Review 

a) The model’s generalization is checked by comparing its results on clear and blurred photos. 

b) The team looks for and documents any decrease in image quality because of blurring. 

3.8. Documentation 

a) The key findings identified in the performance evaluation are clearly explained. 

b) The way blurry images influence the performance of the model is explained and ideas for 

enhancements in ongoing work are considered. 

(b) Adopted Methodology for Deblurred Image 

3.9. This project focuses on preparing the GoPro Dataset 

a) We add the GoPro dataset to the program, as it consists of real blurry images. 

b) The training data and testing data are already separated for you. The blurred scene images 

are found in 22 folders in the training set and they are also present in the testing set, divided 

among 11 folders. 

3.10. Method Development for Deblurring 

a) The research team selects an appropriate technique to remove blurriness from the photos. 

b) All the required information is supplied to allow for an easy application of the method. 

c) You choose the correct image size to match with your chosen deblurring method. 

3.11. How Well Does Deblurring Work 

a) To check image quality, the PSNR is determined by comparing the sharp original with the 

deblurred version of the image. 

b) This method also uses the Structural Similarity Index Measure (SSIM), with a score 

between 0 and 1 and higher scores are better. 

3.12. Using the Computer Vision Technique 

a) After deblurring, computer vision is used to further keep away distortions and sharpen the 

pictures. 

b) After utilizing the computer vision approach, the PSNR and SSIM values are worked out 

again to compare the quality of the original image and the image after the method was used. 
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3.13. Final Documentation 

a) Observations from the evaluation are captured in detail as part of the recording the analysis 

results. 

b) Different deblurring approaches are discussed and key areas to further develop these 

techniques are mentioned. 

  



29 

 

4. EXPERIMENTS AND RESULTS 

4.1. BLURRED IMAGES 

Images that appear blurry are widely used in fields such as data privacy—such as hiding faces 

or delicate objects—or for creative and artistic purposes. With digital image processing, 

blurring is carried out by changing the numbers in pixels with averaging or using math filters 

which makes the picture less detailed and slightly out of focus. Many photographers, engineers 

and designers rely on this method to help clean up visual noise or better highlight chosen 

objects. 

For this study, grayscale images of handwritten digits from the MNIST dataset are blurred. This 

approach lets us investigate how image quality affects learning machine models used in tasks 

that identify car models. When blur is applied, it helps to see if the models can still work well. 

In this situation, blurring is achieved with Gaussian filters by choosing the sigma parameter. 

Rising sigma causes the image to look smoother. 

Figure 4.1: Original image and blurred image using Gaussian blur (σ = 5) on MNIST dataset 

 

Figure 4.2: Original image and blurred image using Gaussian blur (σ = 8) on MNIST dataset 
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Figure 4.3: Workflow of the adopted methodology for classifying blurred images 

4.2. K-FOLD CROSS-VALIDATION 

Many people use K-fold cross-validation to check how accurate machine learning models are. 

It helps to estimate the future success of a model when we divide the whole dataset into several 

parts commonly known as "folds" (VBT Academie, n.d.). 

There are a variety of steps needed to complete the process. 

(a) To begin, the whole dataset is cut into K equal or almost equal pieces called folds. As a 

result, every fold is tested exactly once and also included in the training set K times (Elvanco, 

2024). 

(b) It Will Run the Algorithm K times. Every time, the model is trained with K-1 folds and 

validated with the one, unique fold (Artificial Intelligence, n.d.). 

(c) At each next iteration, the model trains on the training part and is checked with the 

validation portion. Accuracy, precision, recall or F1-score are all performance metrics 

calculated using the model’s performance on the validation set. 

(d) After each of the K iterations, a list of K performance scores is obtained. Experts usually 

take the average of these scores to give a single, more trustworthy figure for the model’s 

behavior. 

(e) If many models or hyperparameter settings are tried, cross-validation makes it possible to 

pick the one that performs best. Following the selection of the best model, it can be assessed 

again by using a separate, unrepeated test set. 

The method allows a balanced evaluation of a model’s accuracy while minimizing the danger 

of overfitting when the data set is not large. 

4.3. VGG16 (Visual Geometry Group-16) 

The Visual Geometry Group (VGG) at the University of Oxford developed the VGG16 

convolutional neural network which is now quite well known. Simonyan and Zisserman (2014) 
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first presented it and people like it because it is straightforward and excellent at classifying 

images. 

(a) The Study of Architecture: VGG16 stands for the medical network’s 16 weight layers: 

13 convolutional and 3 fully connected layers. Sequential and uniform architecture is achieved 

by relying on small 3×3 convolutional filters throughout the neural network. In addition,  

(b) Convolutional Layers should be used: All convolutional layers operate on 3×3 filters that 

have a stride of 1 and 'same' padding, so the image size does not change after convolution. Later 

in the model, the number of filters goes up from 64 to 512 (Manzoor et al., 2023). With this, 

the network is able to find and use more complex details in the images.  

(c) From Layer 3 on, I use max pooling layers.: The subsequent section involves applying 

2×2 max-pooling layers where each layer considers 2×2 patches and skips every other element 

(with stride 2). By lowering the number of channels in feature maps with pooling, we lessen 

the amount of computation needed and reduce overfitting (Nguyen et al., 2020). 

(d) Full-Connected Layers: There is a single sequence concluding with three connected 

(dense) layers. There are 4,096 neurons in each of the first two layers, but the last one has 1,000 

neurons. Its structure was designed to match the 1,000 classes in ImageNet, the data VGG16 

was trained with (Kandel & Castelli, 2020). 

(e) Activation Function: Immediately after every convolutional and fully connected layer, 

ReLU (Rectified Linear Unit) activation occurs. Such activation in the hidden layer helps the 

network process more difficult data and makes the training converge more quickly. 

(f) The fifth layer, called the output layer.: This last layer applies softmax to produce a list 

of 1,000 probabilities, helping to choose a classification choice (Zahin, 2023). 

 

Figure 4.4:  Adopted VGG16 Neural Network Architecture 
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Figure 4.5 Adopted Layer-wise Detailed Architecture of VGG16 

4.4.DENSENET 

The Densely Connected Convolutional Network, abbreviated DenseNet, was recently 

introduced by Huang et al. (2017). The model works to raise the performance and efficiency of 

convolutional neural networks (CNNs) by making layers more strongly linked. DenseNet is 

based on the idea of using features again and improving how gradients move across the model. 

(a) A lot of connections exist between the brain and the body. Its dense connectivity pattern is 

one of the most significant attractions of DenseNet. The data from every layer earlier in the 

network goes into a layer which then passes its results to the layers that come after it. By 

having access to earlier learned features, each layer can use a wider and richer set of features 

in the final stage (Huang et al., 2017). 

(b) Good Use of Parameters: Using services from the past layers, DenseNet eliminates much 

of the redundancy during learning. With this strategy, the model gets equally accurate 

results while needing much smaller numbers of parameters than other deep nets, like 

ResNet. Because of this, DenseNet combines high power with a small size.  
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(c) It helps address the Vanishing Gradient Problem. With lots of connections, gradients can 

travel straight backwards through the network. As a result, gradient disappearance, an issue 

in very deep networks, is reduced, making training more stable and efficient. 

(d) Better moving of information through the network: This model permits earlier features 

to stay involved in the deeper layer calculations. Because of this design, patterns at every 

level of complexity become easier to discover in the data. 

(e) Streamlined and organized: What stands out about DenseNet is its ability to achieve solid 

results using a model that’s not too big. Being compact, it can be run on systems with little 

computer power. 

 

Figure 4.6 Adapted DenseNet Architecture 

4.5. SHUFFLENET 

ShuffleNet is a CNN developed especially for mobile and low-power systems. The approach 

was proposed by Zhang et al. (2018) to fix the challenge of reaching high accuracy with very 

little computational power. ShuffleNet applies grouped convolutions and a new channel shuffle 

trick to both boost efficiency and maintain great performance. 

(a) Grouped Convolutions: Using grouped convolutions lets us lower both the cost of 

computations and the number of parameters needed. Here, the input data is arranged into 

several parts, each has a convolution layer applied separately. Earlier systems like ResNeXt 

influenced this method which provides a combination of size and predictive strength (Zhang 

et al., 2018).  

(b)  Channel Swapping: Here, the biggest problem is that information can only flow so much 

between the channel groups. This issue is solved by ShuffleNet by including a channel 

shuffle operation. Following grouped convolutions, the channels in the feature maps are 

switched so that channels from each group are mixed together. When information is 
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shuffled, every group in the following layer benefits from a wide range of details and shares 

them more easily with others, according to Karri et al. (2021). 

(c) Lighter and better results: Created to run efficiently, ShuffleNet is perfect for situations 

that require limited computing, including smartphones and others. The study shows that it 

gets high accuracy with significantly fewer FLOPs than other lighter models including 

MobileNet. Thanks to its small size, Neural9 is useful for carrying out computer vision tasks 

in real time on limited systems. 

 

Figure 4.7: ShuffleNet Units (a) Bottleneck unit using depthwise convolution; (b) Standard 

ShuffleNet unit with pointwise group convolution and channel shuffle; (c) ShuffleNet unit configured 

with stride = 2 

4.6. INCEPTION 

Szegedy et.al named the Inception architecture (also known as GoogLeNet) in their paper Going 

Deeper with Convolutions (2015). Google developed the network to tackle the problem of 

improving how deep and broad the network is, while also keeping the computing costs low. 

Ever since it was first developed, Inception has gone through different versions: Inception-v1, 

v2, v3, v4 and Inception-ResNet, each one refining some aspect (Wulveryck, 2017). 

(a) Multi-Scale Processing: Being capable of dealing with spatial information over different 

scales is a characteristic of the Inception design. Each Inception module applies filters that 

range from 1×1 to 5×5 in size all at the same time to help it process the input. Because of 

this technique, the network is able to notice both detailed and large elements in the input 

image. 

(b)  Dimensionality Reduction: Efficiency improvement in Inception is achieved by using 

small size filters to decrease the number of parameters and then conducting complex 
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convolutions (Ji et al., 2019). They reduce the input channels and do not reduce 

performance. 

(c) Parallel feature extraction means several channels are used for separate feature extraction. 

Filters in all modules of Inception operate side by side, each with a different size. By 

combining the filters, the model can collect multiple features from the same data at once. 

By using parallel design, the network becomes more supportive of the detail in visual data. 

(d) Efficiency: Combining filters and dimensionality reduction methods allows the Inception 

architecture to achieve strong accuracy that uses little computation. This reason makes 

neural networks helpful for processing a large number of images at one time. 

 

Figure 4.8: Adapted Structure of the Inception v3 Model 

4.7.XCEPTION 

Xception got its name, Extreme Inception and was designed by Chollet in a paper named 

Xception: Deep Learning with Depthwise Separable Convolutions (2017). The Inception model 

is improved by substituting regular convolutions with depthwise separable convolutions, 

helping it work more efficiently and better. 

Depthwise Separable Convolutions: 

While traditional convolutions are used in other networks, Xception replaces them with 

depthwise separable convolutions, made of these two steps: 

(a) In depthwise convolution, one convolutional filter reads through each input channel and 

identifies important features inside that channel independently from others. 

After depthwise convolution, pointwise convolutions combine the different channels and mix 

the features between them.  
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(b)  Brilliantly Nesting: You could say that Xception replaces all the Inception modules with 

depthwise separable convolutions. Because of this, the design becomes simpler and the 

program works faster. 

(c)  Linear Stack: Unlike Inception, where there are many branches, Xception stacks the 

different layers only one after the other. Because it is simple, the network is simpler to grasp 

and set up. 

(d)  Better ability to describe and represent things. The difference between extracting features 

locally and across channels boosts Xception’s ability to represent information. It offers 

more accurate results than Inception-v3 with roughly the same number of parameters which 

means it can do more with less computation. 

 

Figure 4.9: Adopted Architecture of the Xception Deep CNN Model 

4.8. DEBLURRED IMAGES 

To deblur means to turn a blurry image into a sharper and clearer one because of wrinkles, 

movements or poor settings. Several ways and tools are available for deblurring and how well 
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they work relies on how clear the estimated or known blur is. Sharpness in an image is restores 

through the process known as deblurring. 

 

a)        (b) 

Figure 4.10: (a) Blurred image from the GoPro dataset, (b) Corresponding deblurred image after 

applying the Wiener filter. 

 

a)        (b) 

Figure 4.11: (a) Blurred image from the GoPro dataset, (b) Corresponding deblurred image after 

applying the Lucy-Richardson deblurring algorithm. 

 

(a)        (b) 

Figure 4.12: (a) Blurred image from the GoPro dataset, (b)Corresponding deblurred image obtained 

by applying the Lucy-Richardson deblurring algorithm followed by histogram equalization. 
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4.9. WIENER FILTER 

Many times, in signal processing, the Wiener filter is applied as a linear and time-invariant 

method to recover a clean signal from a noisy measurement. The main objective is to reduce 

the difference in MSE between what is predicted and what is actually observed. Frequently, 

image processing engineers use the Wiener filter to handle problems related to noise and image 

degradation. 

The filter does this by trying to find the most balanced transfer function between the degradation 

from noise and the blur. This transfer function is used in the frequency domain by the Wiener 

filter which derives it by using the power spectral densities of the original signal and the noise 

(Insight Software Consortium, n.d.). This filtering process is linear and do not change, so the 

output is a linear combination of the input over time. 

 

Figure 4.13: Workflow of the Wiener filter applied to produce a deblurred image.  

4.10.  LUCY-RICHARDSON DEBLURRING 

Many times, in image processing, the Lucy-Richardson algorithm is used to restore sharpness 

to images that are blurry. The technique performs best when the blur can be estimated by a 

known PSF. The algorithm works using maximum likelihood estimation and proves valuable 

in astronomical research, imaging X-rays in medical procedures and taking photographs. The 

estimate of the real image is improved by seeing how the blurred image matches up with the 

PSF-convolved copy. 

Lucy-Richardson Deblurring Iterative Formula 

𝒇(𝒏+𝟏) = 𝒇(𝒏). [
𝒈

𝒇(𝒏)∗𝒉
∗ 𝒉∗]    (4.1) 

Where: 

𝑔 = Blurred image 

ℎ = PSF (Point Spread Function) 

𝑓(𝑛) = Estimated image at iteration n 

* = Convolution 
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Figure 4.14: Workflow of the methodology adopted to get the deblurred images. 

4.11. PROPOSED METHOD 

To solve some of the shortcomings in present deblurring approaches, we suggest a method that 

combines several techniques to gain from their particular strengths and do a better job of 

restoring images. 

First Approach: 

First, the Wiener Filter and the Lucy-Richardson algorithm are separately used on the blurred 

images to produce two sets of deblured outputs. After that, the system merges the two results 

by taking the average of similar pixels in both pictures. The image quality is tested by 

comparing the PSNR and SSIM values of the combined results with sharp original images. 

Afterward, Histogram Equalization (Concessao, 2021) is used to make edges tighter and the 

image clearer so that classification and interpretation will be more accurate. The effectiveness 

of the combined method is analyzed by re-calculating the PSNR and SSIM values after the 

enhancement process. 

 

 

Figure 1.15: Workflow of the Proposed Method (1st Approach – Mean of Pixels of Deblurred Images 

from Two Different Methods) 

Second Approach: 
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Here, first, the blurred image is processed using a single deblurring method. The improved 

image is then sent through a different algorithm which further sharpens it and brings back more 

data. After the two stages of deblurring, performance metrics are generated. Then, Histogram 

Equalization is used for a second time to boost clarity and sharpness and the results are assessed 

using PSNR and SSIM. 

 

Figure 1.16: Workflow of the Proposed Method (2nd Approach – One Deblurring Method Followed 

by Another) 

Table 4.1: Accuracy of Different Deep Learning Models on the MNIST Dataset 

 

Table 4.2: Performance Comparison of Deblurring Approaches on the GoPro Dataset with and 

without Histogram Equalization 

Method 

used 

Accuracy Without 

Blur 

Accuracy With 

Gaussian Blur 

(Sigma=5) 

Accuracy With 

Gaussian Blur 

(Sigma=8) 

VGG16 99.47000026702881% 95.50166726112366% 87.93166637420654% 

DENSENET 98.968000411987304% 98.772001266479492% 98.62399934768677% 

XCEPTION 98.8655% 95.97666621208191% 84.56166744232178% 

Shuffle-net 97.869893188% 97.27013160705% 97.189997854232% 

Inception 99.0862510681% 98.7442686843% 98.04856807708% 
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 WITHOUT ANY CV 

APPLICATION 

APPLYING HISTOGRAM 

EQUALIZATION 

Method Used PSNR VALUE SSIM VALUE PSNR VALUE SSIM VALUE 

Weiner Filter 28.1586363 0.61544090 29.390909 0.69576363 

Lucy-Richardson 28.1572727 0.571159090 29.560 0.69131363 

Wiener + Lucy-

Richardson 

28.29136363 0.6547352 29.845365 0.70353863 

Wiener followed 

by Lucy-

Richardson 

28.15590909 0.56381363 29.2790909 0.68547045 
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5. RESEARCH GAPS AND CHALLENGES 

5.1.Images Lacking Fine Detail 

When an image is blurred, the details important for correctly recognizing digits might be lost. 

Because boundaries and patterns are not clear, the model cannot spot important elements needed 

for precise classifications. 

5.2.Blurry Results in Edge Discovery 

By using blurring, the borders between the digit and its background are smoothed which adds 

uncertainty to edge detection. So, it’s hard to distinguish how the digits look and as a result, the 

system may misclassify them. 

5.3.Reduced Difference Between Colors 

As an image becomes blurred, the contrast between each pixel becomes lower, so the numbers 

don’t stand out as strongly. When there are big differences in pixel intensity, models can have 

trouble telling digits apart, mainly when the images are very blurry. 

5.4.Damage to Features Close to Home and Around the World 

Blurry images will mix up the details in the foreground and in the background. At times, small 

details such as how the marks are curved or cross may not stand out, whereas the whole shape 

can look abnormal. This combined issue makes it hard for the model to pick out useful and 

stable patterns during training. 

5.5.Greater Noise Sensitivity 

When blur occurs, noise might become a problem for the model’s understanding. Noises added 

during blurring can hide important parts of the image which can weaken the model’s overall 

performance. 

5.6.Problems with using Traditional Techniques 

Using the usual image processing approaches on blurred images usually leads to worse results. 

Using blurry images makes it necessary to introduce new, smart recognition processes to get 

satisfactory performance. 
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6. CONCLUSION 

Blurring the MNIST dataset brings a number of challenges that have a negative effect on the 

performance of models recognizing handwritten digits. Blurring hides small details, makes 

edges less distinct, lowers contrast and changes both the details in a single area and the whole 

image. As a result, it becomes hard for traditional methods to correctly handle the new images. 

Being sensitive to sound raises the challenge of detecting and identifying natural disasters. Yet, 

dealing with these obstacles improves model strength and makes recognition systems ready for 

actual situations where image clarity often changes. 

The experiments clearly proved that deep learning accuracy is lowered by blurring images, 

since good image quality provides useful information for recognition. The application of hazy 

filters such as Gaussian kernels, smooths out essential parts of an image and makes important 

details harder to detect (Latif et al., 2022). This situation lowers the accuracy of what the 

algorithm can recognize. 

Table 1 shows that DenseNet achieves higher accuracy when the images are heavily blurred 

(e.g., with Gaussian sigma of 8), leading us to conclude that it works better than other models. 

While sigma gets larger and there’s more distortion, DenseNet is still accurate in classifying 

images while other models see a bigger drop in performance. In another experiment with the 

GoPro data, several deblurring approaches were tested to restore the fine details removed by 

both motion blur and noise. There was no one method that could fully restore the image quality. 

Instead, applying several types of blending methods made the images clearer and more useful, 

as determined by PSNR and SSIM. 

This research introduces an approach that combines multiple algorithms for removing blur with 

computer vision methods. By using this approach, edges in the image are improved, noise is 

reduced and important image metrics are boosted, with a PSNR of 29.28 dB and an SSIM of 

0.685. Because of these improvements, objects can be found more accurately and information 

from hazy images can be retrieved better. 

Generally, it appears that learning techniques designed for image distortion are essential for 

development. With models that include visual damage, we can still study valuable data in 

images that are visually lowered. Further improvements in both image reconstruction and 

analysis can be made in future research by merging deep learning deblurring with advanced 

computer vision tools. 
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