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EXPLORING MACHINE LEARNING APPROACHES IN 

PREDICTION OF AUTOIMMUNE DISORDERS USING 

EPIGENETIC MODIFICATIONS 

Shreya Kohli 

 

ABSTRACT 

Epigenetic Modifications occur due to an interplay between the genetic and 

environmental factors and are an important cause for the occurrence of autoimmune 

disorders where there is disruption of immune tolerance and the body starts to attack 

its own cells. DNA methylation, histone modifications, and ncRNAs are the major 

modifications observed in autoimmune disorders such as Systemic Lupus 

Erythematosus, Rheumatoid Arthritis, Multiple Sclerosis etc. Due to the recent 

advancements in Artificial intelligence and Machine learning, training of epigenetic 

data can be used to obtain better predictive and analytical responses. In this thesis we 

assess the application of various Machine learning techniques such as Supervised, 

Unsupervised and Deep learning in models after preprocessing and evaluation, which 

are implied to find the predictive capabilities of the epigenetic data in the diagnosis of 

autoimmune conditions. We used a DNA methylation profile dataset for Systemic 

Lupus Erythematosus and applied machine learning algorithms such as Random Forest, 

Support vector machines, Logistic Regression, XGBoost, Naive Bayes and Artificial 

neural networks and their evaluation metrics were obtained. It was concluded that 

Support vector machines worked the best for model development and gave an AUROC 

of 0.97. Gaps in the current knowledge along with future implications are also 

highlighted.  
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CHAPTER – 1 

INTRODUCTION 

Autoimmune disorders pose a significantly big health challenge across the world with 

approximately more than 10% of the global population, i.e. 1 out of every 10 people 

suffering from different autoimmune conditions. These are a set of conditions where 

the  immune system starts to attack the body’s own cells by mistake. This so-called 

‘self-attack' can lead to damage and inflammation in various body parts or even 

systemically [1]. The etiology of autoimmune conditions is highly complex, and 

epigenetic modifications play a very significant role for the same.  

Epigenetic modifications do not include any alterations to the underlying DNA 

sequence but are heritable changes which affect gene expression. Simply put, these 

epigenetic changes can cause dysregulation of the immune system leading to attack on 

body’s own cells and tissues. Due to the reversible and dynamic properties of 

epigenetic alterations along with their sensitivity to environmental factors, it makes 

them indicators of disease status and its ability to interact with the environment [2]. 

This leads to epigenetic markers being used as potentially responsive biomarkers for 

disease prediction, progression, and therapy in complex diseases like autoimmune 

disorders. 

In this era of technology, artificial intelligence (AI) and machine learning (ML) have 

revolutionized healthcare, thereby improving patient care and quality of life. Various 

ML algorithms help to uncover hidden patterns that may indicate early signs of 

autoimmune disorders. Since these disorders exhibit overlapping symptoms, ML 

models can be trained to identify specific epigenetic patterns and thereby aid in early 

and accurate diagnosis and prognosis. These models have predictive power which 

means that they can not only detect disorders but also help in predicting disease 

progression and future risks. Since epigenetic modifications are influenced by 

environmental and lifestyle factors, these ML techniques can help in providing 

personalized approaches to tackle autoimmune disorders. 
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CHAPTER – 2  

LITERATURE REVIEW  

2.1 Autoimmune Disorders 

Autoimmune disorders represent a diverse group of conditions characterized by the 

body’s immune system targeting its own tissues and organs, leading to chronic 

inflammation and tissue damage [3]. In these conditions, the immune system loses its 

ability to distinguish between "self" and "non-self. They can range from relatively mild 

to life-threatening and can affect virtually any part of the body. There are more than 

80 known autoimmune disorders which affect various parts of the body. Based on the 

organ getting affected we can classify it into organ-specific, which target a single organ 

or gland like Hashimoto's thyroiditis (thyroid), Graves' disease (thyroid), Type 1 

diabetes (pancreas), or systemic, which affects multiple organ and tissues, like 

rheumatoid arthritis, Systemic lupus erythematosus (SLE) [4]. The etiology of 

autoimmune disorders is multifaceted, involving an interplay of genetic predisposition, 

environmental factors including infections and stress, & epigenetic modifications have 

emerged as crucial players [5].  

2.2 Epigenetic Modifications 

The heritable changes to the expression of a gene, which occur without any changes 

to the underlying DNA sequence refer to as epigenetic modifications. They influence 

the reading of a DNA sequence, which either turns the genes "on" or "off" or modulates 

their expression levels accordingly. Epigenetic changes are reversible, which makes 

them attractive targets for therapeutic and diagnostic intervention. Epigenetic 

modifications can generally be classified into DNA methylation, histone modification 

and non-coding RNAs which have been found to play a key role in the regulation of 

gene expression [6]. 

• DNA methylation 

In DNA methylation, a methyl group (CH3) is added to the 5th carbon atom of 

a cytosine base. This is typically observed in cytosine residues that are 
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followed by a guanine residue, creating CpG dinucleotides.[7] They are not 

evenly distributed & tend to cluster in regions called CpG islands, which are 

generally found in the region where the promoters are present. Methylation of 

CpG sites or islands can lead to gene silencing & is carried out using enzymes 

called DNA methyltransferases (DNMTs). 

 

• Histone modifications  

They include post-translational modifications of histone proteins, around 

which the DNA wraps, including acetylation, methylation, phosphorylation, 

ubiquitination, and sumoylation. Acetylation of histones and methylation of 

histones promote an open chromatin state (Euchromatin) that facilitates active 

transcription. Conversely, when chromatin gets condensed (heterochromatin), 

the repression of gene activity is seen [8]. The process of histone acetylation is 

mediated by histone acetyltransferases and reversibly by  histone deacetylases, 

which alters gene expression. 

 

• Non-coding RNAs (ncRNAs)  

They are RNA molecules which have regulatory functions but are not 

translated into proteins . They can be classified into long non-coding RNA’s 

which are longer than 200 nucleotides with the ability to regulate gene 

expression and cellular differentiation, and small non-coding RNA’s which are 

shorter than 200 nucleotides called MicroRNA’s which can bind to mRNA and 

inhibit their translation. SiRNA’s are also a part of the small category that play 

an important role in RNA interference which cause gene silencing [9]. 

 

2.3 Specific Autoimmune disorders & their Epigenetics 

• Rheumatoid Arthritis (RA) 

It is a chronic inflammatory and autoimmune disease which primarily affects 

the synovial joints causing swelling and pain. The onset, severity and 

epigenetics of the condition is affected by environmental factors along with 
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genetic predisposition. Extensive hypomethylation of DNA has been found 

particularly in synovial fibroblasts (RASF) and peripheral blood mononuclear 

cells (PBMCs) [10]. Genes expression involved in immune regulation such as 

TNF and IL-6. Histone modifications like acetylation and deacetylation impact 

pro-inflammatory cytokine regulation. miRNA’s like miR-155 which is 

upregulated, also impacts both methylation and histone modification resulting 

in dysregulation of the immune cells [11]. 

 

• Systemic Lupus Erythematosus (SLE) 

It is a chronic autoimmune disorder which affects multiple organ systems 

including the skin, joints, kidneys, heart, and central nervous system. Increased 

production of autoantibodies which lead to inflammation and damage. 

Aberrant DNA methylation is a hallmark of SLE i.e. hypomethylation which 

causes over expression of certain genes coding for CD70 on B-cells, perforin, 

KIR etc. in patients with active lupus [12]. Abnormal methylation pattern 

causes overactivation of the type I interferon (IFN-α) system which is 

suspected to contribute to heightened interferon response [13]. Both histone 

acetylation by histone acetyltransferases (HATs) and methylation, in T cells 

and B cells causes overexpression of pro-inflammatory cytokines and 

autoantibodies. Altered miRNA expression like miR-146a has been implicated 

in regulating the NF-κB and regulate certain key immune genes. miR-21 is 

overexpressed in SLE and several tumor suppressor genes and regulators of 

apoptosis are its targets [14]. 

 

• Type 1-Diabetes 

It is an autoimmune disorder wherein the person’s own immune system starts 

to attack the beta cells in pancreas which produce insulin. Insulin helps in the 

regulation of blood sugar (glucose) and leads to hyperglycemia in the blood. 

Disruption of the DNA methylation patterns in the genes coding for B cells 

causes abnormality in their proper functioning and may lead to increased 

apoptosis of these cells [15]. Certain immune cells such as T cells and dendritic 

cells get affected by changes in DNA methylation patterns which leads to 
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failure of immune tolerance. Genes like FOXP3 which regulates T Regulatory 

cells get impaired development due to the above. Histone acetylation and 

methylation of promoter regions of T cells affect the activation of loss of self-

tolerance and activation of pro inflammatory genes. Regulation of 

inflammation generally is seen to involve certain miRNAs like miR-21 and 

miR-146a. Dysregulation of miR-375 might lead to beta-cell dysfunction or 

their apoptosis since this miRNA plays an important role in regulating beta-

cell function [16]. 

 

• Multiple Sclerosis (MS) 

It is a chronic autoimmune disease which affects the central nervous system 

(CNS) including both brain & spinal cord. It occurs when the immune system 

starts attacking the myelin sheath by mistake which results in demyelination, 

inflammation and loss of nerve function eventually. Modifications in DNA 

methylation patterns in B and T cells are the main cause for the disease 

pathogenesis. Overexpression of interleukin-2 (IL-2) causes the destruction of 

myelin, genes coding for Th17 cells contribute to inflammation and tissue 

damage, genes which are involved in immune tolerance like FOXP3 are also 

aberrantly methylated [17]. Abnormal histone acetylation affects T-cells and 

microglia which leads to increased expression of pro inflammatory cytokines. 

Activation of pro-inflammatory pathways due to increased levels of miR-155 

and reduced expression of miR-146a (helps in inflammation decrease) is 

observed in MS patients [18]. 

2.4 Current detection methods for autoimmune disorders  

A combination of methods is used in the detection of autoimmune disorders since no 

one test can diagnose all the conditions. Initially a detailed medical history is enquired 

by the doctor which includes appearance of signs and symptoms, disease progression, 

family history etc. A physical examination is done only if any physical clinical 

manifestations like signs of inflammation are present.  
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Laboratory-Based Methods 

A variety of laboratory tests are done to generate evidence of any inflammation, 

dysfunction or production of autoantibody in the body. 

1. General Inflammatory Markers: Indication of systemic inflammation by non-

specific markers is done but they do not confirm an underlying autoimmune condition. 

For monitoring the disease activity and deciding the treatment response is aided by 

these markers. 

a. Erythrocyte Sedimentation Rate or ESR: It measures the rate at 

which red blood cells settle in a test tube. Inflammation is indicated by 

Elevated ESR, but it can also be affected by numerous factors. 

b. C-Reactive Protein or CRP: It is a reactant protein (acute-phase) 

which is produced by the liver in response to inflammation. CRP levels 

are more potent markers as they rise and fall more rapidly than ESR, 

making it a highly sensitive marker to detect systemic or acute 

inflammation [19]. 

2. Autoantibody Detection: To detect the presence of autoantibodies is a common 

practice for the diagnosis of autoimmune disorders. Autoantibodies are antibodies 

which are against the body's own proteins, cells, or tissues and are a hallmark of the 

disease.  

a. Antinuclear Antibody or ANA Test: This is a screening test for 

detection of antinuclear antibodies in the blood, which are 

autoantibodies that target substances found in the nucleus of one’s own 

cells. This could be a sign of an autoimmune disorder. A positive ANA 

is usually obtained for Systemic Lupus Erythematosus (SLE), 

Sjögren’s syndrome, Rheumatoid arthritis, Scleroderma etc. Many 

healthy people can test falsely positive for this test due to low titers, 

increased antinuclear antibodies with increasing age or chronic 

inflammatory diseases [20]. 
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b. Specific Autoantibody Tests: More targeted tests are performed after 

a positive ANA or strong clinical symptoms which imply a specific 

disease. These may include: 

i. Anti-double-stranded DNA or anti-dsDNA antibodies 

Detection: Highly specific for SLE [21] 

ii. Anti-Smith (anti-Sm) antibodies detection: Highly specific 

but less sensitive for SLE.  

c. Detection of Rheumatoid Factor: An autoantibody against the Fc 

region of IgG. It is present in a high percentage of Rheumatoid Arthritis 

(RA) patients and is an autoantibody against the Fc region of IgG. It is 

not a specific marker for detection [22]. 

d. Detection of Anti-cyclic Citrullinated Peptide antibodies: Anti CCP 

antibodies are highly specific for RA and appear before the occurence 

of clinical symptoms. They can be very helpful in disease diagnosis and 

prognosis [23].  

e. Detection of Thyroid Antibodies: Anti-thyroglobulin and anti-thyroid 

peroxidase (anti-TPO) antibodies are key markers for autoimmune 

thyroid diseases like Hashimoto's thyroiditis and Graves' disease [24]. 

Imaging Techniques 

Visualization of any inflammation or structural damage can be used in the detection of 

autoimmune disorders. Bone and joint erosions, common in conditions like RA can be 

detected using X-rays. MRI or Magnetic Resonance Imaging can provide soft tissue 

views, which can be used to detect and identify lesions in the brain or spinal cord in 

cases of multiple sclerosis. Computed Tomography or CT scans provide cross-

sectional information about organ damage, which may occur after a long prognosis. 

Ultrasounds also act as a useful tool and are used in assessing joint synovitis, or any 

glandular changes seen in cases of Sjögren's Syndrome. These methods act as an 

additive diagnostic method which can be coupled with other lab-based techniques to 

provide collectively visual evidence in the monitoring of disease progression [25]. 
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Histopathology (Biopsy) 

Checking histopathology, via tissue biopsy, where direct microscopic examination of 

tissues affected is performed gives detailed diagnostic information. This method is 

crucial for identifying characteristic inflammatory patterns, immune cell infiltrates, 

and the deposition of immunoglobulins or complement components that confirm an 

autoimmune process [26].  

 

2.5 Limitations of using conventional techniques   

Though conventional methods for detection of autoimmune disorders are used 

increasingly, but they possess several limitations:  

1. Lack of Specificity: Since common markers, such as ESR, CRP, or even ANA, 

are non-specific, they indicate only general inflammation or immune activation 

but do not definitively point to a specific autoimmune disease. This leads to 

ambiguity in diagnosis and potential false positives [27].  

 

2. Late Detection: After the manifestation of clinical symptoms and a significant 

dysregulation of the body’s immune system, only then will these tests show 

positive results for a particular autoimmune disorder. For early and effective 

intervention along with appropriate preclinical prediction, these tests then 

prove to be unreliable. This also delays diagnosis and complicates the disease 

prognosis [28].  

 

3. Variable Sensitivity: The use of different autoantibodies in diagnosis of various 

autoimmune conditions can vary significantly. Certain autoantibodies are not 

specific but have high sensitivity like in the ANA test, while some others like 

anti-Sm used in SLE are highly specific but are only present in a few patients 

and majorly absent in others. 

  

4. Snapshot View: All the conventional, lab-based tests only offer a static 

overview of the immune system status of the patient at a specific moment in 
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time. As a result, it is unable to detect or capture the highly dynamic nature of 

autoimmune diseases. The failure to detect small shifts in the body which 

precedes the illness is also a big challenge posed by these methods [29].  

  

5. Overlapping Symptoms: Due to the overlapping of symptoms between various 

autoimmune disorders, the process of clinical differentiation becomes very 

difficult and challenging. Overlapping with non-autoimmune conditions is also 

frequently observed, which makes the process of diagnosis and detection a very 

tedious task [30]. 

  

6. Limited Mechanistic Insight: These tests often present no or limited insight 

into the molecular and cellular mechanisms behind the autoimmune processes. 

They majorly just inform about any immune system dysregulation and make 

the process of development of targeted therapy difficult to achieve.  

 

 

2.6 Significance of epigenetic studies in prediction of autoimmune disorders  

Epigenetics play a significant role in predicting autoimmune disorders even before the 

occurrence of clinical symptoms. It is a highly evolving and advancing area of research, 

even though it is not very prevalent as standard clinical practice. The following reasons 

can be enumerated by highlighting its significance:  

1. Preclinical Detection: Conventional techniques identify markers like 

autoantibodies, while the epigenetic changes occur years before the onset of 

clinical symptoms of a particular autoimmune disorder. These changes are the 

earliest molecular footprints of the dysregulation of the body’s immune system 

and are better for early prediction. They can also be referred to as "pre-

symptomatic" signals, and medical intervention can be taken before any 

irreversible damage occurs [31]. 
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2. Bridging Genetics and Environment: Epigenetic changes are affected by 

environmental factors such as stress, diet, toxins, smoking, pollution and can 

bridge the gap between genetic predisposition and environmental triggers. 

Genetics, however, cannot justify why some people develop these conditions 

and while others don't, even among genetically identical twins. These 

epigenetic changes can lead to aberrant regulation of immune-related genes. 

 

3. Higher Specificity: Conventional markers are non-specific and lead to 

ambiguity and false positives. In epigenetic studies we can identify highly 

specific signatures like DNA methylation patterns which are unique to a 

particular autoimmune disorder [32].   

 

4. Better Therapeutic Targets: Epigenetic modifications help us to get deep 

insights into the gene regulatory pathways which are affected in case of 

autoimmune conditions unlike the conventional methods. This information 

plays an essential role in the development of novel targeted therapies which are 

used to correct or reverse the condition rather than just suppressing the 

symptoms [33]. 

 

2.7 Artificial Intelligence and Machine Learning in Data Analysis and Prediction 

Artificial Intelligence or AI is the computer’s ability to emulate or copy the human 

thought process and use it for real world scenarios along with surpassing the aspects 

of human intelligence. It simulates and augments the human intelligence capabilities 

to achieve more. Machine learning (ML) is a subset of AI, which uses algorithms to 

learn from data and identify intricate patterns to make necessary predictions. All the 

above capabilities of AI and ML are vital in the field of biology to analyze and learn 

from highly complex datasets which are not in the capacity of traditional 

computational methods. Some of the ML techniques include (in Fig 1): 
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Fig.1. Types of Machine Learning techniques 

 

• Supervised learning is a type of ML where the input is labelled. It uses a 

training data set and is generally used to predict outcomes. It is classified into 

two types when data mining ie classification and regression. When classifying 

the data, these techniques help in predicting a category or a class label which 

includes SVM (Support Vector Machines), RF (Random forests), decision 

trees etc. [34]. While on the other hand, Regression algorithms focus on 

predicting a continuous numerical value like LR (linear or logistic regression), 

LASSO (least absolute shrinkage and selection operator regression) 

polynomial regression [35]. 

 

• Unsupervised learning does not need the input data to be labelled and is 

generally used for the analysis function. It can help in tasks of clustering and 

association along with dimensionality reduction, helping to find correlation 

between individual variables/classes within a data set [34]. Clustering 

Algorithms (e.g., K-means, Hierarchical Clustering) are employed for 

grouping unlabeled data based on their similarities or differences. These 

methods help to locate regions of similar methylation patterns or histone 
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modifications. Association is another type of data mining technique which uses 

a certain set of rules to find correlation between classes in a data set. 

Dimensionality reduction is a learning technique that reduces the amount of 

complex data points and helps in reducing it to a manageable size. It is done 

for large scale epigenetic data to identify significant modifications. PCA 

(Principal Component Analysis) & Partial least squares discriminant analysis 

can be used to achieve the same [35]. 

 

• Deep learning or Deep neural network is a subset of machine learning that uses 

artificial neural networks which are inspired by the function of the human brain 

with multiple layers to learn from data. It is a constantly evolving field and 

consists of various techniques such as CNN (convolutional neural network), 

RNN (recurrent neural network), LSTM (long short-term memory), 

Autoencoders, etc. [34]. CNNs are used to analyze spatial relationships ie to 

identify patterns in DNA sequences specifically regulatory elements. While 

RNN’s are used for sequential data to predict modification over a period of 

time. LSTMs selectively remember or forget information over long sequences 

and help in identifying dynamics of epigenetic changes [36]. Autoencoders 

help in the compressed representation of data to predict patterns in large 

epigenetic data. 

• MLP (Multi-layer Perceptrons) is a simpler form of deep learning model which 

can perform complex learning tasks to predict non-linear relationships. It is a 

feedforward type of neural network where information moves in a single 

direction and doesn’t loop back. It could be applied to predict the presence and 

relationship between different epigenetic modifications. 

• GBM (Gradient Boosting Machines) can utilize highly complex datasets to 

predict outcomes such as disease onset and prognosis. Techniques like 

XGBoost and LightGBM are widely used where combination of predictions of 

many weak models like decision trees is done to make predictions [36]. 

• RL (Reinforcement Learning) is also a learning technique in which models 

learn from environmental feedback and make decisions to optimize an output. 
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The model learns through trial and error, i.e. by receiving feedback. It is an 

emerging field and can be used to analyze the genome for predicting epigenetic 

modifications by receiving feedback [35]. 

• TL (Transfer Learning) is also being used highly since it can transfer 

knowledge gained while solving one problem to a different but related problem. 

This is used when limited labelled data is available for a certain task. It can 

train large epigenetic datasets and turn them into disease specific datasets 

where limited data for epigenetic modifications maybe present. 

• Graph Neural Networks (GNNs) are a type of neural network that works with 

data structured in graphs, making them quite effective in establishing 

relationships between different biological entities such as genomic regions. 

These networks can be used to predict how changes in epigenetic marks at a 

certain region might affect distant genomic regions or genes [37]. 

 

2.8 AI and ML for Autoimmune disease prediction  

Artificial intelligence (Al) and machine learning (ML) have emerged as significant 

contributors to advancing research, in the domain of prediction of autoimmune 

disorders. These technologies not only play a crucial role in identifying and 

interpreting complex epigenetic modifications but also help to indicate disease onset 

or progression. The application of AI and ML in epigenetic research is immensely 

important in deciphering complex biological datasets, so as to extract significant 

patterns pertinent to autoimmune disorders. 

AI can help in decoding the epigenetic variability in autoimmune disorders by adopting 

the following ways: 

• Pattern Recognition: Epigenetic modifications such as DNA methylation or histone 

modifications are highly complex and vary in intensity. Computer algorithms can 

recognize intricate patterns within this data and help in defining the presence of the 

autoimmune disorder in a family. 

• Prediction of Epigenetic Markers: Machine learning algorithmic models can be 

trained in order to predict the presence or absence of specific epigenetic markers and 
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generalize them for populations. They can be a certain DNA sequence, transcription 

factor binding sites, etc. 

• Integration of Multi-Omic Data: After different genomic, transcriptomic, and 

proteomic data is obtained after experimentation, AI can be used to integrate them all 

to obtain a better comprehensive study of epigenetics. This can further help in making 

disease prediction and identifying potential drug targets. 

 

2.9 Applications of ML in prediction of Autoimmune disorders using epigenetic 

modifications     

2.9.1 Applications of ML in Rheumatoid Arthritis      

Diagnosis of RA diagnosis by the identification of epigenetic changes can be 

challenging. Certain DNA methylation patterns, at CpG sites, can serve as biomarkers 

where blood samples from patients suffering from RA, Osteoarthritis (OA) and 

Healthy Controls (HC) undergo targeted DNA methylation sequencing and some steps 

like in Fig. 2. The study identified 16 CpG sites after application of 6 ML learning 

techniques including Logistic Regression (logit model), RF, SVM, Naive Bayes, 

AdaBoost and Learning Vector Quantization (LVQ). Here a 10-fold cross-validation 

was applied on the data. Identification of SMAD3 which distinguished patients with 

RA from the HC, with an AUC value of 0.95 [38].      

Exosome-derived microRNAs (exomiRNAs) can also act as good candidates for early 

diagnosis of autoimmune diseases. Deregulated exomiRNAs were used to distinguish 

between patients with early RA and HC sTWEAK (Synovial fluid tumor necrosis 

factor-like weak inducer of apoptosis) and exomiR-451a are signature biomarkers 

which were statistical analyzed. Prediction of exomiRNA gene-targets interactions 

was done using miRNet software. For analysis, Statistical software SPSS Statistics 

24.0 package and R software were used where a p-value < 0.05 was considered 

significant. Partial Least Square Discriminant Analysis (PLS- DA), variable 

importance in projection (VIP) analysis and logistic regression analysis were applied 
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on the data. An AUC of 0.983, 100 % specificity, and 85.7 % sensitivity was obtained 

[39].  

2.9.2 Applications of ML in Systemic Lupus Erythematosus     

Increased hypomethylation is in SLE patients and can be used as a prominent 

epigenetic tool in the early diagnosis of the disease. A study was done to systematically 

compare epigenome-wide DNA methylation changes along with detection of certain 

disease-specific alterations where patients with SLE and healthy controls were taken. 

Linear regression models with Bonferroni correction were applied to find differentially 

methylated CpG sites (DMCs). Lower methylation levels at many sites, in the genes 

of Type I IFN pathway which could prove to be an essential biomarker. Genes where 

SLE-specific differential DNA methylation was identified were FADD and CASP-8 

in the NFκB activation pathway used the Functional gene ontology analysis. After the 

application of Random Forest classifier, the reported AUC value was 0.96 and showed 

a significant potential [40]. Abnormal IFI44L promoter methylation showed 88.5% 

sensitivity and 97.1% specificity for SLE detection can also be used in ML model 

training in the prediction of the disease using epigenetic markers [41].    

Since ncRNAs also are key epigenetic markers, they can act as non-invasive 

biomarkers which can reflect disease condition in lupus nephritis. Differentially 

expressed lncRNAs in both inactive HC and active patients were analysed. 6 lncRNAs 

associated with LN flares with False Discovery Rate < 0.05 were found out of which 

NRIR and KLHDC7B-DT appeared to be key regulators involved in IFN-related 

pathways using WGCNA- Weighted Gene Co- expression Network Analysis. This 

uses Pearson correlation along with clustering algorithms such as hierarchical 

clustering. Since the above ncRNAs are linked with key pathways, we can use them in 

epigenetic prediction after combining them further with ML models to train data sets 

and develop algorithms which can take testing data sets and provide necessary 

outcomes [42].  
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2.9.3 Applications of ML in Type 1 Diabetes       

DNA methylation patterns are the most common epigenetic changes identified which 

can be used in detecting T1D risk and progression. A predictive model which 

discriminates HC with the diseased, based on methyl- haplotypes within the Insulin 

Gene Promoter (IGP) region using ML techniques. The methylation status was 

identified using targeted deep bisulfite sequencing on 10 CpG sites. Principal 

Component Analysis (PCA) was done to Dimensionally reduce the data. The training 

data set included 3 principal components which were applied with 5-fold cross- 

validation to five different supervised machine learning classifiers which include RF, 

DT, SVM, Logistic Regression and Naive Bayes. The best results were achieved in 

Naive Bayes which gave an accuracy of 0.90 and an AUC of 0.96. The Random Forest 

model also performed well with an accuracy of 0.87 and an AUC of 0.93 [43].   

Since altered lncRNA expression patterns are often seen in T1D, prediction of 

diagnosis on the basis of a lncRNA- based signature with the help of ML models can 

prove highly effective. After data collection, lncRNA’s expression levels are mapped 

and preprocessed. Differential expressions were found using Bonferroni correction 

between the T1D patients and HC where p < 0.01. Support Vector Machine model 

with a sigmoid kernel was employed along with a Random Forest algorithm, which 

ranked the importance of different lncRNAs. The result after a 3-fold cross validation 

were 26 specific lncRNAs (26LncSigT1DM) which were all down regulated in T1D 

patients showed high AUC values of 0.9973, 0.9641, 0.9556 which implied excellent 

performance. Also, the diagnostic ability of this lncRNAs signature was validated with 

an AUC value of 0.825 in an independent patient SVM model [44].  

2.9.4 Applications of ML in Multiple Sclerosis  

Prediction in DNA methylation patterns can also help in investigating disease severity 

and also serve as biomarkers. After the epigenome wide association study, 

differentially Methylated Positions (DMPs) were identified 1708 correlated CpG sites 

selected with a False Discovery Rate (FDR) of 0.05, for modeling between patients 

with mild MS and severe MS. Three different models were compared, where the first 

two models used Elastic Net (EN) regression with the only difference in input. The 
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third model was developed using weighted methylation risk score (wMRS). The 

second model with methylation data as input got an AUC of 0.91 and implied the 

correlation between the DNA methylation and MS severity by outperforming models 

based on clinical data alone (AUC=0.74) or a methylation risk score (AUC=0.77) [45]. 

MS prediction using serum Exosome MicroRNAs as epigenetic markers which are 

non-invasive, can be done by applying ML algorithms. These miRNAs are identified 

between active disease versus patients with quiescent disease after 6 months treatment 

with fingolimod and follow the steps as in Fig. 3. Empirical Bayes method was 

employed along with a p-value < 0.05 which identified 15 distinct miRNAs. In 

Univariate predictive modeling, Logistic Regression was used where each miRNA was 

taken individually. A modest overall power of individual miRNAs was found with an 

average accuracy of 77%. Multivariate Predictive Modeling used Random Forest with 

combinations of miRNAs which resulted in better predictive performance giving an 

accuracy of 92% [46].   
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CHAPTER – 3 

METHODOLOGY 

In this study we aim to develop a ML model for the prediction of Systemic Lupus 

Erythematosus (SLE) using epigenetic data. The proposed methodology of the 

experiment includes a number of steps like data collection, preprocessing, data 

splitting, feature selection, model selection and finally model evaluation and its 

validation as depicted in fig.2. All the steps in the process of analyses were conducted 

using Python along with its associated scientific computing libraries. 

 

Fig 2. Workflow in ML Model Development  

 

3.1 Step 1 – Data Collection 

The process of developing a machine learning model starts with the first and most 

crucial step of acquiring an appropriate dataset. In this case, since epigenetic 

modifications are the basis on which the prediction is made, gene methylation data was 

obtained from ADEx– Autoimmune Disease Explorer which is a “comprehensive 

database for integrated analysis of omics data in autoimmune diseases.” The data 

obtained corresponds to the Gene Expression Omnibus (GEO) dataset GSE59250 

which includes DNA methylation data. This methylation profile was obtained after 
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using the platform- Illumina HumanMethylation450 Bead Chip which gave β values 

for individual CpG sites. These values show the proportion of methylation at a 

particular CpG site in the given sample and ranges from 0 being unmethylated to 1 

being fully methylated.  

The dataset contained 149 samples which were obtained from isolating T cells from 

peripheral blood of both healthy and patients suffering from SLE states as in fig.3 and 

showed β values of 421947 CpG sites for each individual as in fig.4. 

 

Fig.3 Metadata with SLE vs Healthy state 

 

 

Fig.4  β values of CpG sites  
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3.2 Step 2 – Data Preprocessing  

This is a critical step in the development of a machine learning pipeline and prepares 

the raw data into a usable format by transforming, organizing and cleaning the data 

into suitable formats. It is done to handle missing values, normalize the data, or remove 

any duplicates if present, which ultimately is important to improve the quality of the 

dataset obtained. Data preprocessing is generally done with complex and high-

dimensional biological data like DNA methylation in this case where it transforms raw 

methylation array signals into more normalized and clean forms so that used for further 

down streaming steps. It includes different steps as in Table 1.  

Table 1. Different steps in Data Preprocessing 

Category Techniques 

Data Cleaning Handling Missing Values, Handling Noisy Data and Outliers, 

Removing Duplicates 

Data 

Transformation 

Normalization, Scaling, Feature Engineering, Categorical 

Encoding, Log Transformation 

Data Reduction Dimensionality Reduction, Feature Selection, Feature Extraction, 

Data Compression, Aggregation 

Data Integration Combination of data from different sources 

 

In this code, many preprocessing steps were performed in the process of data 

analysis.  

1. Loading Data:  

Here, both the data files i.e. the main data fig. 4 (GSE59250_T_cells.tsv) and 

metadata fig.3 (metadata.tsv) were loaded into pandas Data Frames. 
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Fig.5 Loading data and data frames  

2. Transposing Data:  

This step was taken to reformat the dataset, by altering the orientation of the 

table.  The main data DataFrame (df) was transposed to make the samples into 

rows and features like CpG β values into columns and obtained the new 

(gene_df). This was followed by removing the redundant header after the first 

row was set as column header. The result obtained showed the - Shape of 

transposed beta data with samples as rows: (149, 421947). 

 

Fig.6 Data Transposition 

3. Aligning the sample order:  

We identified the column which contained the sample IDs in the filtered 

metadata which was obtained from the transposed Data Frame (gene_df). The 

step of realignment was performed on the transposed Data Frame (gene_df) to 

match the sample order of the filtered metadata Data Frame (metadata_filtered). 

This is a highly crucial step as it ensures the samples are in the exact order with 

the gene expression data. 
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Fig.7 Data Alignment 

4. Labeling and Filtering Samples: 

A new label column was created in the filtered metadata to map the patient 

conditions between SLE and healthy to numeric forms - 1 for 'SLE' and 0 for 

'Healthy'. Thereafter, the samples were filtered with a (-1) label for any other 

condition. This step was done to define the binary classification problem. The 

realignment step was performed once again thereby extracting the final labels 

in metadata_final_filtered (gene_df_final). Shape of β data after filtering for 

SLE/Healthy: (149, 421947) 

 

Fig.8 Data Labelling 

5. Handling Missing Values: Features were dropped from the final filtered data 

which had more than 10% of missing values (user-defined threshold). This was 

done to simplify the dataset as features with a high percentage of missing data 

can cause problems since they are uninformative. The remaining missing 

values after the 10% dropping were filled using the mean of each feature. This 

is done since the ML algorithms cannot handle NaN values. Shape of β data 

after dropping features with >10% missing: (149, 414402). 

Fig.9 Dropping missing values 
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3.3 Step 3 - Feature Selection 

Variance Thresholding: The features which had a variance below the 0.01 threshold 

were removed. This step was performed to remove the dimensionality of the data since 

the features which have very little variation across the samples are likely uninformative. 

Reduction in computational cost and better model performance are its uses. Shape of 

data after variance thresholding: (149, 11136) 

Statistical Test: Application of  SelectKBest with the f_classif score function was 

done to select the top 1000 features. This is based on the F-value of a one-way ANOVA 

test between the features, which can help in classification. After SelectKBest: (149, 

1000) 

 

Fig.10 Application of statistical test 

 

3.4 Step 4 - Data Splitting 

Splitting of the preprocessed data (X_selected_df) was done into training and testing 

data sets using the train_test_split function. The test size considered here was 0.25. 

The function of the training set is to train the model while the testing set evaluates the 

performance of the data. The random_state function ensured that the same split was 

made every time the code was run. We also applied stratify=y to ensure that a proper 

balance is maintained in both the sets.  
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Fig 11. Train/Test split 

 

3.5 Step 5 – Algorithm Selection and Model Development  

A number of algorithms were applied to the data obtained after training and test split 

such as Random Forest, XGBoost, Support Vector Machines, Logistic Regression and 

ANN- Artificial neural networks. The code which was run is added below each 

algorithm used. Along with finding feature importance i.e. the CpG sites which have 

played the most important role in the classification, wherever possible.  

• Random Forest  

In order to handle large and complex datasets, Random Forest is a widely used 

choice as a supervised ML algorithm. It has high accuracy and can handle high 

dimensionality with reduction in any overfitting. The principal basis of 

Random Forest is to train many individual decision trees, followed by the 

combination of their outputs to give a more stable prediction. Being an 

ensemble learning method, it combines 2 different techniques of Bagging- 

Bootstrap Aggregating along with Feature Randomness. 

Bagging or Bootstrap Aggregating is a technique where variance is introduced 

among the trees by the training of individual trees on different bootstrap 

samples. These samples are taken from the original data by random sampling 

along with replacement. All the outputs are then aggregated, and a final 

prediction is then made. Here for classification, a majority vote is always taken 

while for regression, an average is taken. Feature Randomness is the technique 

used to find out the best split wherein only random subset of features at each 

split in every individual tree is considered. [47] Similarity between trees due 

to one dominant feature is prevented by this step by decorrelation of trees 

which provides more robustness to the whole algorithm. 
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Fig. 12 Code for Random Forest  

• XGBoost 

eXtreme Gradient Boosting is a highly sophisticated and optimized 

implementation of gradient boosting, which consistently performs well on 

structured data. Speed and Scalability are its biggest advantages and are 

designed to handle large datasets for computational efficiency. XGBoost is a 

popular choice used for different tasks such as regression and classification 

and is famous for being highly flexible. This works by boosting the built trees 

in a sequential order. Each new tree works in order to correct the errors made 

by the previous ones. The main idea is to focus on the residuals or differences 

which occurred in the previous trees and further improve the model. The steps 

of regularization and advanced pruning make it ‘extreme’ and help improve 

performance. It has the capacity to handle sparse data which has many missing 
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values by skipping over the missing entries, which is a built-in feature. This 

step helps to speed up computation and reduce memory access time [48]. 

Fig.13 Code for XGBoost 

 

• Support Vector Machines  

SVM’s are a type of supervised ML algorithms which are considered essential 

in conducting both regression and classification tasks.  The basic principle is 

aimed at finding an optimal hyperplane which can separate different classes 

in a particular dataset. These are highly versatile and robust and have the ability 

to work with high dimensional spaces (high number of features present). This 
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algorithm works by drawing an optimal hyperplane which will separate the 

data points by the maximum possible margin. Margin is the distance between 

the closest data points and the hyperplane. The differentiation between 

"healthy" and "SLE" in this case is a binary classification problem where the 

SVM will draw the decision boundary or hyperplane [49]. 

 

Fig.14 Code for SVM 

• Logistic Regression  

This ML algorithm is generally used for tasks related to classification and is 

easy to understand and interpret due to its simplicity. It is a linear model which 

is less computationally intensive and less sensitive to the outliers present. LR 

is used in prediction of binary outcomes like 0/1 in our case and can also be 

used with multi class classification datasets. The main basis of this technique 

is the sigmoid function or logistic function which forms an S shaped curve and 
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converts the linear output into probability. The linear relationship between the 

logit or log-odds, which are natural logarithm of the odds of an event and the 

independent variables or features, makes it a more generalized model [50]. 

 

 

Fig. 15 Code for Logistic Regression  

• Naive Bayes 

This is a probability-based classifier which works on the basis of Bayes 

Theorem. This theorem helps in the calculation of the probability of a class or 

feature where it takes into consideration any prior knowledge related to any 

class. It is called ‘naive’ due to the assumption of conditional independence 

between features. The first step is the calculation of probability of each class 

present in the training data followed by the calculation of posterior probability  

for unseen data points. There are three different types of Naive Bayes 
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Classifiers such as Gaussian, Multinomial and Bernoulli. It shows great 

potential with high-dimensional data and is very fast to train with easy 

implementation [51]. Feature importance is not available for this technique. 

Fig. 16 Code for Naive Bayes 

• Artificial Neural Networks  

ANNs are ML algorithms which are specifically designed to classify data, 

make predictions and recognize patterns by understanding the complex 

relationships between inputs and outputs. It mimics the human brain by being 

composed of a number of layers of artificial interconnected neurons. Just as the 

biological neural networks work, these neurons make the information flow 

from the input layer to the output layer via the feed forward connection. The 

basis of ANN includes several processes such as forward propagation, loss 

calculation, back propagation etc. This helps in refining the technique to make 

accurate predictions. Parallel processing, being robust and easy removal of 
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noisy data are some of the main advantages of using this technique in model 

development [52]. This technique also does not show any feature importance. 

 

Fig. 17 Code for ANN 

3.6 Step 6 – Model Evaluation  

Model evaluation is done with the help of different quantitative measures which are 

used as metrics to assess the performance of a ML algorithm applied to a dataset. They 

give us information about how well a model works and then generalizes unseen data 

and can also be used to compare different models on the basis of its strengths and 

weaknesses. Different metrics give information about different aspects and need to be 

selected on the basis of the data and the output desired. 
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1. Accuracy - It is a measure of effectiveness of the classification done by the ML 

algorithm on the data. 

2. Precision - It is the percentage of events that were accurately predicted to be 

positive. 

3. F1 Score - It is a parameter which is the average of accuracy and recall and 

hence detects the effectiveness of any classification system, when the 

evaluation of a model's performance is done in case of binary classification 

tasks. 

4. Recall - Recall counts determining which of the affirmative examples had 

accurate labels applied 

5. AUCROC – It is referred to as the Area Under the Receiver Operating 

Characteristic Curve. It is the ability of the ML classifier ability to perform 

class differentiation. It is independent of any chosen classification threshold. 

A better discriminatory power is inferred from higher AUC. 
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CHAPTER – 4  

RESULT AND DISCUSSION 

After running the code using the above-mentioned ML algorithms, the result was 

evaluated on the basis of the values of different metrics obtained along with feature 

importance where the top 20 CpG sites which played the most significant role in 

classification were obtained and plotted. 

4.1 Random Forest  

 

Fig. 18 Performance metrics for Random Forest 

 

 

Fig. 19 Bar Graph showing Top 20 CpG sites using Random Forest 
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 4.2 XGBoost  

 

Fig. 20 Performance metrics for XGBoost 

 

 

Fig. 21 Bar Graph showing Top 20 CpG sites  
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4.3 Support Vector Machines 

 

Fig. 22 Performance metrics for SVM 

 

 

Fig. 23 Bar Graph showing Top 20 CpG sites using SVM 
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4.4 Logistic Regression  

 

Fig. 24 Performance metrics for Logistic Regression 

 

 

Fig. 25 Bar Graph showing Top 20 CpG sites using Logistic Regression 
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4.5 Naive Bayes  

 

Fig. 26 Performance metrics for Naïve Bayes  

 

4.6 Artificial Neural Network  

 

Fig. 27 Performance metrics for ANN 
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Table.2 Evaluation metrices of ML techniques  

ML Techniques Accuracy AUROC Precision Recall F1-score 

Random Forest 0.82 0.8833 0.84 0.80 0.82 

XGBoost 0.8684 0.9222 0.9412 0.8 0.8649 

SVM 0.9474 0.9722 0.95 0.95 0.95 

Logistic 

Regression 

0.8421 0.95 0.8889 0.80 0.8421 

Naive Bayes 0.7104 0.7167 0.7368 0.70 0.7179 

ANN 0.6316 0.7194 0.75 0.45 0.5625 

 

• Based on the above data it can be interpreted that SVM (Support Vector Machine) is 

the best-performing model. It has the highest AUROC=0.9722, which indicates 

excellent discriminatory power. It also exhibits the highest recall, F1-score and 

precision for the identification of positive SLE cases correctly. There is also a 

minimization of false positives and negatives. It also has the highest overall accuracy. 

• A strong performance is also seen by Logistic Regression and XGBoost, by evaluating 

the high AUROC scores of 0.95 and 0.92 respectively. XGBoost showed a high 

precision value for class 1 i.e. for SLE to be 0.94 but has a recall value lower than 

SVM. Logistic Regression can also be considered as good candidate for model 

development as it showed a good performer with a high AUROC. 

• Random Forest showed a reasonably well performance but not as strong as SVM, 

Logistic Regression, or XGBoost in terms of the key evaluation metrics. 

• Naive Bayes and ANN have the lowest performance metrics which includes AUROC, 

which indicates that they are not the most suitable for this task of classification with 

the current data of SLE.  
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CHAPTER – 5  

CONCLUSION, GAPS & FUTURE SCOPE  

5.1 Conclusion 

The data obtained from the Gene Expression Omnibus (GEO) dataset GSE59250 

which included DNA methylation data giving β values for individual CpG sites of 149 

samples of both healthy and patients suffering from SLE was used and various ML 

algorithm such as Random Forest, XGBoost, SVM, Logistic Regression, ANN, Naive 

Bayes were successfully applied. Various evaluation metrics such as AUROC, 

Accuracy, Recall, Precision, and F1 Score were obtained to identify the most suitable 

model development. Based on the results and the discussion, it can be concluded that 

the SVM algorithm is the best fit technique for the process of model development in 

the prediction of SLE in patients based on the epigenetic data obtained from the 

database. It outperforms all the other models across the evaluation metrics obtained 

after the model was run for this task. 

In conclusion, by using such epigenetic datasets to extract relevant patterns, AI and 

ML techniques have shown tremendous promise in prediction of autoimmune 

disorders. This method has several benefits including the combination of numerous 

data sources and offering a thorough evaluation of the disease risk and prognosis.  

5.2 Gaps in current knowledge 

Even though AI & ML have been increasing used in biology as they hold great 

potential in diagnostics, treatment & personalized medicine, they still have a number 

of limitations. The presence of large scale, high quality for the training of AI models 

is scarce. Also epigenetic data contains various types of modifications across the 

genome which includes datasets that are complex and high-dimensional which are 

difficult to comprehend. It is difficult to find consistent patterns due to the 

heterogeneity of autoimmune diseases as the patients have different phenotypes, 

disease progression, treatment etc. Many models including the Deep learning models 

lack interpretability and have a ‘black box’ nature ie they do not give any information 

on underlying mechanisms or why or how the particular autoimmune disease occurs. 
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Even though the prediction of epigenetic modifications can be done using AI models 

they still lack biological understanding and significance, i.e., how the disease 

progresses in an individual. Further complication to the use of AI & ML occurs due to 

ethical concerns. Patient consent for data procurement & algorithmic bias are some of 

the concerns which along with privacy issues where patient health information is 

linked with epigenetic data maybe disregarded by some. Integration of multi-omic data 

which includes genomics, transcriptomics, proteomics, and epigenomics requires 

certain computationally demanding techniques which ultimately decreases the power 

of prediction of AI models. 

5.3 Future Perspectives  

The emerging use of AI & ML in the prediction of autoimmune disorders using 

epigenetic modifications holds a promising future. By identification of Epigenetic 

modification patterns, we can improve disease prediction and can help in early 

diagnosis of a particular autoimmune disorder.AI models can identify and predict how 

a particular disease will progress which may aid in clinical interference at the right 

time for a personalized treatment. By integrating an individual’s multi-omic data we 

can identify personalized treatment for the same. This includes testing AI models 

which can let us know which drugs are better suited for an individual treatment. After 

analysis of large datasets of epigenetic data, we can enhance novel biomarker 

discovery which are specific to the autoimmune conditions. Complex network of gene 

regulation can be used by ML algorithms to learn and decipher the role of DNA 

methylation, histone modifications etc. Many AI driven tools can be used in the real 

time monitoring of modifications and help us to learn about how a particular epigenetic 

change influences a gene regulatory cascade. A collaboration between AI developers 

and biologists can help in a better understanding of the results obtained from the 

models and make them more interpretable, high-dimensional and relevant. Even 

though we might face certain challenges at present but in the long run the use of AI 

will help humanity in better research and finding solutions to problems in a short time 

with better accuracy. 
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