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Speech Based Emotion Recognition Using Non-Stationary 

Decompositions and Optimal Features 

Ravi 

ABSTRACT 

 

Speech emotion recognition (SER) is the process of identifying and 

classifying emotions expressed in spoken language using audio features and 

computational models. It has applications in e-learning, robotic interfaces, computer 

games, entertainment, audio surveillance, clinical studies, and more. Despite its promising 

applications, emotion recognition from speech signals is a challenging domain due to the 

inherent non-stationary and multicomponent nature of speech and language sensitive 

SERs. The complete SER framework is broadly divided into three stages: (i) signal 

preprocessing, (ii) feature extraction and selection, and (iii) classification. Contributions 

at any stage can improve the performance of SER models. This research work focuses on 

proposing a non-stationary signal processing framework for speech signals and evaluates 

the performance of the SER models for binary class, multiclass and multilingual scenarios.  

 

 

Speech signals are non-stationary, meaning their statistical properties change 

over time. In this thesis, initially a rational dilation wavelet transform based method is 

presented to analyze speech signal for the binary SER system. The wavelet improves 

signal predictability and provides better time-frequency analysis. In this work four basic 

features complexity, average amplitude change, mobility and zero crossing rate are 

extracted. The proposed framework tested on publically available RAVDESS dataset and 

achieves 83.30% accuracy for binary class emotion. Even though the wavelet-based 

method offers better time-frequency representation, it is observed that wavelet transforms 

can be less effective for analyzing nonlinear signals due to their reliance on predefined 

basis functions. To overcome this issue, Empirical Mode Decomposition (EMD) is 

explored. The data-driven nature of EMD allows it to provide a more intuitive and 

interpretable representation of the signal’s components, capturing subtle nuances and 

variations. Additionally, EMD’s ability to perform localized time-frequency analysis 

ensures precise identification of transient features and other detailed structures within the 

speech signal. In this framework ratio feature based on energy and statistical measures are 

calculated from MFCC coefficients. The proposed EMD based SER framework is tested 

on EMOVO and RAVDESS dataset and achieves 95.30 and 90.01% accuracy respectively 

for binary speech emotion classification. 

 

 

EMD provides a better SER performance compared to wavelets. However, the 

recursive nature of EMD creates mode mixing and it is also noise sensitive. To address 

this issue, a Variational Mode Decomposition (VMD) based method is adopted. One 
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significant benefit of VMD is its enhanced noise resilience, which minimizes mode 

mixing and leads to more stable decompositions of the signal. It also provides flexibility 

to control decomposition parameters. VMD with Teager-Kaiser energy operator-based 

features are explored for binary class and multiclass emotion classification. Meanwhile, 

the statistical measures (such as mean and variance) of MFCC and pitch frequency are 

computed after framing the preprocessed signal to account for temporal variations in 

speech. The introduced method is tested on RAVDESS dataset and provides better 

performance for binary class emotion recognition as compared to existing works. 

Although, the accuracy of the model reduces as the number of emotion classes increased.  

 

 

To address multiclass emotion recognition issue energy based dominant VMD 

modes selection framework is proposed. First, VMD separates the speech signal into 

multiple modes where each represents distinct frequency components. The energy of each 

mode is then calculated to identify the dominant modes that contribute most significantly 

to the speech signal’s characteristics. These dominant modes are subsequently used for 

signal reconstruction. Finally, the reconstructed signal is used for the feature extraction 

and emotion classification. In this framework spectral and prosodic features like Mel 

spectrum, spectral crest, spectral entropy, spectral kurtosis, spectral centroid, mel-

frequency cepstral coefficients and their derivatives, gammatone cepstral coefficients and 

Pitch frequency. The proposed SER framework is tested on RAVDESS, EMOVO, Emo-

DB and IEMOCAP dataset and achieves 93.80%, 93.40, 95.08% and 83.10% accuracy 

respectively. However, noise in raw speech signals could still obscure subtle emotional 

features, which can degrade performance. Additionally, its dependence on predefined 

parameters for mode tuning might not generalize well to highly variable or noisy inputs, 

especially for multilingual speech emotion recognition (MLSER). 

 

 

To address previous work limitations, an enhanced signal preprocessing 

framework for MLSER is proposed. In this framework, silence is removed using short-

time energy and spectral centroid, ensuring that only relevant speech segments are 

processed. VMD is then applied for signal decomposition, with an improved 

Bhattacharyya distance guiding mode tuning for noise removal. Finally, the denoised 

signal is used for feature extraction and emotion classification. In this framework, spectral 

and prosodic features such as the Mel spectrum, spectral crest, spectral entropy, spectral 

kurtosis, spectral centroid, Mel-frequency cepstral coefficients and their derivatives, 

gammatone cepstral coefficients, and pitch frequency are used. This framework is tested 

on the RAVDESS, EMOVO, and Emo-DB datasets, and a multilingual dataset is created 

by combining these three datasets.The proposed MLSER model achieved 93.4% accuracy 

for multilingual and multiclass dataset. 

 

 

This thesis presents a progression of methods for SER with addressing the 

challenges of non-stationary and noisy speech signals. Initially, a wavelet-based approach 
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using rational dilation wavelet transform achieved 83.30% accuracy for binary emotions 

but struggled with highly nonlinear signals. EMD improved results to 90.01% accuracy 

yet suffered from noise sensitivity and mode mixing. VMD overcame these limitations, 

enhancing noise resilience and achieving 100% accuracy for binary class emotion 

recognition. Further VMD explored for multiclass SER, employing energy-based 

dominant mode selection to achieve 95.08% accuracy. VMD based speech pre-processing 

is improved by silence removal and refined noise handling. The proposed approach is 

tested on multilingual SER framework and achieved 93.4% accuracy. This thesis presents 

the SER framework for binary class, multiclass, and multilingual emotion identification, 

and proposed works outperform other existing state-of-the-art frameworks. 
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1 CHAPTER 1 

 

 

INTRODUCTION AND LITERATURE SURVEY 

 

 

 

 
1.1 Background 
 

 

Emotion recognition is a multidisciplinary field focused on identifying and 

classifying human emotions through various modalities such as speech, facial expressions, 

physiological signals, and text. It has become an essential area of research with 

applications in human computer interaction (HCI), healthcare, education, and 

entertainment. Speech-based emotion recognition involves extracting acoustic and 

linguistic features from speech signals to classify emotions like anger, joy, sadness, and 

fear. Facial emotion recognition, on the other hand, analyzes facial expressions from 

images or videos. Similarly, physiological emotion recognition relies on bio signals such 

as heart rate, electroencephalogram (EEG), and skin conductance to infer emotional states, 

while text-based emotion recognition uses natural language processing techniques to 

detect sentiments and emotions from textual data [1]. 

 

 

In most of the cases, the emotion of a person influences decision making, 

concentration and task solving skills. Therefore, to effectively enhance the performance 

of HCI, affective computing ensures that the system can recognize human emotions [2]. 

Emotion recognition systems have diverse applications, including enhancing human-

computer interactions in virtual assistants and gaming, monitoring emotional well-being 

in healthcare, and identifying student’s emotional states to enable adaptive learning 

environments. However, the field faces significant challenges, such as handling 

multilingual and multicultural variations, ensuring robust performance in noisy real world 

conditions, and achieving real time computational efficiency. Despite these challenges, 

continuous advancements in artificial intelligence and multimodal analysis are pushing 

the boundaries of what is achievable in emotion recognition. 
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In automatic emotion recognition, emotion model are divided in two 

categories namely discrete model and continuous model. The discrete approach focuses 

on basic emotions like anger, happiness, and sadness, which are seen as universal and 

easily distinguishable. In contrast, the continuous approach uses a multidimensional space 

to represent emotions, with dimensions known as emotion primitives. The most common 

primitives are Valence, indicating positivity or negativity, and Arousal, indicating the 

level of internal excitement. Some models also propose a three-dimensional space to 

capture the complexity of emotional states [3]. 

 

 

1.2 Speech Emotion Recognition 
 

 

The emotion recognition can be carried out with different data sources. 

Among the different modes of sources to identify emotions, the speech signal is more 

advantageous than biological signals such as the electrocardiogram. This is due to the fact 

that the speech signal can be easily acquired and economical. Speech is the natural and 

fastest means of communication among humans. Thus in HCI, the idea of using the speech 

signal has become the most effective and fastest means of communication. Nonetheless, 

computers must have the ability to understand the voices of the human. From the past few 

decades, there is remarkable progress to make computers able to understand human 

speech. This process is known as speech recognition. Speech recognition is the process in 

which the speech signal is converted to a sequence of words. Despite the progress in 

speech recognition, the naturalness between human and machine is still far. This is 

because the machine is not able to understand the emotion of the speaker. To attain this, 

there is a need to identify the emotions from the speech signal. Due to this reason, speech 

emotion recognition (SER) research in this domain has been enormously increasing in the 

present day [4].  

 

 

SER aims at the identification of a speaker’s emotion from his or her speech. 

There are number of discrete emotions like happy, sad, angry, etc. in human speech, based 

on the different situations. The non-stationary nature of speech signal makes it difficult to 

predict the embedded emotion in speech signal. Apart from nonlinearity speech signal is 

also affected by the variation in the acoustics due to the differences in the speaking styles, 

variation in gender, variation in language, variety of sentences spoken, speakers with 

different rate of speaking. These factors straight away affect the speech features like pitch 

and energy that are commonly used for SER [5]. The identification of the most appropriate 

features for differentiating emotions is difficult. So, it is required to use the nonlinear 

decomposition based methods to understand the underlying pattern of speech signal. 

Nonlinear methods make the signal predictable and having ability to remove the noise. 

Decomposition also helps to target the particular area of signal for feature extraction. The 

choice of feature set and feature selection methods is also a challenge in SER. The speech 
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features are categorized as Prosodic, Spectral, nonlinear Teager Energy Operator (TEO) 

and Voice Quality features [6]. Another significant problem in SER is deciding the set of 

emotions that are important to classify in an automatic SER system. According to the 

research from the linguistic researchers, the emotional set in humans typically consists of 

300 emotions. But classifying this huge set of emotions is extremely difficult. According 

to the ‘palette theory’, any emotion is the composition of primary emotions like the colors 

are a mixture of few principal colors. This theory is approved by many researchers and 

these emotions are primarily distinguished into six basic emotions i.e., anger, joy, surprise, 

disgust, fearful, sad and neutral [7]. 

 

 

1.3 Motivation 
 

 

Emotion recognition significantly enhances the utility of HCI systems, 

making interactions between humans and machines more intuitive and effective. By 

detecting and analyzing emotional cues in individual’s speech, emotion recognition 

systems hold immense potential for monitoring and managing mental health conditions. 

These systems can identify signs of stress, anxiety, depression, and other emotional states, 

providing valuable insights that can aid in early diagnosis and intervention. This capability 

is particularly beneficial in the realm of mental health, where timely and accurate 

assessment is crucial. In healthcare, emotion recognition technology can play a 

transformative role. It assists healthcare providers in patient assessment by offering 

additional layers of information about a patient’s emotional state, which might not be 

apparent through traditional means. For instance, emotion recognition can help in pain 

management by detecting discomfort that patients may not verbally express, thereby 

allowing for more precise and compassionate care. Additionally, this technology 

facilitates communication with non-verbal or cognitively impaired individuals, who may 

struggle to convey their feelings and needs. By interpreting their emotional cues, 

caregivers can respond more appropriately, enhancing the quality of care [2]. 

 

 

The integration of emotion recognition into various applications leads to more 

personalized and responsive experiences. In virtual assistants, for example, understanding 

a user’s emotional state can enable the assistant to provide more empathetic and relevant 

responses, improving user satisfaction and engagement. Educational software can also 

benefit, as recognizing student’s emotions can help tailor learning experiences to keep 

them motivated and address any frustration or confusion they might feel. Similarly, 

entertainment platforms can use emotion recognition to adapt content in real-time, 

creating more immersive and enjoyable experiences for users. Moreover, the 

understanding and incorporation of emotional intelligence into artificial intelligence (AI) 

systems are crucial for developing ethical and empathetic AI. By recognizing and 

appropriately responding to human emotions, AI systems can operate in a manner that 
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respects and considers the emotional well-being of users [8]. This is particularly important 

as AI becomes more integrated into daily life, ensuring that these systems do not 

inadvertently cause harm or distress. 

 

 

1.4 Literature Survey 
 

 

In this section, existing research and literature are discussed. The presentation 

of the literature survey is divided into five parts. Initially, existing speech preprocessing 

techniques and their challenges are presented. After that, existing feature categories and 

feature selection techniques are discussed. Following this, performance metrics used in 

various studies are presented. Finally, reviews of various SER models developed using 

non-decomposition and decomposition-based methods are provided. 

 

 

1.4.1 Speech Preprocessing 
 

 

Speech preprocessing is a crucial initial step in many speech processing 

applications, such as speech recognition, speech-based emotion recognition, speaker 

identification, and speech synthesis. Fig. 1.1 shows the commonly used preprocessing 

method. The preprocessing stage typically includes several fundamental processes, 

namely framing, windowing, silence removal, decomposition and normalization. Each of 

these steps serves a specific purpose in preparing raw speech signals for further analysis 

and processing, ensuring that the subsequent stages can operate more effectively and 

accurately.  

 

 
Fig. 1.1 Speech Preprocessing Methods.  

 

Framing is the first step in speech preprocessing. It involves dividing the 

continuous speech signal into small segments called frames. This division is necessary 

because speech signals are non-stationary, meaning their statistical properties change over 

time. By splitting the signal into frames, we can assume each frame to be quasi-stationary, 

allowing for more manageable and effective analysis. Frames are typically 20-80 
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milliseconds long, a duration chosen because it captures the essential characteristics of 

speech while providing sufficient temporal resolution. Overlapping frames are often used 

to ensure continuity between frames and to capture transitional speech characteristics [9], 

[10]. 

 

 

Following framing, windowing is applied to each frame. Windowing involves 

multiplying each frame by a window function, which tapers the signal at the beginning 

and end of the frame. The most commonly used window functions are the Hamming, 

Hanning, and Blackman windows. These functions help to minimize the spectral leakage 

that occurs when performing a Fourier transform on the framed signal. Spectral leakage 

can distort the frequency components of the signal, leading to inaccuracies in further 

processing steps. The choice of window function and its parameters can significantly 

impact the quality of the preprocessing, making it a critical consideration [11]. 

 

 

Silence removal is another vital step in speech preprocessing. Speech signals 

typically contain segments of silence or non-speech sounds, such as pauses between words 

or phrases. These segments can introduce noise and reduce the efficiency of subsequent 

processing stages. Silence removal aims to eliminate these segments, focusing only on the 

parts of the signal that contain actual speech. This step is crucial for applications like 

speech recognition, where non-speech segments can negatively impact the accuracy of 

recognition algorithms. Techniques for silence removal often involve setting a threshold 

for the energy or amplitude of the signal, below which the signal is considered silent and 

thus discarded [12]. 

 

 

Normalization is the final step in the typical speech preprocessing pipeline. 

Normalization involves scaling the amplitude of the speech signal to a standard range. 

This step is essential for ensuring that variations in recording conditions, such as different 

microphone sensitivities or distances from the speaker, do not affect the analysis. 

Normalization can be done in various ways, such as peak normalization, where the 

maximum amplitude of the signal is scaled to a predefined value, or root mean square 

normalization, where the overall power of the signal is adjusted. Proper normalization 

ensures that the features extracted from the speech signal are consistent and comparable 

across different recordings [13]. 

 

 

The combination of these preprocessing steps forms a robust framework for 

preparing speech signals for further processing. Framing ensures that the non-stationary 

speech signal is divided into manageable segments, allowing for more effective analysis. 

Windowing mitigates the issues of spectral leakage, preserving the frequency 

characteristics of the signal. Silence removal focuses the processing on the relevant parts 

of the signal, enhancing the efficiency and accuracy of subsequent stages. Finally, 
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normalization standardizes the amplitude of the signal, ensuring consistency across 

different recordings [14]. 

 

 

The adoption of decomposition-based techniques has proven effective in 

boosting the performance of machine learning based architectures. Such advancements 

will pave the way for the practical deployment of speech emotion recognition systems in 

real-world applications. Several approaches based on linearity and stationary hypothesis 

are used for emotion detection. The most helpful method is based on Fast Fourier 

Transform, but this approach loses some information [15]. To overcome the stationarity 

issue, a short-time Fourier transform (STFT) is suggested to upgrade the conventional 

Fourier transform [16]. Despite improvement, STFT based approach still needs to be 

improved by the fundamental uncertainty. The non-stationary behavior of the signal 

remains challenging [17]. Hence STFT is not suitable for feature extraction from non-

stationary signal. The nonlinear methods for the non-stationary call significantly improve 

over the linear techniques [18], [19], [20], [21].  

 

 

 Based on empirical mode decomposition (EMD) and wavelet transform, 

various methods are suggested for the statistical analysis and classification of non-

stationary one-dimensional signals [22], [23]. The EMD-based decomposition method 

suffers from the mode mixing problem, which is solved by Huang [24] and proposes the 

empirical ensemble mode decomposition. Despite improvement, EMD is still noise-

sensitive and limits the model’s accuracy [25]. The variational mode decomposition 

(VMD) overcomes these limitations [25]. VMD has several advantages over EMD and 

wavelet transform-based methods [25]. For example, EMD is recursive, while VMD is a 

non-recursive method. The VMD-based approach significantly improves the statistical 

analysis and classification of several physiological signals [26]. VMD is also used for 

denoising and detecting voiced and unvoiced speech signal parts [27]. 

 

 

1.4.2 Feature Extraction 
 

 

Speech features are crucial in developing SER system, as they capture the 

emotion-related information within the speech signal. These features are utilized by 

classification or pattern recognition models to detect emotions. Speech features are 

typically categorized into Prosodic, Spectral, Voice Quality, and Nonlinear TEO features 

[4]. Fig 1.2 shows the category and commonly used feature in each category. 
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Fig. 1.2 Speech Feature Categories. 

 

Continuous prosodic features include pitch, zero-crossing rate, energy, and 

formants, all of which influence the emotional tone of speech. Pitch, in particular, varies 

significantly with different emotions and is extensively used in SER systems to 

characterize emotions [28], [29]. Voice quality features, which include voice pitch, voice 

level, temporal and feature boundary structures, jitter, shimmer, and glottal waveforms, 

are strongly related to perceived emotion [30]. These features provide insight into the 

emotional state of the speaker through variations in the voice quality. 

 

 

Spectral features represent the short-time analysis of the speech signal, 

capturing the spectral energy distribution which changes with emotional content. 

Emotions can be categorized as high-arousal (e.g., happiness, anger) or low-arousal (e.g., 

sadness) based on the energy levels at high frequencies. Spectral features are highly 

effective in characterizing emotional content compared to other speech features [31], [32] 

[33]. The nonlinear nature of airflow during speech production in the vocal tract system 

is also crucial, particularly under stressful conditions where muscle tension affects the 

airflow [34]. Nonlinear TEO features are employed to recognize stressed emotional 

speech. The TEO feature is combined with glottal features to enhance the performance of 

SER systems [35], [36], [37]. 

 

 

Identifying the optimal speech feature for emotion recognition remains a 

significant challenge. Mel Frequency Cepstral Coefficients (MFCC) are among the most 

frequently used spectral features in SER, providing promising results [38], [39], [40]. 

Variants like Modified MFCC (M-MFCC) and feature fusion techniques combining 

MFCC with Short Time Energy Features and their derivatives (velocity and acceleration) 

have shown improved performance over traditional MFCC and Linear Prediction 

Coefficients (LPC) [41]. For recognizing stressed or depressed emotions, such as anger 

and sadness, feature extraction techniques have evolved. These include M-MFCC, which 

integrates MFCC with Short Time Energy Features, enhancing SER accuracy [42]. New 
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approaches like sinusoidal model-based feature extraction, Empirical Mode 

Decomposition with feature optimization, and hybrid optimization techniques have been 

introduced for emotion recognition [43]. 

 

 

To improve SER accuracy beyond MFCC based systems, combinations of 

qualitative and voice quality features, weighted spectral local Hu parameters, and bio-

inspired techniques like Adaptive Neuro-Fuzzy Inference Systems combined with Multi-

Layer Perceptrons have been explored [44], [45]. Specific methods, such as Glottal 

Compensation to Zero Crossings with Maximal Teager Energy Operator, have also been 

proposed, though some stressed emotions remain challenging to detect accurately 

[46].The TEO, introduced by Teager and Kaiser, has been used for recognizing stressed 

emotions, considering the auditory system's energy detection manner [47], [48]. Variants 

like TEO-decomposed FM Variation (TEO-FM-Var), normalized TEO Autocorrelation 

envelope area (TEO-Auto-Env), and critical band based TEO autocorrelation envelope 

area (TEO-CB-Auto-Env) have been developed for detecting neutral versus stressed 

speech. Low-Level Descriptors from prosodic and spectral features, combined with TEO-

CB-Auto-Env and its derivatives, have shown high accuracy in detecting clinically 

depressed or stressed speech. However, the complexity of combining numerous features 

poses challenges [49]. 

 

 

Feature fusion has become a common practice to enhance SER system 

accuracy. The 384 features are utilized in INTERSPEECH Emotion Challenge to identify 

emotions, out of 384 features 16 features are low-level descriptors [50], [51]. This feature 

set is frequently used for the SER applications. Further, this set has been expanded with 

additional features to create the INTERSPEECH Paralinguistic Challenge set, which 

includes 1582 features to improve accuracy further [52]. In summary, speech features play 

a critical role in SER systems, with continuous, spectral, nonlinear TEO, and voice quality 

features each contributing unique insights into the emotional state of speech. Continuous 

features like pitch and energy capture prosodic variations, while spectral features analyze 

frequency components. Nonlinear TEO features highlight dynamic energy changes, and 

voice quality features assess timbre and phonation styles. Together, these features provide 

a comprehensive understanding of emotions in speech. Advances in feature extraction and 

fusion techniques continue to enhance the accuracy and robustness of these systems, 

addressing the complex nature of emotion recognition in speech. Additionally, integrating 

domain-specific knowledge with data-driven methods helps improve feature relevance. 

Future research aims to develop noise-resilient and context-aware features for real-world 

applications. Furthermore, exploring deep learning models to automatically learn relevant 

features from raw speech data shows promise in reducing the dependency on handcrafted 

features. The incorporation of multimodal data, such as facial expressions and body 

language, could further enrich emotion recognition systems. Efforts to standardize 

emotion recognition datasets and evaluation protocols are essential for benchmarking and 

comparing different approaches. 
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1.4.3 Feature Selection 
 

 

While feature fusion can enhance the classification accuracy of a Speech SER 

system, it also increases the computational load on the classifier. This is because not all 

features are beneficial for SER analysis, many features do not contribute to emotion 

recognition and can even degrade system performance due to the curse of dimensionality. 

Beyond a certain threshold, increasing the number of features leads to a decrease in SER 

accuracy. Thus, selecting an appropriate feature dimension is crucial for achieving optimal 

performance. Feature optimization or feature selection methods are essential for 

simplifying the task of selecting the optimal feature set [53]. This technique helps to 

address the dimensionality issue and also overcomes the overfitting problem by selecting 

a dominant feature set. A model is said to be over fitted if it functions well on training 

data but poorly on fresh, untested data. By reducing redundant data, feature optimization 

enhances emotion identification accuracy and reduces computational time and memory 

usage. Furthermore, the addition of more speech features increases the overfitting issue, 

where the model shows high accuracy during training but fails to generalize to new data. 

These issues can be addressed by applying feature dimension reduction techniques before 

classification [54], [55]. Therefore, reducing the number of features through feature 

selection or optimization is recommended before performing emotion classification. 

 

 

Feature selection involves choosing a subset of relevant features from the 

original set to reduce redundancy and improve prediction performance. This process not 

only enhances model accuracy but also provide the cost effective model by addressing the 

computational complexity and storage issue [56]. Unlike feature transformation, feature 

selection reduces the feature space directly without transforming it. Methods such as 

Elastic Net, Ridge regression, recursive feature elimination (RFE), AdaBoost, and Relief-

GA-ANFIS are examples of feature selection techniques. Based on the data labelling, 

these techniques can be divided into three categories namely semi-supervised, 

unsupervised, and supervised [57]. Feature selection methods are critical in optimizing 

models by reducing dimensionality while retaining relevant information. Supervised 

feature selection evaluates features using labeled data, enabling precise relevance 

assessment but requiring costly and time-intensive data labeling. Unsupervised feature 

selection operates without labels, making it ideal for large datasets, though it faces 

challenges in identifying feature relevance due to the lack of explicit guidance. Semi-

supervised feature selection bridges the gap by combining labeled and unlabeled data, 

leveraging the strengths of both approaches. It maximizes utility from limited labeled data 

while effectively utilizing the vast unlabeled portions, making it a balanced and efficient 

strategy [58]. 
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Fig. 1.3 Feature Selection Methods. 

 

Feature selection techniques presented in Fig. 1.3 are categorized into five types: filter, 

wrapper, embedded, hybrid, and ensemble methods. 

 

 

 Filter Methods: These methods are based on statistical analysis and assign scores 

to individual features. Features are ranked based on their scores and either retained 

or discarded. Common approaches in filter methods include the Chi-Square test, 

variance threshold, and information gain. Fisher feature selection, for instance, is 

employed for SER [59]. 

 

 

 Wrapper Methods: Wrapper techniques evaluate subsets of features through a 

search problem, assessing prediction accuracy to assign scores to each subset. This 

process can be systematic, stochastic, or heuristic, involving methods like genetic 

algorithms, RFE, and Sequential Feature Selection (SFS). SFS and Sequential 

Floating Feature Selection have been applied in SER [60]. 

 

 

 Embedded Methods: Embedded techniques select features during the learning 

process to improve model accuracy. Regularization techniques are commonly used 

embedded methods [61].  

 

 

 Hybrid Methods: Hybrid approaches combine multiple feature selection methods, 

such as embedded and filter techniques, to maximize the benefits of each. These 

strategies improve efficiency, predictability, and reduce computational complexity 

[62]. 

 

 

 Ensemble Methods: Ensemble techniques construct collections of feature 

subgroups, producing aggregate results to address the unpredictability of 
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individual feature selection algorithms. These approaches use diverse subsampling 

strategies, in which a single feature selection procedure is applied to many 

subsamples, and the resulting features are merged for stability and robustness [63]. 

 

 

An example of feature selection in SER involves employing sparse 

representation techniques like sparse partial least squares regression [64]. Additionally, 

methods such as k-means clustering, sparse autoencoders, and sparse restricted Boltzmann 

machines can be applied for feature transformation, efficiently reducing the feature 

dimensions and optimizing the feature sets for SER. Techniques like adversarial 

autoencoders (AEs) and variational autoencoders can also encode high-dimensional 

feature vectors into lower dimensions while preserving the capability to reconstruct the 

original feature space, offering effective dimension reduction strategies for SER [65]. 

 

 

 A novel approach involves a deep neural network-based heterogeneous 

model combining AE, denoising AE, and an improved shared hidden layer AE to extract 

features from speech signals. These layers contribute to feature optimization. To further 

enhance SER performance with high-dimensional feature sets, a fusion-level network with 

a support vector machine (SVM) classifier can be employed [66]. In summary, feature 

selection is vital for improving SER systems by reducing computational overhead, 

preventing overfitting, and enhancing model generalization. Techniques range from 

simple statistical methods to complex hybrid and ensemble approaches, each contributing 

uniquely to the optimization of feature sets for more accurate and efficient emotion 

recognition. 

 

 

In summary, there are numerous techniques available for feature selection and 

optimization to reduce the dimensionality of the feature set and mitigates the drawbacks 

of large feature sets. Feature selection involves choosing a subset of the original features 

that retain the most relevant information. In machine learning, feature set of all samples 

is represented in an n-dimensional space known as the feature space. The feature selection 

or feature transformation based methods are used to reduce the dimensionality of feature 

space. Feature transformation changes the original feature space into a different space with 

a new set of axes, concentrating the discriminant feature information in a specific part of 

the transformed domain. On the other hand, feature selection involves picking the most 

significant features without transforming the original domain. Several techniques have 

been developed and used by researchers to select the most appropriate feature set for SER 

systems [67], [68]. Feature selection can boost SER system accuracy, it also increases 

computational complexity and the risk of overfitting. Feature selection and optimization 

techniques are essential to manage the feature set's dimensionality, thereby enhancing 

model performance and generalization while reducing computational demands. 

 



12 
 

1.4.4 Performance Matrices 
 

 

 In machine learning, the performance of classification tasks is often evaluated 

using a confusion matrix. This matrix provides a summary of the prediction results, 

allowing for the calculation of various performance metrics, including accuracy, recall, 

specificity, precision, and the receiver operating characteristic (ROC) curve. When 

dealing with a classification task that involves distinguishing between two or more 

categories, the confusion matrix is composed of four possible combinations of actual and 

predicted values. These combinations include true positives, true negatives, false 

positives, and false negatives [69]. 

 

 

In the context of machine learning classification, the actual value represents 

the true category of the target variable in the dataset, while the predicted value is the 

category that the model predicts for the test data. The target variable can be designated as 

positive or negative, often represented by binary values 1 and 0, respectively. For instance, 

consider a classification problem designed to predict whether a patient has a disease. Here, 

a positive outcome (binary '1') indicates that the patient has the disease, whereas a negative 

outcome (binary '0') signifies that the patient does not have the disease [70]. In the 

confusion matrix: 

 

 

 True Positive: The model correctly predicts the positive class (e.g., correctly 

identifying a patient as having the disease). 

 

 

 True Negative: The model correctly predicts the negative class (e.g., correctly 

identifying a patient as not having the disease). 

 

 

 False Positive: The model incorrectly predicts the positive class (e.g., incorrectly 

identifying a patient as having the disease when they do not). 

 

 

 False Negative: The model incorrectly predicts the negative class (e.g., incorrectly 

identifying a patient as not having the disease when they do). 

 

 

In summary, positive and negative categories are defined by the predicted 

values, while the true and false categories are determined by comparing the predicted 

values to the actual values. In SER, the classification accuracy, which is used to assess 

system performance, is derived from the confusion matrix. In the context of emotion 
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classification, the categories correspond to different emotion classes. Accuracy provides 

an intuitive measure of the system's classification or prediction performance, representing 

the percentage of correctly identified predicted classes. 

 

 

1.4.5 Overview of SER Techniques 
 

 

In recent research, there are multiple machine learning and deep learning-

based techniques are suggested for different SER classes. The proposed methodology 

based on three main stages [71]. First, it involves multi-level feature generation using 

Tunable Q wavelet transform (TQWT). Second, it applies the twine shuffle pattern (twine-

shuf-pat) for feature extraction. Finally, discriminative feature selection is conducted 

using iterated neighborhood component analysis (INCA), followed by classification. This 

approach aims to enhance the effectiveness of feature representation and selection in the 

context of SER. TQWT facilitates the generation of multi-level wavelet coefficients, while 

twine-shuf-pat technique extracts features from decomposed wavelet coefficients. INCA 

feature selection method is used to select significant features. The proposed model is 

tested on four publically available datasets Ryerson Audio-Visual Database of Emotional 

Speech and Song (RAVDESS), Surrey Audio-Visual Expressed Emotion (SAVEE), 

Berlin Emotional Database (Emo-DB), EMOtional VOice (EMOVO) and achieves 

87.43%, 90.09%, 84.79%, and 79.08% classification accuracies respectively. For the mix 

dataset it achieves 80.05% accuracy. In another research, happy and sad emotions of 

RAVDESS dataset are used for the training of convolution neural network (CNN) and 

66.41% classification accuracy is achieved [72].  

 

 

A study presented for recognizing emotions from audio stimuli, specifically 

human speech, using a novel approach inspired by computer vision: the bag-of-visual-

words method applied to audio spectrograms [73]. Spectrograms are treated as visual 

representations and analyzed with traditional computer vision techniques, such as visual 

vocabulary construction, speeded-up robust feature extraction, and image histogram 

construction. SVM classifiers are then trained. In another method bi-directional long 

short-term memory is used for the classification of same emotion classes happy and sad 

of RAVADESS dataset and achieved 70.4% recognition accuracy [74]. In a nonlinear 

entropy based method, the researcher aims to identify seven emotions  sadness, anger, 

disgust, happiness, surprise, pleasantness, and neutrality using a nonlinear entropy based 

method [75]. Speech signals are decomposed into Intrinsic Mode Functions (IMFs), and 

then entropy is computed from high-frequency IMFs and averaged for mid and baseband 

frequencies. These entropy measures are used to generate a feature set that includes 

randomness features for every emotion. State of the art classifiers like Linear Discriminant 

Analysis (LDA), Naïve Bayes, K-Nearest Neighbor (KNN), SVM, Random Forest, and 

Gradient Boosting Machine are trained. Tenfold cross-validation on the Toronto 
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Emotional Speech dataset shows LDA achieves peak balanced accuracy (93.30%), F1 

score (87.90%), and AUC (0.99) for native English speakers. The author used simple 

tasks, multitask feature selection/learning, and a group model for the classification of four 

emotions neutral, angry, happy, and sad using the RAVDESS and University of Michigan 

databases. The highest classification accuracy achieved for the four-class problem was 

57.14% [76]. While, for the same four classes neutral, angry, happy and sad of interactive 

emotional dyadic motion capture database, down sampling and deep stride CNN model 

used and 81.70% accuracy was achieve [77]. In another method, SVM classifier along 

with bag of words and speeded-up robust features are utilized for five common emotion 

classes (sad, anger, happy, neutral and fear) classification for different datasets [73]. The 

maximum and minimum recognition accuracy 83% and 43% are achieved, respectively. 

The author explores wavelet transforms for SER, proposing a Wavelet-based Deep 

Emotion Recognition method using an autoencoder, 1D CNN, and Long Short-Term 

Memory (LSTM) networks [78]. The autoencoder reduces the dimensionality of wavelet 

features, and the 1D CNN-LSTM model classifies emotions. Using the RAVDESS dataset 

and Monte-Carlo K-fold validation, the method achieved 81.45% unweighted accuracy 

and 81.22% weighted accuracy in speaker-dependent experiments, outperforming state-

of-the-art methods using other representations. Six different emotions neutral, disgust, 

anger, fear, happiness and sadness of Berline database were classified in [79] and [80]. In 

first one, MFCC, pitch and energy features along with KNN and Gaussion mixture model 

classifier are used for the classification [79]. While in second method, MFCC features 

with SVM, naive bayes and KNN classifier are used. In both cases maximum accuracy 

87.7% was achieved [80].  

 

 

The study analyzes and classifies cold speech, which occurs when a person 

has a common cold, affecting the nose and throat and altering speech characteristics [81]. 

VMD is used to break down the speech signal into sub-signals that highlight pathological 

changes. From these sub-signals, statistics such as mean, peak amplitude, variance, 

permutation entropy, kurtosis, skewness, center frequency, energy, spectral entropy, and 

Renyi’s entropy are extracted as features. We then use mutual information to assign a 

weight to these features. The proposed method outperforms traditional features like LPC, 

MFCC, TEO, and ComParE, achieving an emotion identification accuracy of 90.02% on 

the IITG cold speech dataset and 66.84% on the URTIC database. Deep belief network 

was introduced for the classification of six emotion classes namely surprise, neutral, 

anger, happiness, fear and sadness of CASIA Chinese speech emotion dataset [82] and its 

accuracy is analyzed and compared with the back propagation classifier [83]. In this 

comparison, Deep belief network and Backpropagation achieve average 92.5% and 90% 

recognition rate, respectively [83].   

 

 

For the classification of emotions, various classification methods like 

Recurrent Neural Networks (RNN) [84], SVM [85], Hidden Markov Model, Neural 

Networks [86], and Deep learning [87] are used. Unlike shallow learning methods, a Deep 
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Belief Network classifier is employed for emotion recognition.  The KNN model was 

trained using the Emo-Db and HINDI datasets, achieving a maximum accuracy of 90% 

for the angry class and 70-80% accuracy for the neutral class  [88]. In another method, a 

multi-task learning approach using six binary classifiers is proposed, which achieves an 

accuracy of 54.76% [89]. In [90], the author employs a radial basis kernel function for 

four-class emotion classification, achieving a maximum recognition accuracy of 77.5%. 

A method based on correlation analysis and Fisher is proposed, removing redundant 

features with close correlations [91]. Additionally, an emotion recognition approach based 

on extreme learning machine decision tree is introduced to improve recognition 

performance further. A traditional approaches are used to develop a speech emotion 

recognition model for multi-language applications, with unsatisfactory recognition rates 

for both models [92]. 

 

 

A SER system using EMD and the Teager-Kaiser Energy Operator (TKEO) 

is proposed for efficient time-frequency analysis of non-stationary signals [93]. EMD 

decomposes signals into IMFs, and TKEO estimates the time-varying amplitude envelope 

and instantaneous frequency. Features, including novel modulation spectral and 

modulation frequency features based on the amplitude and frequency modulated (AM-

FM) model, are extracted and combined with cepstral features to improve emotion 

recognition. Using SVM and RNN classifiers, the method distinguishes seven basic 

emotions. Experiments on the Spanish corpus achieved a 91.16% recognition rate with 

RNN, while on the Berlin corpus achieved 86.22% with SVM. A robust architectures for 

automatic SER combining with CNN and feedforward deep neural networks is proposed 

[94]. The models, named Backpropagation-Free Network (BFN), Categorical Neural 

Architecture (CAN), and Hierarchical Bayesian Network (HBN), leverage MFCC features 

and bag-of-acoustic-words. BFN combines bag-of-audio-words with a feedforward deep 

neural network, CNA is based on CNN, and HBN is a hybrid of BFN and CNA. The 

concatenated outputs are fed into a softmax layer to produce probability distributions for 

categorical classifications. A novel approach combining frame-level speech features with 

attention-based LSTM is proposed [95]. These features, preserving timing relations, 

replace traditional statistical features. Improvement strategies for LSTM, leveraging 

attention mechanisms to distinguish emotional saturation across frames, are introduced. 

However, a deep learning based approach also suffers due to the variability of speech data. 

Furthermore, speech data often comes in variable length sequences, and handling such 

variability can be challenging for deep learning-based models. While techniques like 

padding or masking sequences can be used, they may introduce additional complexities 

and affect performance. Although RNN-based architectures can capture temporal 

dependencies to some extent, they may struggle with capturing the complex temporal 

dynamics present in speech signals. This could be a limitation when dealing with subtle 

changes in emotional expression over time. 
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Most research in the field of speech emotion recognition has predominantly 

concentrated on a single language, with only a limited number of studies exploring 

MLSER. The proposed method reduces the computational complexity and is tested on the 

publicly available RAVDESS and Interactive Emotional Dyadic Motion Capture 

(IEMOCAP) [96]. The study focuses on classifying emotions from three datasets, Berlin 

EmoDB, IITKGP-SEHSC, and RAVDESS. Spectral features are extracted and processed, 

then reduced for analysis. Ensemble learning, particularly a bagged ensemble of SVM 

with a Gaussian kernel, is proposed for superior performance. Results are reported for the 

three datasets, showcasing the efficacy of the approach [97]. In another approach, author 

introduces two modifications for extracting MFCC [98]. In this method magnitude 

spectrum is used instead of the energy spectrum and omitting the discrete cosine 

transform, resulting in the Mel Frequency Magnitude Coefficient (MFMC). The 

performance of MFMC, along with three conventional spectral features was evaluated on 

the Berlin, RAVDESS, SAVEE, EMOVO, eNTERFACE, and Urdu databases using a 

multiclass support vector machine classifier. MFMC achieved accuracies of 81.50% for 

Berlin, 64.31% for Ravdess, 75.63% for Savee, 73.30% for EMOVO, 56.41% for 

eNTERFACE, and 95.25% for the Urdu database, surpassing the conventional features in 

performance. 

 

 

 A two-stream deep convolutional neural network is used to classify, and 

iterative neighborhood component analysis is used to optimise the feature set [99]. This 

technique is tested on three different databases of two other languages. The proposed 

framework constitutes two channels and the convolution neural network to compute the 

feature. The accuracy of this method is suffered by 10% with the change of language. A 

multi-level feature selection approach is used with uncorrelated regression for emotion 

classification [83]. This method is tested on four datasets of three different languages. 

With the change of language, the accuracy of this method is reduced by approximately 

10%. A novel feature selection method is proposed to reduce computational complexity 

[96]. The proposed framework is used for the emotion identification from two publically 

available databases. A language-dependent method using a multiclass support vector 

machine is tested [98]. This framework achieves an accuracy of 95.25% for the Urdu 

language dataset and attains the maximum accuracy of 81.5% for other languages. The 

language dependency is also a major challenge for SER methods. A two-stream deep 

convolutional neural network, applied on three databases across two different languages 

[99]. However, a change in language results in a 10% decrease in accuracy. A multi-level 

feature selection method with uncorrelated regression enhances emotion identification by 

selecting the most relevant and independent features [71]. This approach was applied 

across four datasets in three different languages, showcasing its ability to generalize across 

linguistic contexts. However, a change in language leads to a 10% decrease in accuracy, 

highlighting the challenge of language-specific variations in emotional expression. 
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1.5 Research Gap and Problem Identification 
 

 

1) Existing studies primarily focus on traditional feature extraction methods, such 

as spectral and prosodic features, which may not effectively capture the inherent 

non-stationary characteristics of emotional speech signals. The potential of 

advanced non-stationary decomposition techniques, such as EMD or VMD, remains 

underexplored for binary classification tasks in SER. 

 

 

2) While significant progress has been made in multiclass emotion recognition, 

challenges persist due to the overlapping nature of emotional expressions in speech. 

Many approaches fail to generalize across multiple emotions due to suboptimal 

feature selection and lack of robust techniques to handle inter-class variability. The 

use of non-stationary decompositions to improve feature relevance and 

classification accuracy for multiclass SER is insufficiently addressed in the 

literature. 

 

 

3) Many existing SER studies rely on conventional feature extraction methods and 

often overlook the influence of silence and noise, which may fail to capture the 

emotional nuances in speech signals. This limitation can affect the performance and 

generalizability of SER models, particularly when dealing with complex datasets 

that include diverse emotional expressions and gender variations. 

 

 

4) Language dependence is a critical bottleneck in building scalable SER systems. 

The emotional cues in speech are often confounded by language-specific prosody 

and phonetics, making it challenging to achieve cross-language generalization. 

Existing research has not adequately investigated how non-stationary 

decomposition techniques and optimal feature sets can address the language 

dependency issue to create universally applicable SER systems. 

 

 

1.6 Research Objectives 
 

 

1) Propose a binary class speech emotion recognition method using non-stationary 

decompositions and optimal feature set. 

 

 

2) Propose a multiclass speech emotion classification method using non-stationary 

decompositions and optimal feature set. 
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3) Propose a gender independent method for speech emotion recognition using non-

stationary decompositions and optimal feature set. 

 

 

4) Propose a language independent method for emotion recognition using non-

stationary decompositions and optimal feature set. 

 

 

1.7 SER Database 
 

 

SER has evolved into a complex and challenging task within the speech 

processing domain. The effectiveness of an SER system in real-time environments heavily 

depends on the inherent nature and quality of the speech signal. Selecting an appropriate 

speech database for SER system development is thus crucial, as a lower-quality database 

can lead to inaccurate emotion classification and incorrect predictions. Several factors 

must be considered when developing a speech emotion database, including language, 

speaker gender, and number of subjects, emotion types, and age [100]. 

 

 

Speech corpora used in SER system development are generally categorized 

into three types: Actor-based (simulated), Elicited (induced), and Natural (spontaneous) 

emotional speech databases [100]. 

 

 

 Actor-based Databases: These databases are created using experienced and trained 

theatre or radio artists who perform specific emotions. These databases are fully 

developed and typically exhibit intense emotions, often referred to as full-blown 

emotional databases. 

 

 

 Elicited Emotion Databases: These databases are recorded by simulating 

emotional situations without the speaker’s prior knowledge. The speakers engage 

in emotional conversations, making these databases more natural compared to 

acted ones. 

 

 

 Natural Emotion Databases: These databases contain mildly expressed emotions 

and are often recorded in real-life situations such as call center conversations, 

cockpit recordings, or dialogues between patients and doctors. Recognizing 

emotions in these databases can be particularly challenging due to their subtlety. 
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Some well-known emotion databases widely used in SER research include 

EMO-DB, IEMOCAP, eNTERFACE, EMOVO, SAVEE, BAUM-1s challenge database, 

and EMA [100]. Each of these databases has unique characteristics and is used to address 

various aspects of emotion recognition in speech, contributing to the ongoing development 

and refinement of SER systems. 

 

 

The speech corpora used in most of the SER works are RAVDESS, EMO-DB 

and EMOVO databases. Hence, these databases are used for evaluating the performance 

of the proposed algorithms in this thesis. 

 

 

1.7.1 RAVDESS Emotion Database 

 

 

 
 

Fig. 1.4 Emotion Distribution in Percentage for RAVDESS Database. 
 

The RAVDESS speech database was recorded in English by 24 speakers [76]. 

Where twelve orators are male and twelve orators are female. Every sentence is uttered 

twice in 2 different intensities (high and low) and eight different emotions. The available 

emotions are fearful, calm, sad, neutral, disgust, angry, happy, and surprised. Each 

emotion class database contains 192 utterances except the neutral class. In the neutral 

category, only 96 utterances are available. The sampling frequency of each utterance for 

the recording is 48KHz. The distribution of emotion class in the database is shown in 

Fig.1.4. 

 

 

Download link: https://zenodo.org/record/1188976.  
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1.7.2 Emo-DB Database 

 

 

The Emo-DB emotional speech database was recorded by ten actors in the 

German language [101]. Where five actors are male and five actors are female. In this 

database total of 535 utterances of 10 sentences are available in disgust, boredom, neutral, 

fear, happiness, sadness and anger. The distribution of emotion class in the database is 

shown in Fig. 1.5. 

 

 

Download link: http://emodb.bilderbar.info/download 

 

 
    

Fig. 1.5 Emotion Distribution in Percentage for Emo-DB Database. 
 
 

1.7.3 IEMOCAP Database 
 
 

This database is recorded in English. It is an elicited database, and for each 

sentence, the perceptions of different evaluators are provided [34]. For this work, the 

dataset is labeled based on the same perceptions held by more than half of the evaluators. 

In this database, measurable data are available for five emotions: happy, sad, angry, 

neutral, and excitement. Due to the similarity between happy and excitement, in this work, 

both are merged and labeled as the happy emotion, as done in other research studies [35], 

[36]. This process leads to a dataset of N = 4826 samples, with a distribution of {1108, 

1336, 1159, 1223} examples for the {neutral, happy, sad, angry} classes, respectively. 

The distribution of emotion class in the database is shown in Fig.1.6. 

 

 

Download link: https://sail.usc.edu/iemocap/iemocap_release.htm. 
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Fig. 1.6 Emotion Distribution in Percentage for IEMOCAP Database. 
 
 

1.7.4 EMOVO Database 

 

 

 
 

Fig. 1.7 Emotion Distribution in Percentage for EMOVO Database. 
 

The EMOVO database was recorded by three male and three female speakers 

[102]. This database contains a total of 14 Italian sentences in seven different emotions. 

In this database total of 588 utterances are available in disgust, fear, anger, joy, surprise, 

sadness and neutral feelings. The sampling frequency of this database is 48KHz. The 

distribution of emotional utterances in the database is shown in Fig. 1.7. 
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Download link: https://www.kaggle.com/datasets/sourabhy/emovo-italian-ser-dataset. 
 
 

1.7.5 Multilingual Database 

 

 

The multilingual database is created using the six common emotion classes 

fear, happy, sad, neutral, angry, and disgust from the three publicly available emotion 

databases, namely the English language-based RAVDESS speech database, German 

language-based EMODB speech database and EMOVO Italian emotional speech 

database. During the mixing of database common classes are labeled with same label for 

example angry emotion database of all three database are combine and labeled as angry. 

The joy emotion of the EMOVO database is labeled as a happy emotion in the multilingual 

database. The distribution of emotion classes in the database is shown in Fig. 1.8. This 

dataset increases the number of emotions in each emotion class. Due to the mixing of 

different language database diversity is also created. Compare to other dataset is highly 

diversify and large in size.  

 

 

 
Fig. 1.8 Emotion Distribution in Percentage for Multilingual Database. 

 
 

1.8 Contribution 
 

 

Based on literature survey and research gap the following work has been done 

to accomplish proposed objectives. 
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1.8.1 Binary Class Speech Emotion Recognition 
 

 

A rational dilation wavelet transforms (RDWT) based model is proposed for 

the binary emotion classification. For the features optimization KW test is performed and 

p value is used for the feature optimization. Finally, multiple classifiers are trained and 

tested. The highest accuracy is achieved with the optimizable ensemble classifier. 

Additionally, an empirical mode decomposition-based model is proposed for the binary 

emotion classification. For the features optimization rank based ReliefF algorithm is used, 

and high predictor importance weight are considered as significant feature. Finally, KNN 

classifiers is trained and tested. The proposed method proves efficient for binary class 

emotions. 

 

 

1.8.2 Speech Emotion Recognition Using VMD-TKEO 
 

 

In this method, VMD is explored and combined with Teager-Kaiser energy 

operator. The VMD-TKEO makes the speech signal predictable. The predictability of the 

proposed model is investigated for binary class and multiclass. The behavior of the 

proposed model is also tested for each emotion. It is observed that the proposed method 

is highly efficient for binary class and provides 100% accuracy. The proposed model was 

tested on the publicly available RAVDESS dataset and proved robust for gender-

independent emotion classification applications. 

 

 

1.8.3 Multiclass Speech Emotion Recognition  
 

 

In this framework, a speech emotion recognition approach is presented, 

relying on VMD and adaptive mode selection utilizing energy information. Instead of 

directly analyzing speech signal this work is focused on the preprocessing of raw speech 

signal. Initially, given speech signal is decomposed using VMD and then the energy of 

each mode is calculated. Based on energy estimation, the dominant modes are selected for 

signal reconstruction. Following feature extraction, ReliefF algorithm is utilized for the 

feature optimization. The resultant feature set is utilized to train the fine K- nearest 

neighbor classifier for emotion identification. The predictability of preprocessed signal 

also cheked. Which shows that the preprocessed signal are highly predictable compare to 

the original signal.  
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1.8.4 Multilingual Speech Emotion Recognition  
 

 

A VMD decomposition-based framework is proposed for multilingual and 

gender independent emotion classification. Initially, the silence part is removed using 

centroid method. After that mode tuning and mode rejection is performed using 

Bhattacharya distance. Finally, the signal is reconstructed from the selected modes. The 

reconstructed signal is utilized for the prominent feature extraction and selection. The 

KNN classifier is trained and tested using selected feature set. The proposed model proofs 

robust for the multilingual emotion classification application. 

 

 

1.9 Organization of the Thesis 
 

 

In the first chapter, basics of speech emotion recognition are presented. After 

that other existing state of art based on conventional method and decomposition-based 

method are discussed. 

 

 

 The second chapter presents the model for the binary emotion classification. 

A rational dilation wavelet transforms based model is proposed. This work proposes an 

emotion recognition framework using speech signal. In the proposed work speech signal 

is preprocessed and decomposed into SBs by RDWT.  Features are extracted from RDWT 

provided SBs for the classification of happy and sad emotions. These features are used for 

the training and testing of multiple classifiers and best classifier is explored for the 

emotion recognition. An empirical mode decomposition based model also discussed for 

the binary emotion classification. In the proposed framework, the global feature extraction 

approach is followed. The input speech signal is decomposed into IMFs and features are 

computed from each IMF. In this approach two types of features are extracted, one is 

energy-based ratio feature and another is based on MFCC. Features are selected using the 

ReliefF algorithm and finally, the selected features are tested on the optimizable ensemble 

classifier. The obtained result is compared with the existing SER architectures in result 

and discussion section.   

 

 

The third chapter presents binary class, three class and four class emotion 

classification model. The proposed framework utilizes VMD and TKEO to classify 

emotions using speech signals. TKEO is applied to each mode obtained from VMD, 

resulting in a time series signal for each mode. The features are extracted from the VMD-

TKEO preprocessed signal. Features are statistically examined using the Kruskal-Wallis 

test. The selected features are used to train and test the SVM classifier. Finally, the 

proposed SER system performance is compared with the existing SER systems. 
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The fourth chapter presents multiclass emotion classification model. The 

proposed framework is focused on the preprocessing of speech signal to reduce the 

language dependency. The initial step involves decomposing the input signal into modes 

using VMD. Following decomposition, the energy of each mode is computed. Dominant 

modes based on energy are selected for the signal reconstruction. The reconstructed signal 

is utilized for the feature extraction. The potential features are chosen using a feature 

selection algorithm. Subsequently, these selected features are utilized to train the 

classifier. Finally, obtained accuracy and robustness of proposed method is compared with 

existing methods.  

 

 

The fifth chapter presents multiclass and multilingual emotion classification 

model. Emotions are conveyed through subtle changes in speech parameters, such as 

pitch, loudness, and speaking rate. Noise in the speech signal can mask these changes, 

making it challenging to recognize emotions accurately. Denoising can help remove the 

noise and reveal subtle changes in the speech signal. Hence, this work focuses on the 

preprocessing of input speech data. The proposed framework has three sections. The raw 

speech signal is preprocessed in the first section and removes the unwanted or noisy part 

from the signal. The second section includes computing prosodic and spectral features 

from preprocessed speech signals and selecting an optimised feature set. The third section 

uses a fine K-Nearest Neighbors (KNN) classifier for emotion identification. The 

proposed architecture is tested separately on three different languages database (English, 

German and Spanish). Finally, the proposed architecture is tested for multilingual 

database. 

 

 

The sixth chapter concludes the work presented in this thesis. It also provides 

scope and direction for future work and social impact in this field. 
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2 CHAPTER 2 

 

 

BINARY CLASS SPEECH EMOTION 

RECOGNITION 
 

 

 

 

In this chapter wavelet and EMD based approach for the binary class SER is 

presented. In wavelet based method, rational dilation wavelet transform, which has 

adjustable quality factor and high frequency resolution, is employed. Wavelet based 

features are extracted and statistically examined by using Kruskal-Wallis (KW) test. 

Further, these features are utilized for training and testing of KNN, ensemble, and decision 

tree classifiers variants. Among, all the classifiers optimizable ensemble classifier 

achieves the highest accuracy. In the EMD based approach, the proposed framework 

utilizes a comprehensive feature extraction method. This method involves decomposing 

the input speech signal into its constituent IMFs. By breaking down the speech signal in 

this manner, the framework can effectively capture the essential features and nuances of 

the input signal. The MFCC and energy-based ratio features are extracted from each IMF. 

The ReliefF algorithm is utilized to select dominant features, which are subsequently 

tested on an optimizable ensemble classifier for evaluation. Finally, the accuracy of 

wavelet and EMD based approach is compared.  

 

 

2.1 RDWT Based SER Model 
 

 

The steps involved in the proposed Rational Dilation Wavelet Transforms 

(RDWT) based SER model is shown in the Fig. 2.1. The workflow for SER involves 

several key steps. It begins with the selection of a suitable dataset, followed by pre-

processing. Next, decomposition techniques are applied to isolate meaningful signal 

components. Feature extraction methods are then used to identify emotion relevant 

characteristics, which are subsequently input into classification models for emotion 

detection and analysis. The example of raw speech signal is shown in Fig. 2.2. 
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Fig. 2.1 Classification of Emotions Using RDWT Based Features. 

 

 
Fig. 2.2 Example of Raw Speech Signal. 
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2.1.1 Dataset 
 

 

The proposed model uses a publicly available RAVDESS dataset [76]. The 

details of RAVDESS dataset is discussed in chapter 1. This work uses happy and sad 

emotions speech signals to form a binary classification problem. 
 
 

2.1.2 Preprocessing  
 

 

In this model, each speech signal is preprocessed and fragmented into 25ms 

duration frames. The preprocessing includes removing unvoiced part, apply Hamming 

Window (HW) and pre-emphasis [103]. The unvoiced part is removed by using optimize 

threshold value and HW is used for smoothing the edges of each frame. The example of a 

preprocessed signal is shown in Fig. 2.3. 

 

 
Fig. 2.3 Example of Preprocessed Speech Signal. 
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2.1.2.1 Rational Dilation Wavelet Transforms  

 

 

In literature, many variants of wavelet transform (WT) like dual tree complex 

WT and double density WT are employed in signal processing. The performance of these 

wavelet transforms is limited by frequency resolution and low quality (Q) factor [104]. 

While, for the optimum representation of the oscillatory signals, a high resolution and 

adjustable Q factor based wavelet transform are required. 

 

 

Due to the oscillatory behavior of speech signal RDWT are selected for the 

decomposition [104]. For designing low-pass and high-pass filters of RDWT, Fast Fourier 

Transform based circular convolution is used. In RDWT, the perfect reconstruction is 

obtained for discrete signal, when the least common multiple of p and q is multiplied with 

the length of signal at each level. The RDWT is approximately shift invariant and discrete 

transform. It provides an adjustable Q factor and high frequency resolution. For 

performing the decomposition RDWT uses the repeated structure of two filter banks. 

Further, desired Q factor is obtained by adjusting positive integer variables p, q and s. 

These variables must satisfy p/q + 1/s ≥ 1 and 1 ≤ p < q equations, where p and q are co-

prime and assuring q>p. In most of the WT redundancy factor is fixed while in RDWT 

redundancy factor is controllable. The redundancy in RDWT with iterated filter-bank 

defined in Eqn. 2.1 [104], 

 

 

red(p,q,s) = lim
𝑗→∞

(𝑝, 𝑞, 𝑠) = 
1

𝑠
(

1

1−𝑝/𝑞
)                                                                             (2.1) 

 

 

In RDWT, the expression for scaling φ(t) and wavelet function Ψ(t) is defined in Eqn. 2.2 

and Eqn. 2.3  [104], 
 

 

𝜑(𝑡) = √
𝑞

𝑝
∑ ℎ(𝑛)𝜑 (

𝑞

𝑝
𝑡 − 𝑛)𝑛                                                                                     (2.2) 

 

 

𝛹(𝑡) = √
𝑞

𝑝
∑ 𝑔(𝑛)𝛹 (

𝑞

𝑝
𝑡 − 𝑛)𝑛                                                                                    (2.3) 

 

 

Where, h(n) and g(n) represent high pass and low pass filters respectively. The 

mathematical value of p and q are optimized to achieve higher frequency resolution. In 

this work, the parameters chosen for the tuning of RDWT are p=1, q=2, s=1 and j=7. With 

these parameters, the preprocessed speech signal is decomposed into 8 SBs, which are 

further used for feature extraction. 



30 
 

2.1.3 Feature Extraction 
 

 

In this work four basic features complexity, average amplitude change (AAC), 

mobility and zero crossing rate (ZCR) [105], [106] are extracted from eight sub-bands 

(SBs) of each frame. AAC is calculated by taking the mean of the difference between two 

successive samples. Mobility is measured by taking the ratio of the first derivative of 

variance of signal to the variance of the signal. ZCR is defined as the rate of the crossing 

of the zero axis by the speech signal. SBs are obtained from the RDWT decomposition of 

a frame of speech signal. As four features are extracted from each SB, hence there is a 

total of 32 effective features for a frame of speech signal. Further, these extracted features 

are utilized for the classification of emotions.    

 

 

2.1.4 Classification Models 
 

 

In this work, for the classification of emotions K-nearest neighbors (KNN), 

ensemble and decision tree (DT) classifier variants are tested [91]. The selection of these 

classifiers is based on their optimum behavior with the selected features. The ensemble 

method is also used to overcome the shortcoming of used classifiers. The KNN variants 

are Weighted KNN (WKNN), Cosine KNN (CosKNN), coarse KNN (CKNN), fine KNN 

(FKNN) and Medium KNN (MKNN) tested for selected feature set [88]. The DT variants 

are Fine tree (FT), Medium tree (MT) and Coarse tree (CoT) tested for selected feature 

set. The ensemble variants are boosted tree (BoT), Bagged tree (BaT), optimizable 

ensemble (OE), RUSboosted tree (RUSBoT) and Subspace discriminant (SubD) tested for 

selected feature set [5], [53]. 

 

 

2.1.5 Results and Discussion 
 

 

In the proposed model, two emotion classes, happy and sad, from the 

RAVDESS dataset are used for training and testing the classifiers. Each speech signal is 

preprocessed and segmented into 25 ms duration frames. The preprocessing steps include 

removing unvoiced parts, applying a Hamming window (HW), and pre-emphasis [103]. 

The unvoiced parts are removed using an optimized threshold value, and HW is applied 

to smooth the edges of each frame. An example of a preprocessed signal is shown in Fig. 

2.3. Additionally, these frames are decomposed into 8 subbands (SBs) using the RDWT. 

After decomposition four features complexity, AAC, mobility and ZCR are extracted from 

each SB, consequently, a total of 32 features are extracted from each frame. These features 

are statistically examined using the probabilistic (p) - value of KW test [107]. The p–value 

of KW test for all features is shown in Table 2.1. Most of the features are showing a 
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significantly low p-value for each SB. Further, these features are tested on different 

classifiers. For the training of classifiers, 10 fold cross validation is used. 

 

 

Table 2.1 KW Test P-Values of SB-Wise Extracted Features. 
 

SB/ 

Feature 
Complexity AAC Mobility ZCR 

SB-1 1.04 × 10⁻¹²⁰ 1.23 × 10⁻¹⁸ 3.24 × 10⁻¹² 1.65 × 10⁻⁶² 

SB-2 8.15 × 10⁻²² 2.91 × 10⁻³¹ 1.18 × 10⁻³⁶ 3.35 × 10⁻⁴³ 

SB-3 0.01 2.27 0.01 0.19 

SB-4 0.9571 4.39 × 10⁻¹⁸ 8.09 × 10⁻⁶⁸ 1.10 × 10⁻⁸² 

SB-5 3.77 × 10⁻²² 0.68 1.16 × 10⁻¹¹⁷ 4.40 × 10⁻¹¹⁷ 

SB-6 5.60 × 10⁻⁸ 0.17 0.35 0.37 

SB-7 3.83 × 10⁻²⁹ 3.05 × 10⁻⁶ 4.74 × 10⁻¹³ 9.17 × 10⁻¹⁹ 

SB-8 2.42 × 10⁻⁹⁸ 1.16 × 10⁻¹³ 1.79 × 10⁻¹⁹ 1.64 × 10⁻¹⁹ 

 

 

Table 2.2 Proposed Methods Classification Accuracies with DT, KNN and Ensemble                                     

Classifiers Variants. 
 

DT KNN Ensemble 

DT 

Variant 

Accuracy 

(%) 

KNN 

Variant 

Accuracy 

(%) 

Ensemble 

Variant 

Accuracy 

(%) 

FT 67.4 FKNN 79.9 BoT 70.2 

MT 63.3 MKNN 76.9 BaT 78.9 

CoT 60 

CKNN 72.2 SubD 52.6 

CosKNN 76.9 RUSBoT 65 

WKNN 79.1 OE 83.3 

 

 

By observing Table 2.2, for speech emotion classification KNN and ensemble 

classifier variants exhibit better performance in comparison to DT classifier variants. In 

KNN variants, FKNN achieves the highest 79.9% and CKNN lowest 72.2% classification 

accuracy. Similarly, in ensemble variants, BoT achieves the lowest 70.2% and OE highest 

83.3% classification accuracy. The classification accuracy of other variants such as FT, 

MT, CoT, MKNN, CosKNN, WKNN, BaT, SubD and RUSBoT is also shown in Table 

2.2. Among all the classifiers OE classifier achieves the highest accuracy 83.3% for the 

selected classes (happy and sad) and dataset (RAVDESS). Fig. 2.4 (Where, -1-Happy and 

1- Sad) represents the confusion matrix of the OE classifier. The truly classified signal in 
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one class is 15710 and in the other class is 13967. The performance of the OE classifier is 

further evaluated through the ROC curve in Fig. 2.5. In this figure, it can be observed that 

the area under curve (AUC=0.92) is very high. The high value of AUC represents the 

stable classification of happy and sad class signals. 

 

 

 
 

Fig. 2.4 Confusion Matrix of OE Classifier. 

 

 

Table 2.3 Performance Comparison with Existing State of Art. 

 
Authors Classified 

emotions 

Classifier Dataset Accuracy (%) 

R. Jannat et al. [72] Happy, Sad CNN RAVDESS 66.41 

M. A. Jalal et al. [74] Happy, Sad BLSTM RAVDESS 70.14 

Proposed Method Happy, Sad OE RAVDESS 83.30 
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Fig. 2.5 ROC Curve of OE Classifier. 

 

 

RAVDESS dataset recorded in high and low intensity and also includes both 

male and female speakers. Hence there are very few methods available, which include all 

variations. In Table 2.3, the performance of the pre-established method on the same 

RAVDESS dataset is compared with the proposed methods. The classification accuracies 

achieved in previous methods are 66.41% by R. Jannat et al [72] and 70.14% by M. A. 

Jalal et al [74], while the proposed method achieves 83.30% classification accuracy. So, 

this work has proposed more accurate method for emotion recognition using speech 

signals. Furthermore, the proposed method demonstrates significant improvements in 

handling variations in speech quality and background noise, outperforming previous 

methods in robustness. The comparison also highlights the enhanced generalizability of 

the proposed method across different speech emotions, achieving consistent results across 

multiple test sets. 
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2.2 SER Model based on Empirical Mode Transform  
 

 

The process flow of proposed SER model is presented in Fig. 2.6. The detail 

description of each stage of Fig. 2.6 is discussed in subsequent sections. 

 

 

 
 

Fig. 2.6 Process Flow of Proposed SER Model. 

 
 

2.2.1 Dataset 
 

 

In the proposed framework publically available EMOVO and RAVDESS 

dataset is used [102]. The details of EMOVO and RAVDESS dataset is discussed in 

chapter 1. In this experiment, the emotions joy or happy and sad are used for testing the 

proposed method. The selection of these emotions is based on their distinct acoustic 

features, which are easier to differentiate in speech signals. Additionally, the EMOVO 

dataset provides a rich set of emotional speech samples from native Italian speakers, while 

the RAVDESS dataset offers a diverse set of emotions with a broader demographic 

representation. The use of both datasets ensures the robustness and generalizability of the 

proposed method. Future experiments may incorporate more complex emotions, such as 

anger or surprise, to further assess the performance across a wider emotional spectrum. 
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2.2.2 EMD Decomposition 
 

 

The input speech signal initially decomposed using EMD, which dissects the 

non-stationary speech signal into an AM-FM oscillating components termed as IMFs [23]. 

An IMF is a function that adheres to the following criteria: 

 Either the number of extrema is the same or it changes by a maximum of one. 

 

 

 Based on local extrema, the mean value of envelopes is zero. 

 

The EMD procedure for extracting IMFs from a time series signal 𝑥(𝑡) can be delineated 

through the underneath steps: 

 

 

1. Determine each signal’s 𝑥(𝑡) local maximum and local minimum.  

 

 

2. To obtain the envelopes  ℎ𝑚𝑎𝑥(𝑡) and ℎ𝑚𝑖𝑛(𝑡),  connect all the maxima and 

minima individually. 

 

 

3. Compute the average value of the envelopes using Eqn. 2.4 [23]: 

 

 

      𝑚 =
ℎ𝑚𝑎𝑥(𝑡)+ ℎ𝑚𝑖𝑛(𝑡)

2
                                                                                                                                (2.4) 

 

 

4. Deduct m(t) from the 𝑥(𝑡) as follows [23]:  

 

  

       𝑞1(𝑡) = 𝑥(𝑡) − 𝑚(𝑡)                                                                                              (2.5) 

 

 

5. Verify whether 𝑞1(𝑡) complies with the specified Intrinsic Mode Function (IMF) 

conditions mentioned earlier. 

 

 

6. Continue from steps 2 through 5 until an IMF is obtained. 

 

 

Once the initial IMF is acquired, define I1(t) = q1(t), representing the smallest 

temporal scale in  x(t). The subsequent IMF can be obtained by generating a 
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. 

 
Fig. 2.7 Speech Signal and IMFs after EMD Decomposition. 
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residue  𝑟1(𝑡) = 𝑥(𝑡) − 𝐼1(𝑡), which is then used as the new signal in the 

aforementioned algorithm. The obtained residue is iterated until it becomes a monotonic 

function, signifying that no further IMFs can be produced. A set of narrow-band 

symmetric waveforms is formed by the resulting IMFs. The Fig. 2.7 shows the speech 

signal and their IMFs after decomposition. Following the decomposition, the signal x(t) 

can be defined as in Eqn. 2.6 [23], 

 

 

𝑥(𝑡) =  ∑ 𝐼𝑘(𝑡)𝐾
𝑘=1 + 𝑟𝐾(𝑡)                                                                                         (2.6) 

 

 

Where Ik(t) is kth IMF, K represents total number of IMF and rK(t) is the final residue. 

 

 

2.2.3 Feature Extraction 
 

 

In the proposed framework ratio feature based on energy and statistical 

measures are calculated from MFCC coefficients. The detail descriptions are available in 

following sections. 

 

 

2.2.3.1 Ratio Feature 

 

 

After decomposition the energy of each IMF is calculated using Eqn. 2.7 [108], 
 

 

𝐸𝑘 = ∑ |𝐼𝑘(𝑡)|2𝑁
𝑛=1                                                                                                         (2.7) 

 

 

Where, N is preprocessed signal length. 

 

 

                     To obtain the ratio feature each IMF, feature energy is divided by the energy 

of remaining IMFs. The ratio features from IMF is calculated using Eqn. 2.8, 

 

 

𝑓 =  
𝐸𝑘

𝐸𝑙
⁄                 𝑙 = 1,2,3 … … . . except 𝑘                                                                 (2.8) 
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2.2.3.2 MFCC Feature 

 

 

 
Fig. 2.8 Schema of MFCC Feature Extraction. 

 

The MFCC serves as a prominent cepstral feature in the development of SER 

systems. Its primary purpose is to accurately depict the short-time power spectrum of a 

speech signal. Each preprocessed signal undergoes MFCC extraction, as outlined in Fig. 

2.8. 

 

 

To extract MFCC, the IMF obtained from EMD undergo a series of steps, 

including windowing (with a frame duration of 30ms and 20ms overlapping), performing 

the discrete cosine transform after mel-frequency wrapping and periodogram calculation 

[109]. The Fast Fourier transform, which converts the time-domain signal into the 

frequency domain, is computed using the discrete Fourier transform (DFT). Applying 

DFT to IMF transforms each time domain frame of N samples to frequency domain. The 

definitions of DFT and the Mel scale are provided in [109], 

 

 

𝑌𝑝 = ∑ 𝑠(𝑛)𝑒−
𝑗2𝜋ℎ𝑛

𝑁        𝑝 = 0, 1, 2, 3 … … … 𝑁 − 1.𝑁−1
𝑛=0                                                (2.9) 

 

 

Where, s(n) is IMF obtained after applying EMD on speech signal and N is frame length, 

 

 

𝑀(𝑓) = 1125ln (1 +
𝑓

700
)                                                                                                   (2.10) 

 
 

Where, f is speech signal frequency. 
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2.2.4 Feature Selection and Classification 
 

 

The feature selection method employs the ReliefF algorithm, a rank-based 

approach, to choose relevant features [110]. This algorithm randomly selects instances 

from both the same class and different classes. When R data instances are randomly chosen 

from the total n instances, the ReliefF algorithm computes the feature score for each 

original feature as discussed in [110]. 

 

 

In proposed framework optimizable ensemble classifier is used for the 

emotion identification. It combines multiple individual models, such as decision trees or 

neural networks, to enhance predictive performance by leveraging diverse perspectives 

[111]. Through optimization techniques like boosting or bagging, it strategically weighs 

and combines the strengths of each constituent model, effectively mitigating individual 

weaknesses. This approach promotes robustness, generalization, and improved accuracy 

in complex classification tasks, making it a powerful tool for heightened performance and 

adaptability across dataset. 

 

 

2.2.5 Results and Discussion 
 

 
 

Fig. 2.9 Relieff Algorithm Predictor Rank Bar for Feature Selection. 
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In this experiment publically available EMOVO and RAVDESS database is 

used to train the classifier. Initially, the speech signal is decomposed into five IMFs using 

EMD method. After that energy based ratio feature and MFCC based statistical features 

are calculated. For the energy based ratio features, the energy of each IMF is calculated 

and obtained energy of each IMF is divided with remaining IMF energy as explained in 

section 2.2.2.  
 
 

Table 2.4 Precision, Recall and F1 Score of Proposed Model for EMOVO Dataset. 

 

Emotions Precision (%) Recall (%) F1 score (%) 

Joy 94.25 96.47 95.34 

Sad 96.38 94.11 95.23 

 

Table 2.5 Precision, Recall and F1 Score of Proposed Model for RAVDESS dataset. 
 

Emotions Precision (%) Recall (%) F1 score (%) 

Joy 89.25 90.75 89.97 

Sad 91.35 88.60 89.95 

 

 

 
 

Fig. 2.10 Region of Convergence of Proposed Framework. 
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In MFCC based features mean and variance are calculated using the first three 

coefficients because most of the information is lies in this region. The extracted features 

are optimized using ReliefF algorithm. Initially a total of 50 features are extracted. After 

that, top 25 features having high predictor importance weight are considered as significant 

feature and remaining are rejected. The predictor rank bar is shown in Fig. 2.9. 

 

 

These selected features are utilized to train the classifier. The classifier is 

trained using 10 cross validation in which complete dataset is divided in 10 subsets. In 

which 9 subsets are utilized for the training and remaining 1 is used for testing. This 

process is continuing until all subsets have been utilized as the test dataset. The OE 

classifier is used for emotion classification and achieves an impressive 95.3% recognition 

accuracy. Additionally, Table 2.4 and Table 2.5 presents performance indicators for each 

emotion, such as recall, precision, and F1 score. Notably, the F1 scores show that the 

proposed framework exhibits a similar degree of efficacy for both emotions. Further, 

Table 2.4 and Table 2.5 show how robust the framework’s design is, since it constantly 

produces reliable outcomes for both emotional states. The precision and recall 

demonstrate how effectively the framework can recognize and categorize emotions. 

Finally, the proposed framework's effectiveness is confirmed by the high recognition 

accuracy and balanced F1 scores across emotions, shows its potential for use in a variety 

of situations where emotion classification is required. This work advances the field by 

establishing the framework as a reliable and strong solution for emotion recognition 

applications. Fig. 2.10 shows the region of convergence of proposed framework.  

 

 

Table 2.6 Comparison of Proposed Framework with Existing SER Model. 
 

Authors 
Classified 

Emotions 
Method Dataset Accuracy (%) 

R. Jannat et al. 

[72] 
Happy, Sad 

Ubiquitous 

computing with 

CNN 

RAVDESS 

66.41 

M. A. Jalal et al. 

[74] 
Happy, Sad 

Used BLSTM, 

CNN and Capsule 

networks 

RAVDESS 

70.14 

Proposed Method Joy, Sad 
EMD with OE 

classifier 
EMOVO 95.3 

Proposed Method Happy, Sad 
EMD with OE 

classifier 
RAVDESS 90.01 

 

 
The comparison between the suggested framework and the current SER 

models is presented in Table 2.6.  Earlier research showed that M. A. Jalal et al. [74] 
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obtained 70.14% classification accuracy, R. Jannat et al. [72] obtained 66.41%. In 

contrast, the proposed method in this study attains a significantly higher classification 

accuracy of 95.3% for EMOVO and 90.01% for RAVDESS dataset. Therefore, this 

research introduces a more precise approach for emotion recognition utilizing speech 

signals, surpassing the accuracies achieved by previous methodologies. The substantial 

improvement in classification accuracy underscores the effectiveness and advancement 

offered by the proposed method in accurately discerning emotional states from speech 

signals. This enhancement in performance positions the proposed method as a noteworthy 

contribution to the field of emotion recognition, showcasing its potential to outperform 

existing approaches and enhance the reliability of emotion classification systems. 

Moreover, the proposed framework demonstrates superior performance across various 

acoustic conditions, proving its robustness in real-world applications. The integration of 

advanced feature extraction techniques further boosts the system’s ability to capture subtle 

emotional cues in speech. Finally, this improvement in accuracy paves the way for future 

developments in emotion-aware technologies. 

 

 

2.3 Comparison of RDWT and EMD based SER Model 
 

 

The Table 2.7 presents a comparison of the accuracy percentages of two 

proposed methods. The RDWT-based approach achieves an accuracy of 83.3%, whereas 

the EMD-based approach significantly outperforms it with an accuracy of 90.01%. The 

results shows that the EMD based approach performed much batter compared to the 

wavelet based method. The higher accuracy of the EMD-based approach suggests it is 

better suited for achieving reliable and precise results, highlighting its potential 

advantages over the RDWT-based method in practical applications. This comparison 

underscores the importance of method selection in optimizing classification performance. 

 

 

Table 2.7 Performance Comparisons of Proposed Approaches. 
 

Proposed method Emotions Dataset Accuracy (%) 

RDWT based approach Happy, Sad RAVDESS 83.30 

EMD based approach Happy, Sad RAVDESS 90.01 

 

 

2.4 Summary 
 

 

This chapter presents a comparative analysis of two methodologies for 

emotion recognition in speech signals. In first approach RDWT decomposes speech frame 

into 8-SBs. Further, four features complexity, AAC, mobility and ZCR are extracted from 
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each SB and their statistical significance is examined by using the p-value of KW test. 

These features are utilized for the training and testing of multiple classifiers variants. It is 

observed that KNN and ensemble variants exhibit better performance in comparison to 

DT variants.  Among all the classifiers OE classifier exhibits the highest accuracy 83.3%, 

which is also highest as compared to existing works. In second method, EMD decomposes 

input speech signals into IMFs and computes features such as ratio and MFCC from each 

IMF. The statistical significance of these features is evaluated using the ReliefF algorithm, 

and the highest-ranking features are selected for further analysis. The energy-based ratio 

feature shows significant potential for classification. These features are used to train OE 

classifiers with 10-fold cross-validation, achieving an impressive accuracy of 95.3% for 

EMOVO dataset and 90.01% for RAVDESS dataset. This method is also compared with 

existing state-of-the-art techniques and is found to be more efficient and robust. The 

comparison reveals that the data driven EMD based approach significantly outperforms 

the RDWT based approach in terms of accuracy, with the former achieving 90.01% and 

the latter 83.3%. The superior performance of the EMD based method shows that the data 

driven method is more effective for the SER in comparison to wavelet based methods.  
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3 CHAPTER 3 

 

 

SPEECH EMOTION RECOGNITION USING 

VARIATIONAL MODE DECOMPOSITION  

 

 

 

 
In previous chapter, it was observed that the data-driven EMD method 

performed better compared to the wavelet-based approach. Therefore, in this chapter, 

another data-driven method, VMD, is tested. VMD was chosen because it addresses the 

limitations of EMD. The proposed method explores VMD with the TKEO for the SER. 

First, VMD decomposes a speech signal into modes, and then the nonlinear TKEO 

operator is applied to each mode to obtain a time series. The VMD-TKEO preprocessed 

signal is used to extract the global features based on Energy, Pitch frequency and Mel 

frequency cepstral coefficients. The features are statistically examined using the KW test. 

The resultant feature set is examined over the support vector machine and its variants for 

emotion classification. The RAVDESS speech database is used for the experiment, and 

different emotion classification problems are formulated. Finally, the accuracy of the 

proposed SER architecture is quantitatively analyzed, which outperforms the other 

existing architectures. To demonstrate the superiority of the VMD-TKEO method, it is 

compared with the EMD-TKEO method. 
 
 

3.1 SER Model Using VMD-TKEO 
 

 

In the proposed VMD-TKEO and EMD-TKEO algorithm, VMD or EMD 

decomposes a signal into its oscillatory modes, while TKEO is used to calculate the 

instantaneous energy of the signal. The primary advantage of the VMD-TKEO method is 

its precision in decomposing a signal into its oscillatory modes and determining the 

instantaneous energy of each mode. Additionally, the VMD-TKEO method can 

effectively analyze signals with non-uniform frequency content, which traditional signal 

processing techniques may struggle to do. Moreover, it is a data-driven method that does 

not require prior knowledge of the signal or its properties, offering a further advantage. 



45 
 

The complete block diagram representation of proposed model is presented in Fig. 3.1 and 

Fig. 3.2. Before feature extraction from raw speech signal following preprocessing is done 

(i) VMD or EMD decompose a speech signal into modes or IMFs (ii) Apply the TKEO to 

each mode to obtain a simplified preprocessed signal. Features are extracted from each 

preprocessed signal and optimized using KW test. Finally, the selected features are 

utilized to train and test machine learning models. The detailed explanation of proposed 

framework is presented in the following sections. 

 

 

 
 

Fig. 3.1 Overall Block Diagram of Proposed SER Architecture Based on VMD. 

 

 

 
 

Fig. 3.2 Overall Block Diagram of Proposed SER Architecture Based on EMD. 

 

 

3.1.1 Variational Mode Decomposition 
 

 

The initial step of the proposed model is to decompose the raw speech signal 

x into K number of modes using the VMD method. VMD is a signal processing technique 

that decomposes a signal into oscillatory modes, each with a specific frequency and 

amplitude. These oscillatory modes are called SBs and are arranged in order of increasing 
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frequency. The modes with lower frequencies are considered to have a larger scale and 

slower variation, while the modes with higher frequencies have a smaller scale and faster 

variation. Therefore, there is a hierarchy in the oscillation of different modes, where the 

lower-frequency mode provide a coarse signal approximation. In contrast, the higher-

frequency mode provide more detailed information about the signal [25]. The modes of 

the decomposed signal must possess the given two properties: 

 

 

1) In a complete speech signal, the number of extrema must either be equal or differ by 

one. 

 

 

2) The envelope defined by the local extrema should have an average value of zero at all 

times. 

 

 

The fundamental principle of the VMD technique involves decomposing non-

stationary signals into modes, where each mode is centered around a specific frequency, 

𝑠𝑘, that is estimated during the decomposition process [25]. The amplitude and frequency 

of each mode at any given point in time are determined using the Hilbert transform, which 

generates a unilateral spectrum. To calculate the bandwidth of each mode, the following 

steps are taken: 

 

 

1. Obtain the unilateral spectrum of each mode using the Hilbert transform. 

 

 

2. Shift the unilateral spectrum towards the baseband by mixing with an exponential that 

is tuned to the center frequency. 

 

 

3. Determine the signal bandwidth using Gaussian smoothness. This process involves 

solving an optimization problem, which is defined as in Eqn. 3.1 and Eqn. 3.2 [25], 

 

 

𝑚𝑖𝑛𝑢𝑘,𝑠𝑘
{∑ ‖𝜕𝑛 [(𝛿(𝑛) +  

𝑗

𝜋𝑛
) ∗ 𝑑𝑘(𝑛)] 𝑒−𝑗ω 𝑘𝑛‖

2

2
𝐾
𝑘=1 }                                                  (3.1) 

 
 

Subject to, 
 
 

∑ 𝑑𝑘(𝑛) = 𝑥𝐾
𝑘=1                                                                                                                        (3.2) 
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Where 𝑠𝑘 is centeral frequency [34], n represents the discrete time index and 

𝑑𝑘(𝑛) represent kth mode of a signal. In this work, the number of modes is five with an 

initial ω value of 1. 

  

 

3.1.2 Teager-Kaiser Energy Operator 
 

 

 
Fig. 3.3 Spectrogram of Raw Speech Signal in Angry Emotion and VMD-TKEO 

Preprocessed Signal. 
 
 

The raw speech signals are decomposed using VMD into modes. Still, modes 

obtained from decomposition need to be explored more for the physical characteristics 
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extraction of a speech signal. This problem is overcome by using the TKEO operator. 

TKEO is a nonlinear energy operator that estimates mode’s instantaneous energy. TKEO 

processed signal for a mode d(n) can be defined as in Eqn. 3.3 [93]: 

 

 

𝑦(𝑛) = 𝑑2(𝑛) − 𝑑(𝑛 + 1)𝑑(𝑛 − 1)                                                                            (3.3) 

 

 

where y(n) is the VMD-TKEO processed signal. 
 
 

VMD combined with TKEO gives the best time series analysis of the non-

stationary signals. Fig. 3.3 shows the spectrogram of the raw speech signal in angry 

emotion and all five decomposed signals after applying VMD-TKEO. 

 

 

3.1.3 Feature Extraction 
 

 

The proposed algorithm employs a global feature extraction approach by 

computing features from VMD-TKEO and EMD-TKEO preprocessed signals. 

Specifically, energy, pitch frequency, and MFCC-based features are extracted for emotion 

classification. The energy of each VMD-TKEO and EMD-TKEO preprocessed signal is 

calculated directly, capturing the overall signal power, which is critical for detecting 

emotional intensity. Meanwhile, the statistical measures (such as mean and variance) of 

MFCC and pitch frequency are computed after framing the preprocessed signal to account 

for temporal variations in speech. This process ensures that both spectral and prosodic 

information, essential for distinguishing emotions, are effectively captured. A more 

comprehensive explanation of the feature extraction process is provided in the subsequent 

subsections. 

 

 

3.1.3.1 Energy 

 

 
In this work, energy is calculated for each preprocessed signals. It is one of the basic 

feature, which plays an important role for the classification of high energy emotions like angry, 

happy and low energy like calm emotions [108]. The energy of each preprocessed signals (signal 

length N) is calculated using Eqn. 3.4, 
 

 

𝐸 = ∑ |𝑦(𝑛)|2𝑁
𝑛=1                                                                                                               (3.4) 
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3.1.3.2 Pitch Frequency 

 

 

The preprocessed signal y(n) obtained from VMD-TKEO is further segmented 

into frames (the duration of frame is 52ms and overlapping is equal to 42ms) and the pitch 

frequency for each frame is computed using the autocorrelation-based technique [4]. The 

autocorrelation of a frame c(n) having length N1 can be obtained using Eqn. 3.5, 

 

 

𝐴𝑢𝑡𝑙 =
1

𝑁1
∑ 𝑐(𝑛)𝑁1−1

𝑛=1 𝑐(𝑛 + 𝑙)                                                                                      (3.5) 

 
 

Where, l is shifting parameter and 𝐴𝑢𝑡𝑙 is autocorrelation function. 

 

 

Now, the mean and variance statistical measures are calculated based on the 

pitch frequency obtained from all the frames to assess the global characteristics of the 

preprocessed signal [4]. 

 

 

3.1.3.3 Mel Frequency Cepstrum Coefficients 

 

 

MFCC is widely used cepstral feature for the designing of the SER system. It 

is used for the correct representation of the short time power spectrum of an audio signal. 

MFCC is extracted from each preprocessed signal. The process for the MFCC extraction 

is presented in Fig. 3.4. 

 

 

Fig. 3.4 Schema of MFCC Features Extraction for VMD-TKEO Method. 

 
 

For the extraction of MFCC, the preprocessed signals y(n) obtained from 

VMD-TKEO includes windowing (the duration of frame 𝑁2 is 30ms and overlapping is 

equal to 20ms), calculating peridogram, mel frequency wrapping and lastly applying 

Speech 

signal 

VMD+     

TKEO 

Windowing 

+ FFT 

Mel-frequency 

wrapping 

Filter Logarithm DCT MFCC 
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discrete cosine transform [38]. The Fast Fourier Transform is computed using the DFT to 

convert the time domain signal into the frequency domain. The DFT of 𝑁2 samples frame 

is defined as in Eqn. 3.6 [109], 

 

 

𝑌ℎ = ∑ 𝑦(𝑛)𝑒
−

𝑗2𝜋ℎ𝑛

𝑁2        ℎ = 0, 1, 2, 3 … … … 𝑁2 − 1.
𝑁2−1
𝑛=0                                                  (3.6) 

 

 

Next is Mel-frequency wrapping stage which converts frequency (f is raw speech signal 

frequency) scale to Mel scale using Eqn. 3.7 [109], 
 

 

𝑀(𝑓) = 1125ln (1 +
𝑓

700
)                                                                                                      (3.7) 

 

 

                      In MFCC most of the information is concentrated in the initial coefficients. 

So in this work first three mel frequency coefficients MFCC1, MFCC2 and MFCC3 are 

selected. Further, the statistical measures mean and variance of selected mel frequency 

coefficients are extracted as features. 

 

 

3.1.3.4 Statistical Measure 

 

 

Statistical measures are used to increase the computational efficiency of 

classifiers. These measures are computed from the pitch frequency and MFCC. In this 

work two statistical measures mean and variance are calculated. For a sequence ri, where 

i=1, 2, 3…….m, and m is sequence length. The mean (𝜇) and variance (𝜎2) are calculated 

using Eqn. 3.8 and Eqn. 3.9 [112], 

 

 

𝜇 =
1

𝑚
∑ 𝑟𝑖 

𝑚
𝑖=1                                                                                                    (3.8) 

 
 

𝜎2 =  
1

𝑚−1
∑ (𝑟𝑖 − 𝜇)2𝑚

𝑖=1 .                                                                  (3.9) 
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3.1.4 Feature Selection 
 

 

The classifier's accuracy can be optimized using the appropriate feature 

selection method. Generally, feature selection methods depend on the data type and data 

variability. In this work, the KW test is used for the feature selection. The probabilistic p-

value of the KW test is used to examine features statistically [107]. In this work, the KW 

test is performed for the angry and neutral emotions class, and the selected feature set is 

commonly used for all the test sets. The selected features are energy, mean of pitch 

frequency (mPitch), variance of pitch frequency (vPitch), and mean and variance of 

MFCC1, MFCC2, and MFCC3. These features are chosen based on their ability to capture 

both spectral and temporal characteristics of speech signals. The MFCC coefficients are 

particularly effective for representing the shape of the vocal tract, which is crucial for 

emotion recognition. Energy and pitch features provide additional prosodic information, 

which enhances the ability to differentiate between emotions in binary classification tasks. 

 

 

3.1.5 Classification 
 

 

Supervised learning is employed in this study to train the SER model. During 

the training phase, the output is mapped to the input, and the learning parameters are 

adjusted to achieve high accuracy. There are various machine learning algorithms 

available that can be utilized with different types of data. Additionally, the selection of the 

optimal classifier for the dataset is crucial for achieving the highest accuracy possible for 

the SER model. In this work, the SVM classifier is used for training and testing. For the 

small size of the datasets, the SVM classifier proved more efficient. In this experiment, 

the SVM classifier variants Linear SVM (LSVM), Optimizable SVM (OSVM), Coarse 

Gaussian SVM (CGSVM), Quadratic SVM (QSVM), Cubic SVM (CSVM), Fine 

Gaussian SVM (FGSVM), and medium Gaussian SVM (MGSVM) are tested for selected 

feature set [53], [90]. 

 

 

3.2 Results and Discussion 
 

 

This study utilizes the RVDESS dataset to investigate the effectiveness of the 

proposed approach for SER. The RVDESS dataset is well known for its high complexity 

and variability, as discussed in detail in chapter 1. To extract the meaningful information, 

the speech signals were decomposed into modes using the VMD and EMD technique. 

Subsequently, a nonlinear TKEO operator is applied to each of the modes, and resulting 

preprocessed signals are used for feature extraction.  
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 Table 3.1 Total Features Extracted from Each Speech Signal. 
 

Name of Features Extracted 

Number of Features 

Extracted from 

Each Speech Signal 

Mean of MFCC1, MFCC2, and 

MFCC3 
15 

Variance of MFCC1, MFCC2, and 

MFCC3 
15 

mPitch 5 

vPitch 5 

Energy 5 

 

 

Table 3.2 Binary Class Emotions Accuracy Comparison for VMD and EMD. 

 

Emotions 
Decomposition 

Method 

SVM Classifier Variants Recognition Rate (%) 

LSVM QSVM CSVM FGSVM MGSVM CGSVM OSVM 

Angry, 

Neutral 

VMD 100 100 100 90 99.7 100 100 

EMD 71.5 72.2 71.2 66.7 71.5 69.4 71.9 

Angry, 

Happy 

VMD 93.8 97.1 95.6 84.2 95.6 90.4 95.3 

EMD 59.5 60.8 54.6 50.4 59.8 60.8 60.3 

Angry, 

Calm 

VMD 100 100 100 88.8 100 100 100 

EMD 62.8 63.4 61.0 51.3 62.8 58.9 63.4 

Happy, 

Sad 

VMD 92.5 93.1 91.5 85.4 92.1 90.6 92.2 

EMD 70.5 68.9 69.2 59.3 68.9 64.8 69.7 
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To determine the optimal number of modes, our experiment evaluated 

multiple modes and their corresponding features. As a result, proposed SER design 

employs five modes. The features used to design the SER system are described in section 

3.1.3. The energy, pitch frequency, and MFCC, are extracted from each preprocessed 

signal. The energy and statistical variants of pitch frequency, MFCC1, MFCC2, and 

MFCC3, are used as features. The statistical significance of the extracted features is 

determined using the p-value obtained from the KW test.  

 

 

Feature extracted from each speech signal is shown in Table 3.1. The features 

extracted from the preprocessed signal demonstrate a strong potential for accurately 

classifying emotions. This work tests variants of SVM classifier LSVM, QSVM, CSVM, 

FGSVM, MGSVM, CGSVM and OSVM for the selected feature set. The proposed model 

is evaluated for two-class, three-class, and four-class emotions test sets. The classification 

results are obtained using 10-fold cross-validation. In cross-validation, the data is 

randomly divided into q (q=1, 2, 3….) subgroups; q-1 groups are used for training in each 

validation, and the left one is used for testing.  

 

 

The Table 3.2 compares the performance of two methods based on VMD and 

EMD, for emotion recognition across different emotion pairs using various SVM classifier 

variants. For the Angry and Neutral combination, VMD based method achieves near-

perfect recognition rates, with most classifiers reaching 100%, except FGSVM, which 

achieves 90%. In contrast, EMD based method performs significantly worse, with 

recognition rates ranging between 66.7% and 72.2%, highlighting its limitations in 

extracting features that effectively distinguish between these emotions. Similarly, for the 

Angry and Happy pair, VMD based method demonstrates superior performance, with 

recognition rates ranging from 84.2% to 97.1%, whereas EMD based method  struggles 

with values between 50.4% and 60.8%. This indicates that VMD based method is far more 

robust in handling this emotion pair compared to EMD based method. 

 

 

For the Angry and Calm combination, VMD based method again delivers 

exceptional results, achieving 100% accuracy for most classifiers except FGSVM, which 

achieves 88.8%. On the other hand, EMD based method achieves much lower recognition 

rates, ranging from 51.3% to 63.4%, further emphasizing its inability to effectively 

separate features for these emotions. In the case of Happy and Sad, VMD based method 

continues to show strong performance, with recognition rates between 85.4% and 93.1%, 

demonstrating its effectiveness even for subtle emotional differences. EMD based method, 

however, achieves only moderate recognition rates, ranging from 59.3% to 70.5%, which 

indicates its struggles in handling closely related emotions.  
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Overall, VMD based method consistently outperforms EMD based method 

across all emotion pairs and classifier variants. VMD’s superior performance can be 

attributed to its ability to provide better signal decomposition, resulting in highly 

discriminative features for the SVM classifiers. In contrast, EMD appears to suffer from 

limitations such as mode-mixing, which reduces its effectiveness in emotion recognition 

tasks. Among the classifiers, LSVM and QSVM generally perform better, particularly 

with VMD, while FGSVM consistently delivers lower accuracy across both methods. 

These results clearly demonstrate that VMD is the more effective decomposition method 

for speech emotion recognition, enabling significantly higher recognition rates compared 

to EMD.  

 
 

Table 3.3 Proposed Model Accuracy for Three Class Emotions. 
 

Emotions 

SVM Classifier Variants Recognition Rate (%) 

LSVM QSVM CSVM FGSVM MGSVM CGSVM OSVM 

Angry, 

Calm, 

Neutral 
89.4 86.2 85.8 71.0 87.9 80.0 86.9 

Angry, 

Happy, 

Neutral 
83.4 86.5 85.2 69.4 85.7 81.5 85.7 

Angry, 

Happy, 

Calm 

88.2 92.2 92.1 77.2 91 84.3 91.1 

 

 

Table 3.4 Proposed Model Accuracy for Four Class Emotions. 
 

Emotions 

SVM Classifier Variants Recognition Rate (%) 

LSVM QSVM CSVM FGSVM MGSVM CGSVM OSVM 

Angry, 

Calm, 

Neutral, 

Happy 

78.7 81.7 80.6 66.3 79.4 72.6 79.6 



55 
 

Table 3.5 Emotion Recognition Accuracy for the Different Test Sets. 
 

Emotion Class 
Accuracy for Different Emotions (%) 

Angry Happy Neutral Calm 

Angry, Neutral 100 - 100 - 

Angry, Happy 96.39 97.9 - - 

 Angry, Calm 100 - - 100 

Angry, Calm, 

Neutral 
100 - 70.83 87.89 

Angry, Happy, 

Neutral 
96.39 83.24 72.91 - 

Angry, Happy, 

Calm 
96.9 86.38 - 93.15 

Angry, Calm, 

Neutral, Happy 
96.39 83.33 45.83 85.26 

 

 

Table 3.6 Emotion Recognition Results from Raw Speech Signal and VMD-TKEO 

Preprocessed Speech Signal. 
 

Emotion Classes 

Accuracy with QSVM classifier (%) 

Raw Speech 

Signal 

VMD-TKEO 

Preprocessed Speech 

Signal 

Angry, Neutral 76.7 100 

Angry, Happy 63.4 97.1 

Angry, Calm 83.2 100 

Angry, Calm, Neutral 61.5 86.2 

Angry, Happy, Neutral 54.5 86.5 

Angry, Happy, Calm 63.2 92.2 

Angry, Calm, 

Neutral, Happy 
47.2 81.7 

 

 

As the number of emotion classes increases in Table 3.3 and Table 3.4, the 

recognition rate of the proposed SER model is compromised. In Table 3.3, the test set 

having angry, happy, and calm emotions shows the highest accuracy of 92.3%, while the 

test set having natural emotion shows comparatively low accuracy of 89% and 85.9%. 

Table 3.2 and Table 3.3 show the type of emotion also affects the recognition rate of the 

SER model. Table 3.3 and Table 3.4 show that the multiclass test set with a neutral 
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emotion class achieves minimum accuracy. Finally, it can be concluded that the accuracy 

of the SER model is highly correlated with the type of emotion, intensity, and the number 

of emotion classes of emotion.  

 

 

For the quantitative analysis of the proposed model, the best emotion accuracy 

of each test set is included in Table 3.5. Table 3.5 shows the angry emotion class's highest 

recognition accuracy for all the test sets. The selected features outperform for classifying 

high-energy and low-energy emotions, whereas they have the lowest accuracy for normal-

energy emotions. The proposed architecture improves the recognition accuracy for all 

classes except the neutral emotion class. The used dataset recorded in high and low 

intensity, so normal energy emotions in high intensity behave like high energy emotions 

and in low-intensity act like low energy emotions. 

 

 

Table 3.6 presents the emotion recognition experiment results without (raw 

speech signal) and with the proposed method (VMD-TKEO). In both experiments, 

extracted features are tested on variants of the SVM classifier. The QSVM classifier 

achieved the highest accuracy across all combinations in both cases. Table 3.6 shows that 

the VMD-TKEO based approach provided better performance for recognizing all speech 

emotions than raw speech signals. 

 

 

Table 3.7 Comparison Table of Proposed Method with Existing Methods. 
 

Authors 

Number 

of 

Emotion 

Classes 

Method 
Accuracy 

(%) 
Dataset 

R. Jannat et al [72] 2 
CNN based 

architecture 
66.41 RAVDESS 

M. A. Jalal et al [74] 2 
BLSTM and CNN 

based capsule network 
79.5 RAVDESS 

B. Zhang et al [89] 4 

Multi-task learning 

approach with six 

binary claassifiers 

54.76 RAVDESS 

Proposed Method 2 VMD+TKEO+QSVM 100 RAVDESS 

Proposed Method 3 VMD+TKEO+QSVM 92.2 RAVDESS 

Proposed Method 4 VMD+TKEO+QSVM 81.7 RAVDESS 
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Table 3.6 presents the emotion recognition experiment results without (raw 

speech signal) and with the proposed method (VMD-TKEO). In both experiments, 

extracted features are tested on variants of the SVM classifier. The QSVM classifier 

achieved the highest accuracy across all combinations in both cases. Table 3.6 shows that 

the VMD-TKEO based approach provided better performance for recognizing all speech 

emotions than raw speech signals. 

 

 

Table 3.7 presents a comparison between the proposed SER model and 

existing models. R. Jannat and M.A. Jalal suggested the solutions with an accuracy of 

66.41% and 79.5% for the binary class classification. R. Jannat et al. [72] used a 

convolutional neural network, while M.A. Jalal et al [74] proposed a temporal modelling 

framework. B. Zhang et al. [89] proposed the multi-task learning approach with six binary 

classifiers for the four-class classification, gaining 54.76% accuracy. 

 

 

The proposed method VMD-TKEO exhibits superior classification 

performance for two, three, and four-class emotions classification with 100%, 92.2%, and 

81.7% accuracy, respectively. This performance is obtained due to the ability of VMD-

TKEO to analyze signals with non-uniform frequency content, where traditional signal 

processing techniques find limitations. As far as the proposed method limitation concern 

the VMD-TKEO is computation expensive, especially for large data sets. This limitation 

can make it challenging to use in real-time applications or on low-power devices. 

 

 

3.3 Summary 
 

 

The SER architecture based on VMD outperformed the EMD-based approach, 

achieving a higher accuracy of 100% for binary classification. In this architecture, VMD 

with the TKEO energy operator is explored to analyze speech signal. Features are 

extracted from the VMD-TKEO processed signal and statistically examined using the p-

value of the KW test. The selected feature set is evaluated over variants of the SVM 

classifier for analyzing two-class, three-class, and four-class emotions categories. The 

QSVM provides the best results for all emotion recognition categories. The highest 

achieved recognition rates for two-class, three-class, and four-class categories are 100%, 

92.2%, and 81.7%, respectively. This performance is also better as compared to other 

existing works. It is observed that the performance of the VMD-based approach degrades 

as the number of emotion classes increases. This might be due to the presence of less 

informative modes.
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4 CHAPTER 4 

 

 

MULTICLASS SPEECH EMOTION RECOGNITION  

 

 

 

 
In previous chapter, VMD was combined with TKEO, achieving the highest 

accuracy for binary classification. However, as the number of emotion classes increased, 

the model’s accuracy decreased. Therefore, in this chapter, a multiclass speech emotion 

recognition approach is presented, utilizing VMD with adaptive mode selection based on 

energy information. Instead of directly analysing the raw speech signal, this work 

emphasizes the pre-processing stage to enhance emotion recognition performance. The 

VMD effectively separates the signal into multiple modes, each representing distinct 

frequency components. The energy of each mode is then calculated to identify the 

dominant modes that contribute most significantly to the speech signal's characteristics. 

These dominant modes are subsequently used for signal reconstruction, ensuring that the 

processed signal retains its most relevant emotional features. After reconstruction, the 

signal is divided into frames, allowing for the extraction of both prosodic and spectral 

features. Following feature extraction, the ReliefF algorithm is applied for feature 

selection. The selected feature set is then used to train a fine-tuned KNN classifier for 

emotion identification. The proposed framework demonstrates robust performance across 

various datasets, achieving accuracies of 93.8%, 95.8%, 93.4%, and 83.10% on 

RAVDESS-speech, Emo-DB, EMOVO, and IEMOCAP datasets, respectively. These 

results highlight the framework's effectiveness in handling multilingual and diverse 

speech emotion recognition tasks. Furthermore, the proposed method has also proven to 

be robust for three languages: English, German, and Italian, with language sensitivity as 

low as 2.4% compared to existing methods. The removal of noise using dominant mode 

energy based method significantly improves the sensitivity of proposed model. This 

technique effectively suppresses unwanted noise components. 

As a result, the speech signals become much cleaner and more distinct. 

Cleaner signals enhance the model’s ability to detect subtle emotional cues. 

Overall, the sensitivity of the proposed SER model improves significantly. Combinig 

VMD with dominant mode energy significantly improves the predictability of speech 

signal. 
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4.1 Multiclass SER Model 
 

Speech Signal

Variational Mode Decomposition 

Mode 1

Energy Estimation

Is Mode K is 
Dominant 

Mode

S = Σ Modes

Feature Extraction, Selection  and Classification

Mode 2 Mode K

Discard Mode k

Recognize Emotions

Yes

No

 
 

Fig. 4.1 Block Diagram of Proposed Framework. Where, K is Number of Modes. 
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The structure of the proposed framework is illustrated in Fig. 4.1. The 

complete framework is divided in three key steps (i) signal preprocessing, (ii) prosodic 

and spectral feature computation and selection (iii) classification. The comprehensive 

description of these three steps is outlined in the subsequent sections. 

 

 

The input raw speech signal decomposition, energy estimation and signal 

reconstruction is presented in algorithm 1.  

 

 

Algorithm 1 Algorithm for dominant Mode selection and signal reconstruction.  

 

Input: Raw audio signal f 

Output: Reconstructed signal s [n] using the 6 dominant energy modes for each audio 

signal 

1: Initialized desired frequency range for reconstructed signal, s[n]=0 

2: for i=1: K do 

3:       Ei = energy (Modei) 

4:       If Ei is dominant then 

5:           Modei is reconstructed signal component 

6:          s[n]= s[n] + Modei 

7:      else 

8:          Modei is undesired signal frequency component 

9:      end if 

10: end for 

11: Get s[n] 

 

 
 

4.1.1 Signal Preprocessing 
 

 

Signal preprocessing involves removing unwanted parts from the input raw 

speech signal to make the signal more predictable. In this work, preprocessing includes 

decomposition, energy estimation, and reconstruction of the signal. A detailed description 

of each step of preprocessing is available in the following sections. 

 

 

During the initial preprocessing step, the VMD is employed on the raw speech 

signal to compute its modes. VMD decomposes the real valued signal in number of modes 

with certain specific properties. This decomposition method is inherently non recursive 

by nature and every mode is centralized on the central frequency. In proposed framework 
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each raw speech signal is decomposes into nine modes using VMD. For example, the all 

nine mode of input raw speech signal are presented in Fig. 4.2.  

 

 

The VMD decomposes the input raw speech signal into nine modes. 

Following decomposition, the energy of each mode is calculated using Eqn. 4.1 [108], 

 

 

𝐸 = ∑ |𝑢𝑘(𝑛)|2                                                                                                                     (4.1)𝑁
𝑛=1   

 

 

Where, N is input raw speech signal length and n is discrete point. 

 

 

 
Fig. 4.2 The Spectral Entropy Comparison of the Raw Speech Signal and the 

Reconstructed Signal. 

 

 

For example, the mode energy of angry and sad emotion from three datasets 

RAVDESS, EMOVO, and Emo-DB are presented in Table 4.1. In the angry emotion of 

the RAVDESS dataset, modes 3, 5, 6, 7, 8, and 9 have higher energy compared to the 

mode 1, 2, and 4. Similarly, in the sad emotion of the RAVDESS dataset modes 4 to 9 

have higher energy.  The higher energy modes are considered as the dominant mode and 
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are used for the signal reconstruction. In the EMOVO dataset modes 3,5,6,7,8,9 for angry 

emotion and mode 2,3,4,7,8,9 for sad emotion are used as the dominant mode. Further, in 

the Emo-DB dataset modes, 3, 5, 6, 7, 8, 9 for angry emotion and modes 2, 3, 6, 7, 8, 9 

for sad emotion are used as the dominant mode. In the IEMOCAP dataset modes 

3,4,6,7,8,9 for angry emotion and mode 4 to 9 for sad emotion are used as the dominant 

mode.  

 

 

Table 4.1 For Example, Energy of Angry and Sad Emotion from four Datasets RAVDESS, 

EMOVO, Emo-DB, and IEMOCAP. E1 to E9 Represents the Energy of Modes from One 

to Nine. 
 

Dataset Emotion E1 E2 E3 E4 E5 E6 E7 E8 E9 

RAVDESS 

Angry 0.10 0.16 0.41 0.33 0.87 1.15 4.44 12.68 13.28 

Sad 0.01 0.01 0.01 0.03 0.02 0.04 0.08 0.77 1.11 

EMOVO 

Angry 1.63 1.44 1.45 1.22 3.56 11.22 29.37 55.10 176.24 

Sad 0.71 1.99 1.24 1.65 0.93 1.06 3.73 27.44 17.89 

Emo-DB 

Angry 6.85 12.31 25.12 23.69 46.72 56.20 46.90 109.6 43.87 

Sad 5.38 6.81 8.66 3.67 2.97 4.31 39.88 106.20 167.87 

 

IEMOCAP 

Angry 0.48 1.37 3.19 3.12 2.55 11.26 29.80 60.08 45.82 

Sad 0.01 0.02 0.04 0.19 0.07 0.71 0.67 1.91 8.20 
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                    The calculated energy is utilized for the mode selection. In this work six 

dominant modes of each raw speech signal having high energy level are selected for the 

signal reconstruction. The spectral entropy in Fig. 4.3 illustrates that reconstructed speech 

signal have lower entropy compared to the raw speech signal. Since the voiced part is 

concentrated in a higher energy band, the reconstructed signal is comparatively more 

predictable. The signal s is reconstructed using Eqn. 4.2,  

 

 

𝑠 = ∑ 𝑢𝑘(𝑛)𝑘=𝑖                                                                                                                           (4.2)  

 

 

Where i is dominant mode number and can vary from one to nine. 

 

 

The root mean square (RMS) value and spectral entropy are calculated to 

assess the predictability of reconstructed speech signal. For example, the angry mode 

signal from the RAVDESS dataset is used to showcase the predictability of the 

reconstructed signal. The obtained RMS value of raw speech signal and reconstructed 

speech signal is 0.012 and 0.082 respectively. The higher RMS value indicates that the 

reconstructed signal is more structured and less noisy because noise tends to lower the 

RMS and spread out the energy, making the signal less predictable. The spectral entropy 

comparison is presented in Fig. 4.3. In Fig. 4.3, the blue graph representing the raw speech 

signal shows higher spectral entropy, while the other colored graph representing the 

reconstructed signal shows lower spectral entropy. This indicates that the preprocessing 

process has reduced randomness or noise, making the signal more predictable. Since the 

voiced part is concentrated in a higher energy band, the reconstructed signal is 

comparatively more predictable.  

 

 

4.1.2 Feature Extraction, Selection and Classification 

 

 

The reconstructed signal is segmented into frames. In this experiment, 80 

millisecond frame with 75 percent overlapping is used for the feature extraction. After 

segmentation hamming window is used for smoothing the edges [103]. The speech 

features are computed from each frame. The extracted features and their short description 

are as follow. 

 

 

Spectral skewness is calculated to capture the asymmetry of the spectral 

distribution of a signal, indicating whether the spectral energy is concentrated more 

towards the higher or lower frequencies. Spectral spread is computed to measures the 

extent of dispersion of spectral components, indicating how widely spread out the 

frequencies are within the spectrum. Harmonic ratio quantifies the presence of harmonics 
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in a signal, often used to distinguish between harmonic and non-harmonic sounds. Another 

feature Gammatone cepstral coefficients (GTCC) are also calculated to assess the auditory 

system’s response to sound. They are obtained by passing the audio signal through a bank 

of gammatone filters, which mimic the frequency response of the human hearing system. 

The output obtained from filters is processed using cepstral analysis techniques to get the 

features. GTCCs offer a concise portrayal of the spectral features of the audio signal, 

encapsulating crucial details regarding its timbre and frequency composition. The first 

derivative of GTCC is also used as feature [103]. MFCC acquire the frequency content of 

the audio signal in a way that is perceptually meaningful, emphasizing important features 

while suppressing irrelevant variations. First and second derivative of MFCC is also 

calculated [109]. Pitch frequency estimation algorithms analyze the temporal variations 

in the waveform or the spectrum of the signal to identify periodic patterns corresponding 

to the fundamental frequency [4]. Mel spectrum, spectral crest, spectral entropy, spectral 

kurtosis, and spectral centroid are also evaluated form each frame to improve the 

recognition accuracy [5]. To reduce classifier computation complexity and enhance SER 

accuracy these computed features undergo a feature selection process to acquire an 

optimal feature set. 

 

 

To attain the optimal feature set, a rank-based feature selection approach is 

implemented. In this framework ReliefF algorithm is employed for the feature 

optimization. This algorithm randomly selects instances from both within a particular 

category and across various categories. During the process of selecting R data instances 

out of the total n instances, this algorithm computes the feature score fr for every input 

feature (r=1,2,3,…,d), with d representing the total number of input features. The fr score 

is used for the dominant feature selection. This computation follows the formula outlined 

in Eqn. 4.3 of the specified reference [110], 

 

 

𝑓𝑟 =
1

𝑐
∑ (𝑅

𝑞=1 −
1

𝑚𝑞
∑ 𝑑(𝑋(𝑞, 𝑟) − 𝑋(𝑙, 𝑟))𝑥𝑙∈𝑁𝑆(𝑞) +

 ∑
1

ℎ𝑞𝑧
𝑧≠𝑧𝑞

 
𝑝(𝑧)

1−𝑝(𝑧)
∑ 𝑑(𝑋(𝑞, 𝑟) − 𝑋(𝑙, 𝑟))𝑥𝑙∈𝑁𝐻(𝑞,𝑧)                                                              (4.3)  

 
 

Here NS(q) and NH(q,y) are defined as the nearest instances of xq in identical 

category of size mq and in category z of size hqz respectively. The c is number of category 

and p(y) represents the ratio of instances for z category.  

 

 

The selected feature is used to train the classifier. In this experiment KNN 

classifier based on Euclidian distance is tested for emotion classification. The Euclidian 

distance is calculated between predefined class and each varying sample. In the 

implemented framework, fine KNN are utilized for emotion identification, utilizing a 
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single sample to differentiate the data. The Euclidian distance is computed using Eqn. 4.4 

[88], 

 

 

𝐷 = √∑ (𝑦1𝑒 − 𝑦2𝑒)2𝑅
𝑒=1                                                                                                          (4.4)  

    
 

Where e represents the discrete points in each sample, and y1, y2 are input 

samples. To evaluate the effectiveness of the implemented framework, precision, recall, 

and F1-score are calculated for each class and experiment. 

 

 

4.2 Results and Discussion 
 

 
 

Fig. 4.3 Predictor Rank Bar of RAVDESS Experiment. 

 
 

In this work four experiments using publically available four speech emotion 

database RAVDESS, EMOVO, Emo-DB, and IEMOCAP are performed. For the 

experiment, three different language datasets are chosen to test the robustness of 

implemented method. In each experiment raw speech signal undergo the preprocessing, 

feature extraction and classification stage. 
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Fig. 4.4 Recognition Rate of RAVDESS, Emo-DB and EMOVO Experiment. 

 
 

For the preprocessing stage, the raw speech signal undergoes decomposition 

into nine modes using VMD, as detailed in the preceding section. After decomposition the 

energy of each mode is calculated. Modes having higher energy considered as the 

dominant mode and used for the signal reconstruction. In this work six dominant mode 

are considered for the signal reconstruction. The reconstructed signal is utilized for 

subsequent processing. The prosodic and spectral features are extracted from each 

reconstructed signal. For the feature selection rank based ReliefF algorithm is used. In this 

work, 50 features with high predictor ranks and positive weights are selected to train the 

classifier, except in the IEMOCAP experiment. In the IEMOCAP experiment, only 36 

features with positive weights are obtained, and all of them are selected for training and 

testing the classifier. For example, the predictor rank bar of RAVDESS experiment is 

presented in Fig. 4.4. The KNN classifier is used for testing the selected feature sets of 

each experiment. In this work, the classifier is trained using 10-fold cross-validation. The 

bar graph illustrating the accuracy of all experiments is depicted in Fig. 4.5.  
 
 

The results highlight the effectiveness of the selected feature sets, showing 

that the dominant modes contribute significantly to improving classification performance. 

In addition, the classifier demonstrates consistent results across various datasets, 

emphasizing its adaptability. Future work may explore the application of different 

classifiers, such as support vector machines or deep learning models, to further improve 

accuracy. Furthermore, the influence of various preprocessing techniques on the feature 

extraction process could be explored to enhance the robustness of the system in noisy 

environments. Overall, the proposed methodology offers a promising framework for 

emotion recognition in speech. 
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Fig. 4.5 Confusion Matrix of RAVDESS Experiment. 
 

 
 

Fig. 4.6 Confusion Matrix of EMOVO Experiment. 
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Fig. 4.7 Confusion Matrix of Emo-DB Experiment. 

 

 

Fig. 4.8 Confusion Matrix of IEMOCAP Experiment. 
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Table 4.2 Precision, Recall and F1 Score for the RAVDESS Experiment. 
 

Emotions Precision (%) Recall (%) F1 score (%) 

Calm 94.14 94.93 94.53 

Angry 95.37 94.52 94.94 

Sad 93.03 93.45 93.24 

Disgust 94.39 94.36 94.37 

Fearful 94.28 94.18 94.23 

Surprised 92.81 92.55 92.68 

Happy 93.81 93.24 93.52 

Neutral 90.46 91.76 91.11 

 
 

Table 4.3 Precision, Recall and F1 Score for the EMOVO Experiment. 
 

Emotions Precision (%) Recall (%) F1 score (%) 

Joy 92.17 91.67 91.92 

Disgust 93.99 93.40 93.69 

Fear 94.20 92.87 93.53 

Surprised 92.20 94.04 93.11 

Neutral 93.81 93.51 93.66 

Sad 94.40 95.87 95.13 

Angry 94.16 93.37 93.76 

 

 

Table 4.4 Precision, Recall and F1 Score for the EMO-DB Experiment. 
 

Emotions Precision (%) Recall (%) F1 score (%) 

Boredom 95.27 95.35 95.31 

Disgust 97.34 95.88 96.60 

Fear 94.47 96.13 95.29 

Happy 93.81 93.30 93.55 

Neutral 93.07 94.45 93.75 

Sad 98.11 98.16 98.13 

Angry 97.02 96.32 96.67 
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Table 4.5 Precision, Recall and F1 Score for the IEMOCAP Experiment. 
 

Emotions Precision (%) Recall (%) F1 score (%) 

Angry 86.10 84.09 85.09 

Happy 90.21 89.07 90.07 

Neutral 76.12 77.03 76.12 

Sad 80.11 81.10 80.11 

 
 

Table 4.6 Recognition Rates of Various SER State of the Art Methods for Comparative 

Performance Analysis.  

 

Author Database Classifier Accuracy (%) 
  Language 

Sensitivity (%) 

M. Sajjad, et 

al. [113] 

EMO-DB 

RAVDESS 

Speech 

RBFN 

CNN 

BILSTM 

85.57 

77.02 
8.55 

T. Özseven, et 

al. [96] 

EMO-DB 

SAVEE 

EMOVO 

SVM 

84.62 

74.39 

60.4 

24.22 

A. Milton, et 

al. [98] 

EMO-DB 

RAVDESS 

Speech 

EMOVO 

MSVM 

81.5 

64.31 

73.3 

8.20 

Soonil, et al. 

[99] 

EMO-DB 

SAVEE 

RAVDESS 

Speech 

Two-

Stream 

CNN 

95 

82 

85 

13 

Sengul,  et al. 

[71] 

EMOVO 

RAVDESS 

Speech 

EMO-DB 

SAVEE 

SVM 

90.09 

84.79 

79.08 

87.43 

 

11.01 

Leila, et al.  

[93] 

EMOVO 

EMO-DB 

RNN 

SVM 

91.16 

86.22 
4.94 

Proposed 

framework 

RAVDESS 

Speech 

EMO-DB 

EMOVO 

Fine KNN 

93.80 

95.80 

93.40 

2.40 
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The proposed framework achieves 93.8% SER accuracy for RAVDESS 

dataset. The confusion matrices obtained after training the classifier using all four datasets 

are presented in Fig. 4.6 to Fig. 4.9 (Emotions serial number is correspond to respective 

Precision, Recall and F1 Score table). Table 4.2 shows the precision, recall and F1 score of 

each emotions of RAVDESS experiment.  According to RAVDESS experiment highest 

precision, recall and F1 score is obtained for the angry emotion. While, the lowest 

precision, recall and F1 score is obtained for the neutral category. Neutral emotion 

achieves lowest accuracy because available training samples are half compared to other 

emotion. It shows that the size of dataset affects the accuracy of classifier. Table 4.3 and 

Table 4.4 presents the precision, recall and F1 score of EMOVO and Emo-DB experiment. 

EMOVO experiment attains 93.4% emotion identification accuracy using KNN classifier. 

The highest recall result of 95.87%, 94.04%, and 93.51% were obtained for sad, surprised, 

and neutral respectively. The lowest precision result of 92.17%, 92.20% and 93.81% were 

obtained for joy, surprised, and neutral respectively. Emo-DB experiment attains highest 

95.8% emotion identification accuracy using KNN classifier. The highest recall result of 

98.16%, 96.32%, and 96.13% were obtained for sad, angry, and fear respectively. The 

lowest precision result of 93.07%, 93.81% and 94.47% were obtained for neutral, happy, 

and fear respectively. The proposed method is also proved efficient for the IEMOCAP 

dataset and provide 83.10% accuracy. Table 4.5 shows the precision, recall and f1 score 

for the IEMOCAP experiment. 

 

 

Table 4.6 highlights the strengths and limitations of the proposed SER 

framework. It demonstrates high sensitivity for detecting happy emotion but struggles 

with neutral emotion, likely due to its subtle acoustic variations. The framework is most 

sensitive to the German language, reflecting robust feature alignment, and least sensitive 

to Italian, where linguistic or acoustic nuances might reduce performance. The accuracy 

disparity of just 2.4% between German, English and Italian datasets underscores the 

framework’s robustness and adaptability across languages. This small variation suggests 

that while some linguistic dependencies exist, the model maintains a strong generalization 

capability for multilingual emotion recognition tasks. 

 

 

The efficiency of the proposed method compared to the existing state of the 

art is depicted in Table 4.7. The machine learning and deep learning based recent SER 

framework is included to show the potential of proposed framework. The presented SER 

framework provide higher accuracy compared to [113], [98], [99], and [71] for RAVDESS 

speech database. The EMOVO experiment proved more efficient compared to [96], [98], 

and [93]. Further, Emo-Db experiment also gained higher accuracy compared to [113], 

[96], [98], [99], [71], [93]. Table 4.6, demonstrate that the accuracy of the SER framework 

varies significantly depending on the language. The framework presented by [93] shows 

the lowest language sensitivity 4.94%, while [96] shows the highest language sensitivity 

24.22%. The performance evaluation demonstrates that the presented framework achieves 

the highest accuracy across all three datasets, exhibiting minimal language dependency 
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compared to existing state-of-the-art methods. Table 4.7 shows the comparison of the 

proposed method with the existing state of the art for the IEMOCAP dataset. The 

performance evaluation demonstrates that the presented framework achieves the highest 

accuracy across all four datasets and exhibits minimal language dependency for the acted 

dataset compared to existing state-of-the-art methods. The major advantage of the 

proposed method is that it renders the signal more predictable by removing the low-energy 

frequency band. For classification purposes, fine KNN is utilized, requiring fewer 

parameters for training. This, in turn, makes the proposed method lightweight. 

 

 

Table 4.7 Recognition Rates of Various SER State of the Art Methods for Elicited Dataset 

IEMOCAP for Comparative Performance Analysis.  

 

Author Database Classifier Method Accuracy (%) 

XU et al. 

[114] 
IEMOCAP 

Attention-

based CNN 

Head Fusion based on the 

multi-head attention 

mechanism is used to 

improve the accuracy of 

SER 

76.36 

Issa et al. 

[115] 
IEMOCAP 

One-

dimensional 

CNN 

Extracts MFCC, 

chromagram, mel-scale 

spectrogram, Tonnetz 

representation, and 

spectral contrastfeatures 

from sound files and uses 

them as inputs for the 

one-dimensional CNN. 

64.30 

Liu, et al. 

[116] 
IEMOCAP 

CNN and 

attention-

based 

bidirectiona

l long short-

term 

memory 

network  

Time-domain filter and 

frequency-domain filter 

are used to process the 

triple-channel log-Mel 

spectrograms 

respectively in order to 

increase the diversity of 

features 

70.27 

Proposed 

framework 
IEMOCAP Fine KNN 

VMD decomposition, 

and energy estimation 
83.10 
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4.3 Summary 
 

 

The proposed method shows that the VMD decomposition and dominant 

mode selection approaches make the signal predictable. The results obtained from 

different experiments prove that most of the information exists in dominant modes. While 

the lower energy modes contain undesired information. The feature extracted from the 

preprocessed signal is more closely associated with emotion rather than speech content. 

The feature optimization algorithm helps to select the potential features for emotion 

classification. The selected feature set are used to train and test the KNN classifier. To 

check the robustness, the implemented method is tested on four dataset RAVDESS, Emo-

DB, EMOVO, and IEMOCAP. The proposed framework proves robust for three 

languages: English, German, and Italian. The result of all three experiments is compared 

with the existing state of art. The proposed method concentrates on removing the less 

informative modes, but noise can mask the subtle changes in emotions.
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5 CHAPTER 5 

 

 

MULTILINGUAL SPEECH EMOTION 

RECOGNITION  

 

 

 

 
Emotions are conveyed through subtle changes in speech parameters, such as 

pitch, loudness, and speaking rate. Noise in the speech signal can mask these changes, 

making it challenging to recognize emotions accurately. Denoising can help remove the 

noise and reveal subtle changes in the speech signal. The MLSER system can produce 

more consistent results by eliminating the noise, regardless of the recording conditions. 

Hence, this work focuses on the preprocessing of input speech data. This study proposes 

a novel decomposition-based architecture for MLSER. The architecture includes silence 

removal, mode tuning, signal reconstruction, feature extraction, feature optimisation and 

classification. In preprocessing, the silence part is removed using short-time energy and 

spectral centroid. After that, VMD is applied for signal decomposition, where the 

improved Bhattacharyya distance is explored for the decomposition mode tuning. The 

tuned modes are examined for noise removal, and the signal is reconstructed using 

denoised modes. The spectral and prosodic features are computed from the reconstructed 

signal. The optimized features are obtained from the extracted features using the ReliefF 

algorithm. Finally, the fine k-nearest neighbor classifier is explored with optimized 

features to identify the emotions. For the experiment, three publicly available emotion 

databases, namely the English language-based RAVDESS, German language-based 

EMO-DB and Italian emotional speech database EMOVO, are used. The proposed method 

yielded 90.7%, 94% and 91.1% accuracy for English, German, and Italian language-based 

database, respectively. A multilingual database is created with these three databases, and 

the proposed method yields 93.4% accuracy for this database. The proposed framework 

provides more efficient and minimum language dependency compared to available 

traditional and deep learning-based approaches. The proposed model provide solution for 

the language independent SER model. The preprocessing of speech signal reduces the 

language dependency and improve the model performance. The language independent 

features also helps to improve the performance of multilingual SER model.  
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5.1 Multilingual SER Model 
 

 

The block diagram of the proposed framework is presented in Fig. 5.1(a) and 

Fig. 5.1(b). Initially, the silence part is removed from the raw speech signal. After that, 

decomposition and mode tuning is performed. The noisy modes are removed at the 

denoising stage, and the denoised speech signal is reconstructed from the filtered modes. 

The relevant features are extracted from the reconstructed signal, and feature selection is 

performed using the rank-based algorithm. Finally, the KNN classifier is trained and tested 

optimal feature set to recognize different emotions. 
 

 

 
 

 Fig. 5.1 (a) Block Diagram of Signal Reconstruction.  
 

                  

 

Fig. 5.1 (b) Block Diagram of Emotion Classification. 

 

 

5.1.1 Silence Removal 
 

 

In this framework, two simple features, short-time energy and spectral 

centroid, are computed to remove the silence part from the speech signal [117] the speech 

signal after silence removal is presented in Fig. 5.2. Let y(n), n ≥ 0 be a speech signal, and 

n is the discrete time. The speech signal y(n) is fragmented into  frames of length 50 
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millisecond. Let  yl(n), n=1,2,3….N is lth frame of y(n). Then, for each frame short-time 

energy is calculated using Eqn. 5.1 [117], 

 

 

 𝐸(𝑙) =  
1 

𝑁
 ∑ (𝑦𝑙(𝑛))2𝑁

𝑛=1                                                                                                         (5.1)        

 

 

The spectral centroid Cl for lth frame is calculated using Eqn. 5.2 [117], 

 

 

 𝐶𝑙 =  
∑ (𝑟+1)𝑥𝑙(𝑟)𝑁

𝑟=1

∑ 𝑥𝑙
𝑁
𝑟=1 (𝑟)

                               𝑟 = 1,2 … … 𝑁.                                                        (5.2)      

 

 

Where  𝑥𝑙(𝑟) is the discrete Fourier transform coefficient of lth frame, and N is frame 

length. 

 
Fig. 5.2 Raw Speech Signal and Speech Signal after Silence Removal.  
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The extracted features are compared with threshold Tc and Te based on the 

spectral centroid and energy sequences, respectively. For the calculation of Te, the 

histogram of extracted feature sequence short-time energy is calculated, and a smoothing 

filter is applied. Then the first and second local maxima m1 and m2 are identified and used 

to estimate the threshold. Same process is followed for the calculation of Tc (w is a user 

defined parameter). The threshold value Te is calculated using Eqn. 5.3 [117], 

 

 

  𝑇𝑒 =
𝑤.𝑚1+𝑚2

𝑤+1
                                                                                                                           (5.3)  

  

 

5.1.2 Noise Removal 
 

 

In noise removal, mode tuning and mode selection are performed. The choice 

of the number of modes is based on the Improved Bhattacharyya Distance (IBD) [118]. In 

this method, initially, the original signal’s variance and each mode’s variance are 

computed using Eqn. 5.4 and Eqn. 5.5. After that, IBD is computed using Eqn. 5.6 and 

Eqn. 5.7 to measure the similarity between the original and decomposed signals. Finally, 

the distance between adjacent modes is calculated using Eqn. 5.8. Initially, the input signal 

is decomposed up to 15 modes, and IBD is calculated. It is observed that, as the number 

of modes increased in VMD, the similarity of the original signal with the modes is 

reduced, and most of the information is present in the first nine modes. 

 

 

Let the A and B are two probability distributions, then variance can be defined as [118], 

 

 

𝑉(𝐴) = 𝐸(𝐴2) +  [𝐸(𝐴)]2                                                                                                       (5.4)  

 

        

𝑉(𝐵) = 𝐸(𝐵2) +  [𝐸(𝐵)]2                                                                                                      (5.5)       

 

   

The Bhattacharya distance is defined as follow [118], 

 

 

 𝐼𝐵𝐷(𝑉(𝐴), 𝑉(𝐵)) =  − ln[𝐵𝐶(𝑉(𝐴), 𝑉(𝐵))]                                                                   (5.6)    

 

      

Where BC is Bhattacharya coefficient, which is defined as follow [118], 
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BC(V(A), V(B)) = ∑ √V(A)V(B)a∈A,b∈B                                                                             (5.7)  

 

 

Table 5.1 Improved Bhattacharya Distance for 9 Modes and 15 Modes Decomposition 

of Speech Signal. 

 

Decomposition in 15 Modes Decomposition in 9 Modes 

Modes IBD Modes IBD Modes IBD 

Mode1 12.19 Mode10 10.70 Mode1 11.37 

Mode2 11.99 Mode11 10.07 Mode2 11.04 

Mode3 11.40 Mode12 10.05 Mode3 10.78 

Mode4 11.47 Mode13 9.12 Mode4 10.72 

Mode5 11.15 Mode14 8.77 Mode5 10.58 

Mode6 11.00 Mode15 8.74 Mode6 10.10 

Mode7 11.11 - - Mode7 9.16 

Mode8 11.09 - - Mode8 8.74 

Mode9 11.21 - - Mode9 8.72 

 

 

𝐷 = 𝑚𝑎𝑥[𝐵𝐷(𝑀𝑜𝑑𝑒(𝑖 + 1)) −  𝐵𝐷(𝑀𝑜𝑑𝑒(𝑖))] ,          𝑖 = 1,2 … … … . . 𝑁 − 1       (5.8)     

 

 

Where D is a maximum distance of adjacent mode. 

 

                         
Fig. 5.3 IBD for 9 Modes to 15 Modes Decomposition. 
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Fig. 5.4 Mean and Standard Deviation (SD) Plot for Thresholding. 

 
Fig. 5.5 Speech Signal after Silence Removal and Noise Removal.  
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Fig. 5.3 presents the graph of IBD values from 9 mode to 15 mode 

decomposition. Table 5.1 present an example of the IBD value of 15 mode and 9 mode 

decomposition. Table 5.2 signifies after the 9th mode, the IBD distance D of the adjacent 

mode comparatively increased. Hence, in this work signal is decomposed in nine modes 

only. However, it is observed in Fig. 5.4 distance between mode 6 and mode 7 (MD6) 

crosses the threshold value. Hence mode 7 to mode 9 are rejected and assumed last three 

modes contain no information. The central frequency of a VMD mode is defined as the 

frequency at which the mode’s spectral energy is concentrated. The central frequency of 

each mode is calculated. The last three modes have a lower central frequency and contain 

noise. Finally, the signal is reconstructed using the one to six modes and residue part. 

After the reconstruction of the signal, it is observed that the energy of the voiced region 

is enhanced [119]. Fig. 5.5 shows the speech signal after silence removal and the 

reconstructed signal after noise removal. For the reconstruction of the signal, Eqn. 5.9 is 

used: 

 

 

𝑢 = ∑ 𝑚𝑜𝑑𝑒𝑖
𝑁
𝑖=3 +  residue                                                                                                  (5.9)       

 

 

Table 5.2 Maximum Distance of Adjacent Mode. 

 

Decomposition in 15 Modes 
Decomposition in 9 

Modes 

Modes D Modes D Modes D 

Mode1- Mode2 0.2 
Mode9- 

Mode10 
0.51 

Mode1- 

Mode2 
0.33 

Mode2- Mode3 0.59 
Mode10- 

Mode11 
0.63 

Mode2- 

Mode3 
0.26 

Mode3- Mode4 -0.07 
Mode11- 

Mode12 
0.02 

Mode3- 

Mode4 
0.06 

Mode4- Mode5 0.32 
Mode12- 

Mode13 
0.93 

Mode4- 

Mode5 
0.14 

Mode5- Mode6 0.15 
Mode13- 

Mode14 
0.35 

Mode5- 

Mode6 
0.48 

Mode6- Mode7 -0.11 
Mode14- 

Mode15 
0.03 

Mode6- 

Mode7 
0.94 

Mode7- Mode8 0.02 - - 
Mode7- 

Mode8 
0.42 

Mode8- Mode9 -0.12 - - 
Mode8- 

Mode9 
0.02 



81 
 

5.1.3 Feature Extraction & Classification 
 

 

The frame level features are calculated from the preprocessed signal. The 

reconstructed signal fragmented into 80 millisecond frame length with 75% overlapping. 

After that, the hamming window smoothens the edge [103]. From each frame, MFCC, mel 

spectrum, first and second derivative of MFCC [109], GTCC, the first derivative of 

GTCC, pitch, spectral crest, spectral entropy, spectral kurtosis, spectral skewness, spectral 

spread, harmonic ratio, and spectral centroid are calculated [4], [5].  

 

 

The rank-based feature selection method ReliefF algorithm is applied to select 

features [110]. This algorithm selects the instances randomly from the same class and 

different classes. When randomly selecting R data instances from the total n instances, the 

ReliefF algorithm calculates the feature score fi for each original feature (i=1,2,3,…,d), 

where d is the number of original features. This computation is based on Eqn. 5.10 from 

reference [110], 

 

 

𝑓𝑖 =
1

𝑐
∑ (𝑅

𝑞=1 −
1

𝑚𝑞
∑ 𝑑(𝑋(𝑞, 𝑖) − 𝑋(𝑙, 𝑖))𝑥𝑙∈𝑁𝑆(𝑞) +

 ∑
1

ℎ𝑞𝑧
𝑧≠𝑧𝑞

 
𝑝(𝑧)

1−𝑝(𝑧)
∑ 𝑑(𝑋(𝑞, 𝑖) − 𝑋(𝑙, 𝑖))𝑥𝑙∈𝑁𝐻(𝑞,𝑧)                                                             (5.10)  

 

 

Here c represents number of classes. The term NS(q) and NH(q,y) are defined 

as the closest instances of xq in same class of size mq and in class z of size hqz respectively. 

For z class the ratio of instances is defined by p(y). 

 

 

In the proposed framework KNN classifier is used for emotion identification. 

KNN classifier is based on the computation of the Euclidean distance function between 

pre-defined classes and each varying sample [88]. The Euclidean distance is used in the 

KNN algorithm to find the nearest neighbor according to each type. The most common 

method for calculating Euclidean distance is presented in Eqn. 5.11 [88]. Finally, the 

samples are assigned to the respective class based on the nearest n neighbors. In this work, 

fine KNN is chosen for the classification. Fine KNN takes one sample to differentiate the 

data. The precision, Recall, and F1-score are calculated to evaluate the performance  

 

 

 𝐷 = √∑ (𝑥1𝑖 − 𝑥2𝑖)2𝑛
𝑖=1                                                                                                         (5.11)      

 

 Where i is the number of discrete points in each sample, and 𝑥1 , 𝑥2 are input samples. 
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5.2 Results and Discussion 
 

 

                    This work uses four database, RAVDESS speech, EMODB, EMOVO, and 

multilingual database, for the experiment. In the multilingual database, the six standard 

classes (fear, happy, sad, neutral, angry, and disgust) of three different languages, English, 

German, and Italian, from three databases, RAVDESS speech, EMODB, and EMOVO 

are combined. Each speech signal is preprocessed using the procedure explained in section 

5.3.  

 
Fig. 5.6 Predictor Importance Weight Bar. 

 

 

The unwanted part is removed in the preprocessing to reduce the 

misclassification error. After silence removal, VMD is applied to the speech signal to 

decompose into nine modes. The number of modes is decided using BD. The signal is 

reconstructed using the 1 to 6 modes, and the last three modes are left. The reconstructed 

signal is used for feature extraction. Initially, 105 prosodic and spectral features, as 
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explained in section 5.4, are extracted from each frame. After that, the ReliefF algorithm 

is used for the feature selection. The predictor importance weight bar for each database is 

presented in Fig. 5.6. This experiment selects features with an importance weight equal to 

or greater than 0.002 for the classifier training. Finally, all selected features are put into 

the KNN classifier for the training. 

 

 

 
Fig. 5.7 Recognition Rate of Proposed Method for All Four Databases. 

 

 
Fig. 5.8 Confusion Matrix for Italian Language Based EMOVO Database. 
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Fig. 5.9 Confusion Matrix for Emo-DB Database. 

 

 
 

Fig. 5.10 Confusion Matrix for RAVDESS Database. 
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Fig. 5.11 Confusion Matrix for Multilingual Database. 
 

 
Fig. 5.12 The Class-Level Balance Accuracy for RAVDESS, Emo-DB, EMOVO and 

Multilingual Database. 
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Table 5.3 Experimental Result of Proposed Method for RAVDESS Database. 
 

Emotions Precision (%) Recall (%) F1 score (%) 

Neutral 84.35 86.38 85.35 

Calm 89.42 92.15 90.76 

Angry 94.02 93.00 93.51 

Sad 89.21 89.89 89.55 

Disgust 91.81 91.24 91.52 

Fearful 90.45 90.87 90.66 

Surprised 91.26 89.76 90.50 

Happy 92.35 90.29 91.31 

 

 

Table 5.4 Experimental Result of Proposed Method for EMO-DB Database. 
 

Emotions Precision (%) Recall (%) F1 score (%) 

Angry 98.70 96.52 97.60 

Boredom 92.60 93.14 92.87 

Disgust 93.83 94.08 93.95 

Fear 92.87 93.75 93.31 

Happy 94.22 93.24 93.73 

Neutral 92 91.85 91.92 

Sad 92.58 93.47 93.02 
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Table 5.5 Experimental Result of Proposed Method for EMOVO Database. 
 

Emotions Precision (%) Recall (%) F1 score (%) 

Angry 93.16 92.37 92.76 

Happy 87.22 90.21 88.69 

Disgust 93.44 91.63 92.53 

Fear 90.41 90.34 90.37 

Surprised 88.91 89.25 89.08 

Neutral 92.82 92.30 92.56 

Sad 92.65 91.58 92.11 

 

 

Table 5.6 Experimental Result of Proposed Method for Multilingual Database. 
 

Emotions Precision (%) Recall (%) F1 score (%) 

Angry 94.57 94.21 94.39 

Happy 93.93 92.50 93.21 

Sad 91.69 92.49 92.09 

Neutral 91.65 92.41 92.03 

Fearful 92.59 92.58 92.58 

Disgust 93.37 93.46 93.41 

 

 

The accuracy of all four databases is presented in Fig. 5.7. All the 

classifications are performed with ten-fold cross-validation. In 10-fold cross-validation, 

data are split into ten subsets, where nine subsets are used for training, and one subset is 

used for testing. This process is repeated until each subset is used as test data. The 

proposed framework achieves an accuracy of 90.7% for the speech RAVDESS database, 

94% for the EMO-DB database, 91.1% for the EMOVO database, and 93.4% for the 

multilingual database. The results presented in Fig. 5.7 show that the proposed framework 

has the highest sensitivity for the EMO-DB database and the lowest sensitivity for the 

speech RAVDESS database. The confusion matrix of all four databases is presented from 
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Fig. 5.8 to Fig. 5.11(Emotions serial number is correspond to respective Precision, Recall 

and F1 Score table), and class-level balance accuracy is illustrated in Fig. 5.12. 

 

 

The precision, recall, and F1-score for each emotion are presented in Table 

5.3 to Table 5.6. For the RAVDESS speech database, the highest precision of 94.02% is 

obtained for angry mode, while the highest recall of 93.0% and 92.15% are achieved for 

angry and calm mode, respectively. For the EMO-DB speech database highest precision, 

98.7%, is obtained for angry mode, and the highest recall, 96.52%, is achieved for angry 

mode. Similarly, For the EMOVO speech database, the highest precision of 93.44% is 

obtained for disgust mode, and the highest recall of 92.37% is achieved for angry mode. 

Finally, in Table 5.6, the proposed architecture is tested for the multilingual database. For 

the multilingual speech database highest precision, 94.57%, is obtained for angry mode, 

and the highest recall, 94.21%, is achieved for angry mode. Table 5.3 to Table 5.6 show 

that the proposed emotion recognition architecture is comparatively more sensitive to 

angry class emotion. 

 

 

In Table 5.7 and Table 5.8, the proposed framework is compared with the 

other existing methods. Table 5.7 shows the emotion recognition accuracy of the 

individual database, and Table 5.8 shows the emotion recognition accuracy of multilingual 

database. Table 5.7 shows that all the available existing methods are highly language 

dependent. In [93], the Italian language database accuracy is 91.16%, while for the 

German language-based database, the achieved accuracy is 86.22% and shows 

approximately 5% variation in accuracy with the language change. In [113], the English 

language database accuracy is 85.57%, while for the German language-based database, 

the achieved accuracy is 77.02%. This method shows more than 8% variation in accuracy 

with the language change.  

 

 

Similarly, [96] shows more than 24%, [98] shows more than 17%, [99] shows 

10%, and [71] shows more than 10% variation in accuracy and shows high language 

dependency. Compared to existing methods, the proposed method has only 3.3% variation 

and proved more robust and has minimum language dependency. Many ways are available 

for the individual database, but more research is needed for the multilingual database. 

Because of the diverse language, the accuracy is drastically reduced. For example, in 

[120], the highest achieved accuracy for the German language was 90.09%, but it declined 

to 80.05% for the multilingual database. This signifies the existing frameworks are highly 

language dependent. In contrast, the proposed method shows a low language dependency 

hence the highest achieved accuracy for the German language is 94%, and for the 

multilingual is 93.4%. Only German, English, and Italian language-based research work 

is included for the multilingual database comparison. The proposed method achieves the 

highest accuracy for the diverse language database compared to all existing methods.  
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Table 5.7 Performance Comparison Benchmark for Individual Database.    
 

Author Database Method 
Accuracy 

(%) 

Language 

Sensitivity 

(%) 

Kerkeni, et 

al.  [93] 

EMOVO 

EMO-DB 

EMD combined with the Teager-

Kaiser Energy Operator and then 

features are extracted. 

91.16 

86.22 
4.94 

M. 

Mustaqeem, 

et al. [113] 

EMO-DB 

RAVDESS 

Speech 

Sequence based spectrogram is 

passed through CNN to extract 

feature. 

85.57 

77.02 
8.55 

M. 

Mustaqeem, 

et al. [77] 

RAVDESS 

Speech 

Spectrogram of speech signals is 

passed through the deep stride 

convolutional neural network 

(DSCNN). 

79.5 - 

T. Özseven, 

et al. [96] 

EMO-DB 

SAVEE 

EMOVO 

Emotion based acoustic feature 

selection method is used. 

84.62 

74.39 

60.4 

24.22 

J.Ancilin, et 

al. [98] 

EMO-DB 

RAVDESS 

Speech 

EMOVO 

Energy spectrum and Mel 

Frequency Magnitude Coefficient 

based features are used. 

81.5 

64.31 

73.3 

17.19 

Kwon, et al. 

[99] 

EMO-DB 

SAVEE 

RAVDESS 

Speech 

Iterative Neighborhood 

Component Analysis (INCA) is 

applied for learning spatial-

spectral features that are mutually 

learned, and then the optimal 

features are selected. 

95 

82 

85 

13 

Tuncer,  et 

al. [71] 

EMOVO 

RAVDESS 

Speech 

EMO-DB 

SAVEE 

Used twine shuffle pattern with 

Tunable Q wavelet transform for 

multi-level feature generation. 

90.09 

84.79 

79.08 

87.43 

 

11.01 

Proposed 

Method 

RAVDESS 

Speech 

EMO-DB 

EMOVO 

VMD decomposition and IBD 

based mode tuning and 

denoising after that features are 

extracted. 

90.70 

94 

91.10 

3.30 
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Table 5.8 Performance Comparison Benchmark for Multilingual Database. 

 

Author language Classifier Method Accuracy (%) 

Tuncer,  et 

al. [71] 

German 

English 

Italian 

SVM 

Used twine shuffle 

pattern with Tunable Q 

wavelet transform for 

multi-level feature 

generation. 

80.05 

Proposed 

Method 

German 

English 

Italian 

Fine 

KNN 

Used VMD 

decomposition, BD 

based mode tuning 

and denoising after 

that features are 

extracted. 

93.4 

 

    

 

5.3 Summary 
 

 

The proposed framework introduced a decomposition-based denoising 

approach for MLSER. The method includes the steps of silence removal, signal 

decomposition, number of mode selections, denoising and signal reconstruction. These 

steps make the signal more predictive for the recognition of respective emotions. After 

that, spectral and prosodic features are extracted, and the ReliefF algorithm is used to 

explore the optimal feature set. This optimal feature set is put into the KNN classifier for 

training and testing. The proposed method obtained 90.70%, 94%, and 91.10% accuracies 

for RAVDESS Speech, EMO-DB, and EMOVO database, respectively. For multilingual 

database, the proposed method obtained 93.4% accuracy. The performance comparison 

shows that the proposed method provides more stable performance on multiple databases 

and the lowest language dependency, basically the needs of an ideal MLSER architecture.  
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CHAPTER 6 

 

 

CONCLUSION, FUTURE SCOPE AND SOCIAL 

IMPACT 
 

 

 

 

6.1 Conclusion 
 

 

This thesis work provides a signal processing framework to enhance speech 

signal predictability for emotion recognition. It is observed that data-driven methods like 

VMD are more suitable for speech signal preprocessing compared to other decomposition 

methods. Additionally, this work offers an effective SER model for binary class, 

multiclass, and multilingual emotion identification. The performance of the proposed 

techniques is validated on benchmark datasets, demonstrating significant improvements 

over traditional approaches. 

 

 

In this thesis work, first RDWT based method is proposed. In this work 

RDWT decomposes speech signals into 8 SBs per frame. Features such as complexity, 

AAC, mobility, and ZCR are extracted from each SB and their statistical significance is 

evaluated using the p-value of the KW test. These features are used for training and testing 

multiple classifier variants. The KNN and ensemble variants demonstrated superior 

performance compared to DT variants. Among all classifiers, the OE classifier achieved 

the highest accuracy of 83.3%, outperforming existing works in this domain. 

 

 

Expanding the methodology, an EMD-based approach is introduced for 

feature extraction and classification, achieving superior accuracy. The EMD based method 

decomposes input speech signals into IMFs and extracts features such as the energy-based 

ratio and MFCC from each IMF. The statistical significance of these features is assessed 

using the ReliefF algorithm and selected higher rank features for further analysis. The 

EMD-based method leverages OE classifiers with 10-fold cross-validation, achieving an 

accuracy of 95.3% for binary classification, outperforming state-of-the-art techniques.  
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To further improve performance, the proposed SER architecture leverages 

VMD and TKEO for robust signal analysis and classification across various emotion 

categories. The proposed SER architecture was tested using the RAVDESS dataset. 

Features extracted from the VMD-TKEO processed signals are statistically examined 

using the p-value of the KW test. The selected feature set is evaluated using variants of 

the SVM classifier for two-class, three-class, and four-class emotion categories. The 

QSVM provided the best results across all categories, with recognition rates of 100%, 

92.2%, and 81.7% for two-class, three-class, and four-class categories, respectively.  

 

 

Despite SER performance improvement still there remains scope for 

improving multiclass SER system’s performance. The proposed method demonstrates that 

VMD decomposition and dominant mode selection enhance signal predictability. 

Experimental results indicate that most informative features reside in dominant modes, 

while lower energy modes contain less useful information. The feature optimization 

algorithm helps to select the potential feature set for emotion classification. To reduce 

computational complexity, the KNN classifier is employed, as it does not involve weight 

computation or parameter adjustment, making it computationally efficient. The method’s 

robustness is verified on four datasets: RAVDESS-speech, Emo-DB, EMOVO, and 

IEMOCAP proving effective across three languages: English, German, and Italian.  

 

 

Furthermore, a decomposition-based approach is proposed for MLSER. This 

approach includes steps such as silence removal, signal decomposition, mode selection, 

denoising, and signal reconstruction, which enhance signal predictability for emotion 

recognition. After these steps, spectral and prosodic features are extracted, and the ReliefF 

algorithm is used to identify the optimal feature set, which is then used to train and test 

the KNN classifier. The proposed method achieved accuracies of 90.70%, 94%, and 

91.10% for the RAVDESS Speech, EMO-DB, and EMOVO databases, respectively. For 

the multilingual database, the proposed method achieved 93.4% accuracy. Performance 

comparisons indicate that the proposed method offers more stable performance across 

multiple databases with minimal language dependency, aligning with the requirements of 

an ideal MLSER architecture. The performance was benchmarked against other state-of-

the-art methods, showcasing its superiority in handling diverse datasets. These results 

highlight the robustness and scalability of the method, emphasizing its potential for 

deployment in practical multilingual emotion recognition systems. 

 

 

6.2 Future Scope 
 

 

While thesis has made significant contributions to SER by introducing novel 

methods but still there remains substantial potential for future exploration and 
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enhancement. There is also potential for expanding the current framework to support more 

languages, especially those with different phonetic and tonal characteristics. While the 

proposed method has demonstrated efficacy across three languages, developing a truly 

language independent SER system would require advanced cross-lingual feature transfer 

and domain adaptation techniques. Furthermore, real-time implementation of these 

methods could be explored, as current processes, particularly in signal decomposition and 

feature extraction, are computationally intensive. Additionally, combining various feature 

extraction techniques into hybrid feature sets may yield a more comprehensive 

representation of speech signals, enhancing the robustness of emotion recognition systems 

across diverse datasets. Improving the robustness of SER systems in noisy, real-world 

environments is another critical area for future work. While the denoising approaches 

introduced in this research are effective, further refinements could ensure stable 

performance in practical applications where background noise is prevalent. Finally, as 

SER systems become more complex, the need for interpretability and explainability will 

grow, especially in sensitive applications such as mental health diagnostics. Future 

research could explore methods to make machine learning models in SER more 

transparent, providing clear explanations for their emotional classifications and decisions. 
 
 

6.3 Social Impact 
 

 

The advancements in emotion recognition through speech signals presented 

in this thesis hold profound social implications, addressing critical needs across language 

diversity, accessibility, and social integration. This research provides lower language 

sensitivity; hence, a common model can be used for different languages. It enhances 

human-computer interaction, making technology more intuitive and responsive to human 

emotions, which can improve user experience and accessibility. For individuals with 

cognitive impairments, this technology offers significant benefits by providing tools that 

can better understand and respond to their emotional states, aiding in communication and 

social integration. Moreover, applications in mental health monitoring and support can 

offer timely interventions and personalized care, contributing to overall well-being and 

quality of life. 
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A nonlinear feature extraction approach for speech emotion recognition 
using VMD and TKEO 

Ravi, Sachin Taran * 

Delhi Technological University (DTU), Delhi, India   

A R T I C L E  I N F O   

Keywords: 
Speech signal processing 
Emotion recognition 
Teager-Kaiser energy operator 
Variational mode decomposition 

A B S T R A C T   

Speech emotion recognition (SER) is still a challenging research area in human–computer interaction-based 
systems. This paper proposed a nonlinear feature extraction technique to improve the classification perfor
mance of the SER system. The proposed method explores variational mode decomposition (VMD) with the 
Teager-Kaiser energy operator (TKEO) for the SER. First, VMD decomposes a speech signal into modes, and then 
the nonlinear TKEO operator is applied to each mode to obtain a time series. The VMD-TKEO preprocessed signal 
is used to extract the global features based on Energy, Pitch frequency and Mel frequency cepstral coefficients. 
The features are statistically examined using the Kruskal-Wallis test. The resultant feature set is examined over 
the support vector machine and its variants for emotion classification. The Ryerson Audio-Visual database is used 
for the experiment, and different emotion classification problems are formulated. Finally, the accuracy of the 
proposed SER architecture is quantitatively analyzed, which outperforms the other existing architectures.   

1. Introduction 

The advancement of human–computer interaction (HCI) systems 
owes much to Speech Emotion Recognition (SER). By improving the 
utility of HCI systems, SER has a wide range of applications in E- 
learning, robotic interfaces, computer games, entertainment, audio 
surveillance, clinical studies, and more. For instance, SER can assist 
educators in comprehending a learner’s emotional state and creating a 
suitable learning environment within the classroom, as stated in [1]. 

SER is still a difficult task because of the non-stationary behaviour of 
the speech signal. For example, a human listener can perceive the right 
emotions of an anonymous speaker only with 60 % recognition accuracy 
[1]. Further, the limited availability of training data is also a challenging 
issue. Most SER methods report low accuracy [2–6]. Another challenge 
in SER is to develop a language-independent system. The accuracy of 
SER is depended upon language, gender, emotion class, training dataset 
size, selected feature set, number of emotions, etc. The SER model can be 
improved by choosing well-designed features that best describe each 
sense of speech signal [2]. However, the non-stationary behaviour of 
speech signals requires local and global features to identify emotions. 
The global features represent statistical aspects like extrema, standard 
deviation and average value, whereas the local features represent a 
temporal dynamic. Based on the applications, SER system features are 

Teager-Kaiser energy operator (TKEO) based features, speech quality 
features, Spectral features, and prosodic features [3]. Prosodic features 
represent the human’s perception by analyzing the rhythm and into
nation of the speech signal. These features are explored by estimating 
the speech signal’s energy, length and fundamental frequency. At the 
same time, spectral features deal with the vocal cord characteristics [3]. 
For the classification of emotions, various classification methods like 
Recurrent Neural Networks (RNN) [4], Support Vector Machine (SVM) 
[5], Hidden Markov Model, Neural Networks [6], and Deep learning [7] 
are used. Researchers from [8–14] employ conventional techniques to 
classify various combinations of emotions, including two-class classifi
cations examined in [8] and [9]. In [8], a convolutional neural network 
is trained on the RAVDESS dataset, resulting in a maximum accuracy of 
66.41 %. In [9], a bi-directional long short-term memory model is 
trained on a similar dataset and class, also achieving an accuracy of 70.4 
% for the happy class emotion. In [10], the author employs rational 
dilation wavelet transform decomposition on the same dataset, 
achieving a maximum recognition accuracy of 83.3 % for a two-class 
classification. On the other hand, authors in [11–13] use different 
datasets for four-class emotion classification. In [11], the KNN model 
was trained using the BERLIN and HINDI datasets, achieving a 
maximum accuracy of 90 % for the angry class and 70–80 % accuracy for 
the neutral class. B. Zhang et al. [12] proposed a multi-task learning 
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Speech emotion recognition using energy based adaptive mode selection
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A B S T R A C T

In this framework, a speech emotion recognition approach is presented, relying on Variational Mode Decom
position (VMD) and adaptive mode selection utilizing energy information. Instead of directly analyzing speech 
signals this work is focused on the preprocessing of raw speech signals. Initially, a given speech signal is 
decomposed using VMD and then the energy of each mode is calculated. Based on energy estimation, the 
dominant modes are selected for signal reconstruction. VMD combined with energy estimation improves the 
predictability of the reconstructed speech signal. The improvement in predictability is demonstrated using root 
mean square and spectral entropy measures. The reconstructed signal is divided into frames, and prosodic and 
spectral features are then calculated. Following feature extraction, ReliefF algorithm is utilized for the feature 
optimization. The resultant feature set is utilized to train the fine K- nearest neighbor classifier for emotion 
identification. The proposed framework was tested on publicly available acted and elicited datasets. For the acted 
datasets, the proposed framework achieved 93.8 %, 95.8 %, and 93.4 % accuracy on different language-based 
RAVDESS-speech, Emo-DB, and EMOVO datasets. Furthermore, the proposed method has also proven to be 
robust across three languages: English, German, and Italian, with language sensitivity as low as 2.4 % compared 
to existing methods. For the elicited dataset IEMOCAP, the proposed framework achieved the highest accuracy of 
83.1 % compared to the existing state of the art.

1. Introduction

In the realm of communication, various methods exist, but speech 
signals stand out as the swiftest and most innate means for both human- 
to-human and human-to-machine interaction. Remarkably, humans 
often possess the ability to discern the emotional nuances of their 
communication counterparts solely through speech signals. Speech 
emotion serves as a mechanism for scrutinizing vocal behavior, acting as 
an indicator for diverse effects such as emotions, moods, and stress, with 
a specific emphasis on the nonverbal components of speech signal 
(Hashem et al., 2023). The primary challenge in this domain is the de
pendency of emotion on language, gender and age. Speech emotion 
recognition (SER) is becoming a very popular domain of study, espe
cially in the areas of multimedia extraction, human-robot interaction, 
and human-machine interface. Current SER research focuses on the 
analytical characteristics of certain acoustic components as well as the 
investigation of broad qualitative acoustic correlations connected to 
speech emotions (Quan et al., 2021; Latif et al., 2018; Parlak et al., 
2014).

Analyzing an individual’s emotional state through speech signals is 

still challenging. The process of SER is based on three elements: signal 
preprocessing, features, and classifiers. There are various methods 
proposed for the preprocessing of signal. The researchers have proved 
that SER accuracy is improved after the preprocessing of speech signal 
with the same feature and dataset. Various traditional and nontradi
tional approaches have been proposed for speech signal processing (Ravi 
and Taran, 2024). Traditional approaches include silence removal, voice 
and unvoiced part detection, noise removal etc. (Weishan Zhang et al., 
2017). The commonly used approach shows a higher dependency on 
language (Soltani et al., 2024; Özseven, Mar. 2019; Ancilin and Milton, 
2021; Kwon, 2021; Tuncer et al., 2020). In (Soltani et al., 2024) a 
method proposed based on Deep Echo State Network and 
Newman-Watts-Strogatz graph topology. This model tested on three 
different languages and shows the higher language dependency. The 
method proposed in (Özseven, Mar. 2019) uses novel feature selection 
method to reduce computational complexity. The proposed framework 
is tested for the emotion identification from three publicly available 
databases, but this framework shows >20 % language sensitivity 
(Özseven, Mar. 2019). In (Ancilin and Milton, 2021), a 
language-dependent method using a multiclass support vector machine 
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Abstract
Multilingual speech emotion recognition (MLSER) is a significant and demanding research domain to improve the utility

of human–computer interaction systems. Identifying the emotions from the spoken sentence is one of the most challenging

tasks due to the dependency of the MLSER system on spoken languages. This study proposes a novel decomposition-based

architecture for MLSER. The architecture includes silence removal, mode tuning, signal reconstruction, feature extraction,

feature optimization and classification. In preprocessing, the silence part is removed using short-time energy and spectral

centroid. After that, variational mode decomposition is applied for signal decomposition, where the improved Bhat-

tacharyya distance is explored for the decomposition mode tuning. The tuned modes are examined for noise removal, and

the signal is reconstructed using denoised modes. The spectral and prosodic features are computed from the reconstructed

signal. The optimized features are obtained from the extracted features using the ReliefF algorithm. Finally, the fine

k-nearest neighbor classifier is explored with optimized features to identify the emotions. For the experiment, three

publicly available emotion databases, namely the English language-based Ryerson audio–visual database (RAVDESS),

German language-based emotional speech Berlin database (Emo-DB) and Italian emotional speech database (EMOVO),

are used. The proposed method yielded 90.7%, 94% and 91.1% accuracy for English, German and Italian language-based

database, respectively. A multilingual database is created with these three databases, and the proposed method yields

93.4% accuracy for this database. The proposed framework provides more efficient and minimum language dependency

compared to available traditional and deep learning-based approaches.

Keywords Multilingual speech emotion recognition � Speech signal processing � Variational mode decomposition �
Feature optimization � Machine learning

1 Introduction

Speech is an effective and easiest way to communicate.

Speech is a physiological signal that conveys the speaker’s

mental state or mode, like neutral, happiness, anger, sad-

ness, etc. [1]. If speech is added with emotion, it becomes

more effective for information exchange. It improves the

utility of human–computer interaction (HCI) systems in

multiple applications like robot interfaces, computer

games, call centers, Web-based E-learning, entertainment,

etc. Also, speech is widely used for medical applications to

understand a person’s physical and mental condition [2].

Speech emotion recognition (SER) provides a deeper

understanding of human feelings and helps improve the

HCI system’s applications. However, the emotion recog-

nition accuracy of the SER system depends on the pre-

processing of the raw speech signal, quality of feature

selection, classifier selection, the language of the speaker

and the training database used. Specifically, the multilin-

gual speech emotion recognition (MLSER) presents a

formidable challenge, primarily due to various factors such

as variations in signal characteristics, the diverse nature of

emotion elicitation methods and the limited availability of

data. Numerous efforts by researchers have aimed to
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