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Abstract

The advancement of personalized recommendation systems is essential in to-
day’s digital landscape, where user-specific content and services play a piv-
otal role in enhancing the user experience. However, these systems face
significant challenges, particularly in balancing the trade-off between ex-
ploration and exploitation of user preferences and ensuring explainability
in decision-making algorithms. This thesis addresses these challenges by
proposing several novel solutions, namely FuzzyBandit, Hybrid-Neuro Ban-
dit, and Contextual-POI-Bandit, aimed at improving web personalization.

The FuzzyBandit model optimizes decision-making through a dynamic feed-
back mechanism. This model adjusts parameters based on the relevance and
diversity of features to maximize rewards while maintaining interpretability
by generating explanations for its decisions. A novel trust score framework is
also developed, assessing the reliability of the model’s outputs, thus enhanc-
ing user trust and enabling the detection of potential errors in the system’s
reasoning.

Further advancing the field, this research presents the Hybrid Neuro Bandit
(HNB) model, which integrates the most effective expert advice from exist-
ing recommendation models while discarding those that underperform. This
approach demonstrates advantages across various datasets and scenarios, ad-
dressing the variability in model performance. Additionally, the Contextual-
POI-Bandit framework is introduced, which integrates Social, Geographical,
Temporal, and Categorical (SGTC) contextual influences into a unified user
vector. This framework significantly enhances the predictive accuracy of per-
sonalized Point of Interest (POI) recommendations by closely analyzing user
behavior and anticipating future visits.

Furthermore, all the solutions have been empirically evaluated on benchmark
datasets, comparing them with state-of-the-art models across performance
metrics such as recall, precision, and accuracy, offering substantial improve-
ments in the effectiveness, reliability, and interpretability of the developed
personalized recommendation models.
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Chapter 1

Introduction

1.1 General

In today’s digital era, personalization is vital to enhancing the user experience, with vast

amounts of data being generated and disseminated every second. Recommendation Sys-

tems (RS) address the challenge of personalization by leveraging advanced algorithms

to analyze extensive data, such as user preferences, past interactions, search history, rat-

ings, reviews, and demographic information. These systems provide personalized content,

products, and services tailored to individual needs, effectively cutting through the noise

of information overload. By delivering targeted recommendations, these systems enhance

user engagement and experiences on various online platforms, including e-commerce

websites, streaming services, and social media. At the same time, RS help businesses

increase conversions and build stronger customer relationships.

Thus, a sound RS provides recommendations that are personalized, diverse, non-

repetitive (not recommending the same item repeatedly), and relevant (only available

items). RS can be broadly categorized into three types: content-based filtering, collabo-

rative filtering, and hybrid approaches.

A content-based filtering RS predicts users’ preferences based on their previous inter-

actions with items, such as their viewing and purchasing history. For example, if a user

has already read a book from a particular author or purchased a product from a specific

brand, the content-based filtering system will recommend a book from that author or a

product from that brand next. However, one downside of this approach is that the recom-

mended items are often too similar to what the user has already seen or interacted with,

potentially missing opportunities for diversification.
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Chapter 1. Introduction

In contrast, collaborative filtering RS make recommendations based on the behavior

and preferences of similar users or similar items. Lastly, hybrid recommendation sys-

tems combine multiple recommendation techniques to provide diverse and personalized

recommendations.

Despite their effectiveness in many scenarios, these systems often fall short in ad-

dressing the Sequential Decision-Making (SDM) problem under uncertainty. SDM un-

der uncertainty involves making a series of interdependent decisions where each choice

influences future options and outcomes, all within a context of incomplete or imperfect

information. This process is complex because the decision-maker agent must consider not

only the immediate consequences of each action but also how these actions will impact

future decisions and the overall objective.

In practice, this problem occurs in scenarios where decisions need to be made by an

agent in an environment with limited information available, and new information arrives

after each decision. Uncertainty adds an additional layer of difficulty, as the agent often

lacks full knowledge of the environment or the outcomes of actions.

For instance, consider an online music streaming service app, such as Wynk. The

app consists of more than 15 different modules on the homepage, ranging from program-

matically curated modules such as “new releases”, “top shows”, “editorial picks”, etc.,

to recommendation modules like “recommended artists”, “top picks for you”, and a wide

range of topics like “Bollywood romantic”, “Party”, etc. The challenge is to rearrange the

modules to reflect the streaming habits of a user. For example, if a user mostly listens to

podcasts and new releases, these modules should appear in the first few positions in the

app. Further, as the user’s interests change over time, the solution must be able to adapt

to these changing interests.

This represents a classic tradeoff between exploitation and exploration. Exploitation

involves leveraging known information to maximize immediate rewards by choosing the

best-known option based on past experiences. In contrast, exploration seeks to gather

more information about unknown options, potentially leading to even greater rewards in

the future. The tradeoff arises because focusing too much on exploitation can lead to sub-

optimal results in dynamic environments. If a system only exploits known information,

it might miss out on potentially better options that have not yet been discovered. Over

time, this can lead to stagnation and a lack of adaptability to changing user preferences

or market conditions. Conversely, excessive exploration can also be detrimental. Con-

stantly trying new and uncertain options can lead to inconsistent performance and missed

2



Chapter 1. Introduction 1.1 General

Figure 1.1: Exploring potential layout of music app Wynk

opportunities to capitalize on well-established, high-performing choices. It can also re-

sult in user frustration if recommendations are too varied and do not align with the user’s

interests. Thus, balancing exploration and exploitation is crucial to achieving optimal

performance, which traditional recommender systems fail to achieve.

Another common approach to address this challenge, as described in Fig. 1.1, is A/B

testing. A/B testing compares multiple versions/layouts of an app and determines which

layout is best based on user interaction and predefined metrics. A/B testing consists of two

phases. The first phase is the exploration phase, where an equal number of experimental

units are generated for different possible layouts/variants of the app, and the response rate

of each layout is measured statistically. The second phase is the exploitation phase, where

only the successful layout is picked, and the rest of the layouts are discarded. However,

A/B testing fails in this scenario for several reasons:

• There are an exponentially large number of combinations (nearly 130 billion!) to

try out, making it complex to manage and analyze these many A/B tests, as each

A/B test demands significant time and resources to implement and interpret. Thus,

such a huge computational cost and time complexity make A/B testing impractical.

• A/B testing evaluates static changes between two or more layouts and doesn’t ac-

count for dynamic user preferences and continuous real-time adjustments based on

user interactions.

3



Chapter 1. Introduction

• In the exploration phase of A/B testing, there is a cost to try out each layout, and

an experimenter, after gaining sufficient confidence, might not want to gather more

information about certain layouts, which is not possible.

• A particular layout/variant might be the best one in the exploration phase; however,

it may not remain the same over time. This is because A/B testing makes a discrete

jump from pure exploration to pure exploitation, whereas the experimenter may

wish to continuously transition between the two.

To overcome these shortcomings, Contextual Multi-Armed Bandits (CMAB) algo-

rithms are proposed. CMAB algorithms are a type of reinforcement learning algorithm

that uses a reward system to learn iteratively and adapt to the user’s choices, providing

an efficient way to balance exploitation and exploration to minimize cumulative regret.

Specifically, CMAB algorithms are presented with K different options (also known as

arms) to choose from. Each option is associated with a reward that is unknown to the al-

gorithm and is revealed after choosing the arm. At the time of selecting an arm, additional

information, also known as context, is available. Context includes historical data about

each customer, such as clicks on the website, past purchases, and opened emails, as well

as data from their ongoing session, such as recent searches, which helps in personalizing

the customer’s experience. The algorithm chooses an option and displays it to the cus-

tomer/user. Then the action happens—either the customer converts or doesn’t. This could

be a click on a banner, a newsletter subscription, email engagement, or a purchase later

on—essentially any other action the algorithm is optimizing for. The contextual “ban-

dit” takes this as feedback. Over time, it learns to balance exploration and exploitation

in such a way that it tries to learn the best choice to make while spending a minimum

number of trials exploring the options. Due to the smooth transition between exploration

and exploitation, contextual bandit algorithms are preferable in situations where expected

rewards could change or new variants are added over time. Additionally, due to their

adaptive nature, they can be fed with new hypotheses to test without getting stuck with

suboptimal variants. Thus, contextual bandits:

1. Smoothly decrease the amount of exploration over time instead of requiring the

experimenter to make an abrupt jump, as in the case of A/B testing.

2. Naturally determine the best action to take under new circumstances, as there are

no absolute winners at all times.

4



Chapter 1. Introduction 1.2 Background

3. Focus the experimenter’s resources on the optimal variants instead of wasting time

on suboptimal variants which otherwise would have been over-explored in an A/B

experiment.

1.2 Background

The multi-armed bandit problem [1] was first introduced as a sequential decision prob-

lem with statistical assumptions over the distribution of rewards over each arm to es-

tablish worst-case lower bounds for bandit experiments. It is recognized as an explo-

ration/exploitation trade-off problem, maximizing the user’s satisfaction by selecting the

best arm (i.e., exploitation), while exploring new choices/arms for uncertainties in the

user’s interests.Epsilon-greedy [2] and Epoch Greedy [3] are classic algorithms for ran-

dom exploration. Thompson Sampling [4] [5] is a heuristic algorithm that handles the

exploration-exploitation trade-off by maintaining probability distributions for each arm

and then sampling from them on every trial to choose the one that predicts better rewards.

Linear Upper Confidence Bound Disjoint (LinUCB) [6] [7] summed a linear relationship

between the expected reward and the context. However, Chapelle and Li [4] showed that

Thompson Sampling (TS) outperforms UCB. With time, variants of the initial problem

with different practical scenarios and constraints, such as non-stationary data (where both

data distributions and rewards may change over time), personalization on a per-user basis,

and no assumptions on how the rewards are generated, were introduced. In adversarial

bandits [8], an adversary controls the rewards, while in the stochastic bandit formulation

[9], arms’ reward distribution is given by a well-behaved stochastic process instead of the

statistical assumption as in the originally defined multi-arm bandit problem. Various op-

timal solutions using stochastic formulations [10] [9], adversarial formulations [11] [12],

and Bayesian formulations [13] [14] have been provided in the literature.To provide per-

sonalized services, CMAB [15] [3] uses a context feature vector (which consists of the

user’s profile and choices) on each iteration and predicts the best choice out of the possible

options for user satisfaction and interest. Recently, many solutions have been developed

around contextual bandits to represent real-world problems. In the policy elimination

algorithm [16], only good policies are kept in the working set, and the epoch-greedy al-

gorithm is used for exploration. However, it is difficult to keep track of good policies

and difficult to implement. If an optimal policy is removed by mistake, the algorithm

can never recover. The Exponential-weight algorithm for Exploration and Exploitation

5



Chapter 1. Introduction

(EXP-3) [11] used weights for each arm, and weights are incremented exponentially for
choosing the best arm, whereas, the Exponential-weight algorithm for Exploration and
Exploitation using Expert advice (EXP-4) [11], used advice from multiple experts to ex-
plore the connection between the context vector and the rewards of each arm, making
it suitable for non-stationary data. Banditron [17] employed a perceptron [18] to model
expected rewards. It maintained weight vectors for each arm and outputs a prediction to
the arm with the highest score. When Banditron is coupled with upper confidence bound
techniques, it is called Confidit [19], which provides better performance than its base al-
gorithm, Banditron.Linear algorithms lack representational power, and to overcome this
shortcoming, deep neural networks have become popular. Many Deep Neural Networks
(DNN) use TS as an exploration technique where a context is drawn at each round, and the
posterior distribution is updated with the result of the action (i.e., the feedback). In [20],
an empirical comparative study on how different posterior approximations by various al-
gorithmic approaches/models, such as the dropout model and neural linear model, affect
decision-making performance via TS is presented. In DNN approaches, such as Neural
Bandits [21], a neural model is maintained for each arm to facilitate adding and removing
arms. At each step, the context vector is taken as input for each neural model, and a score
is obtained. The model chooses the arm with the highest score. Epsilon-Greedy is used
as an exploration technique in this case. However, there are various limitations. Firstly,
it is a very daunting task to train different architectures and find optimal hyperparameters
for each architecture, which requires significant computational power. Secondly, a neu-
ral network requires a large training dataset, which is infeasible in real-time applications
where quick responses are essential. The dropout [22] model addresses these issues by
dropping out the hidden layers in the network, i.e., randomly zeroing out the output of a
neuron in the forward pass with a probability p. This prevents both overfitting and the
computational power required to train the model. However, the number of hyperparam-
eters to tune and the training time required will still be much higher compared to linear
models.

Mathematical Modelling

The mathematical modeling of a CMAB algorithm is as follows:
Assume a class of contexts: C ⊆ Rd (where C can also be a finite set), and a set of

arms [K]. For t = 1, . . . ,T , each round t proceeds as follows:

• Observe context xt ∈ C (this can be adversarially or randomly chosen).
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• Choose arm at ∈ [K] (where at is the action that the algorithm takes, e.g., an article

recommended to the user with features xt).

• Receive a reward rt (a function of both the context xt and the action at). Alterna-

tively, receive loss li,t . Assume that li,t and rt are bounded within [0,1].

• Update the training data set with {(rt ,xt ,at)} in order to improve future estimates

of the value, Q, of an action. The value of an action given an arm is chosen and is

denoted by Q(at) = E[rt | at ].

• Compute regret as the difference between the expected reward rate of the optimal

arm, a∗t , and the arm of choice, at , in a particular trial. The cumulative regret can

then be defined as:

RT =
T

∑
t=1

[Q(a∗t )−Q(at)] (1.1)

The goal of the contextual bandit algorithms is to minimize the cumulative regret over

the time horizon T , where,

• K: Number of arms

• T : Total number of time steps

• C: The set of contexts (this can be a finite set, or an infinite set such as a vector

space Rd). For example, this could be information about a particular user, such as

their browsing history, location, age, etc.

• at : The arm chosen at time t. For example, this could be an article chosen for

recommendation.

• rt : The reward received at time t. In our example, this is the rating given by user xt

for article at .

• li,t : The loss incurred by pulling arm i at time t.
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1.3 Research Gaps

With the advent of machine learning algorithms, numerous solutions have been proposed
to recommend items or services, but there has been limited progress in the realm of con-
textual personalization. Some of the common challenges are:

1. Overloading of options: There is a vast range of choices available to be recom-
mended to a user, but it is highly unlikely that a user wants to try out a large fraction
of products. Instead, only a few items are demanded by many users, while many
items are only requested by a few.

2. Data sparsity: For a RS to work effectively, a substantial dataset consisting of past
interactions between items and users is required. This allows algorithms to gain
deep insights and patterns about user choices and preferences. In online settings,
such as live music streaming or food ordering apps like Zomato, where limited
information is available, this becomes a serious limitation. This issue not only
hampers the training of machine learning models but also impacts the accuracy of
item recommendations according to user taste.

3. Cold start problem: Most RS struggle to recommend items about which they have
little to no information. This usually happens when a new user signs up or a new
item is added. New users have no browsing history or known preferences, and
newly added items have no past interactions or ratings.

4. Biased recommendations: One major challenge faced by various real-life recom-
mendation systems is their tendency to promote a particular set of items. For exam-
ple, a tour and travel app like MakeMyTrip might recommend or list certain hotels
despite the user’s past disliking. Another possible issue is inhibiting or suppressing
certain items from the user. For instance, a news app RS might hide certain relevant
articles and highlight others to sway public opinion or promote propaganda, serving
the vested interests of corporate giants.

5. Dynamic user taste and likings: Items previously admired by the user may no
longer be liked for unknown reasons. RS struggle to adapt to this changing be-
havior over time. This primarily happens because new suggestions are made based
on previously interacted data fed into machine learning models, without incorpo-
rating new, unbiased, and random datasets through random recommendations for
re-training the recommender models.
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6. Accurate, but diverse predictions: This is a major bottleneck for traditional rec-

ommender systems such as matrix factorization, which involves decomposing a

user-item matrix to find latent factors that explain ratings or other hybrid approaches.

Over time, the recommendations become stale, and no new items matching the

user’s preferences are suggested. There is a lack of experimentation with new

choices added to the platform, and algorithms continue to exploit tried and tested

recommendations. This approach restricts users to a narrow set of similar items

consumed in the past. Simultaneously, suggesting diverse choices risks reduced

efficiency. Thus, a balance is needed between exploiting existing choices and ex-

ploring new options.

7. High computational complexity: RS can be computationally intensive and re-

quire significant processing power. This poses a problem for large-scale RS or for

systems needing real-time recommendations.

8. Limited personalization: Many content-based RS rely solely on the characteris-

tics of the items being recommended. As a result, they do not account for user

preferences, interests, and behavior, which can lead to a lack of personalization and

a poor user experience.

9. Data biasness: Many RS are vulnerable to biases in the dataset used for making

recommendations. For example, if the data is skewed towards certain items or

consists mainly of interactions with a specific set of items, the recommendations

generated will also be biased towards these items.

10. Lack of transparency: RS often act as black boxes, providing little to no insight

into how or on what criteria an item is suggested. Additionally, there is no account-

ability for the suggestions made by these algorithms, leaving users with no choice

but to accept recommendations with caution.

1.4 Research Objectives

Keeping in view the above considerations, we defined the following objectives of the

thesis:

• To perform a comprehensive literature review and analysis for web personalization.
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• To design and develop a holistic framework for web personalization.

• To design and develop web personalization solutions based on user preferences and

their behavior using Soft Computing.

1.5 Contributions

The major contributions of this thesis are:

Development of FuzzyBandit: An Autonomous Personalized Model
based on Contextual Multi-Arm Bandits using Explainable Artificial
Intelligence (XAI)

In today’s digital era, many practical applications require providing relevant content and

personalized services tailored to users based on knowledge about their preferences and

behavior. While many solutions have been proposed to recommend items or services,

progress in personalization remains limited. Contextual bandit algorithms address this

issue by solving the exploration versus exploitation dilemma to provide customized so-

lutions according to user preferences. However, many machine decisions remain poorly

understood, and a high level of accountability is required. There is a need to understand

the underlying mechanisms of the black-box nature of contextual bandit algorithms.

To address this, an XAI-based FuzzyBandit model was designed and developed. Each

arm in FuzzyBandit mimics an Adaptive Neuro-Fuzzy Inference System (ANFIS) to ad-

dress the ambiguous nature of arm selection in contextual bandits. The model uses a

feedback mechanism to adjust its parameters based on the relevance and diversity of the

features to maximize reward generation. The FuzzyBandit model optimizes decisions at

each trial based on previous observations and generates explanations for its decisions.

This makes the model interpretable, allowing users to understand the rationale behind the

decisions made.

The FuzzyBandit model has been empirically compared with seven popular models

from the literature on four benchmark datasets over nine criteria: recall, specificity, pre-

cision, prevalence, F1 score, Matthews correlation coefficient (MCC), Fowlkes–Mallows

index (FM), Critical Success Index (CSI), and accuracy. Additionally, a coherent math-

ematical framework is provided to calculate a trust score α for the FuzzyBandit model,

which helps induce trust in the decisions taken and detect any erroneous reasoning.
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Thus, the developed model not only provides personalized choices for real-world ap-

plications but also offers reasoning for the decisions made.

Development of Hybrid Neuro Bandit: A Contextual Multi-Arm Ban-
dit Model for Online Recommendation and Personalization

Consider an online advertisement model, like YouTube, where a user visits the website,

queries a request, and is rendered an advertisement along with the requisite content on the

web page. The system aims to show the most relevant ad to maximize the likelihood of the

user clicking on it. If the user clicks on the ad, the system receives a reward. Feedback

for the system is the action taken by the user. The system cannot observe user actions

if other advertisements are shown. Therefore, the system must balance the exploration

versus exploitation dilemma: either continue showing the ad previously clicked by the

user (exploitation) or explore new ads from the available set (exploration).

This scenario can be modeled as a Contextual Multi-Arm Bandit Model (CMAB)

problem, where each trial represents a user visit to the website and each arm is the ad

displayed. For each trial, the context is announced, and the agent selects an arm from

the set of predefined arms [k] = {1,2, . . . ,k} and observes the reward associated with the

selected arm. Over several iterations, the agent finds a relation between the context and

rewards, i.e., arm reward distribution. The goal is to maximize cumulative rewards over

n trials or improve the accuracy of predicting the correct arm in each trial by updating

the model with user feedback. This involves exploring new ads to cater to stochastic user

behavior over time. For instance, if the system shows a relevant ad and the user clicks on

it but no longer wants to see the same ad, the system needs to adapt to this change in user

behavior.

Contextual bandits can provide personalized recommendations for online ad stream-

ing platforms. Similar applications include clinical trials to reduce patient losses by find-

ing the best medicine for a given set of symptoms, marketing optimization to improve

click-through rates, website layout optimization, adaptive routing to minimize network

delays, etc. However, challenges such as cold start, scalability, contextual inference, and

non-stationarity must be addressed.

To meet these challenges, a novel Hybrid Neural Bandit (HNB) model was developed.

The HNB model combines expert advice from existing CMAB models into one unit to

exploit their respective merits and provide personalized recommendations. The HNB

model integrates decisions from bandit experts by assigning weights to each expert. These
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weights are fine-tuned through a neural network with user feedback used for training. This

approach enhances the overall user experience and provides relevant recommendations.

The HNB model has been empirically compared with existing state-of-the-art contextual

bandit models over nine performance metrics: recall, specificity, precision, prevalence,

F1 score, MCC, FM, CSI, and accuracy.

Development of Contextual-Bandit-POI: Personalized Next Point-Of-
Interest Recommendation using Contextual Bandits

In today’s era, there is a growing trend of check-in behavior among Generation Z users,

who frequently share their experiences at various Points-of-Interest (POIs) like cafés,

restaurants, and hotels on location-based social networks (LBSNs). These check-ins in-

clude valuable contextual data such as timestamps, comments, and GPS coordinates. The

massive amount of check-in data collected on platforms like Foursquare provides an op-

portunity to analyze user behavior over time and predict their future visits to POIs. How-

ever, the effectiveness of these predictions is challenged by issues like data sparsity, where

user interactions with POIs are limited, and cold start problems, which affect new users

and POIs lacking historical data.

To improve the next POI recommendations, it’s crucial to consider both spatial-temporal

intervals (the time and distance between check-ins) and the user’s long-term and short-

term preferences. Traditional models, including those based on Recurrent Neural Net-

works (RNNs), often fail to capture the full range of user behaviors, particularly over long

periods. Advanced models, like those incorporating LSTM or GRU, attempt to address

these shortcomings but still face limitations, particularly in personalizing recommenda-

tions to individual users’ preferences and adapting to their dynamic behaviors.

Thus, there is a need for innovative algorithms that consider various contextual fac-

tors—social, geographical, temporal, and categorical—in making more accurate and per-

sonalized POI recommendations. Additionally, it is important to use online learning set-

tings so that models can adapt in real-time to changes in user preferences, as opposed to

the traditional offline settings that rely on static data.

In this chapter, Contextual-POI-Bandit framework is designed and developed, which

integrates CMAB to provide personalized recommendations by balancing exploration

(suggesting new POIs) and exploitation (recommending familiar POIs). This framework

is flexible, allowing the integration of current and future CMAB models, and introduces a

novel Fuzzy Neural Network (FNN) algorithm that combines neural networks and fuzzy
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logic to handle uncertainty and improve decision-making in next POI recommendations.

The framework is empirically evaluated using benchmark datasets to optimize and vali-

date its performance across various metrics.

1.6 Thesis Organization

Finally, the thesis work is organized in the following six chapters. The brief summary of

each chapter is given as follows,

Chapter 1: Introduction

This chapter briefly introduces personalized recommendation and the use of CMAB algo-

rithms leveraging reinforcement learning to balance exploration and exploitation by using

user-specific contextual data. These algorithms personalize user experiences, particularly

in dynamic environments by optimizing decision-making and minimizing cumulative re-

gret over time. The chapter then discusses the research gaps and outlines the motivation

behind the research and work done to achieve them.

Chapter 2: Literature Review: Personalization in Web Applications
using Advanced Machine Learning Models

This chapter describes the personalized recommender systems that effectively match users’

preferences by leveraging various types of information to suggest relevant items, thereby

mitigating the problem of information overload. A detailed study on achieving person-

alization in various domains using advanced machine learning models ranging from re-

inforcement learning to Large Language models (LLMs) along with challenges has been

done in this chapter.

Chapter 3: Explainable AI Based FuzzyBandit Model using Contextual Bandits

This chapter focuses on the design and development of an autonomous personalized

model, FuzzyBandit, based on contextual multi-arm bandits using XAI. The FuzzyBan-

dit model is empirically compared with seven existing contextual bandit models on four

benchmark datasets across nine criteria: recall, specificity, precision, prevalence, F1

score, Matthews correlation coefficient (MCC), Fowlkes–Mallows index (FM), critical

success index (CSI), and accuracy. Additionally, a coherent mathematical framework is
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provided to calculate a trust score α for the proposed FuzzyBandit model, which helps
induce trust in the user regarding the decisions made and detects any erroneous reasoning
in the model.

Chapter 4: Hybrid Neuro Bandit

This chapter is dedicated to the development of a new contextual multi-arm bandit model,
Hybrid Neuro Bandit (HNB), for web personalization. The HNB model integrates expert
advice from existing CMAB models into a unified unit. These bandit experts are assigned
weights, which are fine-tuned through a neural network, with user feedback used to train
the overall system.

Chapter 5: Contextual-POI-Bandit: A Contextual Multi-Arm based
Framework for Next Point-Of-Interest (POI) Recommendation

This chapter focuses on the application of CMAB algorithms developed in previous chap-
ters to study user behaviour closely and predict future personalized POI visits, which
holds practical implications for applications like targeted advertising and traffic manage-
ment. Next, POI recommendation is bewitched with challenges such as data sparsity -
wherein users interact with only a small subset of available POIs and the cold start prob-
lem for new users and POIs, complicates accurate recommendation efforts. Traditional
models often struggle with these issues, underscoring the need for innovative approaches
that can better account for temporal and geographical dynamics in user behavior. Ad-
vanced models, such as those incorporating Recurrent Neural Networks (RNNs) and their
extensions like LSTM and GRU, have been developed to address these challenges, but
they often fall short in capturing long-term user preferences and non-linear relationships
between POIs. Furthermore, most models fail to offer personalized recommendations that
align with individual user contexts, which can vary based on factors like current activity,
emotional state, or social surroundings. To overcome these limitations, a Contextual-POI-
Bandit framework has been proposed that user contextual information to render the next
PoI as per user liking.

Chapter 6: Conclusion and Future Scope

This chapter summarizes the conclusions drawn from this research work and highlights
potential future work in this area.
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Literature Review: Personalization in
Web Applications using Advanced
Machine Learning Models

2.1 Introduction

Personalization is the skill of customizing experiences based on individual preferences

and serves as a connection between humans and robots in today’s technology-driven soci-

ety. Web personalization recommender systems adapt to individual preferences, enhanc-

ing user interactions across digital platforms like entertainment [23], e-commerce [24],

and job matching [25]. For instance, in movie recommendation platforms like Internet

Movie Database (IMDB) and Netflix, users receive suggestions based on their past inter-

actions and the content of movies, facilitating the discovery of new films matching their

interests. These systems rely on user-item interactions and associated textual informa-

tion (such as item descriptions, user profiles, and reviews) to predict the likelihood of a

user liking a particular item [26]. They offer content recommendations and customize

user interfaces and communication styles. As artificial intelligence progresses, personal-

ization becomes more sophisticated, necessitating advanced techniques to handle diverse

user intents. The pursuit of improved personalization stems from understanding users’

evolving needs. Hence, web personalization Recommendation Systems (RS) seamlessly

integrates human-machine interactions into daily life for personalized experiences and

grows exponentially as the technology evolves. Some of the real-time web personaliza-

tion applications are described as follows,
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• Targeted advertising: Online platforms frequently display targeted ads that utilize

real-time data to ensure that the right kind of content is shown to users based on their

past or current behavior. By analyzing user profiles and interactions in real-time,

advertisers can make ad placements more effective for greater user engagement and

conversion.

• Personalized search results: Search engines and websites benefit from real-time

personalization which adjusts search results using information about what users

have just searched for, clicked on, or interacted with. This ensures that users receive

the most current results pertinent to their immediate interests and needs, thereby

improving the overall search experience.

• Dynamic content recommendations: To provide users with content recommen-

dations tailored specifically to them, such as articles, products, or videos based on

their browsing history and ongoing interactions, dynamic personalization needs to

be incorporated into content recommendation systems. This approach increases

user involvement by presenting materials that align with individual preferences and

tastes.

• Dynamic pricing strategies: Pricing can be adjusted based on the behavior, loca-

tion, or engagement level of a user through real-time personalization. For instance,

prices may be altered or discounts offered dynamically by e-commerce platforms

depending on the user’s browsing history or purchasing behaviors, thus optimizing

revenue and user satisfaction.

• Contextual health recommendations: Real-time customization in health and well-

ness platforms allows for the adaptation of content and recommendations to fit cur-

rent health metrics or activity levels. For example, workout suggestions or nutri-

tional advice provided by a fitness app may change according to data from wearable

devices at that time.

• Interactive virtual try-ons: Augmented reality (AR) technology is used in real-

time virtual fitting rooms where users can try on clothing virtually. These applica-

tions personalize the shopping experience by adjusting the virtual fit and appearance

of garments based on users’ body dimensions and preferences in real-time, making

fashion recommendations more accurate and appealing.
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2.2 Web Personalization using Advanced Machine Learn-
ing (ML) Models

Extensive research and numerous studies have been conducted on personalized recom-

mendations across various domains, reflecting a significant advancement in this field. To

simplify the current landscape, recent studies can be categorized into three primary areas:

advanced machine learning techniques utilizing Deep Neural Networks (DNNs), Rein-

forcement Learning (RL) methodologies, and Large Language Models (LLMs). DNNs

work structures to figure out intricate patterns about user preferences and behaviors hence

producing unique accurate results. RL is another notable progress where algorithms op-

timize decision-making through trial and error. For instance, this approach works well

on dynamic environments whereby it learns continuously while adapting based on real-

time feedback to enhance relevance as well as effectiveness of recommendations. LLMs

can generate fine-grained and contextually sensitive personalization by analyzing huge

volumes of textual data. They can process vast amounts of text because they understand

complex written information.

2.2.1 Neural Network Models

DNNs [27], [28] have gained widespread adoption in enhancing recommender systems

thanks to their exceptional representation learning capabilities. They excel in modelling

user-item interactions through various architectures. Recurrent Neural Networks (RNNs)

are highly efficient in handling sequential data, allowing for the identification of complex

relationships in user interaction sequences [29], [30]. Graph Neural Networks (GNNs)

are sophisticated techniques for acquiring representations in graph-structured data, such

as users’ online behaviors [31]. They acquire efficient models of users and items. Addi-

tionally, DNNs are adept at encoding side information. For example, methods based on

Bidirectional Encoder Representations from Transformers (BERT) extract and utilize tex-

tual reviews from users, further enhancing the capabilities of recommender systems [32].

However, there exist several limitations. Firstly, traditional DNN-based models as well

as pre-trained language models such as BERT, have constraints in capturing comprehen-

sive textual information about users and items. Consequently, they exhibit inferior natural

language understanding capabilities, leading to less-than-optimal performance in various

recommendation scenarios. Secondly, many existing RS are tailored to specific tasks and

lack robust generalization abilities to handle unseen recommendation tasks effectively.
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For instance, an algorithm trained on a user-item rating matrix to predict movie ratings

may struggle to provide top-K movie recommendations with explanations. This limita-

tion arises because these recommendation architectures are heavily reliant on task-specific

data and domain knowledge, making them less adaptable to different recommendation

scenarios. Thirdly, while DNN-based recommendation methods excel in tasks like rat-

ing prediction or top-K recommendations, which require straightforward decisions, they

encounter challenges in complex decision-making processes, such as trip planning recom-

mendations, where the system needs to consider popular tourist attractions based on the

destination, arrange a suitable itinerary, and recommend a travel plan tailored to specific

user preferences like cost and time constraints.

2.2.2 Web Personalization through Large Language Models (LLMs)
and its Challenges

LLMs have been recognized as significant developments in the field of AI today. Their

proficiency in comprehending and generating human language, along with their strong

capabilities in generalization and reasoning, has greatly enhanced their performance. Ad-

ditionally, their ability to adapt to new tasks and domains highlights their versatility. Con-

sequently, there is a growing interest in utilizing LLMs to transform recommender sys-

tems, with the objective of offering customized and top-notch recommendations to the

user. LLMs have shown impressive generalization and reasoning abilities [33] [34] as

they are trained on vast data from diverse sources. This allows transformer-based archi-

tectures [35], categorized as architectures comprising only encoders, for example, BERT

[36]; architectures such as GPT, which consist of both encoders and decoders; and lastly

architectures like T5 [37], consisting only of decoders, to perform remarkably well in

various unseen problems and domains without extensive fine-tuning. Advanced tech-

niques like as prompting and in-context learning significantly improve their performance,

making LLMs highly promising for revolutionizing recommender systems. LLMs have a

crucial function in recommender systems, specifically in forecasting user ratings for items

through the analysis of previous interactions and preferences. This enhances recommen-

dation accuracy [38][39]. LLMs are also utilized in sequential recommendations, such

as TALLRec [40], M6-Rec [41], PALR [42], and P5[43], which predict users’ next pref-

erences based on interaction sequences. Next, the obstacles and issues associated with

leveraging LLM for personalization in several web applications are examined as follows,
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Knowledge Graphs

Knowledge graphs, with nodes as entities and edges as relations, enhance recommender
performance as side information and act as the common format of knowledge bases.
LLMs have demonstrated remarkable proficiency in retrieving factual knowledge, akin to
explicit knowledge bases [44], [45], [46], [47], [48], [49], [50], [51], [52]. This ability en-
ables the construction of more extensive knowledge graphs for the recommender systems.
However, despite the promise offered by LLMs, existing methods [53] [54] in knowledge
graph construction face challenges in handling incomplete knowledge graphs and inte-
grating textual corpus data. Researchers [55] [56] have commenced exploring how LLMs
can address these challenges, particularly through knowledge completion and construc-
tion tasks. In the realm of knowledge graph completion, efforts are directed towards lever-
aging LLM models such as MTL-KGC [57], MEMKGC [58], StAR [59], GenKGC [60],
TagReal [61], and AutoKG [62] to encode text or generate missing facts within knowl-
edge graphs. This involves enhancing the completeness of knowledge graphs by inferring
and adding missing information. On the other hand, knowledge graph construction in-
volves the structured representation of knowledge, including entity discovery [63], [64],
coreference resolution [65], [66], and relation extraction [67], [62]. LLMs offer poten-
tial solutions for each of these subtasks, allowing for more accurate and comprehensive
knowledge graph construction. Moreover, LLMs show promise in enabling end-to-end
construction [68],[69] wherein they directly build knowledge graphs from raw text data.
This holistic approach streamlines the process of constructing a knowledge graph, elimi-
nating the need for intermediate steps and enhancing efficiency. However, LLMs due to
their inherent nature may introduce ambiguity or inaccurate information can manifest as
extraneous information or noise in the recommendation process [57], leading to responses
that lack informative context or relevance, despite being syntactically correct.

Direct Recommendations and Automated Reasoning

The advancement of LLMs has revealed their remarkable reasoning abilities when suffi-
ciently scaled, akin to human intelligence in decision-making and problem-solving [70].
Through techniques like ”chain of thoughts” prompting, LLMs can exhibit emergent rea-
soning skills, enabling them to draw conclusions based on evidence or logic [71]. In
the realm of recommender systems, these reasoning capabilities empower LLMs to en-
hance user interest mining, thereby improving overall performance. Additionally, LLMs
demonstrate ”step by step” reasoning, leveraging prompts that include intermediate steps
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to tackle complex tasks effectively [71]. For instance, Wang and Lim [72] introduce NIR,

a three-step prompt designed to capture user preferences, filter items, and re-rank recom-

mendations. Moreover, Automated Machine Learning (AutoML) is increasingly utilized

in recommender systems to streamline manual setup processes, particularly in optimiz-

ing embedding sizes [58][59][60][61] and other facets like feature selection and model

architecture. However following challenges needs to addressed effectively by LLMs for

significant improvements in automated learning approaches effective recommendation al-

gorithms and systems:

• Complex search space: The search space in recommender systems is highly intri-

cate, involving a wide range of kinds and encountering problems related to volume.

This complexity poses challenges for successful exploration and optimization.

• Lack of foundation: Recommender systems do not have a solid understanding

of the important elements in the search space, especially when it comes to suc-

cessful interactions between advanced features. This sets them apart from other

sectors that have well-established network structures. Further, This knowledge gap

is compounded by the diverse and domain-specific nature of recommender systems,

operating across various scenarios.

Conversational Recommender Systems (CRS)

CRS personalize recommendations through dialogue, allowing real-time adjustments based

on user feedback. CRS mainly comprises of dialogue and recommendation modules;

where the dialogue module is crucial for effective user-system interactions and preference

understanding. The dialogue system is further classified into chit-chat and task-oriented

categories. Task-oriented dialogue systems are preferred due to their ability to assist users

in accomplishing certain tasks.The two most common approaches used are response gen-

eration pipelines and end-to-end methods [73][74]. The former one generates responses

in four components namely, dialogue understanding [75][76], dialogue state tracking [77],

dialogue policy learning[78] and natural language generation [79][80] but however suffers

from scalability issues and lacks sync between the different components. The latter one

handles all the processing steps collectively using an encoder-decoder model but requires

substantial supervised data for training. LLMs such as Bard and Large Language Model

Meta AI (LLaMA) have demonstrated remarkable performance in conversational abili-

ties. However, the first and most prominent challenge faced is regarding private domain
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data as these LLM models predominantly rely on publicly available internet sources for

training data, resulting in a potential blind spot concerning data within closed information

platforms. Further, massive high-quality dialogue data is required to train such complex

models. Also, it is difficult to generate such high-quality dialogue data as the available

dataset mainly comprises explicit or implicit interactions between users and items and

lacks conversational context.

Web Personalized Content Creator

Traditionally, recommender systems have functioned by offering existing products to

users, taking advantage of their preferences and past behavior. However, as technology

evolves and content creation platforms become more sophisticated, there has been a no-

table shift towards personalized content creation. This personalized approach entails gen-

erating content tailored to individual user interests and preferences, particularly prevalent

in online advertising contexts. Such content [81], [82] encompasses a variety of visual

and semantic elements, including titles, abstracts, descriptions, copywriting, ad banners,

thumbnails, and videos. Text ad generation, in particular, has garnered significant atten-

tion, focusing on crafting personalized ad titles and descriptions. While early approaches

[83, 84, 85] relied on predefined templates to streamline the process, they often fell short

of fully satisfying user preferences. More recent advancements [86] [87] [88] [89] have

seen the emergence of data-driven methods, integrating user feedback within RL frame-

works to guide the content generation process. In addition, the integration of pre-trained

language models has dramatically improved the ability to generate content across different

forms of content [90][91][92]. By leveraging these language models, content generation

models can be refined to better align with user preferences, thereby improving overall

effectiveness in delivering personalized content experiences.

Challenges in LLMs for Personalization

Personalizing services for users with LLMs poses various crucial issues that require atten-

tion. Firstly, effective personalization requires a deep understanding of user preferences,

often extending beyond the general knowledge LLMs acquire through training. This in-

dicates that adapting LLMs to cater effectively to personalized services is a significant

unresolved issue. Additionally, there are privacy concerns associated with using LLMs

for personalization. Since LLMs can remember users’ confidential information to offer
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personalized services, there is a valid concern about protecting user privacy. It’s crucial

to ensure that LLMs maintain privacy while providing personalized experiences to build

trust with users. Moreover, LLMs trained on internet data may exhibit exposure bias,

potentially resulting in unfair predictions for minority groups. This underscores the im-

portance of mitigating biases in LLMs to ensure fair outcomes for all users. To address

these challenges, the research community requires comprehensive benchmarks and eval-

uation datasets. However, the current availability of such resources is limited, indicating

a need for collaborative efforts within the research community to bridge this gap. Fur-

thermore, to fully utilize the potential of LLMs for personalization, it’s vital to establish

systematic methodological and experimental frameworks. These frameworks should en-

compass various aspects, including understanding user preferences, address-ing privacy

concerns, mitigating biases, and accurately evaluating model performance. In essence,

addressing the challenges of personalization with LLMs necessitates a multidimensional

approach involving domain-specific knowledge, privacy protection measures, bias miti-

gation strategies, and the development of robust evaluation frameworks. Collaboration

within the research community is essential for advancing research in this area and realiz-

ing the full potential of personalized services powered by LLMs.

2.2.3 Web Personalization using Contextual Multi-Arm Bandits (CMAB)
Models

The Contextual Bandit (CB) framework, also known by terms such as the partial label

problem, associative bandit problem, and bandits with side information, enhances the tra-

ditional multi-armed bandit model by integrating contextual information into the decision-

making process. In this framework, before an action is chosen, the bandit observes con-

textual data, which influences the potential reward associated with each action. This

context-aware approach necessitates assumptions about the context and reward structures

to manage the added complexity. For instance, when the context is a finite set, the model

can be viewed as a collection of independent bandits indexed by context. In cases where

the context is a vector space, common assumptions include linear [7] reward functions.

It is understood that the multi-armed bandit problem [93] is an exploration/exploitation

trade-off problem where the user’s happiness is maximized by choosing the best arm

or exploitation while investigating the new options/arms for uncertainty in the user’s in-

terests. While TS [94] [95] is the heuristic algorithm that has handled the exploration-

exploitation trade-off by keeping probability distributions for each arm and then sampling
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from them on each trial to choose the one that predicts greater rewards, Epsilon-greedy
[96] and Epoch Greedy [97] are famous algorithms for random exploration. A linear link
between the predicted reward and the situation was presupposed by LinUCB [98] [99].
Nevertheless, Chapelle and Li [94] demonstrated that TS defeats UCB.

The value of innovation and diversity is increasingly being incorporated into evalu-
ation practices [100] [101]. Many contexts, including movies [102], tags [103], and ad-
verts [104], have seen the successful application of multi-objective recommender systems.
Multi-objective Multi-armed Bandit (MO-MAB) algorithms-based techniques merit our
attention when handling online settings. In MO-MAB, depending on the set of objectives,
several arms (items) are candidates for the best solution [105, 106, 107]. Ranked Bandits
[108, 109] represent an extension of the traditional multi-armed bandit problem, focusing
on generating and selecting a ranked list of actions rather than choosing a single opti-
mal action. Unlike classic bandit problems where the objective is to maximize rewards
from individual actions, ranked bandits aim to produce a ranking of available actions
based on their expected rewards. The effectiveness of ranked bandit strategies is often
assessed using metrics like Mean Reciprocal Rank (MRR) and Normalized Discounted
Cumulative Gain (NDCG), which evaluate the quality of the ranked results. This frame-
work enhances decision-making processes by providing a structured approach to ranking
actions in scenarios where presenting a ranked list is crucial. The CB framework has sig-
nificant applications in areas such as recommender systems, mobile health, and clinical
trials. It involves a repeated interaction between a decision-maker and an environment
that provides actions and contextual information, with the goal of discovering an effective
strategy for selecting the best action given the context. The literature on CB optimization
is divided into online and offline methods. Online methods focus on balancing exploration
and exploitation to minimize regret, while offline methods, such as Batch Learning from
Bandit Feedback (BLBF), utilize historical data to develop better policies. The challenge
in offline policy learning includes addressing biases introduced by previous policies and
managing high-variance estimates.

Approaches like Counterfactual Risk Minimization (CRM) and Distributionally Ro-
bust Optimization (DRO) have been developed to address these challenges, though they
face difficulties related to optimizing non-convex objectives and handling large-scale data
efficiently. Off-policy methods leverage logged data from previous actions to inform
new decision-making strategies. This approach allows for evaluation of various strate-
gies without the need for real-time experimentation, which can be costly and impractical.
Techniques like estimating the reward function from logged data or employing Inverse

23



Chapter 2. Literature Review

Propensity Scoring (IPS) are used to address limitations of bandit feedback. Combining
these methods can mitigate their individual shortcomings. Alternatively, the offset-tree
approach transforms logged data into a weighted classification problem, enabling the
application of diverse machine learning techniques for improved feature selection and
classification.

2.3 Why CMAB for Personalization?

Traditional machine learning algorithms often depend on historical data to make predic-
tions, leveraging established patterns to optimize performance. However, these models
primarily focus on exploiting known information and may neglect the dynamic nature of
user preferences and interactions. Recent advancements in deep learning such as RNN
based DNN models emphasize modeling historical user-item interactions to predict pref-
erences, but they often fail to incorporate real-time feedback effectively. Consequently,
these methods may not adapt swiftly to evolving user preferences, leading to less accurate
recommendations. In contrast, the interactive nature of recommendation tasks—where
users provide feedback on recommended items—highlights the necessity for RL based
models that can adapt dynamically. CMAB demonstrate several advantages over RL in
personalized recommendation tasks. The primary difference lies in how each method han-
dles decision-making and adaptation. RL involves a sequential decision-making process
where each action influences future states and rewards, creating a complex dependency
between actions and outcomes. This sequential nature requires sophisticated models to
manage these dependencies, which can be computationally intensive and may slow down
the adaptation to new user behaviors. On the other hand, CMAB treats each interaction in-
dependently, even when multiple states are involved. This independence allows CMAB to
adapt in real-time to user feedback without the need for managing the intricate dependen-
cies seen in RL. As a result, CMAB is particularly well-suited for scenarios where rapid
adaptation to user preferences is crucial, such as in personalized recommendations. It can
quickly incorporate feedback and adjust recommendations accordingly, making it more
responsive and efficient in dynamic environments compared to RL, which might require
more complex and time-consuming processes to achieve similar levels of personalization.
Table 2.1 shows how CMABs are better suited for personalization over LLMs.
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Table 2.1: Comparison of LLMs and CMABs algorithms for personalization

Aspect Large Language Models
(LLMs)

Contextual Multi-Armed
Bandits (CMABs)

Personalization
Approach

LLMs achieve personal-
ization by fine-tuning on
user-specific data or through
prompt engineering, where
the model adapts its re-
sponses based on the context
provided in the input. LLMs
can generate highly person-
alized text by understanding
and mimicking the user’s
language style, preferences,
and context.

CMABs achieve personaliza-
tion by employing a decision-
making strategy that dynami-
cally balances the exploration
of new options with the ex-
ploitation of known user pref-
erences in real-time, consid-
ering contextual factors such
as time, location, and user ac-
tivity to provide personalized
outputs.

Data Utilization LLMs leverage vast amounts
of text data to understand
and generate human-like lan-
guage. However, their per-
sonalization is typically based
on static data and may not
adapt to changes in user be-
havior in real time.

CMABs focus on real-time
learning from interactions.
They utilize user-specific
contextual data (such as
time, location, and past
preferences) to make person-
alized decisions dynamically,
continually updating recom-
mendations based on new
user feedback.

Adaptability LLMs personalize based
on patterns learned from
large-scale datasets during
pre-training and fine-tuning
phases. While they can gen-
erate contextually relevant
outputs, their ability to adapt
to new, unseen contexts
without additional training is
limited.

CMABs are inherently adapt-
able, as they balance explo-
ration (trying new recommen-
dations) and exploitation (us-
ing known preferences) in
real-time. This adaptabil-
ity allows CMABs to contin-
uously refine personalization
strategies based on the most
recent user interactions.
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Aspect Large Language Models
(LLMs)

Contextual Multi-Armed
Bandits (CMABs)

Decision-
Making

LLMs excel in understanding
and generating text, making
them suitable for tasks like
content generation and con-
versational AI. They can pro-
vide personalized responses
or recommendations, but they
do not inherently focus on
decision-making processes.

CMABs are designed specifi-
cally for decision-making un-
der uncertainty. They aim
to optimize the selection of
personalized actions (such as
recommending the next POI)
by weighing multiple con-
textual factors, making them
more effective in environ-
ments where user preferences
evolve over time.

User Context
Handling

LLMs can handle complex
contexts and generate nu-
anced responses, but they of-
ten require substantial com-
putational resources to pro-
cess and integrate multiple
contextual layers simultane-
ously. Their handling of con-
text is more generalized and
less targeted toward specific
decision-making scenarios.

CMABs are designed to ef-
ficiently handle and inte-
grate multiple contextual fac-
tors (e.g., social, tempo-
ral, geographical data) into
their decision-making pro-
cess. This focused ap-
proach allows personalized
recommendation in applica-
tions, such as next POI rec-
ommendation.
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Explainable AI based FuzzyBandit
Model using Contextual Bandits

3.1 Introduction

As discussed in Chapter 1 and 2, context-aware decision-making problems have attracted

significant attention in today’s era of artificial cognizance. The contextual bandit ad-

dresses these problems by solving the exploration versus exploitation dilemma to provide

customized solutions as per the user’s liking. However, a high level of accountability is

required, and there is a need to understand the underlying mechanism of the black box

nature of the contextual bandit algorithms. In this regard, this chapter discusses an ex-

plainable AI (XAI) based FuzzyBandit model that maximizes the cumulative reward by

optimizing the decision at each trial based on the rewards received in previous observa-

tions and, at the same time, generates explanations for the decision made. The developed

model uses an Adaptive Neuro-Fuzzy Inference System (ANFIS) to address the vague

nature of arm selection in contextual bandits. It uses a feedback mechanism to adjust its

parameters based on the relevance and diversity of the features to maximize reward gen-

eration. The efficacy of the developed FuzzyBandit model is established by empirically

comparing it with the existing seven most popular art of literature models on four bench-

mark datasets over nine criteria, namely recall, specificity, precision, prevalence, F1 score,

Matthews correlation coefficient (MCC), Fowlkes–Mallows index (FM), critical success

index (CSI) and accuracy.

The rest of the chapter is organized as follows. Section 3.2 elaborates the developed

XAI-based FuzzyBandit model. Section 3.3 provides a detailed analysis of the bench-
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mark datasets and the simulation results. At last, Section 3.4 draws conclusions from the

presented approach.

3.2 Explainable AI (XAI) based FuzzyBandit Model

A novel XAI based FuzzyBandit model, an autonomous decision system, is developed that

not only optimizes and personalizes decisions for every situation based on the previous

observations but at the same time generates explanations for the decisions made. For

every decision, the model generates a confidence score α which enables the end user to

easily understand and trust the decisions taken by the model. The developed scheme is

comprised of two main steps which are elaborated as follows.

1. FuzzyBandit Ranking

2. XAI

3.2.1 FuzzyBandit Ranking

3.2.1.1 Ranking Model

At first, a contextual multi-arm bandit (CMAB) model settings is simulated where it in-

puts a finite n-dimension user context feature vector, x(t) = {x1(t),x2(t), . . . ,xn(t)} and

chooses an action, a(t) from an alternate number of choices/actions for each trial t. Each

action is associated with a reward that is unknown to the model and is revealed after the

action is chosen.

The developed model observes a binary reward, ra(t)(t) i.e., +1 if the rendered action

is accepted by the user; otherwise 0. For each trial, t, let a∗(t) be the optimal arm/choice

which would yield the highest reward, ra∗(t)(t). Then, the regret(t) is defined as the dif-

ference between the maximum reward for trial t and the observed reward by the model,

i.e.,

regret(t) = ra∗(t)(t)− ra(t)(t)|x(t) (3.1)

At the end of the T trials, the model aims to minimize the regret or maximize the total

reward observed. This CMAB property allows the developed FuzzyBandit model to sim-

ulate real-world problems, for e.g., in an online food ordering app, each time the user

logs into the app, the model uses the information about the user and renders a serviceable

restaurant (action) to the user from a set of possible restaurants partner advertisement
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(modelled as k arms). The context feature is the information about the user: user’s past

order history, favourite restaurants, average order values, device used to order food, etc.

The user feedback i.e., click/ no click on the advertisement, will act as a reward.

Figure 3.1: FuzzyBandit model

As depicted in Fig. 3.1, the developed model consists of k fuzzybandit arms where

each FuzzyBandit Arm (FBA) corresponds to an action from an alternate number of

choices/actions possible. Each FBA represents a standalone ANFIS model developed

using the Sugeno fuzzy model [110][111] and inputs an n-dimension user context feature

x(t). Since the inputted context feature vector is vague or imprecise, x(t) is represented

with more than one fuzzy set with membership functions, A11,A21, . . . ,ADn, to accom-

modate the possibility of more than one linguistic variable associated with the feature.

For each membership function, F maps the element of x(t) to a value between 0 and 1

i.e. F(x(t)) → [0,1]. We have used the gaussian membership function for each node as
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shown in the fuzzification layer in Fig. 3.1 and is defined as:

O1
i, j = e

−
(xi−ai, j)

2

2b2
i, j ∀i ∈ [1,n], j ∈ [1,m] (3.2)

where, {ai, j,bi, j} ∈ R×R are arm-tuning parameters associated with each node and

get updated with each iteration. n is the number of features of the user context feature

vector and m represents the number of membership function associated with each feature.

The number of membership functions for each feature is data-dependent and is calculated

experimentally. Next the real-time relevance scoring, FBAi(t) for each action associated

with FBA is calculated using the FuzzyBandit Ranking Algorithm. The FBAi(t) score is

calculated as:

FBAi(t) =
m

∑
j=1

W ·β (3.3)

where, β will be ∑
n
i=0(q j,i · xi(t)), q j,i are arm-rules based parameters and W is the output

from the previous layer for each FBA. The arm-rule based parameters for each FBA is

computed as the best solution for equation (3) which is minimizing the square error ||Z−
Wβ||. It is given as :

β
∗ = (W TW )−1W T Z (3.4)

where, W T is the transpose of W and (W TW )−1W T is the pseudo inverse of W . The

FBAi(t) score calculated in equation (4) is inputted into the FBA Selection Unit (FB-

ASU). FB-ASU ranks each action, ai(t) corresponding to the arm, i based on the FBAi(t)

score in the descending order i.e., the arm with the highest FBAi(t) the score gets the low-

est rank. The lowest ranked arm is then considered as the best possible arm for the given

x(t) by the developed model and fed into the FBA Tuning Unit (FB-ATU). For each trial,

FB-ATU checks whether the selected arm is the optimal arm or not and generates relevant

feedback for network training. The feedback is the difference in the score calculated by

the proposed FuzzyBandit model and the actual score using the recursive least square es-

timator (RLSE) method. In case the selected arm is the optimal arm, a positive feedback

is generated and backpropagated to the selected arm. This is done to ensure that next time

the model is presented with the same user context feature vector, the previously selected

arm FBAi(t) score is higher than its peer arms. Hence, exploiting the same action/choice

as by the user in the past. Also, if the arm outputted by the FB-ATU is not the desired
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arm, negative feedback is not generated to minimize the score of the selected arm. Arm

Tuning based parameters are trained using the derivation as proposed by Jang [112] .

3.2.1.2 Ranking Algorithm

Figure 3.2: FuzzyBandit ranking algorithm

The developed ranking algorithm, 3.2, is explained in three stages, viz., FBA fuzzification,

FBA integration and FBA defuzzification. In the first stage, FBA fuzzification computes

fuzzy membership value associated with the user contextual feature vector for each FBA

and stores it into the matrix, O1, of dimension n×m where n is the number of features

of the user contextual feature vector and m is the number of membership functions as-

sociated with each feature. The second stage, FBA integration, first combines the mem-
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bership of all features computed from the previous stage, by multiplying the membership

values computed in the matrix, O1, and then normalizing the membership of each fea-

ture as each feature is represented with more than one membership function. Lastly, the

FBA defuzzification stage returns the crisp output score FBA score for each FBA. To

calculate FBA score, the normalized weights calculated in FBA normalization stage are

multiplied with a function, F , and stored in a matrix O4. F is a linear function of arm-rule

based parameters and the user context feature vector. The same can be visualized in the

defuzzification layer (as shown in Algorithm 1) which multiplies the inference of normal-

ized firing strength of each node and the first-order polynomial of user contextual feature

vector and arm-rule based parameters. The score for each FBA is then the summation

of matrix O4 and stored in FBA score. Each FBA is ranked in descending order of the

FBA score. The arm with the lowest rank is selected and the action corresponding to the

selected arm is displayed to the user. If the user clicks on the displayed action, then the

action selected by the model is correct and positive feedback is sent back i.e. exploiting

the choice for the next iteration. If the selected arm is not clicked by the user, then no

feedback is sent back which allows the proposed model to explore new actions in the next

iteration.

Figure 3.3: XAI model for FuzzyBandit

3.2.2 XAI

After computing FuzzyBandit used reward difference, the developed scheme incorporates

XAI that the model learns by itself without any human intervention and a user can also

easily understand the decisions made by the model. This enables the proposed model to
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be transparent and perform autonomously. Thus the model’s decisions in the real-world

environment can be trusted by the user; thereby allowing the model to be deployed at

scale.

Fig. 4.1 shows how the explanations are generated by the model using FuzzyBandit-

User (“FB-U” ) reward difference. The FuzzyBandit model inputs an n-dimensional con-

text vector bi(t) ∈ Rd associated with each arm i at time t and yields a random reward

ra(t)(t) with unknown distribution θi(t) for the corresponding action ai(t) chosen. If the

user disapproves of the action chosen by the model or seeks an explanation as to why ai(t)

is chosen, then the user chooses an action ãi(t) preferred over the action ai(t) by the user

and observes the reward, r̃(ãi(t))(t).

Let the optimal arm at time t be a∗(t) = argmax(1≤i≤N){θt(bi(t))}. The FB-U reward

difference vector can be computed as

δ(r,ai(t), ãi(t)) = r(ai(t))(t)− r̃(ãi(t))(t)
∣∣{bi(t)}T

(i=1) (3.5)

= θt(b(ai(t))(t))−θt(b(ãi(t))(t)) (3.6)

FB−U = δ(r,a(t), ã(t)) ∀t ∈ {1,2, . . . ,T}
For t = 1,2, . . . ,T steps, the total reward difference R(T ) can be calculated as

R(T ) =
T

∑
t=1

r(ai(t))(t)− r̃(ãi(t))(t)
∣∣{bi(t)}T

(i=1) (3.7)

If the total reward difference, R(T ) is greater than zero, that means the total reward

generated by the FuzzyBandit model is more than that of the reward generated by the

user. A high positive magnitude of R(T ) shows the decisions made by the developed

FuzzyBandit model are much higher reward yielding as compared to the decisions made

by the user and thus enables humans to understand the decisions or predictions made by

the proposed model. In order to quantify this, each component ∆c (FB-U) can take numer-

ically either 0, -1, or +1. Logically, each component of FB-U signifies either a positive or

negative reason for choosing action ai(t) over user-generated action ãi(t). Since the FB-U

vector is computed over T steps, it can become overwhelming for the human to visualize

each action preference individually, so in order to simplify this, two sets of positive and

negative reasons i.e., FB-U+ and FB-U−, is computed. Mathematically,

FB-U− = ∑c I[∆c(δ(r,a(t), ã(t)))< 0]
∣∣∆c(δ(r,a(t), ã(t)))

∣∣ (3.8)

FB-U+ = ∑c I[∆c(δ(r,a(t), ã(t)))> 0]∆c(δ(r,a(t), ã(t))) (3.9)
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where, I is the identity function. The confidence score, α, is computed using FB-U reward
difference which signifies by how much percentage the user can trust the FuzzyBandit
model decisions in real-time settings. Alternatively, α represents the total percentage of
the FuzzyBandit model’s decisions (or actions chosen) better than the user’s decisions.
Similarly, β is the total percentage of the user’s decisions better than that of the Fuzzy-
Bandit model. They can be computed as follows:

α = FB-U+

(FB-U++|FB-U−|) (3.10)

β = FB-U−

(FB-U++|FB-U−|) (3.11)

In the above equations, α and β act as the trust factor for the user as they quantify that
by how much value the FuzzyBandit model’s decisions are better or worse than the user’s
decisions. This enables developed FuzzyBandit model to be deeply coupled with ex-
plainable AI to yield insight into complex model decisions and deployed autonomously
without any human interventions.

3.3 Results and Discussion

The developed model is validated on four publicly available datasets, namely the Adult In-
come, Forest Covertype, Mushroom, and Statlog (Shuttle) from the UCI Machine Learn-
ing Repository [113]. These datasets have been widely used in the literature as benchmark
datasets to measure the performance of various contextual multi-arm bandit algorithms.
The objective of this experiment is to test the suitability of the FuzzyBandit model by
combining various criteria for the datasets.

Nine criteria [114], namely recall, specificity, precision, prevalence, F1 score, Matthews
correlation coefficient (MCC), Fowlkes–Mallows index (FM), critical success index (CSI),
accuracy are considered, as summarized in Table 3.1 and Table 3.2. These criteria [114]
are important as the number of observations for each arm/choice varies significantly in
the dataset, and thereby, relying alone on accuracy can be misleading. For example, in the
mushroom dataset, there are 3916 instances where the mushroom is edible and 4084 in-
stances where the mushroom is poisonous, and the algorithm has to predict out of the two
choices, i.e., mushroom is either edible or poisonous. A particular algorithm/model might
predict all the observations as poisonous, giving an overall accuracy of 51%, but in more
detail, the algorithm has 100% sensitivity for the poisonous class but a 0% sensitivity for
the edible class.
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Table 3.1: Performance analysis of contextual bandit models on the mushroom database

Parameters Uniform Sampling RMS Dropout BootRMS ParamNoise BBAlphaDiv FuzzyBandit Banditron

Recall 0.502 0.829 0.735 0.873 0.739 0.818 0.851 0.669
Specificity 0.504 0.756 0.695 0.826 0.708 0.834 0.853 0.668
Precision 0.521 0.785 0.722 0.843 0.731 0.841 0.862 0.684
Prevalence 0.518 0.518 0.518 0.518 0.518 0.518 0.518 0.518
F score 0.511 0.809 0.727 0.856 0.735 0.829 0.855 0.674
MCC 0.006 0.588 0.431 0.701 0.4469 0.652 0.703 0.337
FM 0.260 0.650 0.530 0.733 0.540 0.690 0.730 0.450
CSI 0.340 0.680 0.570 0.751 0.581 0.710 0.748 0.510
Overall Accuracy 50.31 79.39 71.59 85.03 72.39 82.57 85.18 66.84

Table 3.1 provides a detailed comparison of several contextual bandit models based

on various performance metrics when applied to the mushroom database. Each row of

the table presents a different metric, while each column lists the performance of a specific

model. The models compared include Uniform Sampling, RMS, Dropout, BootRMS,

ParamNoise, BBAlphaDiv, FuzzyBandit, and Banditron. The performance metrics are

discussed in detail individually as follows,

Recall, also known as sensitivity, measures the model’s ability to correctly identify

positive cases. The BootRMS model achieves the highest recall at 0.873, indicating that

it is the most sensitive in detecting positive instances within the mushroom dataset. This

suggests that BootRMS has a strong capacity to avoid false negatives, making it reliable

for situations where missing a positive case could have significant consequences. On the

other hand, Uniform Sampling shows the lowest recall at 0.502, which means it struggles

significantly in identifying positive cases, possibly leading to many false negatives.

Specificity measures the model’s ability to correctly identify negative cases. Here, the

FuzzyBandit model performs best with a specificity of 0.853. This high value indicates

that FuzzyBandit is highly effective in identifying true negatives, making it useful in

scenarios where false positives need to be minimized. Dropout, however, has a lower

specificity of 0.695, suggesting it may incorrectly label some negative cases as positive,

thereby having a higher false positive rate.

Precision assesses the accuracy of the positive predictions made by the model, show-

ing the proportion of true positive predictions out of all positive predictions. FuzzyBandit

again emerges as a top performer with a precision score of 0.862, closely followed by

BBAlphaDiv at 0.841. This implies that when these models predict a positive case, they

are correct over 80% of the time, reflecting their reliability in making positive predictions.

Conversely, Uniform Sampling has the lowest precision at 0.521, indicating that nearly
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half of its positive predictions are incorrect, which could lead to significant inefficiencies
or errors depending on the application.

Prevalence, which remains constant across all models at 0.518, indicates that in the
mushroom database, positive cases constitute approximately 51.8% of the total cases.
This uniform prevalence suggests that the dataset is balanced in terms of positive and
negative cases, providing a consistent basis for comparing the models.

The F1 score, which is the harmonic mean of precision and recall, provides a sin-
gle metric to assess the balance between these two aspects of performance. BootRMS
and FuzzyBandit exhibit high F1 scores of 0.856 and 0.855, respectively, indicating that
these models strike a good balance between precision and recall. They are effective both
at identifying positive cases and at making accurate positive predictions. Uniform Sam-
pling, however, shows a significantly lower F1 score of 0.511, underlining its poor overall
balance between recall and precision.

The MCC is a comprehensive measure that considers true and false positives and
negatives, giving a more balanced view of the model’s performance. FuzzyBandit leads
with an MCC of 0.703, demonstrating its robustness in classification tasks. This high
MCC suggests that FuzzyBandit is well-calibrated, with a good balance between all four
types of outcomes. In contrast, Uniform Sampling has an MCC close to zero (0.006),
indicating a near-random performance where it fails to provide meaningful predictions.

The FM index measures the geometric mean of precision and recall, offering another
perspective on the trade-off between these two metrics. BootRMS achieves the highest
FM index at 0.733, reinforcing its strong performance in maintaining a balance between
sensitivity and precision. On the lower end, Uniform Sampling has an FM index of 0.260,
reflecting its poor capability to balance recall and precision effectively.

The CSI measures the ratio of true positives to the sum of true positives, false neg-
atives, and false positives. BootRMS and FuzzyBandit again score highly with CSIs of
0.751 and 0.748, respectively, suggesting that these models are highly efficient in captur-
ing true positives while minimizing false positives and negatives. Uniform Sampling’s
CSI of 0.340 further highlights its inefficiency in these aspects.

Overall Accuracy provides a direct measure of the percentage of correctly predicted
cases out of the total cases. FuzzyBandit has the highest overall accuracy at 85.18%,
followed closely by BootRMS at 85.03%. This confirms their effectiveness across the
board, making them the most reliable models for this dataset. On the other hand, Uni-
form Sampling has an overall accuracy of 50.31%, barely better than random guessing,
underscoring its inadequacy in handling this classification task.
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It can be concluded from Table 3.1 that BootRMS and FuzzyBandit are the leading

models for the mushroom database, with high scores across almost all metrics. These

models demonstrate a balanced performance with strong capabilities in identifying both

positive and negative cases accurately, while also maintaining high overall accuracy. Uni-

form Sampling, by contrast, performs poorly in nearly every metric, suggesting it is not

suitable for tasks requiring reliable predictions in this context.

Table 3.2: Performance analysis of contextual bandit models on the adult database

Parameters Uniform Sampling RMS Dropout BootRMS ParamNoise BBAlphaDiv FuzzyBandit Banditron

Recall 0.499 0.758 0.773 0.770 0.747 0.673 0.742 0.613
Specificity 0.504 0.756 0.770 0.768 0.745 0.679 0.729 0.611
Precision 0.754 0.905 0.910 0.910 0.900 0.870 0.893 0.828
Prevalence 0.753 0.753 0.753 0.753 0.753 0.753 0.753 0.753
F1 score 0.599 0.823 0.836 0.834 0.816 0.759 0.809 0.704
MCC 0.002 0.459 0.487 0.482 0.438 0.308 0.420 0.194
FM 0.374 0.682 0.704 0.701 0.672 0.586 0.663 0.508
CSI 0.429 0.702 0.719 0.715 0.690 0.609 0.681 0.544
Overall Accuracy 50.02 75.74 77.2 76.93 74.67 67.48 73.87 61.23

Table 3.2 mirrors the structure of Table 3.1 but evaluates the performance of the same

set of models on a different dataset, the adult database. The performance metrics are

examined in detail, one by one, as follows:

In the adult database, Dropout emerges as the leader with a recall of 0.773, indicating

it is the most effective model in identifying positive cases. This high recall suggests that

Dropout is less likely to miss positive instances, making it valuable in contexts where

capturing as many positive cases as possible is crucial. Uniform Sampling, with a recall

of 0.499, performs poorly once again, struggling to detect positive cases effectively.

Specificity remains a critical metric for evaluating a model’s ability to correctly iden-

tify negative cases. Both Uniform Sampling and RMS achieve the highest specificity at

0.756, indicating that they are equally effective in minimizing false positives. Banditron,

with the lowest specificity of 0.611, may have a higher tendency to incorrectly classify

negative cases as positive, leading to potential overestimation of positive predictions.

Precision in the adult database is highest for Dropout at 0.910, followed closely by

RMS at 0.905. This indicates that when these models predict a positive outcome, they are

correct over 90% of the time, making them highly reliable in their positive predictions.

ParamNoise, while still performing well with a precision of 0.900, does not match the

precision of Dropout and RMS. Banditron, on the other hand, has a lower precision of

0.828, indicating a higher rate of false positives compared to the top models.
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Similar to the mushroom database, the prevalence metric is consistent across all mod-
els in the adult database, at 0.753. This reflects that positive cases make up approximately
75.3% of the total cases in the dataset, providing a baseline for evaluating the models.

The F1 score, which balances precision and recall, is highest for Dropout at 0.836,
indicating it maintains a strong balance between sensitivity and accuracy of positive pre-
dictions. RMS also performs well with an F1 score of 0.823, reinforcing its robustness
across multiple metrics. In contrast, Uniform Sampling’s F1 score of 0.599 reflects its
continued struggle to effectively balance precision and recall.

MCC remains an important metric for assessing overall classification quality. Dropout
achieves the highest MCC at 0.487, indicating it has a well-balanced performance across
true positives, false positives, true negatives, and false negatives. Uniform Sampling,
with an MCC of 0.002, suggests near-random performance, highlighting its inability to
effectively differentiate between classes.

The FM index for Dropout is the highest at 0.704, suggesting that this model is well-
suited for tasks requiring a strong balance between recall and precision. RMS follows
closely with an FM index of 0.682, indicating consistent performance. Banditron, with the
lowest FM index of 0.508, highlights its relative inefficiency in maintaining this balance.

CSI values are highest for RMS and Dropout, both scoring 0.719, indicating that
these models are efficient in correctly identifying true positives while minimizing errors.
Banditron, with a CSI of 0.544, is less efficient, reflecting its weaker performance in
accurately identifying positive cases while controlling for false positives and negatives.

Overall accuracy in the adult database is highest for Dropout at 77.2%, making it the
most reliable model in this context. RMS also shows strong performance with an accuracy
of 76.74%. Uniform Sampling, with an overall accuracy of 50.02%, again highlights its
inadequacy, performing no better than random guessing.

All the experiments are conducted in online settings, where the context is fed into the
model and action is recorded. The model is then updated with the feedback observed.
The performance of the developed FuzzyBandit model is tested on various criteria with
the existing seven contextual bandit models. The first one is the uniform sampling model,
a random policy model which ignores the context vector and chooses an arm randomly for
each iteration. The second model is the Banditron model, which uses a simple perceptron
model for exploitation and epsilon greedy as an exploration policy for each iteration. The
third model is the Dropout model, a variation of the Neural Model (which uses each arm
as a neural model for exploiting the best arm and epsilon greedy policy for exploration)
and uses the dropout neural network to predict the best arm in each trial. Next is the RMS
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model, which trains a neural network and chooses the action based on the highest score
predicted, i.e., acts greedily for the current context. BootRMS model uses Bootstrap [115]
to offer significant performance gain with respect to its parent RMS model.

The remaining models, namely BBAlphadiv [116] and ParamNoise [117], are non-
linear models and use Thompson Sampling for exploitation. The results under various
datasets are given below.

Figure 3.4: Comparison of contextual bandit models on adult dataset

(a) Adult income dataset: Fig. 3.4 illustrates the prediction accuracy achieved by var-
ious contextual bandit models on adult dataset. The x-axis represents the number
of records, ranging from 5,000 to 30,000, while the y-axis displays the prediction
accuracy in percentage terms. Each curve on the graph in Fig. 3.4 corresponds to
a different CMAB algorithm. Uniform Sampling 2 model shows the lowest pre-
diction accuracy across all record counts, consistently hovering around 50%. The
accuracy does not exhibit any significant improvement as the number of records
increases, indicating that this method is not particularly effective at leveraging ad-
ditional data to enhance prediction performance. RMS model starts at a higher
prediction accuracy of approximately 70%. The curve is relatively stable, with only
minor fluctuations, suggesting that this model maintains consistent performance as
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the number of records increases, but it does not show substantial gains with more

data. Dropout model demonstrates a similar pattern to RMS, with its prediction ac-

curacy starting around 75%. The model maintains its accuracy level with only slight

variations as the number of records increases. BootRMS model , similar to Dropout

model, begins with a prediction accuracy close to 75%. BBAlphaDiv model starts

with the highest accuracy, about 78% but later its accuracy gradually fall to around

75%. FuzzyBandit begins with an accuracy close to 75% and maintains this level

across all record sizes. This stability underscores its effectiveness in maintaining

high accuracy regardless of the data volume. Banditron model starts with an ac-

curacy of around 60% and shows a slight upward trend as the number of records

increases. Although it does improve with more data, its performance is consistently

lower than that of the higher-performing models like FuzzyBandit model. Fig. 3.4

can summarised as follows,

(i) Models such as ParamNoise, FuzzyBandit, Dropout, and BootRMS consis-

tently demonstrate high prediction accuracy, with little to no degradation in

performance as the data size increases. These models appear to be well-suited

for applications where maintaining high accuracy is crucial.

(ii) Uniform Sampling 2 is the least effective, with accuracy plateauing at around

50%.

(b) Forest covertype dataset: Fig. 3.5 depicts the prediction accuracy (expressed as

a percentage) of contextual bandit models observed on the number of records of

Mushroom dataset.Each curve in Fig. 3.5 represents a different CMAB algorithms,

with the x-axis indicating the number of records (ranging from 5,000 to 40,000) and

the y-axis showing the prediction accuracy. It can be observed, Uniform Sampling 2

model consistently demonstrates the lowest prediction accuracy across all numbers

of records. Its performance remains flat and does not show any significant improve-

ment, staying around 10% regardless of the number of records. The RMS model

starts with a prediction accuracy of approximately 15% with 5,000 records. As the

number of records increases, the accuracy improves steadily, reaching about 55% at

40,000 records.Dropout model exhibits a similar pattern to RMS model, starting at

around 23% accuracy. It shows a consistent upward trend, achieving close to 50%

accuracy at 40,000 records. BootRMS model starts at a lower accuracy level than

Dropout model but follows a similar trend. Its accuracy also improves with more
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Figure 3.5: Comparison of contextual bandit models on covertype dataset

records, reaching approximately 53% at 40,000 records. ParamNoise model starts

with lower accuracy compared to RMS and BootRMS. Its performance steadily

improves, reaching around 45% accuracy at 40,000 records. BBAlphaDiv model

starts with a higher initial accuracy (around 30%) compared to the previously men-

tioned methods. It continues to improve with more data, reaching about 55% at

40,000 records, which is among the higher performing methods.FuzzyBandit model

shows the best performance, starting at around 65% accuracy with 5,000 records

and steadily increasing to about 74% at 40,000 records. This method consistently

outperforms the others as more records are added.Banditron model starts at around

40% accuracy and exhibits a slower rate of improvement compared to FuzzyBandit

but eventually reaches about 58% accuracy with 40,000 records. It performs better

than most methods except FuzzyBandit. To summarize,

(i) The FuzzyBandit model exhibits the highest performance, indicating its su-

perior capability to leverage more data effectively. This suggests that Fuzzy-

Bandit is particularly well-suited for contexts where a large volume of data is

available.
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(ii) Uniform Sampling 2 model’s flat performance suggests it does not benefit sig-

nificantly from additional data, indicating its potential limitations in scenarios

requiring high accuracy.

(iii) BBAlphaDiv and Banditron show competitive performance, especially as the

number of records increases, making them viable alternatives depending on

the specific application context.

(iv) Most models show improvement as the number of records increases, high-

lighting the importance of data volume in enhancing prediction accuracy.

(v) The banditron model, surprisingly, is the second-best performing model with

an accuracy of around 48%−52%.

(vi) For applications where accuracy is critical, FuzzyBandit model appears to be

the best choice among the methods compared, particularly as data availability

increases.

(vii) Fig. 3.5 clearly demonstrates that FuzzyBandit model consistently outper-

forms other CMAB models across varying data volumes, indicating its robust-

ness and adaptability in improving prediction accuracy as more data becomes

available.

(c) Mushroom Dataset:

Fig. 3.6 shows the prediction accuracy achieved by various contextual bandit algo-

rithms on mushroom dataset.The x-axis represents the number of records ranging

from 1,000 to 8,000, while the y-axis indicates the prediction accuracy in percent-

age. Each line in the graph corresponds to a different model, as indicated by the

legend. Uniform Sampling 2 model consistently shows the lowest prediction accu-

racy, starting at around 50% and barely increasing throughout the range of records.

The RMS model starts at an accuracy of about 52% and shows a steady increase

as the number of records grows, peaking at around 88% near the end. Dropout

model begins at lowest accuracy of approx 45% but then shows a pronounced up-

ward trend, reaching around 78% accuracy with 7,500 records. This indicates that

dropout model is particularly effective at improving prediction accuracy as more

data becomes available. BootRMS model follows a similar pattern to Dropout,

starting at around 60% and gradually increasing to approximately 92%.ParamNoise

starts with about 70% accuracy and experiences a steady increase, reaches highest
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Figure 3.6: Comparison of contextual bandit models on mushroom dataset

accuracy of about 90% at 7,800 records. FuzzyBandit model begins with a high
accuracy of around 85% among all the models and maintains this level throughout
the range, peaking at nearly 95%. Fig. 3.6 can be summarized as follows,

(i) All the models follow a similar trend. They initially shows strong perfor-
mance, reach a peak and then suffers a noticeable drop in accuracy as the
number of records exceeds 7,000. This decline can be due to overfitting or
imbalanced dataset.

(ii) models like Dropout and RMS show a huge variation in accuracy as the more
data is available. On the other hand, Uniform sampling 2 model shows least
variation in accuracy as more number of records are processed and plateaus
around 50% accuracy.

(iii) FuzzyBandit model starts with the highest accuracy and its accuracy gradually
increases as the more data is processed, thereby making FuzzyBandit as the
best model even for applications where less data is available.

(d) Statlog dataset: The prediction accuracy of different CMAB models on statlog
dataset can be seen in Fig. 3.7. X-axis shows the number of number of records
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Figure 3.7: Comparison of contextual bandit models on statlog dataset

in statlog dataset, ranging from 5,000 to 40,000. Each curve represents a CMAB

model in the Fig. 3.7. Uniform Sampling 2 model maintains a consistent prediction

accuracy of around 10%, unaffected by the increase in the number of records. RMS

model shows a steady increase in accuracy as the number of records increases,

starting around 57% and reaching close to 85%. BootRMS model achieves one of

the highest accuracies, quickly reaching around 87% as more records are available

for processing. Paramnoise model starts at 80% accuracy and maintains this steady

accuracy rate. FuzzyBandit model performs similar to Paramnoise model but with

higher accuracy of about 85%.

3.4 Conclusion

This chapter presents a new FuzzyBandit model for the contextual multi-arm bandit prob-

lem. Each arm in the FuzzyBandit model mimics Adaptive Neuro-Fuzzy Inference Sys-

tem (ANFIS) independently by adjusting arm tuning and arm-rules based parameters ac-

cording to user choice. The model can easily tune all its parameters by backpropagation

and can be successfully trained in both offline and online settings for real-time applica-
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tions where the rewards and data distribution can be dynamic. A comparative study of
the contextual bandit’s models is conducted on nine criteria. It is observed that none of
the models has outperformed the other remaining models on different criteria in all four
datasets. However, the developed Explainable artifical intelligence (XAI) FuzzyBandit
model has shown promising results on all the datasets.
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Chapter 4

Hybrid-Neuro Bandit Model

4.1 Introduction

Contextual Multi-Arm Bandit (CMAB) is a popular framework for sequential decision-

making problems where an agent must repeatedly choose among multiple actions, each

with an unknown reward distribution. The CMAB agent aims to maximize its cumulative

reward over a finite or infinite horizon. At the same time, a high level of accountability is

required, and there is a need to understand the underlying mechanism so that the user can

trust the model’s decisions. Therefore, in Chapter-4, a novel Hybrid Neuro Bandit (HNB)

model is developed, that infuses the expert advice from the existing contextual multi-arm

bandits into one combined unit, thereby exploiting the different CMAB algorithm merits

and providing personalized recommendations to the user’s liking. The proposed HNB

model decisions can be easily understandable by the user as the HNB agent ignores the

non-performing bandit experts and considers the opinion of the majority of the bandit ex-

perts. The HNB model has been empirically compared with the existing state-of-the-art

contextual bandit models over nine performance metrics, namely recall, specificity, pre-

cision, prevalence, F1 score, Matthews correlation coefficient (MCC), Fowlkes–Mallows

index (FM), critical success index (CSI) and accuracy.

The rest of the chapter is organized as follows. Section 4.2 presents a detailed study

of the developed HNB model to predict arm reward distribution. In Section 4.3 analyzes

the performance of the developed methodology. It also compares the performance of

the developed model with the traditional state-of-the-art contextual bandit algorithms.

Finally, the conclusions are drawn in Section 4.4.

47



Chapter 4. Hybrid-Neuro Bandit

4.2 Development of Hybrid-Neuro Bandit (HNB) Model

In this section, a novel Hybrid HNB model is developed that optimizes decisions for each

user based on the previous user’s likings and preferences in an online setting. This enables

the developed model to run on the fly with minimal training, thereby making the model

fast, optimal (fewer resources are required), and usable in various real-time applications

where much training data is unavailable. At the same time, the user can also understand

the decisions made by the HNB model simply and intuitively, thereby allowing the user

to trust the model’s decisions.

4.2.1 HNB Model

Figure 4.1: HNB model

As shown in Fig. 4.1, the developed model consists of k arms, where each arm corre-

sponds to an existing contextual multi-arm bandit algorithm and acts as the bandit expert.

Each bandit expert has merit and can be chosen based on their proven efficacy in the

literature. The HNB model amalgamates these bandit algorithms into a cohesive unit,

leveraging their respective merits and properties to overcome the challenges encountered

by individual bandit algorithms. The amalgamation is done by fusing the decision made
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by each bandit expert by assigning the weight to each bandit expert’s opinion; in turn,

this allows the HNB agent to ignore the opinion of any bandit expert in the final deci-

sion. This ensures that if any particular bandit expert consistently provides inaccurate

predictions or underperforms in multiple trials, the HNB model disregards the input from

that non-performing expert. Instead, it gives more weight to the opinions of other bandit

experts that demonstrate better performance, thereby enhancing the overall accuracy and

reliability of the model.

A crucial element for effectively achieving this is optimally and verifiably training

the weights assigned to bandit experts. This is significant not only for explaining the

decisions of the HNB model to the user but also for making the model interpretable. This

transparency allows the HNB model to be accountable for its decisions, fostering user

trust—an essential quality often absent in many existing state-of-the-art bandit models.

To understand the HNB model agent’s decision, let us consider a training sample

snippet as shown in Fig. 4.2. decision vectors d1, d2, and d3 represent the decisions

outputted by the existing bandit algorithm experts in the proposed HNB model (also called

bandit experts). The ud vector represents the user’s liking of the choice made and is

represented as one if liked; otherwise, 0. Similarly, if the individual bandit expert decision

is correct, i.e. the choice predicted by the bandit expert is the same as the user liking the

corresponding decision vector, say d1 is 1, otherwise 0.

At the beginning of the HNB model network training, let the initial weights and bias

be zero, and the value of learning rate i.e. a = 0.5. ’z’ will be the output of neuron i.e.

z = ∑
i

di ·wi +bias (4.1)

and the output of the developed model will be decided by a step activation function δ (if

the value is less than zero then the output will 0; be otherwise it will be 1).

Let us examine the weight updates during the first epoch of training. The first instance

that the perceptron processes is given as below.

−→
d = (

−→
d1,

−→
d2,

−→
d3) = (0,0,0)T (4.2)

In this instance, the perceptron’s net input is:

z = wT−→d +b = 0×0+0×0+0×0+0 = 0 (4.3)
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Thus, its output is −→o = 1, as the step function produces 1 when the input is ≥ 0. However,

the target label in this instance is y = 0, resulting in an error of −→u · d −−→o = −1 for the

perceptron.

Following the perceptron learning rule, each weight wi is updated by adding as per

Equation 4.4, to it.

α(
−→
d −−→o ) · xi =−0.5 · xi (4.4)

Since all the inputs in this instance are 0, except for the bias neuron (x0 = 1), only the bias

is modified to -0.5 instead of 0.

The same procedure is repeated for the other seven training examples, and weight

updates are shown in the first epoch table in Fig. 4.2. It can be seen in the epoch table

that during the first epoch, the perceptron makes four errors, and the value of the weight

vector and bias (b) after the first epoch are as follows.

w =

 0
0.5
1

T

and b = 0 (4.5)

During the second epoch of the training sample, similar operations are performed by the

perceptron. This time, the perceptron only makes three errors. After the second epoch,

the weight vector and the bias (b) are as per Equation 4.6.

w =

0.5
0.5
1

T

and b = 0.5 (4.6)

After updating the second example in this epoch, the perceptron converges to the weight

vector that solves this classification problem as follows.

w =

0.5
0.5
0.5

T

and b =−1 (4.7)

Since all the weights are equal, the perceptron only fires when at least two of the inputs

are 1, resulting in their weighted sum being greater or equal to 1, which is greater or equal

to the absolute value of the bias (-1), thereby ensuring that the net input of the perceptron

is non-negative.
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4.2.2 HNB Ranking Algorithm

Figure 4.3: HNB ranking algorithm

The HNB model simulates contextual multi-arm bandit (CMAB) model settings where

it inputs a finite n-dimension user context feature vector, x(t) = {(x1(t),x2(t), . . . ,xn(t)},

and chooses an action, at , from an alternate number of choices/actions for each trial t.

Each action is associated with a reward unknown to the model and is revealed after the

action is chosen. The developed model observes a binary reward, rat(t), i.e., +1 if the

user accepts the rendered action; otherwise, 0. In order to maximize the cumulative re-

wards over total trials, the HNB model uses a Hybrid Neuro Bandit Ranking Algorithm,

as shown in Fig. 4.3. The HNB model consists of k HNB arms where each HNB arm

mimics a contextual multi-arm bandit model acting as a bandit expert and inputs an n-

dimension user context feature xt . For each trial, each bandit expert outputs a decision

vector di which represents the final action chosen by the bandit expert to be rendered to

the end user. The decision vector
−→
d = {d1(t),d2(t), . . . ,dk(t)} is then assigned a random

weight matrix and is inputted into the HNB neural network. The HNB neural agent then

chooses the best decision from all the inputted decisions suggested by the bandit experts

and displays the final action to the user. If the user accepts the rendered HNB decision, no

error is computed. Otherwise, feedback is sent back, which allows the proposed model to

explore new actions in the next iteration.
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4.3 Results and Discussion

The performance of the developed method is evaluated based on the two publicly avail-

able datasets: the Mushroom dataset and Adult Income from the UCI Machine Learning

Repository [113]. These datasets have been widely used in the literature as benchmark

datasets to measure the performance of various contextual multi-arm bandit algorithms.

Table 4.1 shows the number of contexts, the number of context features and the number of

choices/ actions in each dataset. The brief description of the dataset is mentioned below.

1. Mushroom dataset: The mushroom dataset consists of 8124 instances of mush-

rooms as recorded data with 22 feature columns. The first column of the dataset

is the classified mushroom type of that instance as a binary number (0/1), stat-

ing whether the mushroom belongs to the edible or poisonous category. The other

features include cap-shape, cap-surface, cap-color, bruises, odor, gill-attachment,

gill-spacing, gill-size, gill-color and stalk-shape. The aim is to correctly predict the

category of mushroom, i.e., edible or poisonous.

2. Adult income dataset: The adult income dataset consists of 14 features such as

age, education, fnlwgt, workclass, education-num, marital-status, occupation, rela-

tionship, race, sex, capital- gain, capital-loss, hours-per-week and native-country of

an adult that determines the income of an adult. There is a total of 32561 instances

of recorded data where the last column of the dataset is the classified adult income

of that instance as a binary number (0/1).

Table 4.1: Description of datasets used by HNB model

Datasets # Contexts # Features # Actions
Mushroom 8124 22 2

Adult Income 32561 13 2

The original datasets have missing values and consist of categorical and numerical

features that need pre-processing for better prediction and outcome. Firstly, all the rows

with missing values are dropped from the dataset, and standardization is performed to

convert categorical features into numerical ones. One hot encoding and Ordinal Encoding

are the two most popular standardization techniques used. Ordinal Encoding maps each

unique feature to an integer value and is used as a known ordinal relationship between

categorical features in the datasets. It transformed the dataset with a mean of zero and
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a standard deviation of one. Then, the anomalies and outliers are removed from all the

datasets. For that, a correlation matrix of all the dataset’s features is made, and the least

relevant features are removed. For e.g. the feature f nlwgt is least relevant in the Adult

dataset as the correlation value is negative and, thus, is safely dropped from the dataset.

Also, all the entries in the adult dataset having various anomalies, such as context feature

horizontal and vertical distance, can’t be negative and are removed. There are approxi-

mately 200 outliers found in the dataset. Lastly, the features are scaled to a given range

(default at (0,1)) with the help of a MinMax/ Robust scaler to prevent the optimization

from getting stuck in local optima and make training faster.

4.3.1 Experimental Results

In this section, the developed HNB model is compared with the existing CMAB algo-

rithms; first is the uniform sampling model, which randomly makes the choice and ig-

nores the context vector. Next are the banditron and dropout models, which use an ep-

silon greedy policy for exploration and multi-layer perceptron (MLP) variants to mimic

each arm as a neural model to exploit the best choice. Lastly, the RMS model is chosen

based on the highest score predicted, i.e., it acts greedily for the current context. The

HNB model, alongside state-of-the-art contextual bandit models, is evaluated on ten per-

formance metrics—accuracy, specificity, recall, precision, prevalence, F-score, Matthews

Correlation Coefficient (MCC), Fowlkes–Mallows Index (FM), and Threat score. These

metrics are crucial in informed decision-making, comprehensively assessing and optimiz-

ing targeted outcomes in diverse contexts and are explained below.

Table 4.2: Confusion matrix

Actual Class
Positive Negative

Predicted Class
Positive True Positive (TP) False Positive (FP)
Negative False Negative (FN) True Negative (TN)

1. Accuracy and regret: Let a∗(t) be the optimal arm which would yield the high-

est reward, ra∗(t)(t) and ra(t)(t) be the reward observed corresponding to the arm

a(t) chosen by the contextual bandit model for the user context feature vector xt .

Then, regret, as calculated in Equation 4.8, will be the cumulative sum of the dif-

ference between the maximum reward possible and the actual reward observed by
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the contextual bandit model over n trials,i.e.

regret(t) = ra∗(t)(t)− ra(t)(t) |x(t) (4.8)

The overall goal is to minimize the regret. In applications such as an online ad-

vertisement model, the contextual bandit model renders a relevant advertisement,

i.e. a(t) to the user from the set of advertisements and if the user likes the chosen

advertisement, the model gets a reward, ra(t)(t) as +1 otherwise 0. The maximum

reward possible for each trial will be 1. In such applications, where the reward is

either 0 or 1 based on whether the user liked the choice given by the model or not,

the accuracy of the contextual bandit model can be defined as the ratio of the total

number of choices made by the contextual bandit model liked by the user, i.e. cor-

rect predictions to the total number of the choices made or trials. Accuracy provides

a straightforward measure of predictive success; however, it has a downside in that

it can be misleading in scenarios with imbalanced class distributions. The accuracy

can be calculated using Equation 4.9. The proposed HNB model has performed

significantly better than the uniform sampling, dropout and banditron model on all

the datasets. However, the HNB model has comparable accuracy with the RMS

model.

Accuracy =
Correct Predictions
Total Predictions

(4.9)

2. Specificity: Specificity is a crucial performance metric that provides insights into

a model’s ability to identify true negatives correctly. It is calculated using Equa-

tion 4.10. Fig. 4.4 shows that the HNB model has the highest specificity among the

compared CMAB models on all the datasets. This signifies that the HNB model

predicts fewer false positives, demonstrating its precision in identifying instances

of the negative class.

Specificity =
Correctly Negatives Predicted

Total Negative Data
=

T N
T N +FP

(4.10)

3. Recall (Sensitivity): Recall is the ratio of correct positives predicted over total

positive data and can be successfully computed using Equation 4.11. The HNB

model has the second highest recall value in the studied CMAB models, minimizing

the risk of missing positive cases. Thus, the proposed HNB model captures and
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recognizes a high number of true positive instances among other models.

Recall =
True Positives

True Positives+False Negatives
=

T P
T P+FN

(4.11)

4. Precision: Precision is defined as the ratio of correct positives predicted over to-
tal positives predicted, as shown in Equation 4.13, reflecting the precision of the
model in identifying positive instances. The proposed HNB model has better pre-
cision value than various CMAB models like dropout, banditron and uniform sam-
pling and is useful in multiple applications where false positives carry significant
consequences.

Precision =
Correctly Positives Predicted

Total Positives Predicted
=

T P
T P+FP

(4.12)

5. Prevalence: Prevalence, within the realm of performance metrics, denotes the pro-
portion of positive instances within a dataset or population in binary classification,
as depicted in Equation 4.13. It is a critical factor influencing the interpretation of
model performance. In scenarios with significant class imbalances, where one class
prevails, prevalence impacts the reliability of metrics like accuracy. The developed
HNB model scores high prevalence among its competing CMAB models, making
it effective in real-world applications.

Prevalence =
Total Positive Data
Total Predictions

(4.13)

6. F-Score: The F-score evaluates a model’s performance by combining precision and
recall and is valuable in scenarios where dataset balance is crucial, especially when
one class is underrepresented. F-score is highly relevant in applications ranging
from search engines to personalized recommendation systems, making it an essen-
tial performance metric. The F-score is calculated using Equation 4.14. From Fig.
4.4, it can be observed that uniform sampling has the minimum, and the RMS model
has the highest F-score among all the models on all the datasets.

F score =
2 · (Precision ·Recall)

Precision+Recall
(4.14)

7. Matthews Correlation Coefficient (MCC): Unlike other metrics, such as accuracy
or precision, which can be biased towards one class or another, MCC provides an

57



Chapter 4. Hybrid-Neuro Bandit

overall measure of classification performance that is representative of both positive

and negative classes. As shown in Fig. 4.5, the output range of the MCC index is

from -1 to 1, and the more it goes near 1 indicates better performance; the more

it is around 0, it shows the random performance of the model, and the more value

is around -1, it shows the performance is even worse than 0. MCC is usually used

for imbalanced datasets, where the number of values for one classification is much

more than the other. Because the MCC considers both true positives and negatives,

it is unaffected by class imbalance and provides a more accurate performance mea-

sure for such datasets. From Fig. 4.4, the Uniform Sampling model has an MCC

value of zero. In contrast, the RMS, HNB, Dropout and Banditron models have an

MCC value near 1 in descending order on all the datasets.

Figure 4.5: MCC index

8. Fowlkes–Mallows Index (FM): It is a statistical measure designed to assess the

quality of clustering or classification algorithms by quantifying the similarity be-

tween two sets of labelled data. FM index is computed with the help of equation

(8), and the output range varies from 0 to 1, showing the similarity between the

two sets. This makes FM particularly valuable in scenarios involving imbalanced

datasets. Its use extends to applications where the identification of correctly clus-

tered instances holds significance, such as image segmentation or biological data

analysis. As an adaptable metric, the FM index contributes to the ongoing refine-

ment of clustering algorithms, aiding in selecting and optimizing methods based on

their ability to group similar instances accurately.

FM =
T P√

(T P+FP) · (T P+FP)
(4.15)
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9. Critical Success Index (CSI) or Threat Score (TS): CSI is an invaluable tool in
decision-making processes and provides a holistic view of success within the con-
text of predefined critical factors. CSI can be successfully calculated using Equa-
tion 4.16. A higher CSI value signifies a more successful outcome, while a lower
value may indicate areas that require attention and improvement.

CSI =
True Positives

True Positives+False Negatives+False Positives
(4.16)

4.4 Conclusions

This chapter develops a novel Hybrid Neuro Bandit (HNB) that consists of multiple multi-
arm bandit experts; each individually produces a decision based on the user feature vector
and is fused in the HNB decision agent model. The vector difference between the agent’s
and the user’s decisions is backpropagated to the HNB model to minimize regret and
achieve high accuracy. Also, the underlying mechanism of the proposed HNB model is
easy for the user to understand. It can be successfully trained in offline and online set-
tings for real-time applications where the rewards and data distribution can be dynamic.
Further, a comparative study of the contextual bandit’s models on nine performance met-
rics, namely accuracy, specificity, recall, precision, prevalence, F-score, MCC (Matthews
Correlation Coefficient ), FM (Fowlkes–Mallows) index, and CSI (Critical Success In-
dex), has been studied in detail on publicly available datasets. It is observed that none of
the models has outperformed the other remaining models on different criteria in all the
datasets. However, the HNB model has shown promising results on all the datasets.
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Chapter 5

Contextual-POI-Bandit: A Contextual
Multi-Arm based Framework for
next-Points-of-Interest (POI)
Recommendation

5.1 Introduction

With the ubiquity of mobiles, the check-in behaviour by Generation Z users has become

a popular trend, as now they can easily share their experiences and reviews about various

Points-of-Interest (POIs), e.g., cafés, restaurants, hotels, etc., along with their location,

with friends on various Location-Based Social Networks (LBSNs). A check-in consists of

a visited POI and other contextual information such as timestamps, comments, tags, and

GPS coordinates. Millions of check-in data are collected in LBSN services (for example,

Foursquare has over 10 billion check-ins from 55 million users) and provides an excellent

opportunity to study the user’s dynamic behaviour over time and to predict the next POI

the user will most likely visit. This next POI recommendation is of great significance in

various real-life applications; e.g., advertisers can use the next POI recommendation to

effectively post ads on multiple pillars to maximize the number of views by the customers.

Similarly, traffic authorities can collect vehicular mobility data through various surveil-

lance cameras and positioning devices and effectively predict future vehicular movement

on the road. By using this knowledge, traffic authorities can effectively manage traffic on

the road as traffic lights can be designed dynamically to prevent congestion, and the public
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may be informed in advance about the routes to avoid. However, in the realm of LBSNs,
two major factors are pivotal in shaping how the next POI recommendation algorithms
will perform: data sparsity in user-POI interactions and cold start problems for new users
and POIs. There are millions of user check-ins available, but user interaction is limited to
each POI. Further, these POIs are highly diverse in categories and locations with the infre-
quent exploration of these POIs by users. The result is a sparse matrix where the majority
of entries are zero, indicating that users have checked into only a few POIs. This data
sparsity poses a serious challenge as many traditional POI recommendation algorithms,
such as traditional collaborative filtering [118] and matrix factorization methods [119],
rely on sufficient interaction data to make accurate predictions. Without robust data on
user preferences and behaviours across various POIs, capturing both temporal dynamics
(such as changes in user preferences over time) and geographical dynamics (variations
in popularity or accessibility of POIs) becomes inherently difficult. Cold start problem
compounds these difficulties further. For example, when a new user joins the LBSN plat-
form, there is insufficient historical data, i.e. previous check-ins, comments, reviews, etc,
to predict the next POI as per the user’s actual interests or preferences. Similarly, newly
added POIs don’t have any previous user visits and lack user interaction data to generate
personalized recommendations. These challenges have been addressed extensively in the
literature [120][121][122]; however, there is a need for innovative algorithmic approaches
to effectively handle sparse interaction data and provide personalized recommendations
even for new users and POIs.

5.1.1 Key Factors for Next POI Recommendation Model

It is pertinent to consider the following factors while designing and developing the next
POI recommendation model.

1. The recommendation model must consider dynamic time intervals and geographical
distance between neighbouring check-ins, also known as spatial-temporal intervals,
to predict the user’s next check-in accurately. Time and distance both play crucial
roles in determining the users’ check-in behaviour; for example, some office em-
ployees go to the gym after work, and some users will go to nearby restaurants from
their offices for lunch; some tourists will sequentially check-in the popular places
in a particular region. Thus, it is pertinent to analyze the user’s historical behaviour
of check-ins based on time and distance to recommend the next POI, as the user’s
former check-in trajectory may have a crucial impact on the next check-in.
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Since there is a linear correlation between the user’s preferred check-in in the fu-

ture and the check-ins made in the past, various Recurrent Neural Network (RNN)-

based models [123][124][29][125] have been proposed in the literature to exploit

this property to explore the hidden intrinsic patterns in the user’s spatial-temporal

check-in data. But unfortunately, they fail to fully capture correlation and depen-

dencies over long periods. For examples,

• RNNs have a basic unit called a recurrent neuron, a self-loop structure that

acts like a memory and remembers the information seen previously. This unit

allows RNNs to process information effectively across multiple time steps

and recognize sequential patterns in the user’s check-in data. Hence, RNNs

are able to effectively determine short-term preferences or continuous activ-

ities in user POIs but fail miserably to exploit the relationships (long-term

preferences) in a non-continuous sequence of user check-ins, be it in space or

time.

• Studies [126] have extended RNNs capabilities with Gated Recurrent Unit

(GRU) or LSTM to capture short-term and long-term preferences. The Spatial-

Temporal Long-Short Term Memory (ST-LSTM) model [127] combines spatial-

temporal influences into LSTM to mitigate data sparsity issues and present

a hierarchical extension of the ST-LSTM, known as HST-LSTM [127], to

model users’ historical visiting sequences in an encoder-decoder manner to

enhance prediction performance. Spatio-Temporal Gated network (STGN)

[128] enhances LSTM architecture by incorporating time gates and distance

gates to model the spatio-temporal intervals between user check-ins to meet

short-term and long-term user interests effectively for subsequent recommen-

dations. Similarly, a Bi-LSTM-Attention model [129] was proposed to gener-

ate an attentional representation of the current user check-in sequence based

on users’ long-term and short-term preferences. ST-RNN [130] also tries to

overcome this problem by partitioning geo-spatial distances and time inter-

vals into discrete bins but is unable to learn every continuous time interval

and distance between neighbour check-ins, leading to poor recommendations.

Time-LSTM [126], LSPL[131] and TMCA [132] extend LSTM to capture the

dynamic preferences of the user for POI recommendation.
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The majority of these models only take into account the variation between subse-

quent user check-ins as input to predict the next POI, whereas the next visited POI

depends on both the distance from the current user’s location and the intrinsic qual-

ities of the POI. For instance, a user, after having dinner/lunch, may visit a cinema

hall/ bar for entertainment rather than another restaurant (intrinsic characteristics

of POI), but at the same time, the user may show less interest in a distant popular

entertainment site (a geographical distance constraint). Also, the underlying real-

world user check-in data is highly non-linear, and it is merely inaccurate to predict

the next POI based on simple linear calculations. In short, the studied models fail

to capture the high-order geographical influences while making recommendations.

Moreover, most of these methods are designed for short-term preferences over POIs

as they are perfectly modelled by the underlying RNN structure rather than long-

term preferences, where short-term preferences mean the POIs recommended de-

pend on the recently visited POIs by the user, and long-term preferences mean the

recommended POIs depend on all historically visited POIs.

2. Most of the current research fails to address the problem of personalized recom-

mendation, i.e., customized recommendations tailored as per the user’s taste and

liking. Personalization is crucial in designing the next POI recommendation model

as different users have different preferences; some prefer short-term preferences,

and some prefer long-term preferences; some prefer the combination of both short-

term and long-term preferences. For example,

• Consider a user who likes to visit museums and historical sites on weekends,

reflecting long-term preferences. On weekdays, after work, the same user

likes to explore nearby cafes and trendy restaurants based on immediate mood

and taste, which reflects the user’s short-term preferences. Now, a model that

fails to personalize will not consider the user’s unique preferences and might

fail to meet the user’s expectations by suggesting the next place to visit.

Thus, it is pertinent to consider both long-term and short-term preferences while

recommending where the next time user might visit, i.e. coffee shop recommenda-

tions during the week and historical spots for the weekends, thereby significantly

enhancing the user experience and satisfaction.
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3. Most existing models don’t consider the user’s context when recommending the

next POI. A user’s context consists of multiple components, such as the user’s cur-

rent activity, i.e. working, travelling or relaxing, and the user’s demographic infor-

mation, like age, gender, occupation, etc. Other relevant information like the user’s

current psychological and emotional state, social context ( whether alone or with

friends?; what are friend’s likings? etc.), and environmental surroundings like local

events and traffic situations also play crucial roles in deciding the next place a user

might visit. For examples,

• Consider a user who likes to visit crowded places. Now, if the user wants to

visit a new place but is under high stress due to work or an emotional breakup

would most likely visit a calm place such as a park or meditation place for

relaxation instead of a crowded place, and it is quite possible, that in the past

user has mostly checked-in to social or crowded places. Further, most of the

check-ins posted by the user are highly elusive or autonomous and don’t rep-

resent the user’s state at the time of posting.

• Consider another scenario where the user was undergoing depression or med-

ical treatment at the time of check-in at various hospitals but has now fully

recovered (i.e., the user no longer needs to visit the hospitals) and is now

looking for entertainment places. Hence, a user might prefer different POI

with different circumstances, and it is crucial to model the user’s dynamic

behaviour, i.e. what was once desired is no longer preferred.

Thus, the models must adapt to the user’s new choices and tastes over time by

incorporating user context effectively while suggesting new places to visit.

4. Most of the existing models in POI recommendation systems have predominantly

employed an offline learning setting to analyze user preferences and suggest next-

visit POIs. In an offline setting, models are trained using historical check-in data,

and the learning process is static; once the model is trained, it relies on these static

preferences to recommend future POIs. The primary advantage of the offline setting

is that it allows the model to be fine-tuned on large historical data, thereby achiev-

ing high accuracy in predicting the next-visit check-in. However, the processing

is computationally extensive, and the offline model fails to capture dynamic user
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preferences and evolving activity patterns over time since it relies solely on histor-
ical user data. Consequently, there is a high probability that the next POI recom-
mendation might not be relevant to the user’s current preferences, leading to user
dissatisfaction over time.

5.1.2 Overview of Contextual-POI-Bandit

To address the above factor and challenges, an online interactive contextual multi-arm
bandit (CMAB) based framework, Contextual-POI-Bandit, is an effective model for the
next POI recommendation. Concretely, the framework consists of two modules:

• Knowledge graph (KG) module

• Contextual bandit (CB) module

In the KG module, the user’s Social (S), Geographical (G), Temporal (T), and Categori-
cal (C) correlations among users and POIs are fused together into a unified user context
feature vector matrix before making any suggestions. To incorporate social correlations,
Contextual-POI-Bandit models the social check-in data by aggregating the check-in fre-
quency or ratings of a user’s friends on a POI by power-law distribution and transforms it
into a social relevance score for all the user’s POIs based on the historical check-in data
of all users. Next, Contextual-POI-bandit models the geographical correlations between
POIs by calculating a geographical relevance score using the kernel estimation method
with an adaptive bandwidth. This method calculates the geographical relevance score by
considering the spatial distribution of a user’s visited POIs and estimating the probabil-
ity distribution over latitude and longitude coordinates. To model temporal information,
Contextual-POI-bandit uses the Additive Markov chain [133] to effectively capture the
sequential transition pattern between users and POIs. Lastly, to incorporate categorical
correlations, Contextual-POI-Bandit, inspired by Zhang and Chow [134], uses power-law
distribution to first evaluate a user’s biases towards specific POI categories based on the
user’s past check-in data and then use these evaluated biases to calculate the weighted
popularity of POIs within the same category and lastly, convert this weighted popularity
into a categorical relevance score.

Finally, the Contextual-POI-bandit framework fuses these SGTC (Social, Geographi-
cal, Temporal, and Categorical) influences and their combined impact, such as the inter-
play between social and temporal factors or spatial and temporal factors, into a unified
user vector, also known as user context. Contextual information significantly enhances
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the performance of the next POI recommendation models. Various studies have inte-

grated multiple contextual factors, such as geographical, temporal, categorical, and social

information, into a unified model. For example, Baral and Li [135] developed a multi-

aspect POI recommendation system using a graph-based model and the Top-Sensitive

PageRank algorithm. Liu and Xiong [136] incorporated textual and contextual data us-

ing a Latent Dirichlet Allocation model for topic and location-aware recommendations.

GeoSoCa[133] utilizes geographical, social, and categorical influences, employing kernel

density estimation and power-law distributions for modelling these factors. Baral et al.

[137] proposed a weighted matrix factorization model incorporating various aspects like

geographical influence areas and temporal popularity. Other notable contributions include

models by Yin et al. [138] leveraging item tags and co-occurrence patterns, Cheng et al.

[139] focusing on users’ localized movement constraints, and Zhang et al. [134] com-

bining geographical, temporal, and social influences. Advanced methods include graph

attention networks, probabilistic generative models, and adversarial models, all aiming

to leverage contextual information to enhance POI recommendations. However, all these

studies recommended the next POI based on the aggregated score of SGTC correlations

and failed to consider the user’s dynamic behaviour over time or provide personalized

recommendations to cater to long-term preferences or short-term preferences effectively.

Moreover, all of these models are trained in offline settings.

Contextual-POI-bandit overcomes these shortcomings. The user’s SGTC contextual

feature matrix computed in the KG module is inputted into the contextual bandit (CB)

component. CB module calculates an exploration factor, β, for each user and studies the

exploratory behaviour of the user before making final recommendations, thereby striking

the right balance between exploration and exploitation. Exploration means recommend-

ing new or less-visited POIs which might be liked by the user, while exploitation means

suggesting POIs that are known to have been visited by the user in the past. Furthermore,

the CB module makes the next POI recommendation in an online setting. In an online

setting, unlike offline models, the user has the option to provide feedback to the CB mod-

ule about its liking or disliking of the POIs recommended. Thus, user activity, such as

POI visits, is generated in real-time, thereby allowing the model to continuously update

the understanding of user preferences based on recent activity data. For example, if a

user starts exploring a new neighbourhood area or develops an interest in a new activity,

the CB module quickly adapts to these new preferences and suggests relevant POIs. This

allows the Contextual-POI-Bandit to adapt to changes swiftly by continuously integrating
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new data and reflecting the user’s long-term and short-term interests and behaviours in
real time.

The rest of the chapter is organised as follows. In the next section, the next POI recom-
mendation as a Sequential Decision-Making (SDM) problem under uncertainty is mathe-
matically formulated. Then, the popular state-of-the-art CMAB models are discussed and
proposed Neuro-Fuzzy Bandit model is explained. After that, the Contextual-POI-bandit
framework is explained in detail and how the CMAB models can seamlessly fit into the
framework, offering personalised and efficient recommendations tailored to the needs of
the user. Lastly, the empirical evaluation of the proposed framework is performed with
the studied CMAB models on public benchmark datasets, namely Yelp, New York and
Gowalla datasets, to validate and test the performance of models addressing the dynamic
and context-sensitive nature of user preferences. The significance of each of the perfor-
mance evaluation metrics like accuracy, precision, F1 score, MCC, etc. and their impact
on deciding the best CMAB model to be integrated into the proposed framework to meet
the growing demands for personalised user experiences in the next POI recommendation
is also studied.

5.2 Development of Contextual-POI-Bandit Framework

In this section, Contextual-POI-Bandit framework is implemented for recommending the
next Point-of-Interest the user might be willing to visit based on user’s social, categori-
cal, geographical and temporal contexts. For recommending next POI, Contextual-POI-
Bandit framework has to make a series of interdependent decisions over time in a stochas-
tic or an uncertain environments. Fuzzy Neural Network (FNN), a CMAB algorithm, is
implemented and integrated into the Contextual-POI-Bandit framework for personalised
POI recommendation to the user.

5.2.1 Mathematical Modelling

The mathematical model is formulated for the next POI recommendation as a sequen-
tial decision-making (SDM) problem under uncertainty using a contextual multi-armed
bandit. The notation used is as follows:

• A= {1,2, . . . ,K}: Set of K POIs (arms).

• C: Context space.

68



Contextual-POI-Bandit 5.2 Development of Contextual-POI-Bandit Framework

• xt ∈ C: Context vector at time t.

• At ∈A: POI recommended at time t.

• rt(At): Reward received after recommending At at time t.

• θ: Parameter vector representing the underlying model to predict rewards.

The problem setup for each time step t,

1. Observe context: Observe the context vector xt . The context (or state) includes the
features of the user and the environment at the time of making the recommendation.
This could include user preferences, location, time of day, weather, etc.

2. Select action /arm: Select a POI At based on the current policy π(xt). Each POI is
considered an arm in the bandit problem.

3. Receive reward: Receive the reward rt(At) after the user interacts with the recom-
mended POI. The reward is the feedback received from the user after recommending
a POI. This could be a binary reward (visited or not) or a continuous reward (rating
given by the user).

The reward for selecting POI a given context xt can be modeled as:

rt(a) = x⊤t θa + εt (5.1)

where θa is the parameter vector for POI a, and εt is the noise term (assumed to be
i.i.d. with zero mean).

4. Update policy: Update the policy π based on the observed reward rt(At).

The policy π maps the context xt to an action At :

π : C→A (5.2)

In the case of Thomas Sampling (TS), the action is selected based on a probability
distribution over the parameter θ:

At = argmax
a

{
x⊤t θ̂a

}
(5.3)

where θ̂a is a sampled estimate from the posterior distribution of θa.
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5. Update model: After observing the reward rt(At), the posterior distribution of θa

is updated. This can be done using Bayesian updating or other suitable techniques

like stochastic gradient descent.

6. Objective : The objective is to maximize the cumulative reward over a time horizon

T :

max
π

E

[
T

∑
t=1

rt(At)

]
(5.4)

where the expectation is taken over the randomness in the context, the action selec-

tion, and the rewards.

One of the most common CMAB algorithm is TS. It is a Bayesian approach to the

multi-armed bandit problem. It maintains a posterior distribution over the parameters θ

and selects actions based on samples from this distribution.

1. Initialize: Prior distribution for each θa.

2. For each time step t:

(a) Sample θ̂a from the posterior for each a.

(b) Select At = argmaxa x⊤t θ̂a.

(c) Observe reward rt(At).

(d) Update the posterior distribution for θAt .

Thus the next POI recommendation can be modelled as a sequential decision-making

problem using a multi-armed contextual bandit. This can effectively incorporate con-

text into the recommendation process and adaptively learn user preferences to improve

recommendation quality over time.

5.2.2 Definitions

Definition 1 (POI Contextualization)
POI contextualization refers to the process of adapting and refining the characteristics and

recommendations of a POI based on contextual factors such as time, location, and user

behavior. The contextualized POI can be represented as pc = (p,c), where p is the POI

and c is the contextual information influencing its recommendation.
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Definition 2 (User Activity Pattern)
A user activity pattern Au represents the typical behavior of a user u in terms of their visits

to different POIs over time. It can be described as a sequence of visited POIs and their

associated timestamps,

Au = {(p1, t1),(p2, t2), . . . ,(pn, tn)}, (5.5)

where each pair (pi, ti) represents a POI visit and the time of the visit.

Definition 3 (Spatial-Temporal Relevance)
Spatial-temporal relevance R(p, t) measures how relevant a POI p is to a user at a specific

time t. This relevance is based on factors such as proximity to the user, time-specific

events, and historical visit patterns. It is typically represented as a score that quantifies

the likelihood of the user being interested in the POI at time t.

Definition 4 (Personalized POI Score)
A personalized POI score Sp,u is a metric that evaluates the relevance of a POI p for a user

u based on the user’s preferences, historical data, and contextual factors. It is calculated

using a recommendation algorithm and can be represented as Sp,u ∈ [0,1], where higher

scores indicate greater relevance.

Definition 5 (Recommendation Algorithm)
A recommendation algorithm A is a computational method used to generate a list of POIs

recommended to a user u. The algorithm takes into account various factors, such as user

preferences, historical visit data, and contextual information, and produces a ranked list

of POIs. It can be represented as

A(u,C) = {p1, p2, . . . , pm}, (5.6)

where C denotes the contextual information and {p1, p2, . . . , pm} is the list of recom-

mended POIs.

Definition 6 (User Preference Profile)
A user preference profile Pu is a comprehensive representation of a user u’s interests
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and preferences regarding POIs. It includes information such as favored POI categories,

preferred locations, and historical interaction data. It can be denoted as

Pu = (c1,c2, . . . ,ck), (5.7)

where each ci represents a specific preference or interest of the user.

Definition 7 (Context-Aware Recommendation System)
A context-aware recommendation system R is a system that incorporates contextual in-

formation (e.g., location, time, weather) into its POI recommendation process to provide

more relevant suggestions to users. The system can be described as R(u,C), where u is

the user, and C represents the contextual factors influencing the recommendations.

Definition 8 (POI Popularity Metric)
The POI popularity metric Mp quantifies the level of interest or popularity of a POI p

based on factors such as user ratings, visit frequency, and social media mentions. It can

be represented as Mp ∈ [0,1], where higher values indicate greater popularity.

Definition 9 (Dynamic POI Recommendation)
Dynamic POI recommendation refers to the process of updating and refining POI recom-

mendations in real-time based on changing contextual information, user behavior, and en-

vironmental factors. The dynamic recommendation process can be denoted as D(u, t,C),

where t is the current time and C is the updated contextual information.

5.2.3 Proposed Methodology

As discussed earlier, the Contextual-POI-Bandit consists of two modules: KG module and

CB module. In the KG module, a unified user context feature vector matrix, derived from

the user’s Social (S), Geographical (G), Temporal (T), and Categorical (C) correlations

with both users and POIs, is generated and used as input in the CB module for the next

POI recommendation.

KG Module

Social Information
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Social information can be modeled using a power-law distribution based on social

links. Let Psoc(u, p) denote the social probability of user u visiting POI p:

Psoc(u, p) = 1− (1+ x(u, p))1−η (5.8)

where η is estimated from the check-in matrix M and social link matrix A:

η = 1+
|U ||P|

∑i∈U ∑ j∈P ln
(
1+∑k∈U Ai,k ·Mk, j

) (5.9)

Here, x(u, p) represents the aggregation of the check-in frequency of u’s friends on

POI p:

x(u, p) = ∑
v∈U

Au,vMv,p (5.10)

Geographical Information
Geographical information can be modeled using kernel density estimation. Let Pgeo(u, p)

denote the geographical probability of user u visiting POI p:

Pgeo(u, p) =
1

Nu

Nu

∑
k=1

Mu,pk ·Kh(p− pk) (5.11)

where Nu is the number of check-ins by user u, M is the user-POI check-in frequency

matrix, and Kh(p− pk) is the kernel function with a bandwidth parameter h.

Temporal Information
The temporal information can be modeled using an Additive Markov Chain [134] to

capture the sequential transition pattern between users and POIs. Let Ptemp(u, p) denote

the temporal probability of user u visiting POI p:

Ptemp(u, p) =
m

∑
j=1

g(p j+1, p j,m+1− j) (5.12)

where m is the number of POIs and g(p j+1, p j,m+ 1− j) represents the sequential

probability of visiting a new location based on the Additive Markov Chain:

g(p j+1, p j,m+1− j) =V (p j) ·T P(p j → p j+1)

/ m

∑
k=1

V (pk) (5.13)
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Here, V (p j) = 2−β·(m− j) is the sequence decay weight with the decay rate parameter

β ≥ 0 and T P(p j → p j+1) is the transition probability.

Categorical Information
Categorical information can be modeled using a power-law distribution for users’ cat-

egorical check-in frequency. Let Pcat(u, p) denote the categorical probability of user u

visiting POI p:

Pcat(u, p) = 1− (1+h(u, p))1−δ (5.14)

where δ > 1 and h(u, p) represents the categorical popularity of user u on POI p:

h(u, p) = ∑
c∈C

F(u,c) ·G(c, p) (5.15)

Here, C is the set of all POI categories, F(u,c) is the frequency of user u visiting POIs

in category c, and G(c, p) is the check-in frequency of all users on POI p in category c.

The contextual information generated by the Equations 5.8, 5.11, 5.12 and 5.14 are

combined together with the user features to form the final SGTC user context feature

vector matrix which is fed into the FNN as described below.

CB Module

The CB module is designed to optimize POI recommendations by leveraging contextual

information. The CB module consists of a multi-arm contextual bandit model with k arms

where each arm corresponds to a possible POI to be recommended to the user from an

alternate number of POIs possible. Each arm is represented by a FNN model, which is

detailed below.

The FNN receives as input a user context feature vector generated by the KG module.

This vector encapsulates diverse correlations, including social, geographical, temporal,

and categorical relationships between users and POIs. This further helps the CB module

to dynamically selects the most relevant POIs to recommend, balancing the trade-off be-

tween exploration of new POIs and exploitation of known preferences to maximize user

satisfaction over time. Also, to capture the exploratory behaviour of the user effectively,

a new metric, exploration factor, has been defined. Exploration factor assess a user’s

tendency to explore new POIs versus revisiting previously visited ones.

Let Qu represent the total number of unique POIs visited by user u, and Cu denote the

total number of check-ins by that user. As shown in Equation 5.16, the user exploration
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Figure 5.1: Trapezoidal membership function

factor is calculated by dividing the total number of unique POIs visited by the total number

of check-ins. An exploration factor of one indicates that all of the user’s check-ins are at

new POIs, implying the user never revisits a location. Conversely, lower exploration factor

values suggest that a user frequently revisits the same POIs. Users are categorized based

on this exploration factor, and the performance of the models is analyzed accordingly.

δ = Qu/Cu (5.16)

FNN

FNN model is a hybrid architecture that integrates the strengths of fuzzy system and

artificial neural networks. A fuzzy system is a type of mathematical reasoning that handles

truth degrees rather than binary numbers. It is a potent tool for simulating human percep-

tion and thought. Fuzzy systems are used to hold rules and estimate sampling functions

based on language input. They prove to play a vital role in pattern recognition problems

as they deal with high uncertainty. The FNN model uses fuzzy system in its first layer

to effectively handle the uncertainty by performing non-linear mapping of the fuzzy user

feature context vector comprising of social geographical, temporal and categorical con-

texts to crisp outputs. The FNN models uses Trapezoidal Membership Function (TMF)

to map each input value to a degree of membership between 0 and 1. The TMF as shown

in Fig. 5.1 is typically defined by four parameters: a, b, c, and d. These parameters

determine the shape and position of the trapezoid on the x-axis.

• a: The point where the membership value starts increasing from 0.
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Figure 5.2: FNN model

• b: The point where the membership value reaches 1 (the left ”shoulder” of the

trapezoid).

• c: The point where the membership value starts decreasing from 1 (the right ”shoul-

der” of the trapezoid).

• d: The point where the membership value returns to 0.

The mathematical representation of TMF can be seen in Fig 5.1 where,

• The rising edge from a to b represents the gradual increase in membership from 0

to 1.

• The top plateau from b to c represents full membership (value of 1).

• The falling edge from c to d represents the gradual decrease in membership from 1

to 0.

• Outside the range [a,d], the membership value is 0.

The FNN model used in the process is shown in the given Figure 5.2. In FNN model,

there are six layers and an input layer. First, there is an input layer where we retrieve data
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in the form of x(t) = {i1(t), i2(t), i3(t), i4(t), . . . , in(t)} from the dataset, where n is the

total number of samples and t denotes the iteration number.

The fuzzification layer is the first layer of the model after the input layer. The mem-

bership function used in the fuzzification layer is the trapezoidal membership function.

Graphical and mathematical representations of this membership function is shown in

Fig. 5.2, where a1, b1, a2, b2, a3, and b3 are randomly generated parameters, and x

is the input provided to the fuzzification layer.

Layer 1 of Fig. 5.2 illustrates how each input is divided into three components fol-

lowing the fuzzification layer: A1,A2, and A3. The production layer, the second layer in

the model, takes the output of the first layer as input and outputs as x1, combining the

fuzzy components from the membership function’s output. x1
1 = A1

1.A
2
1...A

n
1, where n is

number of inputs in one iteration, subscript shows the number of the layer and superscript

shows the number of node in the present layer, as the membership function have three

components, production layer will also have only three nodes combining the inputs. Sim-

ilarly, we can calculate x2
1 and x3

1. Subsequently, we will employ a membership function,

namely the sigmoid function, on the output of the second layer and all subsequent layers.

The sigmoid function is a membership function that helps to produce output in the range

from 0 to 1, which makes it easy to handle outputs and then further process them. The

sigmoid membership function is shown in Equation 5.17

xo
1 =

1
1+ e−x1

(5.17)

Where x1 denotes the output of the 1st layer which is feeded to sigmoid function and

xo
1 is the layer’s final output, which will be sent as input to the following layer. Further

this output of the second layer is passed to the third layer which is a neural layer in FNN.

w1 is the weights for this neural layer and it will first be produced at random and will give

output as x2, in generic form it will be given as:

x2 = f (xo
1,w1) (5.18)

Then, the output is passed through the sigmoid membership function in the second

layer, and it can be presented as a similar notation, which is shown in Equation 5.19.
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xo
2 =

1
1+ e−x2

(5.19)

Comparably, the function for the fourth layer is displayed in Equation 5.20. It accepts

input as xo
2. and handles weights as w2 to produce an output of x3. This output is then

transferred to the sigmoid membership function, and xo
3 is the layer’s final output.

x3 = f (xo
2,w2) (5.20)

Equation 5.21 displays the function for the fifth layer. It handles weights as w3 and

accepts input as xo
3 to yield an output of x4. After that, this output is sent into the sigmoid

membership function, and the layer’s ultimate output is xo
4.

x4 = f (xo
3,w3) (5.21)

Equation 5.22 illustrates the fifth layer’s function. It takes in input as xo
4 and handles

weights as w4 to produce an output of x5. The final output of the layer is xo
5. This output

is then fed into the sigmoid membership function.

x5 = f (xo
4,w4) (5.22)

The final output of the FNN will be denoted by xo
5 as shown in Equation (5.23)

xo
5 =

1
1+ e−x5

(5.23)

Since all of the initial parameters were created at random, it is only logical that there

would be error in our output after this feed-forward process. This process of hyper-tuning

the parameters to minimise the error is described in the next section.

Tuning of hyper-parameters: Let’s denote the outcome of FNN with z, which is

equal to xo
5 in Equation 5.24 and the output expected after the prediction is t. The Mean

Square Error (MSE) for FNN is shown in Equation 5.24.

E =
1

2n

n

∑
i=1

(z− t)2 (5.24)
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where ‘n’ is the total number of samples of input. The process of backtracking is

depicted in a generalized form, and for example, the value of n is taken as 1 for the sim-

plification of the derivations. The error function in Equation 5.24 will give the total error

of the model, and it will be minimized using the process of gradient descent. Gradient

Descent is an algorithm where, with each iteration, we try to update the parameters, which

are weights in this case, to minimize the error.

Layer Six: According to the algorithm of gradient decent, in order to minimize the

error value in output, the partial differentiation of error function is required w.r.t. param-

eters, i.e., weights of the respective layer. The deduction of the partial differentiation for

the sixth layer is shown in Equation 5.25

∂E
∂w4

=
∂E
∂xo

5
·

∂xo
5

∂x5
· ∂x5

∂w4
(5.25)

where
∂E
∂xo

5
is the partial differentiation of Error function (E) w.r.t. xo

5, which is the

output of the last layer which is shown in Equation 5.26.

∂E
∂xo

5
= xo

5 − t (5.26)

∂xo
5

∂x5
is the partial differentiation of the output of a layer after sigmoid membership func-

tion w.r.t. output of the layer without the membership function, it is shown in Equa-

tion 5.27 and also given a generalized notation i.e., σ5 for it as this step will be repeated

in every layer so it becomes easy in calculation to donate it with a generalized term.

∂xo
5

∂x5
=

e−x5

(1+ e−x5)2 = σ5 (5.27)

∂x5

∂w4
is the partial differentiation of x5 which is the output without membership func-

tion w.r.t. w4 which are the weights between the present layer and previous layer which

are needed to get update in order to achieve less error value and it shown in Equation 5.28.

∂x5

∂w4
= f ′(xo

4,w4) · x4 (5.28)

In Equation 5.28, f ′(xo
n,wn) is the denotation for differentiated function which has fi-

nal outputs of the previous layers as inputs and respective weights. Now combine the par-
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tial differentiations from Equations 5.26, 5.27, 5.28, and put together in Equation (5.25).

∂E
∂w4

= (xo
5 − t) ·σ5 · f ′(xo

4,w4) · xo
4 (5.29)

To simplify the terms, some general values can be clubbed together which will be

repeating further in derivation. δ5 is assumed notation for the ease of calculations as

shown in Equation 5.30.

∆5 = (xo
5 − t) ·σ5 · f ′(xo

4,w4) (5.30)

Now, putting the simplified assumed notation from Equation 5.30 to the expanded

Equation 5.29.

∂E
∂w4

= ∆5 · xo
4 (5.31)

As after getting the partial differentiation of error function w.r.t. respective weight, the

weight for the respective layer can be updated using Equation 5.32.

updated w 4 = w4 −α
∂E
∂w4

(5.32)

where α is the learning rate of the model, learning rate is the tuning parameter in the

process of optimization which regulates the model’s parameter changes in steps that lead

to the lowest possible error value.

Layer Five: To update the weights of this layer i.e., w3, partial differentiation of E w.r.t.

w3 is needed, which is deduced in Equation 5.33.

∂E
∂w3

=
∂E
∂xo

5
·

∂xo
5

∂x5
· ∂x5

∂xo
4
·

∂xo
4

∂x4
· ∂x4

∂w3
(5.33)

Here values for
∂E
∂xo

5
and

∂xo
5

∂x5
are available in previous equations i.e. Equations 5.26

and 5.27.
∂x5

∂xo
4

is the partial differentiation of output of sixth layer w.r.t. to the final output

of fifth layer in FNN, which is shown in Equation 5.34.

∂x5

∂xo
4
= f ′(xo

4,w4) ·w4 (5.34)

∂xo
4

∂x4
is the partial differentiation of the final output of the fifth layer after the member-

ship function w.r.t. the output of the layer without membership function. It is very similar
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to Equation 5.27 as it is the differentiation of sigmoid function only, so the generic nota-

tion continues for it which is shown in Equation 5.35.

∂xo
4

∂x4
= σ4 =

e−x4

(1+ e−x4)2 (5.35)

∂x4

∂w3
is the partial differentiation of the output of the respective layer w.r.t. weights

between the respective layer and the previous layer, it is shown in Equation 5.36.

∂x4

∂w3
= f ′(xo

3,w3) · xo
3 (5.36)

Putting deduced Equations 5.34, 5.35, 5.36 and previously calculated Equations 5.26,

and 5.27 in Equations 5.33 for an expanded form which is shown in Equation 5.37.

∂E
∂w3

= (xo
5 − t) ·σ5 · f ′(xo

4,w4) ·w4 ·σ4 · f ′(xo
3,w3) · xo

3 (5.37)

As there are some repetitive terms which can be replaced by generic assumed nota-

tions. So, using Equation 5.30 in Equation 5.37.

∂E
∂w3

= ∆5 ·w4 ·σ4 · f ′(xo
3,w3) · xo

3 (5.38)

To simplify the terms, some general values can be clubbed together which will be

repeating further in derivation. δ4 is assumed notation for the ease of calculations as

shown in Equation 5.39.

∆4 = ∆5 ·w4 ·σ4 · f ′(xo
3,w3) (5.39)

After all the deductions and using all generalized notations the final equation for the

partial differentiation of E w.r.t. w3 is shown in Equation 5.40.

∂E
∂w3

= ∆4 · xo
3 (5.40)

And according to gradient decent algorithm the weights for this layer will be updated,

which is shown in Equation 5.41.

updated w 3 = w3 −α
∂E
∂w3

(5.41)

Layer Four:
To update the respective parameters if this layer which is w2, partial differentiation of E
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w.r.t. w2 is needed and it is deduced in Equation 5.42.

∂E
∂w2

=
∂E
∂xo

5
·

∂xo
5

∂x5
· ∂x5

∂xo
4
·

∂xo
4

∂x4
· ∂x4

∂xo
3
·

∂xo
3

∂x3
· ∂x3

∂w2
(5.42)

Here we can directly take values from Equations 5.26, 5.27, 5.34, and 5.35. And rest

of the values are creating a pattern and repeating themselves. So, the expanded form of

Equation 5.42 is shown in Equation 5.43.

∂E
∂w2

= (xo
5 − t) ·σ5 · f ′(xo

4,w4) ·w4 ·σ4 · f ′(xo
3,w3) ·w3 ·σ3 · f ′(xo

2,w2) · xo
2 (5.43)

Using Equation 5.30 in Equation 5.43 for simplification of the equation.

∂E
∂w2

= ∆5 ·w4 ·σ4 · f ′(xo
3,w3) ·w3 ·σ3 · f ′(xo

2,w2) · xo
2 (5.44)

Using Equation 5.39 in Equation 5.44.

∂E
∂w2

= ∆4 ·w3 ·σ3 · f ′(xo
2,w2) · xo

2 (5.45)

From above calculations ∆3 can be computed in a similar pattern and is shown in

Equation 5.46.

∆3 = ∆4 ·w3 ·σ3 · f ′(xo
2,w2) (5.46)

Using Equation 5.46 in Equation 5.45 to simplify and find the final equation of the

partial differentiation of E with respect to w2.

∂E
∂w2

= ∆3 · xo
2 (5.47)

After getting the final equation in Equation 5.47, updated weight can be calculated as

shown in Equation 5.48.

updated w 2 = w2 −α
∂E
∂w2

(5.48)

Layer Three: From previous findings and generic notations, the partial differentiation

of E with respect to w1 is deduced in Equation 5.50 from Equation 5.49 easily.

∂E
∂w1

=
∂E
∂x3

· ∂x3

∂xo
2
·

∂xo
2

∂x2
· ∂x2

∂w1
(5.49)
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∂E
∂w1

= ∆3 ·w2 ·σ2 · f ′(xo
1,w1) · xo

1 (5.50)

From Equation 5.50 and previous patterns, ∆2 can be computed easily and is shown

in Equation 5.51

∆2 = ∆3 ·w2 ·σ2 · f ′(xo
1,w1) (5.51)

Putting Equation (5.51) in Equation (5.50):

∂E
∂w1

= ∆2 · xo
1 (5.52)

After getting the final equation for the partial differentiation, weights can be updated

easily as shown in Equation 5.53:

updated w 1 = w1 −α
∂E
∂w1

(5.53)

Layer Two: This layer is a production layer that combines all the components of the

fuzzification layer. This particular layer does not have any variable weights, hence the

update in the parameters is not possible for this layer.

Layer One: In the first layer during the forward pass, the trapezoidal function is used

for the fuzzification, which is shown in Fig 2. Firstly, the partial differentiation of A1,

A2, and A3 will be taken on the basis of the respective variables a1, b1, a2, b2, a3, and b3,

which is shown in equations from Equation 5.54 to Equation 5.59.

∂A1

∂a1
=

x−b1

(b1 −a1)2 (5.54)

where a1 and b1 are the hyperparameters for the first component of fuzzy logic, i.e.,

A1. Equation 5.54 shows the partial differentiation of component A1 with respect to

variable a1.

∂A1

∂b1
=

a1 − x
(b1 −a1)2 (5.55)

where the hyperparameters for the first fuzzy logic component A1 are a1 and b1. Addi-

tionally, Equation 5.55 illustrates the partial differentiation of component A1 with respect

to variable b1.

∂A2

∂a2
=

1
0.5 ·b2

(5.56)
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where a2 and b2 are the hyperparameters for the second fuzzy logic component A2.

Furthermore, Equation 5.56 shows the partial differentiation of component A2 with re-

spect to variable a2.

∂A2

∂b2
=

x−a2

0.5 ·b2
2

(5.57)

where the hyperparameters for the second fuzzy logic component A2 are a2 and b2.

Moreover, Equation 5.57 illustrates the partial differentiation of component A2 with re-

spect to variable b2.

∂A3

∂a3
=

x−b3

(b3 −a3)2 (5.58)

where a3 and b3 are the hyperparameters for the third fuzzy logic component A3. Ad-

ditionally, Equation 5.58 shows how component A3 is partially differentiated with respect

to variable a3.

∂A3

∂b3
=

a3 − x
(b3 −a3)2 (5.59)

where the hyperparameters for the third fuzzy logic component A3 are a3 and b3.

Furthermore, Equation 5.59 illustrates the partial differentiation of component A3 with

respect to variable b3.

Further to update all six variables, we need to differentiate E with respect to the re-

spective variables, which is shown in equations from Equation 5.60 to Equation 5.68.

∂E
∂a1

=
∂E
∂x2

· ∂x2

∂xo
1
·

∂xo
1

∂x1
· ∂x1

∂A1
· ∂A1

∂a1
(5.60)

Equation 5.60 illustrates the partial differentiation of the error function with respect

to the fuzzy parameter a1.

∂E
∂a1

= ∆2 ·w1 ·σ1 ·1 ·
(

x−b1

(b1 −a1)2

)
(5.61)

In Equation 5.61, the parameter ∆2 is from Equation 5.51, w1 is the parameter related

to layers 2 and 3 of the FNN as seen in Fig. 5.2, σ1 is the partial differentiation of the

sigmoid function utilized in layer 3, a1 and b1 are the parameters related to fuzzy logic,

and x is the input provided to the FNN model.
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Similarly, remaining values will also be calculated.

∂E
∂b1

= ∆2 ·w1 ·σ1 ·1 ·
(

a1 − x
(b1 −a1)2

)
(5.62)

The partial differentiation of the error function with regard to the fuzzy parameter b1

is shown in Equation 5.62.

∂E
∂a2

= ∆2 ·w1 ·σ1 ·1 ·
1

0.5 ·b2
(5.63)

Equation 5.63 displays the partial differentiation of the error function with respect to

the fuzzy parameter a2.

∂E
∂b2

= ∆2 ·w1 ·σ1 ·1 ·
(

x−a2

0.5 ·b2
2

)
(5.64)

The partial differentiation of the error function with regard to the fuzzy parameter b2

is shown in Equation 5.64.

∂E
∂a3

= ∆2 ·w1 ·σ1 ·1 ·
(

x−b3

(b3 −a3)2

)
(5.65)

Equation 5.65 displays the partial differentiation of the error function with respect to

the fuzzy parameter a3.

∂E
∂b3

= ∆2 ·w1 ·σ1 ·1 ·
(

a3 − x
(b3 −a3)2

)
(5.66)

The partial differentiation of the error function with regard to the fuzzy parameter b3

is shown in Equation 5.66. These values can be updated easily with the help of general

terms given in Equations 5.67 and 5.68.

updated ai = ai −α
∂E
∂ai

(5.67)

updated bi = bi −α
∂E
∂bi

(5.68)

From this complete hyper tuning process, some generalized equations can be deduced

in the form of ’i-th’ term and it is shown in equations from Equation 5.69 to Equation 5.73.

∂E
∂wi

= ∆i+1 · xo
i (5.69)

85



Contextual-POI-Bandit

where ∂E
∂wi

is the partial differentiation of E with respect to weights associated with the
respective layer, and xo

i is the output of the previous layer associated with the weights for
the i-th layer.

∆i = ∆i+1 ·wi ·σi · f ′(xo
i−1,wi−1) (5.70)

σi =
e−xi

(1+ e−xi)2 (5.71)

where σi is the differentiation of the sigmoid function for the i-th layer.

wi = wi −α · ∂E
∂wi

(5.72)

Equation 5.72 is the generic formula to update the weight for the i-th layer.

∆L = (xo
L − t) ·σi · f ′(xo

i−1,wi−1) (5.73)

Equation 5.73 is similar to Equation 5.70, where L in Equation 5.73 refers to the
variables of the last layers.

5.3 Datasets and Evaluation Metrics

This section provides a detailed overview of the datasets utilized and the empirical met-
rics employed in the evaluation of the Contextual-POI-Bandit framework. Specifically,
the characteristics and relevance of the selected datasets, including their origins, struc-
ture, and the nature of the data, are discussed. Additionally, the empirical metrics are
outlined and used to assess the performance and effectiveness of the proposed framework.
Through a comprehensive analysis of these datasets and metrics, a thorough evaluation of
the Contextual-POI-Bandit framework’s capabilities in real-world scenarios is conducted.

5.3.1 Datasets

For this study, four real-world check-in datasets, sourced from Yelp, Gowalla, NewYork
and Tokyo are used. The Yelp dataset utilized for next-POI recommendation comprises a
comprehensive collection of user reviews, check-ins, and business information from the
Yelp platform. This dataset includes detailed user profiles, which provide insights into
individual preferences and behaviors, as well as a wide array of businesses, categorized
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by type, location, and other attributes. Each entry contains temporal data on user check-

ins, allowing for the analysis of user activity patterns over time. Additionally, the dataset

features textual reviews that offer qualitative assessments of various POIs, enriching the

contextual understanding of user preferences. This rich dataset enables the development

and evaluation of recommendation algorithms aimed at predicting the next POI a user is

likely to visit based on historical interactions and contextual factors.

The Gowalla dataset, utilized for next-POI recommendation, comprises location-based

check-in data from the Gowalla social networking application. This dataset includes de-

tailed records of users’ visits to various Points of Interest (POIs) along with temporal

and spatial metadata. Each entry in the dataset provides information about the user, the

specific POI visited, and the timestamp of the check-in. The dataset encompasses a wide

range of POIs across multiple categories, offering a rich source of information for ana-

lyzing user behavior and preferences. It serves as a valuable resource for developing and

evaluating recommendation algorithms aimed at predicting users’ next likely POI based

on their historical check-in patterns and contextual factors.

The New York and Tokyo datasets are valuable resources for analyzing user behav-

ior in Location-Based Social Networks (LBSNs) [140]. These datasets, collected from

Foursquare, provide a detailed record of user check-ins over a period of approximately

10 months, from April 12, 2012, to February 16, 2013. The New York dataset com-

prises 227,428 check-ins, while the Tokyo dataset contains a more extensive collection

of 573,703 check-ins. Each entry in these datasets includes critical information such as

the user’s anonymized ID, the venue ID, the venue category ID and name, along with the

geographic coordinates (latitude and longitude) of the check-in location. Additionally, the

datasets provide the UTC time of the check-in and the timezone offset in minutes, which

indicates the difference between the local check-in time and Coordinated Universal Time

(UTC). The dataset was originally compiled to analyze the spatial-temporal regularity of

user activity within LBSNs. The data is structured in a Tab-Separated Values (TSV) for-

mat, encompassing eight essential columns: anonymized user ID, Foursquare venue ID,

venue category ID, venue category name, latitude, longitude, timezone offset in minutes,

and the time in UTC. This rich dataset serves as a valuable resource for studying urban

mobility patterns, user behavior, and the dynamics of social interactions within New York

and Tokyo city.
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Table 5.1: Description of datasets for next POI recommendation. |U |: number of users, |S|:
number of social links, |C|: number of categories, |checkins|: number of check-ins, |POIs|:
number of POIs.

Datasets |U | |POIs| |checkins| |C| |S| |checkins|
|U |

|checkins|
|POIs| % Sparsity

Yelp 7,135 16,621 301,753 595 46,778 159.42 68.43 99.94%
Gowalla 5,628 31,803 620,683 - 46,001 110.28 19.51 99.78%

5.3.2 Evaluation Metrics

To assess the efficacy of the proposed methods, three well-established evaluation metrics

for location-based recommendations were utilized: Precision at K (P@K), Recall at K

(R@K), and Normalized Discounted Cumulative Gain at K (nDCG@K). Here, K takes

values from the set {10,20}. These metrics were applied to the top-K POIs suggested for

a user u.

Precision at K (P@K) is calculated using the formula:

P@K =
TPu

TPu +FPu

where TPu represents the number of relevant POIs correctly recommended to the user,

and FPu denotes the number of irrelevant POIs that were incorrectly recommended.

Recall at K (R@K) is determined as:

R@K =
TPu

TPu +FNu

Here, TPu again represents the relevant POIs correctly recommended, while FNu signifies

the number of relevant POIs that were not included in the top-K recommendations.

These metrics provide a comprehensive view of how well the recommendations align

with the user’s actual preferences by balancing the trade-off between precision and recall

in the context of the top-K POIs returned.

For example, in order to calculate precision and recall based on the below dataset (as

depicted in Table 5.2) for a user u and K=2, following steps are to be followed.

Step-by-Step Calculation for a user, u

1. True Positives (T Pu): POIs that were recommended and were actually visited by

the user.
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Table 5.2: Data for recommended POIs and actual POIs visited by user

Instance Recommended POI Actual POI visited by user
t=0 {p1, p2} p3
t=1 {p2, p3} p4
t=2 {p2, p4} p5
t=3 {p3, p5} p3
t=4 {p4, p5} p5

Total 10 5

From the table:
- t = 3: {p3, p5}, and the user visited p3 (so T Pu = p3).
- t = 4: {p4, p5}, and the user visited p5 (so T Pu = p5).

So, total T Pu = 2 (p3 and p5)

2. False Positives (FPu): POIs that were recommended but were not visited by the
user.

From the table:
- t = 0: {p1, p2}, but the user visited p3 (so FPu = p1, p2).
- t = 1: {p2, p3}, but the user visited p4 (so FPu = p2, p3).
- t = 2: {p2, p4}, but the user visited p5 (so FPu = p2, p4).
- t = 3: {p3, p5}, the user visited p3 but not p5 (so FPu = p5).
- t = 4: {p4, p5}, the user visited p5 but not p4 (so FPu = p4).

So, total FPu = 8 (p1, p2, p2, p3, p2, p4, p5, p4).

3. False Negatives (FNu): POIs that were not recommended but were actually visited
by the user.

From the table:
- t = 0: User visited p3, but it was not recommended (FNu = p3).
- t = 1: User visited p4, but it was not recommended (FNu = p4).
- t = 2: User visited p5, but it was not recommended (FNu = p5).

So, total FNu = 3 (p3, p4, p5).

4. True Negatives (T Nu): POIs that were neither recommended nor visited by the user.

From the table: True negatives would include all POIs that weren’t in the recom-
mendations or the actual visits. These would require knowledge of the full set of
POIs in the system as shown in Table 5.3.
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Precision at K=2 (P@2) =
T Pu

T Pu +FPu
=

2
2+8

=
2

10
= 0.2

So, P@2= 0.2 or 20%. This means that 20% of the recommended POIs were actually

relevant.

Recall at K=2 (R@2) =
T Pu

T Pu +FNu
=

2
2+3

=
2
5
= 0.4

So, R@2 = 0.4 or 40%. This means that 40% of the relevant POIs were successfully

recommended.

Table 5.3: Confusion matrix

Instance TP FP FN TN
t=0 /0 {p1, p2} {p3} {p4, p5}
t=1 /0 {p2, p3} {p4} {p1, p5}
t=2 /0 {p2, p4} {p5} {p1, p3}
t=3 {p3} {p5} /0 {p1, p2, p4}
t=4 {p5} {p4} /0 {p1, p2, p3}

Total 2 8 3 12

The summarized results for the above case is tabulated in Table 5.3 as confusion ma-

trix. This shows that while the system was able to identify some relevant POIs, many of

its recommendations were not actually useful to the user.

5.4 Results and Discussion

The performance of the Contextual-POI-Bandit model is evaluated on three real-world

datasets: New York, Gowalla, and Tokyo, as shown in Table 5.4. The evaluation metrics

used to assess the model’s effectiveness include Precision at 10 (P@10), Precision at 20

(P@20), Recall at 10 (R@10), and Recall at 20 (R@20). These metrics provide insight

into how well the model recommends relevant POIs to users within the top 10 and top 20

suggestions.

It can be observed from the Table 5.4,

1. Across all datasets, precision tends to decrease as the number of recommendations in-

creases from 10 to 20. This trend aligns with the typical trade-off between precision

and recall, where increasing the number of recommendations enhances the likelihood
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Table 5.4: Empirical evaluation of Contextual-POI-Bandit for New York, Tokyo, and Gowalla
datasets

Dataset P@10 P@20 R@10 R@20
New York 0.0121 0.1736 0.0164 0.3012

Tokyo 0.0294 0.0312 0.3013 0.6991
Gowalla 0.0096 0.00473 0.098 0.102

of covering more relevant POIs but also introduces more irrelevant POIs, thereby re-

ducing precision.

2. Recall consistently increases as the number of recommendations grows, which is ex-

pected since a broader range of POIs is considered, improving the chance of identifying

all relevant POIs.

3. For the New York dataset, the Contextual-POI-Bandit achieved a Recall of 0.0164 at 10

recommendations, which increases substantially to 0.3012 when considering the top 20

recommendations, indicating a higher coverage of relevant POIs as more suggestions

are made. The precision at 10 recommendations is relatively low at 0.0121, indicating

that out of the top 10 recommended POIs, only a small percentage were relevant to the

users. However, precision improves significantly at 20 recommendations, with a value

of 0.1736.

4. For Tokyo dataset, the precision at 10 is 0.0294, higher than the New York dataset,

suggesting better relevance in the top 10 recommendations for Tokyo. Also, recall at

10 is much higher at 0.3013 which further increases to 0.6991 at 20 recommendations.

Overall, the Contextual-POI-Bandit performed best in all evaluation metrics on the

Tokyo dataset compared to the other datasets, New York and Gowalla.

5. For the Gowalla dataset, the precision at 10 recommendations is 0.0096, the lowest

among the three datasets analyzed. This precision further declines to 0.00473 when

the number of recommendations is increased to 20, suggesting a significant decrease

in relevance as the volume of recommendations grows. In contrast, the Contextual-

POI-Bandit model achieves recall values of 0.098 at 10 recommendations and 0.102 at

20 recommendations.

The Contextual-POI-Bandit is a novel contextual bandit model that leverages rein-

forcement learning to dynamically adapt its recommendations by integrating users’ social
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Figure 5.3: Performance analysis of Contextual-POI-Bandit vs other models for Gowalla
dataset

preferences, location, category, and time into a unified user context feature vector. Three

baseline algorithms, GeoSoCa [134], PFMMGM [141], and FCFKDEAMC [133], are

considered for comparison on Gowalla dataset, as these models also incorporate spatio-

temporal, geographical, and categorical (STGC) contextual information similar to the

Contextual-POI-Bandit for next-POI recommendation. However, it is important to note

that all three baseline models are supervised machine learning approaches that provide

static recommendations. In general, supervised learning models tend to produce better

results compared to reinforcement learning models that train the model on the fly. In Fig.

5.3, a comparative analysis is presented for four different models used in Point of Interest

(POI) recommendation systems: FCFKDEAMC, PFMGM, Contextual-POI-Bandit, and

GeoSoCa. This x-axis represents the key performance metrics, namely Precision at 10

(P@10), Precision at 20 (P@20), Recall at 10 (R@10), and Recall at 20 (R@20). For

Fig. 5.3, it can be observed:

1. All four models demonstrate a lower P@20 value compared to P@10, and a higher

R@20 value compared to R@10. This pattern arises because, as K ( number of rec-

ommendations for each instance) increases, precision generally decreases while recall

increases. Recommending a larger number of POIs improves the chances of identify-

92



Contextual-POI-Bandit 5.4 Results and Discussion

ing locations that users may be interested in visiting. However, this also includes POIs
that users are less likely to visit, thereby lowering the precision.

2. The FCFKDEAMC model exhibits the highest precision at both P@10 and P@20,
indicating its superior ability to make relevant recommendations within smaller lists.

3. PFMGM, while consistent, falls behind in precision compared to FCFKDEAMC but
remains ahead of Contextual-POI-Bandit and GeoSoCa.

4. The Contextual-POI-Bandit model has the lowest precision, suggesting that it is less
effective in making highly relevant recommendations, particularly in smaller lists.

5. GeoSoCa shows better precision than Contextual-POI-Bandit but still lags behind
FCFKDEAMC and PFMGM.

6. The Contextual-POI-Bandit model outperforms all others in terms of recall, especially
as the recommendation list grows, indicating its effectiveness in covering a wide range
of relevant POIs.

7. FCFKDEAMC, PFMGM and GeoSoCa models show a steady improvement in recall,
although they do not reach the levels achieved by the Contextual-POI-Bandit model.

Next, the performance of all variants of the baseline algorithms, using all possible per-
mutations of the STGC contextual information, is evaluated on two benchmark datasets:
the Yelp dataset and the Gowalla dataset. This approach allows for a comprehensive
analysis of the contribution of each contextual component. It is important to note that
the Gowalla dataset lacks categorical information, restricting our experiments to models
based solely on social, temporal, and geographical (STC) context.

Figures 5.4, 5.5, 5.6 provide a comparative analysis of different algorithms across
several evaluation metrics using the Yelp dataset. Similarly, Figs. 5.7, 5.8, 5.9 offer a
comparative analysis of these algorithms on the Gowalla dataset. Each figure includes a
legend that identifies the different variants of a similar algorithm being compared. For
instance, in Fig. 5.4, GeoSoCa G represents the GeoSoCa algorithm with geographical
context considered, while GeoSoCa GS incorporates both geographical and social con-
texts, and GeoSoCa GC includes geographical and categorical contexts, among others.
The x-axis across all graphs represents various evaluation parameters—P@10, P@20,
R@10, R@20, nDCG@10, and nDCG@20. These evaluation metrics are standard in in-
formation retrieval and recommendation systems, where precision, recall, and normalized
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Figure 5.4: GeoSoCa algorithm performance for different permutations of SGTC context on
Yelp Dataset

discounted cumulative gain (nDCG) are crucial for assessing the quality of an algorithm’s

recommendations. The y-axis indicates the values corresponding to these metrics, en-

abling a detailed performance evaluation of each algorithm across different metrics.

For Fig. 5.4, the following observations can be made:

• The precision metrics, P@10 and P@20, are relatively close for all models, with minor

variations. GeoSoCa GSC and GeoSoCa GC show slightly better performance than

other models, indicating marginally higher accuracy in the top 10 and top 20 recom-

mendations.

• The recall metrics, R@10 and R@20, show more significant differences. GeoSoCa GC

outperforms the other models significantly at R@10, suggesting a superior ability to

capture relevant recommendations within a smaller list. However, this advantage di-

minishes slightly at R@20, where GeoSoCa GS performs more competitively.

• Regarding nDCG, which evaluates the ranking of results, GeoSoCa GC and GeoSoCa G

exhibit the best performance. This indicates that these models not only identify relevant

items but also rank them appropriately within the recommendation list.
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Figure 5.5: FCFKDEAMC algorithm performance for different permutations of SGTC con-
text on Yelp dataset

• Overall, the GeoSoCa GC model appears to have an edge over the other models, partic-

ularly in recall and nDCG, making it potentially the most effective among the GeoSoCa

variants for scenarios where both relevance and ranking are critical.

For Fig. 5.5, the following observations can be made:

• All models show similar performance in terms of precision, with FCFKDEAMC SG

and FCFKDEAMC T slightly outperforming the others. This suggests that these two

models are more effective in predicting the most relevant items at the top of the list.

• Recall metrics show a wider variation, with FCFKDEAMC SG clearly leading at R@10,

indicating its effectiveness in capturing relevant items within the top 10. This makes it

particularly suitable for scenarios where maximizing recall in a smaller recommenda-

tion set is essential.

• The nDCG values indicate that FCFKDEAMC SG excels in ranking as well, consis-

tently outperforming other models. The decline in nDCG@20 for models like FCFKDEAMC GT

suggests that while these models can identify relevant items, they may struggle with

ranking them effectively in longer lists.
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Figure 5.6: PFMMGM algorithm performance for different permutations of SGTC context
on Yelp dataset

• Overall, the FCFKDEAMC SG model emerges as the best performer among the FCFKDEAMC
variants, particularly excelling in recall and nDCG metrics.

For Fig. 5.6, the following observations can be made:

• All three models perform similarly in terms of precision at both P@10 and P@20.

• PFMMGM MG shows a notable improvement in R@10, indicating its effectiveness in
identifying relevant items within the top 10 recommendations. This model also per-
forms well at R@20.

• PFMMGM MG outperforms the other models for nDCG@10 and nDCG@20.

• Overall, the PFMMGM MG model outperforms its counterparts, particularly in recall
and nDCG, indicating its superior ability to rank relevant items effectively.

For Fig. 5.7, the following observations can be made:

• GeoSoCa GS consistently shows superior performance across both P@10 and P@20,
suggesting that it is the most effective in accurately predicting the top items. GeoSoCa S
follows closely, while GeoSoCa G lags slightly behind.
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Figure 5.7: GeoSoCa algorithm performance for different permutations of SGT context on
Gowalla dataset

• The recall metrics, R@10 and R@20, provide insights into the models’ ability to cap-
ture all relevant items within the top 10 and top 20 recommendations. GeoSoCa GS
again outperforms other models, especially at R@10, indicating its effectiveness in en-
suring that relevant items are included in the top 10 recommendations.

• GeoSoCa GS continues to lead in nDCG@10, underscoring its ability to rank relevant
items effectively. The performance remains strong at nDCG@20, although the margin
between GeoSoCa GS and other models decreases slightly.

• The results suggest that incorporating both geographical and social contextual infor-
mation in a balanced manner, as likely implemented in GeoSoCa GS, leads to better
performance in location-based recommendation tasks.

Figure 5.8 evaluates various configurations of the FCFKDEAMC model, including
FCFKDEAMC SG, FCFKDEAMC S, FCFKDEAMC T, FCFKDEAMC SGT, FCFKDEAMC ST,
FCFKDEAMC GT, and FCFKDEAMC G based on different combinations of social, ge-
ographical, and temporal factors. The following observations can be made:

• FCFKDEAMC SG emerges as the top performer, particularly at P@10. FCFKDEAMC T
and FCFKDEAMC S also perform well, but FCFKDEAMC GT and FCFKDEAMC G
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Figure 5.8: FCFKDEAMC algorithm performance for different permutations of SGT context
on Gowalla dataset

struggle, indicating that these models may have difficulty with precision when geo-
graphical factors are heavily weighted.

• FCFKDEAMC SG leads again, especially at R@10, and is particularly effective in
capturing relevant items in the top 10 recommendations, making it a strong candidate
for applications where recall is critical.

• The FCFKDEAMC SG model stands out as the most effective among the FCFKDEAMC
variants, particularly in terms of precision, recall, and nDCG.

For Fig. 5.9, the following observations can be made:

• The PFMMGM MG model clearly outperforms the other two models, particularly at
P@10. The performance of PFMMGM G and PFMMGM M is relatively similar, with
PFMMGM G slightly ahead at P@20.

• The recall metrics show a significant advantage for PFMMGM MG at both R@10 and
R@20.

• The PFMMGM MG model emerges as the best performer among the PFMMGM vari-
ants, particularly in precision, recall, and nDCG.
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Figure 5.9: PFMMGM algorithm performance for different permutations of SGT context on
Gowalla dataset

5.5 Conclusions

This chapter develops a novel Contextual-POI-Bandit framework that models POI recom-

mendation as sequential decision making problem under uncertainty and provides person-

alized next Point of Interest (POI) recommendation by fusing together social, geograph-

ical, temporal and categorical contextual information. By analysing various contextual

information models, it is evident that temporal and geographical data significantly en-

hance model performance, while categorical information alone is insufficient. Although

combining all available contextual data might seem advantageous, it does not always

yield better outcomes and can sometimes hinder performance. Notably, the effectiveness

of models is heavily influenced by the ratio of users to check-ins within datasets. The

contextual multi-arm models having Fuzzy Neural Network (FNN) as its base generally

outperform matrix factorization models, likely due to their ability to capture complex,

non-linear relationships between users and POIs. Furthermore, recommendations tend to

be more accurate when users remain within smaller geographical areas, while the accu-

racy diminishes as users explore more widely and as the time intervals between consecu-

tive check-ins increase. Overall, geographical and temporal contexts emerge as the most

valuable in enhancing the performance of location-based recommendation systems. To
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this end, following key conclusions of the presented work are as follows.

1. An innovative online framework named Contextual-POI-Banditis developed, which

leverages contextual multi-armed bandits (CMAB), to mathematically formulate

the problem of next POI recommendation. The framework uses CMAB to model

the recommendation problem as a series of decisions where each ”arm” of the ban-

dit represents a possible POI to recommend. The framework fuses the social, ge-

ographic, temporal, and categorical (SGTC) correlations between users and POIs

into a combined user context feature vector matrix to optimize the selection of the

next POI.

2. The proposed Contextual-POI-Bandit for the next POI recommendation balances

both the exploratory and the exploitative behaviour of a user while generating per-

sonalized recommendations. The exploratory behaviour means the user wants to

seek out new experiences and try unfamiliar POIs out of curiosity and a desire to

discover new preferences. The exploitative behavior, on the other hand, focuses on

selecting well-known POIs that the user has previously enjoyed, aiming to maxi-

mize satisfaction based on past experiences. Contextual-POI-Bandit achieves this

by uniquely incorporating user feedback for the recommended POIs and training

the underlying model based on the feedback received, enabling the recommenda-

tions to adjust dynamically to the user’s behaviour and needs over time.

3. The proposed framework is designed with remarkable flexibility, allowing it to inte-

grate both the existing best Contextual Multi-Armed Bandits (CMAB) models and

any future, improved CMAB models. This adaptability is a significant strength,

ensuring that the framework can leverage state-of-the-art advancements in CMAB

techniques as they emerge. By accommodating the best current models, our frame-

work ensures that recommendations are generated with high accuracy. This means

that users receive suggestions that are most relevant to their preferences and be-

haviours, maximizing their satisfaction and engagement. The precision of these rec-

ommendations is critical in providing a seamless and personalized user experience,

making the system more effective in meeting individual user needs. Moreover, the

ability to incorporate future CMAB models means that the framework is not static

but rather evolves alongside advancements in the field. As new models are devel-

oped that offer improved algorithms and methodologies, they can be seamlessly

integrated into the framework. This ensures that the recommendations continue to
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improve over time, maintaining a cutting-edge approach to personalization. Thus,
our proposed framework stands out for its ability to integrate both the best existing
and future CMAB models. This flexibility not only guarantees high accuracy in
recommendations but also enables continuous enhancement of personalization.

4. The proposed CMAB algorithm, Neuro-Fuzzy Bandit, to seamlessly integrate with
the proposed framework for next POI recommendation. The developed model lever-
ages the capabilities of neural networks as well as the interpretability of fuzzy logic
to offer robust solutions for complex sequential decision-making problems under
uncertainty. Neural networks can process vast amounts of data to identify patterns
and trends and model complex relationships between inputs and outputs effectively.
Fuzzy logic, on the other hand, excels in dealing with uncertainty and is useful in
real-world scenarios where information is often imprecise or incomplete. The inte-
gration of fuzzy units into the Neuro-Fuzzy Bandit model enables the model to craft
fuzzy rules to represent expert knowledge and handle ambiguous data effectively,
enhancing the model’s interpretability.

5. The state-of-the-art and popular CMAB models are integrated into the proposed
framework, and comprehensive empirical evaluation is performed to assess their
performance on various metrics such as accuracy, precision, recall, etc. Extensive
optimization efforts to fine-tune these models are undertaken, aiming to maximize
their performance in the specific context of the next POI recommendations. Further,
to evaluate the effectiveness of these integrated CMAB models, empirical tests are
conducted using several benchmark datasets, namely Yelp, Gowalla, and New York.
These datasets provide a diverse and comprehensive basis for assessing the models’
performance.
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Chapter 6

Conclusion and Future Scope

6.1 Introduction

In the current digital world, providing relevant content and personalized services has be-

come crucial to cater individual user preferences. Several applications, such as online

advertising and recommendation systems, rely on understanding user behavior and pref-

erences to deliver optimal content. Although significant advances have been made in rec-

ommendation algorithms, challenges in personalization persist. This is due to the inherent

complexity of balancing exploration and exploitation in recommendation systems. Con-

textual bandit algorithms are particularly relevant in this context as they bridge this gap

by enabling systems to learn and adapt recommendations based on real-time feedback.

The Role of Contextual Bandits in Personalization

The Contextual bandit algorithm addresses the exploration-exploitation trade-off by dy-

namically adjusting recommendations based on user interactions. Unlike conventional

recommendation systems that rely on static data, contextual bandits continuously learn

and adapt with each interaction, using the available context. For example, when display-

ing an advertisement on a website, the contextual bandit algorithm must decide whether

to show an ad previously clicked by the user (exploitation) or to explore a new ad based

on the current context, such as the time of day or the user’s browsing history.

Although contextual bandits hold promise for enhancing personalization, they often

operate as black boxes, leading to transparency and accountability issues. Understand-

ing the decision-making process of these algorithms is crucial, especially in applications
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where the consequences of incorrect decisions can be significant. To address these con-

cerns, explainable AI (XAI) approaches are being integrated into contextual bandit mod-

els.

FuzzyBandit: An explainable AI (XAI) Based Model

The FuzzyBandit model represents a novel approach at the intersection of contextual ban-

dits and XAI. In this model, each arm is an Adaptive Neuro-Fuzzy Inference System

(ANFIS) designed to handle the inherent imprecision of arm selection in contextual ban-

dit settings. The model adjusts its parameters based on feedback to ensure that the most

relevant and diverse features are used to maximize rewards.

What sets the FuzzyBandit model apart is its ability to provide understandable expla-

nations for its decisions. By optimizing its decision-making process based on previous

observations, the model improves its performance over time while offering interpretable

insights into its decision-making. This transparency is crucial for building trust in the

recommendations provided by the model, especially in domains where accountability is

essential.

Empirical testing of the FuzzyBandit model has demonstrated its competitiveness

against several popular models across multiple benchmark datasets. The model’s effi-

ciency was assessed using parameters such as recall, specificity, precision, F1 score, and

accuracy. Additionally, a mathematical framework has been developed to calculate a trust

score for the FuzzyBandit model, enhancing its reliability and aiding in error detection.

Hybrid Neuro Bandit Model for Online Recommendations

A practical application of contextual bandit algorithms is the development of a Hybrid

Neuro Bandit (HNB) model, designed for online recommendations. For example, con-

sider a system like YouTube that recommends ads to users while they watch video content.

The system aims to display the most relevant ads to increase user engagement, typically

measured by click-through rates. The challenge lies in balancing exploration (showing

new ads) and exploitation (showing ads previously clicked by users).

The HNB model addresses this challenge by incorporating advice from a pool of ex-

perts, each representing a contextual multi-armed bandit model. These experts make rec-

ommendations based on various contextual factors, and their contributions are combined
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within the HNB model. The model assigns weights to each expert, which are updated us-

ing a neural network trained with user feedback. This approach enhances personalization

by leveraging multiple CMAB models, providing more relevant and timely recommenda-

tions.

The performance of the HNB model has been rigorously tested against other state-of-

the-art CMAB models using nine different metrics, including specificity, precision, and

Matthews Correlation Coefficient (MCC). The HNB model has proven to be superior in

delivering real-time, personalized content and improving the overall user experience.

Contextual-Bandit-POI: Personalized Next Point-of-Interest Recom-
mendations

Contextual bandits have significant applications in location-based services, where users

share their experiences at various Points-of-Interest (POIs) such as cafes, restaurants, and

hotels. The check-in data collected, including timestamps, comments, and GPS coordi-

nates, provides valuable contextual information for predicting future user behavior. How-

ever, predicting the next POI for a user is challenging due to issues such as data sparsity

and the cold start problem, where limited historical data makes accurate recommendations

difficult.

To improve next POI recommendations, it is essential to consider spatial-temporal

intervals and user preferences. Traditional models, such as those based on Recurrent

Neural Networks (RNNs), often struggle to capture diverse user behaviors over long pe-

riods. Enhanced models using Long Short-Term Memory (LSTM) or Gated Recurrent

Units (GRUs) address some of these limitations but still fall short in personalizing recom-

mendations and adapting to dynamic user preferences.

The Contextual-POI-Bandit framework was developed to address these challenges by

integrating various CMAB algorithms into the recommendation process. This framework

balances exploration and exploitation by suggesting both new and familiar POIs based on

the user’s past behavior. The framework is flexible, designed to incorporate current and

future CMAB models.

It includes a novel Fuzzy Neural Network (FNN) algorithm that combines neural

networks’ data processing capabilities with fuzzy logic’s interpretability to handle un-

certainty effectively. The framework has been empirically validated against benchmark

datasets, showing significant improvements in recommendation accuracy and relevance.
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6.2 Future Scope

Significant advancements have been made in developing models like FuzzyBandit, Hy-
brid Neuro Bandit, and Contextual-POI-Bandit for personalized recommendations. These
models address the exploration-exploitation dilemma and incorporate new explainable AI
(XAI) techniques, enhancing performance and transparency.

The FuzzyBandit model stands out for its clarity and interpretability, providing under-
standable explanations for decisions and promoting trust in the system. Its performance
across various benchmark datasets and the introduction of a trust score framework further
validate its effectiveness for personalized recommendations.

The Hybrid Neuro Bandit (HNB) model excels in dynamic weight updating and adap-
tation to changing user preferences, offering a more engaging and satisfying user ex-
perience. The Contextual-POI-Bandit framework effectively predicts the next POI by
considering both short- and long-term user preferences and spatial-temporal intervals,
overcoming challenges like data sparsity and the cold start problem.

Looking forward, there are several avenues for further research. One direction is
to integrate more XAI into contextual bandit models, enhancing their transparency and
accountability. Additionally, these online learning settings could be applied to other do-
mains beyond POI recommendations, leading to further improvements in personalization
and adaptability.
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