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ABSTRACT 

 Image Caption generation is a description of the contents of an image in the 

form of natural language sentences. It is evolving as an active research area of 

Computer Vision (CV) and Natural Language Processing (NLP). It generates 

syntactically and semantically correct sentences by describing important objects, 

attributes, and their relationships with each other. The very nature of it makes it 

suitable for applications such as image retrieval [1] [2], human-robot interaction [3] 

[4], aid to the blind [5], and visual question answering [6]. With the advent of 

technology and proliferating demand of society, automatic and intelligent image 

captioning based systems have become the need of the hour. 

 Many Convolutional Neural Network (CNN)-based architectures are utilized 

at the encoder for efficient extraction of image features while Long Short-Term 

Memory (LSTM)-based decoder is further utilized for the generation of captions. 

Different variants of LSTM and CNNs with attention mechanism are utilized by the 

traditional methods for generation of meaningful and accurate descriptions of images. 

Though the captions generated by the traditional methods are simple yet they 

sometimes have some limitations which is mainly due to repetitive words or inaccurate 

descriptions of the scene, which usually may not reflect in natural language usage. 

Also, the traditional image captioning techniques fails to capture the relationship 

between objects and surroundings, thereby, neglecting the fine-grained details and 

diverse scenes, hence, leading to the ambiguities in generated language.   

To overcome the challenges faced by the traditional captioning models, this 
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work focusses on generation of image captions using advanced deep-learning 

techniques. These techniques help to better understand the visual content and context 

of images by providing contextually relevant information rather than just listing 

objects. Therefore, leading to the model’s capability to generate meaningful, nuanced, 

and detailed descriptions for different real-world applications. The work in this thesis 

thus investigates different deep-learning based models or frameworks for factual, 

stylized and paragraph-based description of images.  

For generation of factual-based description of images, this thesis first discusses 

about Lightweight Transformer with GRU integrated decoder for image captioning. 

The proposed Lightweight Transformer exploits a single encoder-decoder based 

transformer model for generation of factual captions. Extensive experiments on 

MSCOCO dataset demonstrated that the proposed approach achieves a competitive 

score on all the evaluation metrics. For efficient description of the captions, it becomes 

necessary to learn higher order interactions between detected objects and the 

relationship among them. Most of the existing models take into account the first order 

interactions while ignoring the higher order ones. It is challenging to extract 

discriminant higher order semantics visual features in images with highly populated 

objects for caption generation. In this direction, an efficient higher order interaction 

learning framework is proposed in this study using encoder-decoder based image 

captioning. To leverage higher order interactions among multiple objects, an efficient 

XGL Transformer (XGL-T) model is introduced that exploits both spatial and channel-

wise attention.  The proposed XGL-T model captures rich semantic concepts from 

objects, attributes, and their relationships. Extensive experiments are conducted on 

publicly available MSCOCO Karapathy test split and the best performance of the work 
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is observed as 81.5 BLEU@1, 67.1 BLEU@2, 51.6 BLEU@3, 39.9 BLEU@4, 134 

CIDEr, 59.9 ROUGE-L, 29.8 METEOR, 23.8 SPICE using CIDEr-D Score 

Optimization Strategy.  

Methods developed in the recent past focused mainly on the description of 

factual contents in images thereby ignoring the different emotions and styles 

(romantic, humorous, angry, etc.) associated with the image. To overcome this, few 

works incorporated style-based caption generation that captures the variability in the 

generated descriptions. This thesis presents a Style Embedding-based Variational 

Autoencoder for Controlled Stylized Caption Generation Framework (RFCG+SE-

VAE-CSCG). It generates controlled text-based stylized descriptions of images. It 

works in two phases i.e., ( 𝑖 ) Refined Factual Caption Generation (RFCG), and 

( 𝑖𝑖 ) SE-VAE-CSCG. The former defines an encoder-decoder model for the 

generation of refined factual captions whereas, the latter presents a style embedding-

based variational autoencoder for controlled stylized caption generation. More so, with 

the use of a controlled text generation model, the proposed work efficiently learns 

disentangled representations and generates realistic stylized descriptions of images. 

Experiments on MSCOCO, Flickr30K, and FlickrStyle10K provide state-of-the-art 

results for both refined and style-based caption generation.  

Further, multi-level Variational Autoencoder Transformer (VAT)-based 

framework, 𝑀𝑟𝐴2𝑉𝐴𝑇, is also proposed in this work for the generation of descriptions 

of images in the form of a paragraph. The proposed framework utilizes a combination 

of visual and spatial features which are further attended by the proposed multi-

resolution multi-head attention (𝑀2𝐴) to capture the relationships between the query 
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representation and different attention granularities. To increase the language diversity 

and to remove the redundant sentences from the generated paragraph, the proposed 

framework also leverages a language discriminator. Extensive experiments on the 

Stanford Paragraph Dataset are conducted that provide superior results on all 

evaluation metrics with or without a language discriminator. 

Different deep-learning techniques are devised for the development of factual 

and stylized image captioning models. Previous models focused more on the 

generation of factual and stylized captions separately providing more than one caption 

for a single image. To address this issue, a novel Unified Attention and Multi-Head 

Attention-driven Caption Summarization Transformer (𝑈𝑛𝑀𝐴-CapSumT) based 

Captioning Framework is discussed in this thesis which integrates different captioning 

methods to describe the contents of an image with factual and stylized (romantic and 

humorous) elements. The proposed framework exploits both factual captions and 

stylized captions generated by the Modified Adaptive Attention-based factual image 

captioning model (MAA-FIC) and Style Factored Bi-LSTM with attention (SF-Bi-

ALSTM) driven stylized image captioning model respectively. Further, summarization 

transformer 𝑈𝑛𝑀𝐻𝐴 − 𝑆𝑇 combines both factual and stylized descriptions of an input 

image to generate styled rich coherent summarized captions. Extensive experiments 

are conducted on Flickr8K and a subset of FlickrStyle10K with supporting ablation 

studies to prove the efficiency and efficacy of the proposed framework. 

Also, this work presents two main application areas of the image captioning 

namely: medical image captioning and aid-to-the-blind. For medical image captioning,  

𝐹𝐷𝑇 − 𝐷𝑟2𝑇 framework is proposed which leverages the fusion of texture features 
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and deep features in the first stage by incorporating ISCM-LBP + PCA-HOG feature 

extraction algorithm and Convolutional Triple Attention-based Efficient XceptionNet 

(𝐶 − 𝑇𝑎𝑋𝑁𝑒𝑡). Further, fused features from the FDT module are utilized by the Dense 

Radiology Report Generation Transformer (𝐷𝑟2𝑇) model with modified multi-head 

attention generating dense radiology reports by highlighting specific crucial 

abnormalities. For aid to the blind, an adaptive attention mechanism and Bi-LSTM-

based automated Image caption generation framework is proposed in this study. The 

proposed model exploits Inception-V3 to extract various global spatial features and 

the adaptive attention module helps to decide whether to attend to the image (and if 

so, to which regions) or to the visual sentinel maps. Further, at the decoding end, a Bi-

LSTM network refines the text description. The proposed model performance is 

evaluated in terms of BLEU scores on Flickr8K and Visual Assistance Dataset.  
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Chapter-1 

Introduction 

Nowadays, it is easy to generate and collect visual data which possess copious 

information for addressing real-world problems such as healthcare [1], public 

surveillance [2], sports analysis [3], anomaly detection [4], crowd analysis [2] [3]. It 

has led to easy accessibility of images and videos. Hence, an automatic and intelligent 

visual understanding and content summarization technique have emerged as a 

paramount interest [5] [6]. The research community [7] [8] is working towards a smart 

visual understanding of the images and videos. However, there exists a large semantic 

gap between low-level and high-level abstract knowledge of the visual data. Caption 

Generation can serve as a good solution to bridge the semantic gaps between low-level 

and high-level abstract knowledge of the visual data and can serve various real-world 

applications i.e., video surveillance systems [9] visual recognition [10], visual assistive 

systems [11], health care systems [12], scene understanding [13]. Though many 

traditional computer-vision techniques [14] [15] for object classification or detection 

have shown promising results, still they usually generate partial and unstructured 

outputs, such as bounding boxes and object labels in a video frame. The obtained 

semantic primitives can be utilized for caption generation for images/videos. Whereas, 

Natural Language Processing (NLP) can be used to describe these visual observations 

as sentences, which are much easier for understanding. This chapter introduces the 

fundamental building blocks of visual image captioning, its application and the 
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challenges involved therein. In the last section, the major research contributions of the 

thesis are discussed, followed by thesis organisation. 

1.1 Image Captioning 

Image captioning is a challenging task that describes the visual content of an 

image into a natural language and provides automated insights of images giving 

answers to questions like where you are? (beach, cafe, etc.), what do you wear? (color), 

and more importantly what you are doing? (playing, walking, etc.). It recognizes the 

objects, their attributes, and their relationships in an image and generates syntactically 

and semantically correct sentences. With the advancements of neural networks, image 

captioning has gained immense popularity which helps in generating human-like 

descriptions according to the input image. It has a promising future to facilitate the 

intelligence of mankind and can serve as a helpful tool for visually impaired people. 

Many other applications can be developed in this direction such as finding the expiry 

date of a specific food item or knowing about the weather by taking a picture. The 

process of image captioning can be defined in three fundamental steps as depicted in 

Fig. 1.1, 𝑖) Object Detection 𝑖𝑖) Attributes/ Feature Extraction, followed by 

𝑖𝑖𝑖) Sentence Generation. Initially, after having detected the object/image, its 

features/attributes of the given input image i.e., color, objects, boundaries, and texture 

details are extracted, encrypted, and translated as an appropriate description. There 

exist various challenges in the field of caption generation of visual data. Researchers 

in today’s world have designed computer vision-enabled captioning models which can 

describe “what” (e.g., classification [16], segmentation [14]) and “where” (e.g., 

detection [15], tracking [17]). However, it is bad at knowing “why”, e.g., why is it a  
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Fig. 1.1: Fundamental Steps involved in an Image Captioning Model 

girl? Note that the “why” here does not merely mean by asking for visual reasons — 

attributes like two hands, two legs, hair, that are already well-addressed by machines; 

further, it also lacks high-level common-sense reasons — such as girl is climbing 

wooden stairs — that are still elusive, even for human philosophers, not to mention for 

machines. Further image captioning models should be designed such that the model 

can define the caption semantics as clearly as possible by describing multiple target 

objects-“bucket with green lid”, “white flowers”, instead of just describing a single 

target object-“girl in a pink dress”. To sum up, in its current art, image captioning has 

gained steady headway and produced brusque and generic vivid captions, with the 

introduction of Convolutional Neural Network (CNN) [18] and Recurrent Neural 

networks (RNN) [19] since 2015. For this to grow fully and become an assistive 

technology, an archetype is required that shifts towards goal-oriented captions; where 

the caption not only describes a scene from day-to-day life but also answers a specific 

need that is helpful in many applications. 
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“a girl in pink dress is walking on wooden stairs with white flowers and green leaves 

and buckets are lying on the ground”. 
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1.2 Challenges to Visual Image Captioning 

Human beings can easily recognize their surroundings and can describe any 

image or video scene in their natural language but in the case of machines, it is very 

difficult to generate human-like descriptions of images and videos. However, 

machines can recognize various human activities from video frames and images to a 

certain extent, but the automatic description of visual scenes for complex and long-

term human activities, is still a challenging task. From a linguistic perspective, activity 

recognition is all about extracting semantic similarity among human actions 

represented by verb phrases and transforming visual information into semantic text. It 

is analogous to grounding words in perception and action. 

It has been observed that more attention is required on the generation of 

attractive and detailed descriptions for images automatically.  In the field of CV, we 

are interested in constructing and learning models which can characterize images or 

videos by recognizing their categories or other high-level features. In the field of NLP, 

we usually encounter the inverse challenges to parse a language description by 

identifying connotations and denotation of the sequence of words. These challenges 

arise because languages are directly related concepts rather than the lossless recording 

of objects or activities in the real world. The major challenges to visual image 

captioning are as follows:   

a) Compositionality and naturalness of natural language and visual scenes: 

Traditional techniques do not acknowledge and recognize minute details of images and 

videos. Therefore, the interaction of objects is an onerous task thus making the 

traditional techniques suffer from a lack of compositionality and naturalness. The 

biggest challenge here is the subtleness of the action units. Sometimes they are either 
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not visible, or are hard for vision techniques to detect. For instance, unclear unit 

boundaries and occlusions of interactive objects present other difficulties to accurately 

decode the intention of the human activities in an image. In some of the works, 

attention-based models  [20] [21] are designed to address this issue. 

b) Intermediate representation learning: Learning mid-level representations between 

visual domain and natural language domain is a key problem in visual to text 

techniques. Therefore, high-level visual features are the need of art to represent the 

visual data completely. 

c) Recounting of visual contents: There exist state-of-the-art [19] [22] that recognize 

semantic elements in the visual data, still, fail to rank in order in accordance with the 

theme of the image or video that may guide to generate more relevant textual 

descriptions. Also, we need to find out how much detail we are looking to recount and 

what type of language complexity is to be applied. 

d) Benchmark datasets with moneyed text: To automatically evaluate language 

descriptions for visual contents, we need standard datasets [23] [24] for evaluating new 

methods and algorithms. Sentence-level annotations that are aligned to the image and 

video are basic requirements. For corpus descriptions of different languages, a general 

image or video description system capable of handling multiple languages should be 

developed. 

e) Evaluation of quality of captions generated: With the use of automated metrics 

[25] [26], we can partially evaluate the quality of the captions generated. In some cases, 

this evaluation remains inadequate and sometimes even misleading. The best way to 

evaluate the quality of automatically generated texts is a subjective assessment by 

linguists, which is hard to achieve. To improve system performance, the evaluation 
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indicators should be optimized to make them more in line with human experts’ 

assessments. 

The long-standing problem in CV and AI is the semantic gap between low-level 

visual data and high-level abstract knowledge. Therefore, semantic gap in bridging 

language and vision points to the need for incorporating common sense and reasoning 

into scene understanding. Also, the techniques for visual captioning should be able to 

leverage more flexible semantic units, i.e., they should have various combination of 

nouns, verbs, and other language units. Further, the progress on visual captioning scene 

understanding will make CV system more reliable for the use of aid-to-blind, visual 

question answering, google image search, etc. 

1.3 Problem Statement  

The challenges involved in generation of semantically and syntactically correct 

descriptions of images, motivate to develop efficient algorithms to fulfil the purpose 

of developing robust captioning models and or frameworks. In order to achieve this, 

models and frameworks are to de designed that generate factual, stylized and 

paragraph-based descriptions of images. The proposed frameworks extract 

discriminant higher order semantics visual features in images with highly populated 

objects. Therefore, describing the image contents factually and emotionally.   

1.4 Theoretical Formulation 

✓ The need for an appropriate and efficient caption generation model is identified 

which can generate syntactically and semantically relevant and diverse 

description of images. 

✓ Issues involved in recognizing small size objects in images and include these 

objects in generation of descriptions of images are highlighted. Small sized 
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objects should be included in captions for better interpretability of the scenes. 

A captioning framework should be developed that extracts discriminant higher 

order semantics visual features in images with highly populated objects for 

caption generation.  

✓ Stylized Captioning is still an open issue due to limited available data. 

Therefore, style-based captioning framework should be developed by 

incorporating unpaired images and captions. This makes the caption generation 

acceptable in wider range of applications by not being restricted with the 

availability limited data.   

✓ Dense Visual Caption generation methods closely look at the minute details in 

the frame by correlating text at multiple level of abstraction. The issues 

involved in the generation of dense or paragraph-based captions are 

highlighted. A paragraph-based captioning framework with language 

discriminator is developed that overcomes the issues related to language 

diversity and removal of redundant information from the generated paragraph.  

✓  Recent applications of transformers to computer-vision field have attracted 

extensive attention. Therefore, very limited work is available that leveraged the 

strength of transformer model for visual data captioning. Transformer-based 

models are developed that benefit from the scalability and versatility that 

contemporary deep learning models provide, and they excel at processing 

complicated data and producing high-quality, context-aware captions. 

✓ Recently developed deep-learning-based captioning models either focussed on 

factual content representation or on the stylized part of the image. There is a 

need for development of captioning model that describes the contents of image 
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by highlighting both factual and stylized contents and provides more coherent 

description of an image.  

1.5 Experimental Validation 

The developed models are experimentally validated on publically available 

datasets. These datasets have numerous real-life challenges. The quality and variety of 

the data required to train and assess the models is one of the primary obstacles to image 

captioning and retrieval. Most of the datasets currently available for these tasks are 

synthetic, have size restrictions, or are skewed towards genres, styles, or domains. 

✓ Higher-order interaction between visual content and natural sentence are 

learned by defining a novel XGL attention module that extracts high level 

image features and relationships between objects, thereby, handling diverse 

and complex scenes, generating more contextually relevant captions.   

✓ Due to limited available data for stylized image captioning, it is difficult to 

preserve the correlations between images and captions. Therefore, to overcome 

this, unpaired set of images and captions are utilized to make the model learn 

both unstructured (semantics) and structured (style) feature distributions 

jointly to generate controlled and plausible stylized captions.   

✓ Also, there is no such data available that is skewed for both factual and stylized 

captions. In this direction, a summarization transformer framework is 

developed that provides a summarized caption by integrating factual and 

stylized image captioning tasks. This integration makes the captioning model 

to capture the variety and richness of visual and linguistic information in the 

real world. 
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✓ It is observed that with the exploitation of language discriminator and 

dissimilarity scores in the paragraph generation model, the model is able to 

generate more coherent and diverse descriptions of images with no redundant 

information.  

1.6 Motivation to Visual Image Captioning 

Image captioning is a fascinating field which is an amalgamation of computer 

vision and natural language processing that describes the contents of an image in the 

form of natural language. Image captioning is driven by a number of pragmatic and 

social requirements in addition to the intellectual challenge it poses. Image captioning 

can help the visually impaired individuals by describing the content in a meaningful 

way, thereby enabling them to understand the real-world scenes in a better way. For 

example, there are many applications like, TapTapSee, SeeingAI, etc.  developed for 

visually impaired persons. These applications use the device camera to identify people 

and objects, and then the app audibly describes those objects. Medical image 

captioning highlights the relationships between image objects and clinical findings, 

which makes it a very challenging task. The generation of medical reports not only 

reduces the doctor’s workload and accelerates clinical workflow but also aids in the 

efficient exploitation of medical content. Therefore, this produces faster and more 

accurate interpretations of findings, and offers important assistance to doctors. 

Autonomous vehicles use visual captioning technology to describe the 

surroundings for efficient vehicle-to-passenger communication. This helps in 

identifying pedestrians, other vehicles, or obstacles thereby, allowing for more natural 

communication between humans and machines in collaborative settings. Furthermore, 

Semantic segmentation aids in object recognition within the framework of image 
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analytics, but it is unable to provide an explanation of the objects' relationships with 

one another through the use of verbs or contextual data. For instance, a security camera 

might identify a person and an automobile, but it might not disclose that the person is 

breaking into a car. In addition to alerting people to see the images and videos and take 

action, automatic caption generation can assist in identifying these occurrences.  

Image captioning can also benefit the search engines and content management 

systems can more readily index and retrieve images based on their content when text 

descriptions are included for photos. This is especially important for huge datasets 

where users need to search through thousands of visuals to identify a specific image. 

Vegetable diseases may now be identified from leaf images thanks to recent 

developments in deep learning technology. In terms of accuracy, stability, and 

portability, the current computer vision-based approaches for disease recognition have 

demonstrated impressive accomplishments. Nevertheless, these approaches lack a 

textual foundation to back up the users' judgment and are unable to offer a basis for 

decision-making for the outcome. Therefore, with the help of image captioning system, 

the disease recognition model is able to diagnose the type of disease by using its 

physical characteristics and provides a tool to generate description sentences by 

analyzing the visual features in the image.  

Visual Storytelling is yet another application and research area of image captioning 

which has the ability to capture the nuances of complex scenes involving multiple 

objects, interactions, and contextual elements. This enables the generation of detailed 

and contextually rich textual descriptions that effectively convey the essence of the 

visual content. 
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Such applications of visual image captioning motivate us to develop intelligent, 

robust and efficient captioning frameworks which helps to generate image description 

in the form of natural language sentences. Therefore, in this thesis, novel factual, 

stylized and dense captioning frameworks are established which describes the images 

either factually, or by highlighting a particular style or emotion (romantic or 

humorous). Also, a novel framework is developed that generates a paragraph-based 

description of images by describing more minute details of an image and generating 

coherent and diverse sentences. 

1.7 Significance of Study 

Image captioning is an amalgamation of Natural Language Processing (NLP) and 

Computer Vision (CV). This process is an automatic description of contents of an 

image in the form of natural language sentences. The very nature of it makes it suitable 

for applications such as image retrieval, human-robot interaction, aid to the blind, 

radiology report generation, agriculture, visual storytelling, and visual question 

answering and the like. 

The study's main conclusions encourage a broader framework for image 

captioning in numerous real-world applications. Such applications will support the 

daily routine that most users share. Another important significance of this study is 

the establishment of a state-of-the-art that will enable the research community to delve 

deeper into this field. 

1.8 Thesis Overview 

Chapter-2 provides a detailed study conducted on different state-of-the-art and 

their analysis, i.e., merits and demerits for visual image captioning. Also, the study 
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conducted presents different evaluation parameters utilized to evaluate the 

performance of image captioning models. Furthermore, the detailed study conducted 

helped to draw an outline of research gaps in the concerned area. The final research 

objectives are defined which are addressed in the thesis later. 

In Chapter-3, two intelligent factual image captioning models are presented. The 

first model is a lightweight transformer model with GRU integrated decoder. The 

proposed lightweight transformer utilizes a single encoder-decoder architecture for 

generation of captions. The second model is the XGL-Transformer model for image 

captioning that generates factual-based descriptions of images by capturing higher-

order interactions thereby, improving the caption generation model.  

Furthermore, in Chapter-4 a novel stylized-based image captioning framework 

is presented. The proposed framework that learns both unstructured (semantics) and 

structured (style) feature distributions jointly to generate controlled and plausible 

stylized captions. In Chapter-5, paragraph-based image captioning framework is 

discussed. The proposed framework leverages a multi-level variational autoencoder 

based transformer that captures consistent long-term structure and provides correlation 

between visual and long-text embeddings for the generation of intermediate 

paragraph-based descriptions. 

Chapter-6 presents a novel caption summarization transformer that provides a 

summarized caption for a given image. The summarization transformer integrates two 

image captioning tasks, factual and stylized image captioning to output a caption that 

describes the content of image by highlighting the factual and the stylized content. 

Also, the thesis discusses about two main applications of image captioning in Chapter-

7. The chapter focusses on aid to blind and radiology report generation applications of 
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image captioning. The proposed models generates syntactically and semantically 

correct sentences by describing important objects, attributes, and their relationships 

with each other. 

Finally, Chapter 8 highlights the important conclusions drawn from these 

methods and gives the details of future scope of work.  
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Chapter-2 

Literature Review 

The state-of-the-arts for coherent and reliable captioning for images are covered 

in this chapter. In order to comprehend how different captioning tasks (like stylized 

image captioning, paragraph-based image captioning, etc.) and captioning methods 

have evolved over time and improve descriptions of images, the literature can be 

generally divided into two categories: traditional techniques and deep-learning-based 

techniques. Further, the chapter also discusses about different evaluation parameters 

which are utilized to test the performance of the captioning models.   

2.1 Image Captioning Techniques 

Image captioning, a popular area of research in the field of Artificial Intelligence 

(AI), deals with mainly two domains for analysis of image: (𝑖) image understanding 

(𝑖𝑖) language description. Image understanding deals with the detection and 

recognition of objects that help extract semantic features whereas language description 

carries out the representation of sentences using both linguistic and semantic 

understanding of the language. The challenge is to design an image captioning model 

that can generate more human-like rich descriptions of images with the understanding 

of objects or scene recognition in an image and the relationship among them. The 

image captioning problem is categorized into two main categories as shown in Fig 2.1: 

(𝑖) Traditional Techniques (Retrieval-Based and Template-Based methods) and (𝑖𝑖) 

Deep Learning- Based methods. Retrieval-based techniques [7] [27] retrieve the 

closest matching images and generate descriptions as a caption of the query images.  
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Fig 2.1: Image Captioning Techniques (a) Reterival-Based Caption Model (RCM), 

(b) Template-Based Caption Model (TCM), (c) Deep-Learning-Based Caption Model 

(DLCM) 

These methods use re-ranking to produce correct sentences but fail to adjust 

descriptions for new images. Template-based image captioning models [28] [29] 

generate descriptions with predefined syntactic rules. Such methods cannot generate 

meaningful sentences as they cannot express visual content correctly. Nonetheless, the 

field of image captioning has gained popularity in the recent past owing to the 

introduction of deep-learning architectures [30] [31]. These architectures utilize 

encoder-decoder structures to understand images. Further detailed categorization of 

deep-learning-based image captioning tasks and methods is shown in Fig 2.2.  
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Fig.2.2: Taxonomy of Classification of Image Captioning Techniques 

2.1.1 Traditional Image Captioning Techniques 

Traditional techniques for image captioning can be categorized as Retrieval-

based and Template-based techniques. Different methods related to traditional 

techniques with their pros and cons are discussed in the following sections. 

2.1.1.1 Retrieval-Based Image Captioning Techniques 

The most traditional form of image captioning technique is retrieval-based image 

captioning. It uses a query image and produces a caption for the given input image by 

retrieving a sentence or a set of sentences for a pre-specified pool of sentences. The 

caption is generated either as a single sentence or a combination of those retrieved 

sentences. [7] established a meaning space < 𝑜𝑏𝑗𝑒𝑐𝑡, 𝑎𝑐𝑡𝑖𝑜𝑛, 𝑠𝑐𝑒𝑛𝑒 >which links 
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sentences to images. It created a system that provides rich and subtle representations 

of information by computing a score and linking an image to a sentence. The score is 

later used to attach the descriptive sentence to a given image. The score closest to the 

query image is used to select the final description of the image as a caption. The work 

[32] employed global image descriptors to retrieve a set of images from a web-scale 

collection of captioned photographs and utilized details of the retrieved images to 

perform re-ranking according to the similarity in contents of the query image. [27] 

introduced a dataset for sentence-based image descriptions and evaluated using a 

ranking concept. It assumed that for a given query image there always exists a sentence 

that is appropriate for it [27]. This assumption is not always true. Therefore, instead of 

using retrieved sentences as descriptions of query images directly in the other line of 

retrieval-based research, retrieved sentences are utilized to compose a new description 

for a query image. To project image and text items into a common space, Canonical 

Correlation Technique [33] [34] correlated different captions generated for each 

training sample. Further, it measured cosine similarity to determine the similarity in 

documents for text analysis in new common space by and selects the top-ranked 

sentences which act as a description for a query image. [35] proposed a method for the 

generation of a description for a particular query image. It extracted global features to 

retrieve a set of query images which were further trained for the selection of phrases 

from the ones associated with retrieved images and finally a description of images is 

generated based on the selected relevant phrase. [36] proposed a tree-based method 

similar to [35], which utilized web captioned images. The disadvantages of retrieval-

based image captioning methods are evident. These methods generate a description for 

query images in well-formed human-written sentences. The generated descriptions are 
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grammatically correct and fluent which means they can easily extract semantic 

information but requires training datasets that contain all types of attributes that adapt 

to new combinations of objects or novel scenes. Under certain conditions, generated 

descriptions may even be irrelevant to image contents as this method is not good in 

discovering words outside the training data. Retrieval-based methods have large 

limitations to their capability to describe images.  

2.1.1.2 Template-Based Image Captioning Techniques 

Template-Based caption generation technique generates captions both 

syntactically and semantically via a very constrained process. For a given image, this 

technique first detects a set of visual concepts (objects, attributes, information from 

images) and uses a specified grammar rule which combines the information and 

describes the images by filling the obtained data or information into the pre-defined 

blanks of sentence template. [29] proposed a method where nouns, verbs, scenes, and 

prepositions (known as quadruplet) were used to describe a sentence template. 

Description of images was done by using a detection algorithm [37] [38] that provided 

an estimate of objects and scenes in the image and further, the method employed a 

language model [39] to predict words, scenes, and prepositions for the formation of 

captions of the input image. Such techniques uses triplet of a scene of an object or an 

action that fills the gaps of templates in the format <<adj1, obj1>, prep, <adj2, obj2>> 

for encoding recognition. [40]  proposed an algorithm that first used an image 

recognizer the purpose of which was to obtain visual information from the image, 

including objects, their attributes, and the spatial relationships between different 

objects. Furthermore, Conditional Random Field (CRF) helped to render the image 

contents and generates image description as a tree generating process based on visual 
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recognition results and represented images by using <objects, actions, spatial 

relationships> triplets [28] [41].  

Methods discussed above use visual models which predicate individual words 

from a query image in a piece-wise manner. To generate more descriptive sentences 

under template-based learning, phrases are used in the generation of sentences [42]. 

Therefore, many methods have been proposed utilizing phrases under template-based 

image captioning. The captions generated by template-based image captioning 

methods are syntactically correct, and the descriptions yielded by such methods are 

usually more relevant to image contents than retrieval-based ones. 

However, there are some disadvantages of these methods also. Since template-

based description generations are strictly constrained to image contents recognized by 

visual models, there are limitations to coverage, creativity, and complexity of 

generated sentences due to the availability of a small number of visual words. 

Moreover, compared to human-written captions, using rigid templates as the main 

structure of sentences, generated descriptions less natural. 

2.1.2 Deep-Learning based Image Captioning Techniques 

Retrieval-based and template-based captioning of images were adopted mainly 

in the early work. With recent advancements in deep neural networks, researchers are 

embracing deep-learning-based image captioning techniques. Deep neural networks 

are extensively embraced for tackling the image captioning task. Therefore, the 

classification of deep neural network-based image captioning is outlined based on the 

two subcategories namely: i) image captioning task, and ii) image captioning methods. 

Detailed classification for different tasks and methods for deep-learning-based image 

captioning is shown in Fig 2.2. In this section, all the state-of-the-art in Fig. 2.2 are 
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reviewed in detail and a further overview of all state-of-the-art deep-learning-based 

image captioning techniques is presented in Tables 1-9. 

2.1.2.1 Image Captioning Task 

Image descriptions generated by the captioning model can be in the form of 

single sentence or in the form of paragraph, or the description generated may enhanced 

by the type of style or sentiment or may include novel object description, or the caption 

generated may incorporate the changes in the before and after images of a particular 

scene. Therefore, deep-learning based image captioning techniques can be classified 

into various image captioning tasks i.e., (i) Single Sentence IC, (ii) Novel-Object-

Based IC, (iii) Stylized IC, (iv) Dense or Paragraph-based IC and, (v) Change Image 

Captioning. The detailed overview of various image captioning tasks with their state-

of-the-art techniques is discussed and analyzed in sub-sections 2.1.2.1.1 to 2.1.2.1.5 

sub-section focusses on the above-mentioned image captioning tasks.  

2.1.2.1.1 Single Sentence Image Captioning 

An automated Single Sentence Image captioning generates the contents of the 

whole image in the form of a single sentence. The caption generated at the output may 

adopt any type of deep-learning-based captioning method like encoder-decoder based 

method, semantic concept-based methods, attention mechanism-based methods, etc.  

Further, detailed discussion of single sentence IC task is provided in sub-section 

2.1.2.2  

2.1.2.1.2 Novel-Object-Based Image Captioning Techniques 

Recent deep-learning-based image captioning techniques have achieved very 

favourable results, but these techniques depend mainly on the sentence captions and 
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their paired image datasets. These methods generate captions for objects within the 

context because requiring a large set of training image-sentence pairs. The novel-

object-based image captioning technique is capable of describing novel objects which 

are not present in paired image caption datasets. This technique is based on the 

following three steps: (1) unpaired data of image and text are trained by a separate 

language model and a classifier. (2) a deep caption generation model is usually trained 

on data (paired-image). (3) the models trained in (1) and (2) are combined and trained 

which generated the descriptions for the novel objects. Novel object-based captioning 

of images is not only trained for image-text paired sets but is also trained for unpaired 

ones. [43] presented a Deep Compositional Captioner (DCC) which generated the 

captions for unseen objects present in the images. This model described novel objects 

and their interactions with other objects. [44] described a copying mechanism known 

as LSTM-C for caption generation for novel objects. In this method, a classifier was 

developed for novel objects by using a separate dataset for object recognition. It 

integrated appropriate words for output captions using an RNN-decoder with a 

copying mechanism. With the increase in complexity of the caption generation for 

novel objects, a Novel-Object Captioner (NOC) [45]  has been introduced to generate 

captions for unseen objects in images. It learned semantic knowledge and various 

external sources to recognize various unseen objects. This model exploited semantic 

information to generate captions in the ImageNet dataset for hundreds of object 

categories that are not observed in MSCOCO. [46] introduced a concept of zero-shot 

novel object caption generation using Decoupled Novel Object Captioner (DNOC). It 

generated novel objects descriptions without extra training sentences. The zero-shot 

learning technique bridged the gap between visual and textual semantics. [47] 
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discussed a new pointing mechanism-based framework and is also known as LSTM-P 

or LSTM with pointing that facilitated vocabulary expansion and encouraged global 

coverage of objects in the sentences generated. LSTM-P provided superior results on 

COCO and ImageNet datasets when compared with other state-of-the-art methods [45] 

[44]. [48] encouraged the development of captioning models that could learn visual 

concepts from other object detection datasets. However, when these models have been 

applied in the wild a much larger variety of visual concepts are to be learned. [49] 

presented a novel network structure known as Cascaded Revision Network (CRN) that 

described an image using existing vocabulary from in-domain knowledge. With lesser 

out-of-domain knowledge, generated captions may contain ambiguous words for 

images with novel objects. Re-edit is done for primary captioning sentences by a series 

of cascaded operations after which external knowledge is utilized which selects more 

accurate words for the novel objects and hence generates accurate captions for the 

unseen or novel objects. Caption generation for novel objects is a highly desirable yet 

challenging task. Therefore, [50] described VIsual VOcabulary pretraining (VIVO) 

that trained a multi-layer transformer model to generate fluent captions for novel 

objects along with the locations of these objects. 

2.1.2.1.3 Stylized Image Captioning Techniques 

Based on the contents of the images, existing models generated descriptions of 

attributed due to factual descriptions and did not consider the stylized part of the image 

from other patterns. Stylized captions are considered to be more expressive and 

attractive in comparison to the flat description of the generated images. Fig. 2.3 shows 

the block diagram representation of the stylized technique. This method generates the 

information from images using a CNN-based encoder. A text corpus is prepared which 
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extracts various stylized concepts such as romance, sentiments, etc. From the 

information generated from the CNN-based encoder and generated corpus, the 

language generation block generates attractive captions. This technique has become 

very popular as this is mainly used in many real-time applications. For example, people 

nowadays upload many photographs on many social media platforms, which need 

attractive and stylized captions for them. [51] proposed a novel image captioning 

technique known as StyleNet that generated attractive captions with the addition of 

various styles. The factual and style factors are separate from the captions generated 

with the use of CNN and a factored LSTM architecture and outperform the existing 

approaches with the FlickerStyle10K dataset which contains 10K Flicker images with 

humorous and romantic captions. Attractive and stylized captions can be generated 

with the use of multitasking sequence-to-sequence training by identifying style factors. 

In our day-to-day conversations, decision making and interpersonal relationships, 

various nonfactual expressions such as shame, pride, etc. are used. [52] described a 

method known as SentiCap which can generate image captions using positive and 

negative sentiments. This method combined two CNN + RNNs running in parallel in 

which one is responsible for the generation of non-factual words while the other 

generates the words with sentiments. This technique produces emotional image 

captions using only 2000+ training sentences which consisted of sentiments and 

produced 86.4% positive captions. Stylized image captioning has gained popularity in 

the past few years and therefore advancements are being made in this technique by 

multi-style image captioning. [53] claimed multi-style image captioning, known as 

MSCap with a standard factual image caption dataset and a multi-stylized language 

corpus with unpaired images. This model contains four modules namely style 
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Fig 2.3: Basic Block Diagram representation of Stylised Image Captioning 

dependent caption generator, caption discriminator, a style classifier, and at last 

experiments are conducted which demonstrates the outstanding performance of the 

work in [53].  [54] proposed a new variant of LSTM named style-factual LSTM and 

was used for the generation of captions that had a specific style. Without the use of 

extra ground-truth supervision, the method proposed in [54] outperformed the various 

state-of-the-art approaches by using factual and stylized knowledge. Stylized-based 

captioning suffers from limited style variation and content regression. [55] described 

a controllable stylish image description model which generated various stylist captions 

by plugging in style-specific parameters. [56] proposed a method MemCap which that 

explicitly encoded the knowledge about linguistic styles with memory mechanism. 

MemCap first extracts content relevant style knowledge from memory module with 

attention mechanism and further, the extracted knowledge was incorporated into a 

language model. The effectiveness of [56] is demonstrated by StyleNet and 

FlickerStyle10K datasets. To increase the diversity of captions [57] presented a 

framework named Mixture of Recurrent Experts (MoRE) that derived SVD from 

weighting matrices of RNN. This model generated diverse and stylized descriptions of 

images also in terms of content accuracy. [58] described stylized image captioning 
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with paired stylized data that extracted style phrases from small-scale stylized 

sentences and graft them to large-scale factual captions. 

2.1.2.1.4 Dense or Paragraph Image Captioning  

The tasks and methods mentioned in sub-sections from 2.1.2.1.1 to 2.1.2.1.3 and 

2.1.2.2, can generate one sentence to describe an image. These models extract features 

by considering entire all images but some regions like background and objects from 

the images cannot be extracted and these regions of the image do not have caption 

generated. This mechanism fails to retain and process effective information for caption 

generation. Moreover, the detected attributes cannot be combined by the models to 

generate a sentence that is limited by specific grammar. Procedural steps involved in 

dense image captioning techniques are as follows: (1) Region proposals are generated 

for the different regions of the given image. (2) CNN is used to obtain the region-

based image features. (3) The outputs of Step 2 are used by a language model to 

generate captions for every region. Fig. 2.4 (a) exhibits the basic principle involved in 

the dense captioning technique. An example of image paragraph generation is shown 

in Fig 2.4 (b) which supports that dense captioning generates the description for each 

region and each description is independent, while image paragraph can generate the 

paragraph with related sentences. [59] defined DenseCap, a dense captioning model 

that jointly addressed localization and description tasks with the help of Fully 

Convolutional Localization Network (FCLN) architecture. The FCLN architecture is 

composed of CNN, RNN, and novel dense localization layer. DenseCap [59] network 

was evaluated on the Visual Genome dataset which provided improvements in speed 

and accuracy.  [15] used Region Proposal Network (RPN), trained to generate high-

quality region proposals. RPN is a fully convolutional network, merged 
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Fig 2.4: (a) Fundamental Steps Involved in Dense Image Captioning (b) An example 

to illustrate Dense Captioning & Paragraph Generation 

with Fast R-CNN for detection. [60] presented a unified method that was based on two 

novel concepts: (1) joint inference; which jointly depends on visual features and 

predicted captions of regions and (2) context fusion; which combines context features 

and visual features for a description of rich captions for a particular image to generate 

dense captions. Dense Semantic Embedding Network-LSTM (DSE-LSTM) [61] 

preferred to extract dense semantic embeddings from DSE-network and predicted a 

word for every semantic feature at each step.  [62] introduced relational captioning 

that generated multiple captions with the help of relational information between 

objects in an image. The work [63] [62], presented a multi-task triple-stream network 

(MTTSNet) to generate diverse and rich captions on large-scale datasets. 

Recent advancements in dense image captioning are related to precise feature 

extraction that realizes a complete understanding of an image by localizing and 

Image 

RPN 

Region 

Detector 

Pooled 

Vector 
Language 

Detector 

Generated 

Sentences 

Projection 

Pooling 

Regions with features 

 

(a) 
(b) 

Dense Captioning 

-Teacher is teaching in the class.         

- Class is beautifully decorated  

- Students are learning about Cancer and its treatment. 

-There are 10 students in class. 

-One student is asking doubt from the teacher. 

 

Paragraph Generation 

This image describes a beautifully decorated class scene in 

which teacher is teaching in the class about the topic cancer 

and its treatment. There are in total 10 students in the class 

and one student has raised his hand. Also in right hand side 

of the black board there Is a world map on the wall of the 

class while on the left side of the board there is a drawing of 

a bee. 



27 

 

describing multiple salient regions. [64] defined precise feature extraction (PFE) to 

provide enhanced dense captions of images. The dense relational captioning method 

[62], generated multiple captions that provide relational information between objects 

and explicit descriptions for a different combination of objects. This method was 

advantageous in terms of diversity and amount of information. Dense Image 

captioning models are relatively independent and generate unrelated captions.  

Paragraph generation is based on finding the relationship between objects and co-

referencing while generating sentences. [65] attempted to generate dense paragraphs 

to describe an image in the form of detailed and unified stories by detecting semantic 

regions in images and using a hierarchical neural network. It helped to generate 

coherent sentences which increased the complexity of the model. [66] presented a 

Depth- image with details. The effectiveness of image paragraph generation was 

reduced due to a lack of diversity between sentences. [67] considered the sequence 

level training for image paragraph generation and produced diverse paragraphs with 

an integrated penalty on trigram repetition. 

Description of an image by a full paragraph involves organizing sentences 

orderly, coherently, and Depth-aware Attention Model (DAM) for paragraph 

generation. In DAM [66] the depths of image areas were estimated and spatial 

relationships between objects were revealed by a linguistic decoder. The model 

generated the paragraph description logically and coherently. [68] managed to generate 

longer, richer, and more fine-graded descriptions of an image in a paragraph by 

presenting a Context-Aware Visual Policy (CAVP) network. [69] also attempted a 

method for coherent paragraph generation using CNN. Dual-CNN decoder helped 

produce a semantically coherent description of images and provided state-of-the-art 
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results on the Stanford Image paragraph dataset. [70] presented a transformer-based 

method known as meshed memory transformer for caption generation. The method 

devised mesh-like connectivity at the decoder to exploit low-level and high-level 

features. [71] presented a hierarchical topic-guided image paragraph generation 

framework also known as the Visual-Textual Coupling Model (VTCM) that coupled a 

visual extractor with a deep topic model. LSTM and transformer are jointly optimized 

to guide the generation of paragraphs and provided improved results over [70] for the 

Stanford Image Paragraph dataset. The work [72], described visual scenes with long 

sentences. It included perceptual and semantic information and described what is in 

the image. [73] presented Hierarchical Scene Graph Encoder-Decoder (HSGED) that 

generated coherent and distinctive paragraphs and achieved state-of-the-art results on 

the Stanford Image Paragraph dataset. The image paragraph captioning method should 

generate consistent sentences rather than contradictory ones. To overcome this, [74] 

presented a method that incorporated incorporate objects’ spatial coherence into a 

language-generating model. This method achieved promising results by extracting 

effective object features for image paragraph captioning. 

2.1.2.1.5 Change Image Captioning (CIC) 

The captioning tasks discussed in sub-sections 2.1.2.1.1 to 2.1.2.1.4, deal with 

the detection and recognition of objects that help extract semantic features and describe 

these features in the form of natural language. In this section, we will elucidate about 

Change Image Captioning (CIC) which identifies a change and describes it in an 

incisive manner. CIC differentiates two images of a changing scene, captured at 
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   Fig. 2.5: Architecture of DUDA [75] 

different time steps- before and after scene. This helps to observe analytically possible 

changes that occurred in the scene. This view of image caption generation gives an 

active and attentive eye on the attributes and the change in attributes with time steps 

in an image. This process requires an additional reference image to identify the change 

over time and generate the captions adaptively. Hence, we can say that the CIC method 

utilizes the time dimension along with the spatial dimension of an image. It is highly 

useful in real-time applications such as aerial imagery [76] [77] analysis for disaster 

response systems [78] and monitoring of land cover dynamics [79], and street scenes 

surveillance [80] . 

CIC is a very challenging task that aims to describe the subtle difference between 

two similar images in the form of natural language. Images acquired from different 

camera perspectives and different illumination exposure make CIC more challenging. 

Therefore, change detection in an image becomes an essential step to generate a 

caption. Earlier methods [76] [77] [79] utilized an unsupervised approach to detect 

changes due to the high cost involved in labelling the large ground-truth samples. 

Further, the semi-supervised approach [78] discussed, relies on hierarchical shape 

representation. Another work [81] detected changes based on dense optical flow to 
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address the difference in viewpoints. The works [82] [83] addressed more subtle, fine-

grained change detection, where an object may change its appearance over time. To 

tackle this problem, [84] estimated a dense flow field between images to address 

viewpoint differences. In this direction, Park et al. [75] defined a Dual Dynamic 

Attention Model (DUDA) based on attention mechanism rather than pixel-level 

difference or flow. The model distinguished relevant scene changes from 

illumination/viewpoint variations with the help of a dynamic attention scheme. The 

DUDA framework, Fig. 2.5, consists of two main components: (𝑖) Dual attention, and 

(𝑖𝑖) Dynamic Speaker. Dual Attention processes multiple visual inputs separately and 

addresses Change Captioning in the presence of distractors. However, Dynamic 

Speaker predicts attention over the visual features at each time step and obtains the 

dynamically attended feature. Another work [85] presented Mirrored Viewpoint-

Adapted Matching (M-VAM) encoder to distinguish viewpoint changes from semantic 

changes. M-VAM self-predicted the difference (changed) region maps by feature-level 

matching without any explicit supervision. Further, [86] worked upon a semantic 

relation-aware difference representation learning network. This network explicitly 

learned the difference representation in the existence of distractors. [87] focused on a 

training scheme that used an auxiliary task to improve the training of the network. This 

auxiliary network helped in the generation of precise and detailed captions and 

provided state-of-the-art results on benchmark datasets for change captioning. 

Viewpoint-Agnostic change captioning network with Cycle Consistency (VACC) [88] 

method explicitly distinguish between the real change from a large amount of clutter 

and irrelevant changes [89] worked upon Relation-embedded Representation 

Reconstruction Network (𝑅3𝑁𝑒𝑡) and provided state-of-art results on Spot-the-Diff 
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and CLEVR-change dataset. The existing scene changes captioning approaches 

recognize and generate change captions from single-view images. Those methods have 

limited ability to deal with camera movement, object occlusion, which are common in 

real-world settings. To resolve these issues, [90] [91] presented a framework that 

described changes from multiple viewpoints (or 3-D vision) in form of natural 

language. 

Table 2.1: Overview of different Deep-Learning-based Captioning Tasks 

Ref. CT 
Citatio

ns 
Method Dataset Advantages Limitations 

[43] 
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o
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e 
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n
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259 DCC 
MSCOCO 

ImageNet 

Describes new objects 

which are not present in 

current caption corpora, 

provides rich descriptions 

of images 

Some sentences 

generated are 

grammatically 

incorrect but they do 

incorporate new 

words. 

[44] 119 LSTM-C 
MSCOCO 

ImageNet 

Improvement in 

performance can be 

observed 

Not suitable for large 

scale image 

benchmarks 

YFCC100M 

[45] 146 NOC 
MSCOCO 

ImageNet 

The model can describe 

many more novel objects 

and provide state-of-art 

results 

This model fails to 

describe new objects. 

[46] 43 DNOC MSCOCO 

Evaluation examples 

contain unseen objects 

and no additional 

sentence data is available. 

The complex 

structure of the 

model 

[47] 41 LSTM-P 
MSCOCO 

ImageNet 

Covers more objects in 

the generation of captions 

and thus improves the 

captioning mechanism. 

Improved F1 scores 

Placements and 

moments of copying 

novel objects in 

sentences are not 

fully yet understood 

in the literature. 

[48] 11 nocaps 
nocaps 

MSCOCO 

Dataset provides better 

object detection and 

improvements in the 

captioning mechanism are 

obtained. 

Analysis shows that 

there is significant 

room for 

improvement for the 

image captioning 

task. 

[49] 22 

Cascaded 

Revision 

Network 

MSCOCO 

ImageNet 

Can efficiently describe 

images with unseen 

objects. 

METEOR score is 

lower than LSTM-C 

[50] 1 VIVO 
MSCOCO 

nocaps 

Achieved new state of art 

results on nocaps and 

surpassed the human 

CIDEr score 

Needs to leverage a 

large amount of 

vision data to 

provide 
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improvement in 

visual vocabulary 

[52] 
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137 SentiCap MSCOCO 

Able to generate 

emotional captions for 

over 90% of the images 

and are evaluated using 

crowdsource and 

automatic evaluations. 

More or less 

inappropriate in 

content description 

or sentiments or both 

for some images 

[51] 197 StyleNet 
FlickerStyl

e10K 

Able to learn styles from 

a monolingual textual 

corpus. Can generate 

visually attractive and 

stylish captions 

Romantic and 

humorous styles are 

combined but no 

improvements were 

there. 

[53] 40 MSCap 

COCO, 

SentiCap, 

FlickerStyl

e10K 

Better fluency than 

StyleNet. Captions 

generated are fluent and 

relevant and are correctly 

stylized 

MSCap rates can be 

improved which can 

further improve the 

efficacy 

[54] 39 

Styled 

Factual-

LSTM 

MSCOCO 

FlickerStyl

e10K 

Captures both factual and 

stylized information 

For negative caption 

generation, the 

performance is 

competitive with 

SentiCap 

[55] 9 

LSTM 

with 

Domain 

Layer 

Norm 

MSCOCO 

This model progressively 

includes new styles which 

are more preferred by 

human subjects. 

Transfer accuracy of 

the source to humor 

is low and for lyrics 

style, it is also low 

[56] 14 MemCap 

SentiCap 

FlickerStyl

e8K 

Generates sentences that 

describe the content of 

the image accurately and 

reflect the desired 

linguistic style 

appropriately 

- 

[58] - SAN 

SentiCap 

FlickerStyl

e8K 

The framework generates 

corresponding stylized 

captions for images in the 

largescale factual corpus. 

Noise may be 

introduced in each 

process 

[57] 1 MoRE MSCOCO 

Provides improvements in 

terms of accuracy, 

diversity, and styled 

captions 

- 

[15] 

D
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se
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ar
ag

ra
p
h

 I
m

ag
e 

C
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24897 RPN 
PASCAL 

VOC 2007 

Efficient and accurate 

region proposal 

framework. Provides 

object detection accuracy 

Complexity 

increases with Fast 

R-CNN 

[59] 

 
1001 

CNN-

RNN 

Visual 

Genome 

Supports end-to-end 

training and efficient test-

time performance and 

provides visually pleasing 

results. 

Failure occurs in 

some cases where 

interaction between 

objects can be seen. 

[65] 245 HRN MSCOCO 

This model 

interpretability generates 

descriptive paragraphs 

using the only subset of 

image regions and with 

- 
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the use of a wider 

vocabulary. 

[60] 97 LSTM 
Visual 

Genome 

This novel model 

incorporates joint 

inference and context 

fusion and achieves state-

of-art performance on 

Visual Genome 

Sequential modeling 

needs enhancements 

for this framework. 

[68] 59 CAVP 

Stanford 

Paragraph 

Dataset 

MSCOCO 

Superior to RL-based 

methods and provides 

top-ranking performances 

on MSCOCO and 

Stanford image 

captioning datasets. 

the models 

optimized by CIDEr 

or BLEU would be 

more superior over 

that by cross-entropy 

[66] 21 

CNN-

LSTM + 

Attention 

Visual 

Genome 

Strengthen image 

paragraph captioning by 

enriching raw data with 

extra geometric 

information which also 

improves diversity 

Takes a much longer 

time to generate 

paragraphs with 

diversity. 

[67] 29 

SCST + 

Repetition 

Penalty 

Visual 

Genome 

This work increases 

diversity in paragraph 

generation and provides 

substantial improvement 

in state-of-art techniques. 

Many language 

issues arise for 

paragraph 

generation. 

[64] - LSTM 
Visual 

Genome 

Provides better regional 

features which promote 

better implementation of 

region positioning and 

descriptions. 

Complexity arises in 

the calculation of 

mAP (mean Average 

Precision) 

[61] 23 
DSE-

LSTMS 

MSCOCO 

Flickr30K 

A bidirectional LSTM 

structure is used which 

captures previous and 

future contexts. TReLU 

can improve distinctness 

in the captions 

MSCOCO is more 

challenging than 

Flickr30K in 

captioning and 

retrieval tasks. 

[70] 173 

𝑀2-

Transform

er 

MSCOCO 

Provide object details and 

small detections which 

achieve new state-of-art 

results on COCO. 

This model is 

slightly worse on the 

ROUGE evaluation 

metric. 

[69] 6 Dual-CNN 

Stanford 

Paragraph 

Dataset 

The model provides more 

efficiency by giving less 

training time and is 

effective with high CIDEr 

score obtained. 

For the encoder side, 

more semantic 

information like 

positional 

relationships must be 

considered. 

[62] 2 MTTSNet 
Visual 

Genome 

This model facilitates 

POS-aware relational 

captioning. This new 

framework can open new 

applications. 

Suffers from visual 

ambiguity, geometric 

ambiguity, and 

illumination. 

[71]  

VTCM-

Transform

er 

Stanford 

Paragraph 

Dataset 

This method captures the 

correlation between 

image and text at multiple 

levels of abstraction and 

The complexity of 

the model increases 

as this model also 

generates the topic 
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learns semantic topics 

from images. 

for the paragraph 

generated. 

[72] 4  

Stanford 

Paragraph 

Dataset 

Generates both accurate 

and diverse image 

paragraphs by utilizing 

both visual and linguistic 

information 

- 

[74] - ORA 

Stanford 

Paragraph 

Dataset 

The proposed method 

generates slightly higher 

METEOR scores. 

- 

[73] - HSGED 

Visual 

Genome 

Stanford 

Paragraph 

Dataset 

Semantic and hierarchical 

knowledge of an image 

can be transferred into the 

language domain easily 

- 

[63] 37 MTTSNet 

Relational 

Captioning 

Dataset 

MTTSNet facilitates POS 

aware relational 

captioning 

- 

[75] 
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e 
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43 DUDA 

CLEVR-

Change 

Spot-the-

diff 

The model is robust to 

distractors in the sense 

that it can distinguish 

relevant scene changes 

from 

illumination/viewpoint 

changes 

The spot-the-Diff 

dataset is not the 

definitive test for 

robust change 

captioning as it does 

not consider the 

presence of 

distractors 

[88] - VACC 

CLEVR-

DC 

CLEVR-

Change 

Spot-the-

diff 

The cycle consistency 

module that evaluates the 

quality of caption 

 

[85] 6 M-VAM 

CLEVR-

Change 

Spot-the-

diff 

M-VAM encoder can 

accurately filter out the 

viewpoint influence and 

figure out the semantic 

changes from the images 

Negative samples are 

seen due to resizing 

operations; as a 

result, objects 

become too small to 

be recognized. 

[87] 2  

CLEVR-

Change 

Spot-the-

diff 

This method composed 

query image retrieval as 

an auxiliary task to 

improve the primary task 

of image change 

captioning 

 

 

 

 

 

[86] - 
SRDRL + 

AVL 

CLEVR-

Change 

Spot-the-

diff 

This method achieves 

state-of-the-art 

performances. 

This method needs 

improvement to 

learn more fine-

grained difference 

representation 

[91] 4 
Indoor 

CIC 
3D-Dataset 

First attempt for indoor 

scene change captioning. 

There is still room 

for improvement, 

especially for object 

attribute 

understanding 

[90] 7 3D-CIC 3D-Dataset 
Three syntactic datasets 

are created. 

The dataset should 

contain more 
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complex scenes, 

object models with 

higher diversity, and 

placing object 

models at various 

locations in the 

scenes. 

[89] - R3: Net 

CLEVR-

Change 

Spot-the-

diff 

This method can 

explicitly distinguish 

semantic changes from 

viewpoint changes 

This model does not 

consider very slight 

movements as the 

decoder receives the 

weak information of 

change 

 

2.1.2.2 Image Captioning Methods 

Deep-learning based image captioning methods can be broadly categorized into 

three main categories namely: (i) Multimodal-learning-based IC, (ii) Encoder-

Decoder architecture-based methods, (iii) Compositional Architecture-based methods. 

Multimodal-learning based image captioning methods deals with the learning of image 

and text jointly in multimodal-space. Further, encoder-decoder architecture-based 

methods follows encoder-based image understanding and decoder-based text 

generation whereas compositional architecture-based methods generate multiple 

captions at the output and re-rank those generated captions in order to generate high-

quality image captions. Different models related to the above-mentioned image 

captioning methods with their pros and cons are discussed in the following sections. 

2.1.2.2.1 Multimodal Learning-based Image Captioning Methods 

Multimodal learning-based image captioning models learn both image and text 

jointly in multimodal space. The basic steps of such models include an image encoder, 

language encoder, projection of encoded vectors in multimodal space, followed by 

language decoder. Projection of image and text encoded vectors into multimodal space 
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Fig.2.6: Illustration of Fusion Approach for Multimodal Image Captioning [92] 

maps the image features into a common space with the word features. It helps these 

models to learn richer discriminant features for each sample and yield improved 

captions. [93] were the first to propose a multimodal learning-based image captioning 

method. This technique has an advantage over the traditional ones as this method 

describes images without the use of templates, syntactic trees, and structured 

prediction. This concept can also be extended to other modalities like audio. [94] 

proposed an extension of [93] which learns a joint image sentence embedding with the 

use of LSTM for sentence encoding. It used a new language model named as Structure-

Content Natural Language Model (SC-NLM) for caption generation and reported 

results superior to [93]. [95] presented a bidirectional retrieval of images and sentences 

with the use of deep, multimodal embeddings of visual and natural language data. This 

model worked on a finer level and embedded fragments of objects and sentences to 

interpret predictions for the image-sentence retrieval task. Multimodal-RNN or m-

RNN method [96] generated the probability distribution of a word given a previous 

word and an image. The effectiveness of m-RNN is evaluated on four benchmark 
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datasets namely IAPR TC-12, Flickr8K, Flick30K, and MSCOCO. [97] restored visual 

features from the given description. It can generate sentences and retrieve both images 

and sentences. This method defined an additional recurrent visual hidden layer with 

RNN that made a reverse projection which provided better results when compared with 

other state-of-the-art. [30] presented a hierarchical multimodal learning model with an 

attention mechanism. The model included a CNN network for image encoding, an 

RNN network for identification of objects in images in a sequential manner, and a 

multimodal learning-based RNN with an attention mechanism for caption generation 

with intermediate semantic objects and the global visual contents. [98] defined a 

sequence-to-sequence RNN model. This model extracted the object's features in an 

image and arranged them in order using a CNN-based structure that generates the 

corresponding words in the sentences.   

Recent techniques for multimodal-based captioning of images are based on CNN 

and RNN models which have achieved excellent performance on captioning of images. 

[92] proposed a multimodal fusion method for the description of images as depicted 

in Fig. 2.6. This model generated captions in four parts i.e. a CNN for extraction of 

features, an attribute extraction model, RNN for prediction of words, and a CNN-based 

model for the generation of language. Extensive experiments were conducted on 

Flickr8K, MSCOCO, and Flickr30K which proves that the model proposed provides 

impressive results for the generation of captions for images. [99] presented a self-

guiding multimodal LSTM (sgl-LSTM) model that handled an uncontrollable 

imbalanced real-world image-sentence dataset. It is based on multimodal LSTM (m-

LSTM) that deals with noisy samples and can fully explore the dataset itself. The 

model outperformed the traditional RNN model-based technique [97] [30] in 
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describing the key components of the input images. [100] touched upon news image 

captioning application. News captioning is different from generic captions as news 

images contain more detailed information. To understand and learn news images, a 

multimodal attention mechanism is defined. It incorporates a multimodal pointer 

generation network to extract visual information. Experiments on the Dailymail test 

dataset and BBC test dataset provide improvements in results in terms of BLEU, 

METEOR, and ROUGE-L evaluation metrics. 

2.1.2.2.2 Encoder-Decoder Architecture Based Image Captioning Methods 

Encoder-decoder-based image captioning methods are based on an encoder-

based image understanding module and a decoder-based text generation module. These 

methods are further categorized into three main categories namely: (i) Encoder-

decoder Architecture Without Attention Mechanism (ii) Attention mechanism-based 

architectures, and (iii) Semantic Concept-based architectures. The detailed analysis 

with pros and cons of different encoder-decoder architectures-based methods is 

discussed in the following section. 

 

 

 

Fig.2.7: Basic Principle Involved in Encoder-Decoder Architecture Based Image 

Captioning 
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2.1.2.2.2.1 Encoder-Decoder Architecture Without Attention Mechanism 

The neural-network-based image captioning methods work on the principle of 

the end-to-end framework. Encoder-Decoder architecture [101] [102] was originally 

designed to translate sentences between different languages. The idea behind adopting 

this method is to see the image captioning technique as a translation problem but with 

different modalities. Machine translation architectures extract features from hidden 

activation of CNN passes to an LSTM to generate a sequence of words. Encoder-

Decoder architecture without attention is depicted in Fig.2.7. From this figure, two 

vital observations can be stated as follows: 

i) Relationships between the detected objects and the scenes can be derived by using 

a CNN model. 

ii) Image captions can be generated by using the output obtained in (1) to a language 

model which gets converted into words and combined phrases. 

Kiros et al. [93] presented image captions generation word by word. [18] defined 

Neural Image Caption (NIC) generator that is similar to [93]. It is based on maximum 

likelihood estimation and proposes a CNN and an LSTM for the representation of 

images and the generation of captions respectively. This method is suspected to 

vanishing gradient problem because the information related to images is fed only at 

the beginning of the process and words are generated based on the previous hidden 

state and the current time step which continues until this process gets the end token of 

the sentence. As the process continues the role of initial words becomes weaker thereby 

degrading the quality of sentences generated. Hence, to overcome the challenges of 

LSTM for long-length sentence generation [103] presented an extension of LSTM 

known as guided LSTM or g-LSTM which successfully generated long-length 
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sentences [104] [105]. While designing, different length normalization strategies were 

considered to control the length of sentences. Various methods (multimodal 

embedding space) are being adopted to extract the semantic information from the 

generated captions. [106] designed another variation for encoder-decoder architecture 

that stacks multiple LSTM, also known as Long-term Recurrent Convolutional 

Network (LRCN) generate captions for static as well as dynamic images as well. In 

[107], a special type of text generation method was defined to generate a specific object 

or region description known as referring expression using unidirectional LSTM. The 

generated referring expressions help infer ambiguity in object/scene representation. 

Recent techniques for the detection and classification of objects [108] [109] exhibited 

that the deep hierarchal method performs better than shallower ones. [110] defined a 

deeper Bi-directional LSTM framework to generate semantically rich sentences. It 

utilized both past and future context information that helped in learning long-term 

visual language interactions. [111] incorporated high-level semantics concepts into 

encoder-decoder architecture through the combination of CNN and RNN in the form 

of attribute probabilities. This method achieved a significant improvement in the state-

of-the-art for both image captioning and visual question answering. [112] opted for a 

semi-supervised learning method to train Deep Generative Deconvolutional Network 

(DGDN) [113] as a decoder and deep-CNN as an encoder. It can model the image in 

the absence of associated captions, thus known as semi-supervised. [114] discussed 

attention-based encoder-decoder framework, unified Graph Convolutional Network 

with LSTM to define the semantics and spatial object relationships in image encoder. 

Extensive experiments were carried out on the COCO dataset and better results were 

obtained which remarkably increased CIDEr-D from 120.1 to 128.7. 
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[115] introduced a novel decision-making framework for image captioning. This 

model utilized a “policy network” and a “value network” to collaboratively generate 

captions. [116] presented Conditional Generative Adversarial Networks (CGAN) that 

aim to improve the naturalness and diversity in generated captions. This model jointly 

learns a generator to produce descriptions conditioned on images and is an evaluator 

to assess how well a description fits with the visual content. [117] presented an 

extension of traditional reinforcement learning-based architecture. It dealt with the 

inconsistent evaluation problem and distinguished whether generated captions are 

human-generated or machine-generated with the use of a discriminator (CNN or RNN 

based structures). [118] considered the problem of optimizing image captioning 

systems using reinforcement learning. They worked upon a form of REINFORCE 

algorithm and presented Self-Critical Sequence Training (SCST) for image captioning. 

This method provided an improvement in the CIDEr score from 104.9 to 114.7.  

Herdade et al. [119] used an object relation transformer with an abstract feature 

vector to provide a spatial relationship between input detected objects. This approach 

exhibited improvements on all captioning metrics for the MSCOCO dataset. [120] 

combined CNN with an attention-based Gated Recurrent Unit (GRU) to generate a 

better description for a given image. It is less complex and easy to train for about 100 

epochs. [121] presented a CNN-RNN based encoder-decoder network for image 

captioning in the Hindi Language by manually translating the popular MSCOCO 

dataset from English to Hindi. It provided state-of-art results with a BLEU-1 score of 

62.9, BLEU-2 score of 43.3, BLEU-3 score of 29.1, and BLEU4 score of 19.0. Image 

captioning is used in several applications as mentioned earlier, this technique can also 

be used to capture eating episodes of the subject and further record rich visual 
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information. [122] defined a framework for passive dietary intake monitoring. It is 

known as egocentric image captioning which unifies food recognition, volume 

estimation, and scene understanding. This work [122] which experimented to generate 

captions for egocentric images is the first-ever work in egocentric image captioning. 

 
 

Fig 2.8: Basic Structure for Attention-Based Image Captioning 

2.1.2.2.2.2 Encoder-Decoder Architecture with Attention Mechanism 

For Image captioning, CNN-based encoders [93] have been used to extract visual 
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𝑐𝑡 =  𝑔(𝑉, ℎ𝑡)                                                                                                                                             (2.1) 

Where,𝑔 is the attention mechanism, 𝑉 = [𝑣1, 𝑣2, … … … 𝑣𝑘] is the vector representing 

the image features corresponding to 𝑘 region of the image and ℎ𝑡 is the hidden state of 

RNN at time t. Attention distribution of 𝑘 regions 𝑏𝑡is: 

𝑏𝑡̃ = 𝑤ℎ
𝑇 tanh(𝑊𝑣𝑉 + (𝑊𝑔ℎ𝑡)𝐼𝑇)                                                                                                    (2.2) 

𝑏𝑡 = 𝑠𝑜𝑓𝑡𝑚𝑎𝑥(𝑏𝑡̃)                                                                                                                                 (2.3) 

From the equations (2.2) and (2.3) final 𝑐𝑡 is given by: 

𝑐𝑡 = ∑ 𝑏𝑡𝑖𝑣𝑡𝑖
𝑘
𝑖=1                                                                                                                                          (2.4) 

These methods are becoming increasingly popular in deep learning for image 

captioning. Various attention mechanism methods discussed in this paper include: (1) 

Soft-Attention [123], (2) Spatial and channel-wise attention [124], (3) adaptive [31] 

[125] (4) multi-head and self-attention [126] (5) Semantic Attention [127]. The basic 

model for the attention-based mechanism is shown in Fig. 2.8 wherein CNN is used to 

extract the information from the input image. The information so extracted is fed to 

the language generation part. It generates 𝑖 words or phrases based on the information. 

The hidden state of LSTM ℎ𝑖,  used to select the relevant part of the image. 𝑧𝑖 ,The 

output of the attention model is used as an input to LSTM for extraction of salient 

features of the image focused in each time step of the language generation model. The 

generated captions are updated dynamically until the end of the language generation 

model. 

Xu et al. [128] were the first to introduce the concept of attention-based 

captioning of images. It described the salient contents of an image and generated 

corresponding words for the salient parts at the same time. The method is based on 
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stochastic hard attention and deterministic soft attention for generating captions. The 

use of an attention-based mechanism in captioning of images provided improvement 

in BLEU and METEOR metrics.  [129] discussed another method in the category of 

attention-based mechanism which extracted the flow of abstract meaning based on the 

semantic relationship between visual and textual information. This model focused on 

scene-specific content for the extraction of high-level semantic information. The 

novelty of the model [129] lies in the fact that this method introduced multiple visual 

regions of the image at multiple scales. Extensive experiments were carried out on 

three benchmark datasets:  MSCOCO, Flickr8K, and Flickr30K that justified the 

superiority of this technique. [130] presented a review-based attention mechanism 

technique. The work performed multiple review steps with attention to various CNN 

hidden states to define the output vector that provided global facts of the image. For 

example, a reviewer module can first review: What sort of objects is present in the 

image? Then it can review the location or position of objects and subsequent review 

can extract all the important information of an image. The information obtained can 

further be passed to a decoder for caption generation. [127] presented a semantic 

attention-based technique that combined both top-down and bottom-up approaches to 

selectively extract semantic features followed by conversion into captions. [20] 

proposed an area-based attention mechanism for caption generation. This method was 

directly associated with caption words and image regions and predicted the next word 

as well as the corresponding image region in each time step. The work [20] when 

combined with the spatial transformer network produced high-quality image captions 

for the MSCOCO dataset. 
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Most attention mechanism-based methods forced visual attention to be active for 

each generated word. There are some words in the generated captions for which visual 

attention is not required like “a, the, of” do not require any visual attention as this 

could affect the generation process and can also degrade the overall efficiency of the 

process.  [31] talked about an adaptive attention model with a visual sentinel. It 

employed a spatial attention mechanism to extract spatial features followed by 

adaptive attention for visual sentinel. In the work [125] a combination of DenseNet 

and adaptive attention with visual sentinel was presented. In this model, DenseNet was 

used to extract the global features from an image while at the same time sentinel gate 

was set by an adaptive attention mechanism that decided whether the image feature 

information should be used for word generation or not. LSTM network helped in the 

decoding phase for the generation of captions. [131] presented an idea of neural image 

captioning which evaluated and corrected the attention map at time steps. This method 

made a consistent map between image regions and the words generated which can be 

made possible with the introduction of a quantitative evaluation metric. Experiments 

were carried out on Flickr30K and MSCOCO datasets showed prominent 

improvements in both attention correctness and quality of captions generated. CNN 

dubbed SCN-CNN [124] considered spatial and channel-wise attention for 

computation of attention map. This method modulates the sentence generation context 

in multi-layer feature maps and visual attention. SCN-CNN architecture is evaluated 

on three benchmark datasets Flickr8K, Flickr30K, and MSCOCO which significantly 

outperformed their counterparts. 

Bottom-up saliency-based attention methods [123] [132] are beneficial in 

reducing the gap between human-generated and machine-generated descriptions. [132] 
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worked on a bottom-up saliency-based attention mechanism. This method proved that 

the better a captioning model performs. the better an attention agreement it has with 

human descriptions. Also, this method provided better results on unseen data. [123] 

proposed a method that used both top-down and bottom-up approaches which can 

attend both object-level regions and salient image regions. It provided better results 

than [132] as the bottom-up mechanism in [123] used faster R-CNN which provides 

better results on the MSCOCO dataset. Context Sequence Memory Network (CSMN) 

[133] is different from previous discussed techniques [123] [132]. It generated captions 

for images by extracting context features with the use of “hashtag prediction” and 

“post generation”. 

Attention on Attention (AoA) [134] framework extended the conventional 

attention mechanism to determine relevance between attention results and queries. 

AoA is applied to both encoder and decoder of the image captioning model called 

AoANet that provided a new state-of-the-art performance on the MSCOCO dataset 

with a CIDEr-D score of 129.8. [135] utilized the concept of dual attention. It 

combined visual and textual attention for image caption generation. [126] explored 

visual relationships between regions in an implicit way that helped provide alignment 

between caption words and visual regions. Another work [136] defined the task 

adaptive attention concept for image captioning. It generated non-visual words by 

introducing diversity regularization and enhanced the expression ability of the 

proposed module. Improvement in performance for the MSCOCO dataset was 

observed by plugging the task-adaptive module into a vanilla transformer-based image 

captioning model. 
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Fig 2.9: Basic Block representation of Semantic-Concept based Image Captioning 

2.1.2.2.2.3 Encoder-Decoder Architecture with Semantic-Concept-Based 

Semantic-concept-based image captioning is the ability to provide a detailed and 

coherent description of semantically important objects. The basic structure of semantic 

concept-based captioning of images is presented in Fig 2.9. Generally, CNN based 

encoder is used to extract features and semantic concepts. The extracted features are 

fed into a language generation model and the semantic concepts are fed to different 

hidden states of the language model which further produces a description of images 

with semantic concepts.  

Karapathy et al. [19] combined CNN and bi-directional RNN to generate 

captions. Automatic description of an image with natural language is a challenging 

task in the field of computer vision and natural language processing. Attributes of an 

image are considered rich semantic cues. [22] proposed LSTM with attributes (LSTM-

A) that integrated attributes into CNN and RNN image captioning framework by 

training them in an end-to-end manner. The architecture was tested on the MSCOCO 

dataset and thus obtained METEOR and CIDEr-D scores of 25.2% and 98.6% 

respectively. [127] provided detailed and coherent object descriptions by using top- 

LSTM, LSTM-A, 

RNN, bi-RNN 

Text generation  Generated 

Caption 

Input Image 

Visual Features 

 

Man, yellow, red 

white, board, 

water 

Semantic Features 

Image Encoder 

Image 

A man in red swim suit 

is doing water sport 

 

Vector Representation 

CNN 
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down and bottom-up approaches for generating captions. [128] further worked on 

fixed and predefined spatial location. This method can work on any resolution and on 

any location of an image with the use of a feedback process that accelerates to generate 

better captions for images. The earlier discussed methods [22] [127] do not include 

high-level semantic concepts. [137] discussed a high-level semantic-based captioning 

model. It extracted attributes using a CNN-based classifier and the extracted attributes 

were used as high-level semantic objects to generate semantically rich captions. An 

analysis is carried out on MSCOCO and large-scale Stock3M datasets that provided 

consistent improvements, especially on the SPICE metric. [138] presented a novel 

scene-graph-based semantic representation of an image. It built a vocabulary of 

semantic concepts and the CNN-RNN-SVM framework was used to generate the 

scene-graph-based sequence. Another work [139] defined SG2Caps which utilizes the 

scene-graph labels for competitive image captioning performance with the basic idea 

to reduce the semantic gap between the graphs obtained from an input image and its 

caption. The framework proposed in [139] outperformed [138] by a large amount and 

indicates scenes as promising representations for captioning of images. High-level 

semantic information provided abstractedness and generality of an image which is 

beneficial to improve the performance. [140] generated logical and rich descriptions 

of images by fusing the image features and high-level semantics followed by a 

language generation model. [141] presented a novel architecture for caption generation 

to better explore semantics available in captions. The model constructed caption-

guided visual relationship graphs and it further incorporated a visual relationship to 

predict the word and object/predicate tag sequences. The Element Embedding LSTM 

(EE-LSTM) [142] generated rich descriptions of semantic features. 
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2.1.2.2.3 Compositional-Architecture Based Image Captioning Methods 

Compositional architecture is an alternative means to build an image captioning 

model, that connects independent and loosely coupled components through a pipeline. 

It involves the following steps: (𝑖) Visual features extraction using a CNN (𝑖𝑖) Visual 

concepts (i.e, attributes) encoding from visual features. (𝑖𝑖𝑖) Multiple captions 

generation from visual concepts (𝑖𝑣) re-ranking of generated captions using a deep 

multimodal similarity model to select high-quality image captions. Fig. 2.10 illustrates 

an example of a compositional architecture-based method that provides data from each 

component until a final result is obtained. [143] used visual detectors, a language 

model, and a multimodal similarity model to generate captions including different 

parts of speech like nouns, verbs, and adjectives. The model provides better results on 

the MSCOCO dataset and produced a BLUE-4 score of 29.1%. [144] attempted to 

generate captions for open-domain images (Instagram images). This model generated 

captions for landmarks and celebrities by detecting a diverse set of visual concepts. 

Description images with adaptive adjunct words generate more informative sentences. 

In this direction, [145] proposed a compositional network-based method to generate 

captions in the form of structured words <object, attribute, activity, scene>. It used 

multi-task and multi-layer optimization methods to generate semantically meaningful 

sentences with structural words [146] combined the advantages of RNN and LSTM 

and defined parallel fusion RNN-LSTM architecture which performed better than the 

other state-of-the-art [143] [144]. [147] defined the Text2Scene concept which 

generated descriptions for a compositional scene in form of natural language. This 

model is not based on GAN’s and provides better and superior results when compared 

with GAN-based methods for the generation of captions for images. It can 
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Fig. 2.10: An illustrative example of compositional architecture-based image 

captioning 

handle different types of images i.e. cartoon-like scenes, object-layouts corresponding 

to real images, and synthetic images for caption generation. Compositional-

architecture-based models [148] [149] are studied to measure how well a model 

composes unseen combinations of concepts while describing images. [148] combined 

caption generation and image-sentence ranking in this direction. The model [148] used 

a decoding mechanism that re-ranked the captions according to their similarity to the 

image. The model performed better when compared with other state-of-the-art 

methods.  

Image captioning based on the compositional-architecture model has gained 

popularity because of its fluency which is an important factor for evaluation. [149] 

presented a hierarchical framework that generated accurate and detailed captions of 

images by exploring both compositionality and sequentially of natural language to 

CAPTION 
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5. Candles are lit on a cake while a man 

holds a baby  



51 

 

produce detail-rich sentences with specific descriptions of objects such as color, count, 

etc. Captioning of images focuses only on generalizing to images from the same 

distribution as the training set and not on generalizing to the different distribution of 

images. [150] investigated different methods to improve the compositional 

generalization for the syntactic structure of a caption and provide performance 

improvements.  

Table 2.2: Overview of Different Deep-Learning-based Captioning Methods 

Ref. CM 
#Cita

tions 
Method Dataset Pros Cons 

Kiros et 

al. [93] 

M
u

lt
i-

m
o

d
al

 L
ea

rn
in

g
 

672 
Multimodal 

Learning 
IAPR TC-12 

First step towards 

multimodal learning and 

provides an improvement 

in BLEU scores. 

Problem of text retrieval 

with extraneous 

descriptions that do not 

exist in the image 

Kiros et 

al. [94] 

 

1162 
CNN-LSTM 

Flickr8K, 

Flickr30K 

Provides explicit 

embedding between 

images and sentences. 

Complexity increases 

because of SC-NLM. 

Karpathy 

et al. [95] 
802 R-CNN 

Pascal 1K 

Flickr8K 

Flickr30K 

Improves the 

performance of the 

image sentence retrieval 

task. 

Does not incorporate 

spatial reasoning and is 

not a better sentence 

fragment representation. 

[96] 

 

 

1131 

m-RNN 

Flickr8K 

Flickr30K 

IAPR TC-12 

MSCOCO 

Model incorporates more 

complex image 

representations with 

more sophisticated 

language models. 

m-RNN with AlexNet 

requires modifications. 

[97] 
 

522 

LSTM + Bi- 

RNN 

Pascal 1K 

Flickr8K 

Flickr30K 

MSCOCO 

This model is capable of 

learning long-term 

interactions. 

Small datasets lead to 

overfitting 

[30] 
 

14 
CNN + RNN 

Flickr30K 

MSCOCO 

More consistent with 

expressing the process of 

humans with the 

generation of a good 

description of images. 

Complex analysis. 

[98] 55 CNN-RNN MSCOCO 

The effectiveness of the 

model is measured 

quantitatively and 

qualitatively which 

provides the state-of-art 

result 

- 

[92] 18 GRU, LSTM 

Flickr8K, 

Flickr30K, 

MSCOCO 

The model uses image 

attributes information to 

enhance the image 

Reduces captioning in 

real scenes, and cannot 

cover the rich 

underlying semantics 
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representation. Can be 

used for dense captioning 

[99] 11 
Multimodal 

LSTM 

FlickrNYC 

MSCOCO 

sg-LSTM model 

generates more accurate 

descriptions which are 

more meaningful than 

those provided by Flickr 

users 

For certain case, the 

image description 

generated is not 

accurate. 

[100] 
 

2 

Multimodal 

+ Visual 

Attention 

BBC News 

Dataset 

DailyMail 

Test 

Visual attention and 

multimodal coverage 

mechanisms improve the 

model. 

- 

[107] 

E
n

co
d

er
-D

ec
o
d

er
 w

/o
 A

tt
en

ti
o
n

 

528 

 
CNN-LSTM 

MSCOCO 

 

The model task allows 

for easy objective 

evaluation 

A particular kind of 

object is too small to 

detect. Lacks enough 

training data. 

[103] 374 
LSTM + g-

LSTM 

Flickr30K 

MSCOCO 

Flickr8K 

- - 

[18] 5094 
LSTM 

(CNN-RNN) 

Flickr30K 

MSCOCO 

Pascal 

Robust model 

Improvement in 

descriptions can be 

obtained with the use of 

unsupervised data 

[112] 558 
CNN + 

DGDN 

Flickr8K, 

Flickr30K 

MSCOCO 

Model is learned using 

variational auto-encoder 

with semi-supervised 

learning 

Complex model due to 

DGDN 

[111] 403 CNN-RNN 

Flickr8K, 

Flickr30K 

MSCOCO 

Enhancements in 

evaluation metrics can be 

observed. 

There is s big gap 

between this model and 

human performance, low 

accuracy 

[110] 207 
LSTM + bi-

LSTM 

Flickr8K, 

Flickr30K 

MSCOCO 

The effectiveness, 

generality, and 

robustness of proposed 

models were evaluated 

on numerous datasets 

A better result can be 

obtained with 

multimodal and 

attention mechanism 

[106] 5505 
CNN-LSTM 

+ LRCN 

Flickr30K 

MSCOCO 

Learning sequential 

dynamics with a deep 

sequence model shows 

improvement when 

compared with other 

methods. 

Complex Model 

[115] 269 CNN-RNN MSCOCO 

The proposed framework 

is modular w.r.t. the 

network design 

This model fails to 

understand some 

important visual 

contents that only take 

small portions of the 

images 

[116] 383 CGAN 
Flickr30K 

MSCOCO 

This framework provides 

an evaluator that is more 

consistent with human 

evaluation. 

Major errors are the 

inclusion of incorrect 

details. e.g. colors 

(red/yellow hat), and 

counts (three/four 

people) 
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[118] 1161 SCST MSCOCO 

Provides an 

improvement in CIDEr 

score 

- 

[114] 422 GCN-LSTM MSCOCO 

Explores visual 

relationships which 

enhance the image 

captioning by increasing 

the CIDEr-D score. 

The complexity of the 

model increases for the 

determination of spatial 

object relationship 

[117] 43 
CNN + RNN 

with GAN 
MSCOCO 

Provides optimization in 

evaluation metrics like 

CIDEr, BLEU, SPICE. 

Generation of duplicate 

words or phrases is an 

issue with this model 

[122] - 

Egocentric 

Image 

Captioning 

EgoShots 
Provides minute details 

from the images 
- 

[121] - CNN + RNN MSCOCO 

Outperforms other 

methods of captioning 

from English to Hindi. 

Errors are there in the 

recognition of objects in 

images. 

[120] - 

CNN + 

Attention 

based GRU 

MSCOCO 

Generates better 

descriptive text for 

images 

- 

[119] 113 

Object 

Relation 

Transformer 

MSCOCO 

Modification in 

conventional transformer 

technique which can 

encode 2D position and 

size of objects. 

62 errors were observed 

which are grouped in 4 

categories objects, 

relations, attributes, and 

syntax 

[127] 
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1342 

CNN-RNN 

(Semantic 

Attention) 

MSCOCO 

Flickr30K 

Combination of top-

down and bottom-up 

strategies extracts rich 

information from images 

An incorrect visual 

attribute may disrupt the 

model to attend incorrect 

concepts. 

[133] 126 CMSN 
Instagram 

Dataset 

First personalized image 

captioning approach with 

hashtag prediction and 

post generation 

Absolute metric values 

for the Instagram 

caption is low. 

[132] 60 

Deep CNN + 

LSTM 

 

MSCOCO - - 

[124] 1043 
SCA-CNN 

 

MSCOCO 

Flickr8K 

Flickr30K 

Provides improvements 

in description of images 

Improvements in results 

can be seen with 

temporal attention 

mechanism 

[131] 191 CNN-LSTM 
Flickr30K 

MSCOCO 

Attention maps provide a 

positive correlation 

between attention 

correctness and 

captioning quality. 

The quantitative results 

show that there is room 

for improvement to 

improve the captioning 

performance. 

[31] 998 

LSTM + 

Spatial 

Attention 

MSCOCO 

Flickr30K 

This model provides a 

fallback option for the 

decoder which make this 

model be used in many 

other applications 

excluding image 

captioning 

Models give poor results 

for smaller objects like 

“surf-board”, “clock” 

etc. 

[20] 157 CNN-RNN MSCOCO 

This model is the first 

step towards weakly 

supervised learning 

Background elements 

are missing in some 

captions 
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[123] 2370 

R-CNN 

Soft 

Attention 

MSCOCO 

This method enables 

attention to be calculated 

more naturally at the 

level of objects and other 

salient regions, 

Feature binding problem 

arises which can be 

further resolved using 

attention 

[134] 250 AoANet MSCOCO 

Experiments are 

conducted on MSCOCO 

which demonstrates this 

model is superior and 

effective when compared 

with human evaluation 

Complexity increases 

with two attentions on 

attention. 

[135] 15 
CNN-RNN 

+ FCN 
AIC-ICC 

The model is effective 

and feasible in image 

caption generation and 

the model is merged with 

FCN. 

- 

[125] 6 

LSTM 

Adaptive 

Attention 

Flickr30K 

MSCOCO 

Significant improvement 

can be observed in 

BLEU and METEOR 

scores which improves 

the quality of image 

captioning 

- 

[136] 13 

Adaptive 

Attention + 

Vanilla 

Transformer 

MSCOCO 

This model is useful for 

the generation of non-

visual words. 

- 

[126] 4 

Parallel 

Attention 

Mechanism 

MSCOCO 

The model can generate 

high-quality captions by 

capturing related visual 

relationships for 

generating accurate 

interaction descriptions 

This model can cause an 

inaccurate description of 

image captioning. 

[19] 
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4764 
CNN + bi-

RNN 

Flickr8K, 

Flickr30K 

MSCOCO 

Provides image sentence 

rankings that provide 

rich descriptions of 

images. 

Generates descriptions 

at a fixed resolution and 

additive bias interactions 

in RNN are less 

expressive. 

[22] 506 LSTM-A MSCOCO 

Provides improvements 

in high-level attribute 

representation of images 

- 

[128] 7942 CNN-LSTM 

Flickr8K 

Flickr30K 

MSCOCO 

Provides state of art 

results for BLEU and 

METEOR for all three 

datasets as this model 

can attend non-objects 

salient features. 

More extensive 

visualization is required. 

[137] 255 CNN-RNN 

Flickr8K 

Flickr30K 

MSCOCO 

This method provides 

more accuracy and 

outperforms other state-

of-art methods 

Knowledge-based 

queries cannot be 

handled by this model. 

[138] 13 
CNN-RNN-

SVM 
MSCOCO 

Experimental results on 

the provide superior and 

competitive results as the 

scene-graph improves 

the performance of the 

model. 

Difficult to train images 

with the scene graph 
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[142] 11 
LSTM and 

EE-LSTM 

MSCOCO 

Flickr8K 

Flickr30K 

EE-LSTM language 

model generates 

sentences with more 

details and outperforms 

LSTM with a significant 

margin. 

There are some negative 

examples of the 

proposed method as 

some images have the 

only object due to which 

the advantage of EE-

LSTM cannot be fully 

exploited. 

[140] - 

CNN 

+LSTM + 

Attention 

MSCOCO 

Flickr30K 

The model generates a 

more comprehensive and 

smooth natural language 

description. 

The model has a strong 

dependence on the 

accuracy of high-level 

semantic acquisition. 

[141] 12 CGVRG 

MSCOCO 

Visual 

Genome 

Caption-guided visual-

representation graphs 

provide enhancement in 

text and visual features 

A complex model that 

can provide better 

results if applied to 

several other languages, 

visual modeling tasks 

[139] 1 

SG2Caps 

(GCN-

LSTM) 

MSCOCO 

Visual 

Genome 

V-COCO 

Generates high-quality 

captions without using 

visual features. 

More research is needed 

to reach human-level 

accuracy and diversity. 

[143] 
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1280 CNN-LSTM MSCOCO 

Can extract nouns, verbs, 

and adjectives from all 

regions of image, 

captions generated are 

better than human-

generated captions 34% 

of the time. 

BLEU and METEOR 

metric is very low. 

[144] 125 
ConvNet+ 

DMSM 

MSCOCO, 

Adobe-

MITFiveK  

Instagram 

images 

Detects a broad range of 

visual concepts and 

generates rich captions. 

Instagram images are 

filtered images or 

handcrafted abstract 

pictures which are 

difficult to process. 

[145] 21 LSTM 

UIUC Pascal 

Dataset 

Flickr8K 

 

Structural words are 

generated which 

provides a semantically 

meaningful description 

of images. 

- 

[146] 39 RNN-LSTM 
Flickr8K 

 

RNN-LSTM provides 

better results than 

dominated architectures 

with improvement in 

efficiency 

Parallel threads lead to 

many complexities in 

the model 

[147] 43 CNN-RNN 

MSCOCO 

Abstract 

Scenes 

Model capture finer 

semantic concepts from 

visually descriptive text 

and generate complex 

scenes 

Inception score does not 

evaluate correspondence 

between text and images 

[148] 14 

LSTM 

Embedding 

+ Attention 

MSCOCO 

Produce captions with 

include combinations of 

unseen objects. 

Improvements in 

generalization 

performance 

Model is better at 

generalizing to transitive 

verbs than intransitive 

verbs 

[149] 3 
LSTM + 

Attention 
MSCOCO 

The framework is easily 

expandable to include 
- 
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additional functional 

modules of more 

sophisticated designs 

[150] 1 
RNN + 

Transformer 
MSCOCO 

Shows consistent 

improvements especially 

for inanimate color-noun 

combinations. 

Model complex multi-

task model 

 

2.2 Image Captioning Performance Evaluation Parameters or Metrics 

The performance of architecture greatly depends on the selection of the right 

evaluation metrics. In this section, the commonly used evaluation metrics are 

discussed in detail. 

2.2.1 BLEU metric 

 BLEU stands for Bilingual Evaluation Understudy. It is the most popular metric 

for evaluation that evaluates the performance of machine translation systems. This 

metric was proposed by IBM [151] The central idea behind BLEU is “the better the 

BLEU score is if the closer is the machine translation to the professional human 

translation, yields a higher translation quality”. It is used for the comparison and 

counting of the number of co-occurrences and depends on 𝑛 − 𝑔𝑟𝑎𝑚 precision that 

computes per-corpus 𝑛 − 𝑔𝑟𝑎𝑚co-occurrence, 𝑛 ∈ [1,4]. The BLEU score is 

calculated by: 

𝐵𝐿𝐸𝑈 = 𝐵𝑃. exp (∑ 𝑤𝑛 log 𝑝𝑛); 𝐵𝐿𝐸𝑈 ∈ [0,1]         𝑁
𝑛=1                                          (2.5) 

where N is usually set to 4  𝑤𝑛 is weight and is set to 1 𝑁⁄  and BP is brevity penalty 

and 𝑝𝑛 is modified precision given by the eqns. (2.6) and (2.7): 

𝐵𝑃 = {
1; 𝑙𝑐 > 𝑙𝑠

𝑒(1−𝑙𝑐 𝑙𝑠)⁄ ;   𝑙𝑐 ≤ 𝑙𝑠
                                                                                                           (2.6) 

   where 𝑙𝑐𝑎𝑛𝑑𝑙𝑠 represents the length of the candidate sentence (𝑐𝑖) and reference 

sentence(𝑠𝑖𝑗). 
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𝑝𝑛 =
∑ ∑ 𝐶𝑜𝑢𝑛𝑡𝑐𝑙𝑖𝑝(𝑛−𝑔𝑟𝑎𝑚)𝑛−𝑔𝑟𝑎𝑚∈𝐶𝐶∈(𝐶𝑎𝑛𝑑𝑖𝑑𝑎𝑡𝑒𝑠)

∑ ∑ 𝐶𝑜𝑢𝑛𝑡(𝑛−𝑔𝑟𝑎𝑚)𝑛−𝑔𝑟𝑎𝑚∈𝐶𝐶∈𝐶𝑎𝑛𝑑𝑖𝑑𝑎𝑡𝑒𝑠
                                                              (2.7a) 

𝐶𝑜𝑢𝑛𝑡𝑐𝑙𝑖𝑝(𝑛 − 𝑔𝑟𝑎𝑚) = min{𝐶𝑜𝑢𝑛𝑡(𝑛 − 𝑔𝑟𝑎𝑚), 𝑀𝑎𝑥𝑅𝑒𝑓𝑐𝑜𝑢𝑛𝑡(𝑛 − 𝑔𝑟𝑎𝑚)}                                                                                                                                             

(2.7b) 

The main advantage of the BLEU metric is that it has been adopted across the 

translation industry as a measure of MT quality that is designed for different language 

groups. Also, it considers n-gram instead of words. However, the BLEU metric 

considers each matched 𝑛-gram equally, which is one of its major drawbacks. Also, 

BLEU scores do not handle morphological-rich languages well and do not map well 

to human judgments.  

2.2.2 METEOR Metric 

 METEOR or Metric for Evaluation of Translation with Explicit Ordering is the 

evaluation parameter that evaluates the machine translation output and is a better 

correlation with human judgment. METEOR [26] was proposed in 2005 after finding 

the significance of the recall rate. This evaluation parameter somehow addresses some 

of the flaws inherited by BLEU and is a measure that is based on a single-precision 

weighted average. Meteor metric calculates the accuracy, recall rate, and weighted F-

score or 𝐹𝑚𝑒𝑎𝑛 for all cases of matching word, stem and synonym based on the 

matching unigrams and a penalty function for incorrect word order. Let us consider 𝑚 

is the number of mapped between two texts than precision (P) and recall (R) can be 

given as 𝑚 𝑐  𝑎𝑛𝑑 ⁄ 𝑚
𝑟⁄  where 𝑐 and 𝑟 are the candidates and the reference lengths. 

Therefore,  

𝐹𝑚𝑒𝑎𝑛 =
𝑃𝑅

𝛼𝑃+(1−𝛼)𝑅
                                                                                         (2.8) 

𝑃 =  
|𝑚|

∑ ℎ𝑘(𝑐𝑖)𝑘
                                                                                                (2.9) 
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𝑅 =  
|𝑚|

∑ ℎ𝑘(𝑠𝑖𝑗)𝑘
                                                                                                 (2.10) 

To account for word order in candidate a penalty function is given by the relation: 

𝑃𝑓𝑢𝑛𝑐𝑡𝑖𝑜𝑛 = 𝛾(
𝑐

𝑚
)∅                                                                                           (2.11) 

Where, 𝑐 is the number of matching chunks and 𝑚 is the total number of matches and 

also 𝛾, 𝛼 𝑎𝑛𝑑 ∅ are the evaluation parameters whose default values are 0.5, 3 and 3. 

𝑀𝐸𝑇𝐸𝑂𝑅 evaluation considers recall and accuracy based on entire corpus and also 

includes some features which are not included in other metrics like synonym matching. 

𝑀𝐸𝑇𝐸𝑂𝑅 = (1 − 𝑃𝑓𝑢𝑛𝑐𝑡𝑖𝑜𝑛) 𝐹𝑚𝑒𝑎𝑛                                                                    (2.12) 

2.2.3 ROUGE Metric 

 𝑅𝑂𝑈𝐺𝐸 stands for Recall Oriented Understudy for Gisting Evaluation, 𝑅𝑂𝑈𝐺𝐸 

is an automatic summarization method that came into existence in 2004 and was 

proposed by Chin-Yew Lin [152] This is an 𝑛-gram recall-rate method that evaluates 

abstracts based on the co-occurrences information of 𝑛-grams. The basic idea for 

𝑅𝑂𝑈𝐺𝐸 includes 𝑛-grams, word-pairs and word-sequences which are counted to 

evaluate the quality of abstracts. With the use of summaries generated by the experts’, 

one can measure the robustness and stability of the system. This metric consists of 

𝑅𝑂𝑈𝐺𝐸 − 𝑁𝑁 ∈ [ 1,4], 𝑅𝑂𝑈𝐺𝐸 − 𝐿, 𝑅𝑂𝑈𝐺𝐸 − 𝑊 and skip-bigram co-occurrence 

statistics (𝑅𝑂𝑈𝐺𝐸 − 𝑆) and 𝑅𝑂𝑈𝐺𝐸 − 𝑆𝑈 which is an extension of 𝑅𝑂𝑈𝐺𝐸 − 𝑆.  

a)   𝑅𝑂𝑈𝐺𝐸 − 𝑁 is a method that is mainly used for short-summary assessment or 

single-document and is based on n-gram co-occurrence statistics. For any n, the total 

number of 𝑛-grams are counted across all reference summaries and are compared with 

the candidate summary. This method has many advantages as it is concise and 

spontaneous. However, for a large value of 𝑁 the degree of discrimination is not high 
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but is very low. ROUGE-L is based on 𝐿𝐶𝑆 (longest common subsequence). Let 

𝐴 𝑎𝑛𝑑 𝐵 be the two given sentences, if 𝐶 is a subsequence of 𝐴 𝑎𝑛𝑑 𝐵, then sequence 

𝐶 is a common subsequence of 𝐴 𝑎𝑛𝑑 𝐵. 𝐿𝐶𝑆 of 𝐴 𝑎𝑛𝑑 𝐵 is the subsequence that 

maximizes the length of 𝐶. Recall, precision and 𝐹 − 𝑠𝑐𝑜𝑟𝑒 is evaluated in terms of 

𝐿𝐶𝑆 as : 

𝑅 =  
𝐿𝐶𝑆(𝐴,𝐵)

𝑚
 , 𝑃 =

𝐿𝐶𝑆(𝐴,𝐵)

𝑛
 𝑎𝑛𝑑 𝐹 =

(1+𝜇2)𝑅𝑃

𝑅+𝜇2𝑃
                         (2.13) 

Where 𝑚 is the length of reference summary 𝐴 𝑎𝑛𝑑 𝐵 be the candidate summary with 

length 𝑛.  𝐹 measures the similarity between𝐴 𝑎𝑛𝑑 𝐵.  

This method requires only a simple matching in accordance with the occurrence of 

words. 

(b) 𝑅𝑂𝑈𝐺𝐸 − 𝑊 is weighted 𝐿𝐶𝑆 which introduces a weighted coefficient W which 

represents the length of the longest continuously matching common subsequence.  

(c) 𝑅𝑂𝑈𝐺𝐸 − 𝑊 is more distinguishable than 𝐿𝐶𝑆 method as the sentences with more 

consecutive matches are weighted in comparison to those with fewer matches. 

(d)  𝑅𝑂𝑈𝐺𝐸 − 𝑆 is a new concept introduced that is based on the concept of skip-

bigram. Skip-bigram is any pair of words with random gaps in sentence orders. The 

recall and precision, in this case, are evaluated as the ratio of the total number of 

possible bigrams 𝐶(𝑛, 2), where 𝐶 is known as the combination function. The main 

disadvantage of this method is that under unlimited jumping distance many 

meaningless words occur which can be reduced by setting a particular limit for the 

maximum jump distance. 

(e) 𝑅𝑂𝑈𝐺𝐸 − 𝑆𝑈 is skip-bigram plus unigram-based co-occurrence statistics. If a 

sentence does not contain any bigram overlap it will not provide weight to any 
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sentence. Thus ROUGE-SU is considered as the place of 𝑅𝑂𝑈𝐺𝐸 − 𝑆 which is an 

extension to 𝑅𝑂𝑈𝐺𝐸 − 𝑆. 𝑅𝑂𝑈𝐺𝐸 Metric is appropriate for single-document 

evaluation and provides good performance in short summaries but has a problem in 

the evaluation of multi-document text summaries.  

Though ROUGE is a significant evaluation metric it does not carter for words that 

have the same meaning as it measures syntactical matches rather than semantics. 

2.2.4 CIDEr Metric 

 Consensus-based Image Description Evaluation [25] is the metric that measures 

the similarity of the generated captions against a set of sentences written by humans 

which means they provide a strong correlation with the human evaluation. Evaluation 

is carried out in terms of saliency, grammar, and accuracy. This parameter is based on 

a protocol that is consensus-based and measures the similarity between the sentences 

to be evaluated and a set of consensus image descriptions. CIDEr considers each 

sentence as a “document” made up of a set of n-grams. This metric encodes the 

frequencies of candidate sentence n-gram that are present in reference sentences. TF-

IDF (Term frequency-inverse document frequency) is used to calculate the weight for 

every n-gram which further evaluates the similarity between each reference caption 

and the caption generated by the model by calculating the average cosine distance of 

the TF-IDF vectors. Mathematically, CIDEr is expressed as: 

𝑔𝑘(𝑠𝑖𝑗) =
ℎ𝑘(𝑠𝑖𝑗)

∑ ℎ𝑙(𝑠𝑖𝑗)𝑤𝑙∈𝜉
log(

|𝐼|

∑ min (1,∑ ℎ𝑘(𝑠𝑝𝑞)𝑞𝐼𝑝∈𝐼
)                                                         (2.14) 

𝐶𝐼𝐷𝐸𝑟𝑛(𝑐𝑖, 𝑠𝑖𝑗) =
1

𝑚
∑

𝑔𝑛(𝑐𝑖).𝑔𝑛(𝑠𝑖𝑗)

‖𝑔𝑛(𝑐𝑖)‖‖𝑔𝑛(𝑠𝑖𝑗)‖𝑗                                                                           (2.15) 

Where 𝑔𝑘(𝑠𝑖𝑗) represents TF-IDF weight for each n-gram. Also, ℎ𝑘(𝑠𝑖𝑗) represent the 

number of occurrences of an n-gram𝑠𝑖𝑗and ℎ𝑘(𝑐𝑖) represents the number of 
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occurrences of an n-gram 𝜔𝑘 in 𝑐𝑖. 𝑆𝑖 = {𝑠𝑖1𝑠𝑖2𝑠𝑖3 … … 𝑠𝑖𝑚} indicates the set of 

reference captions. 𝜉 is a list of all n-grams and |𝐼| represents the number of images in 

the dataset. Equation (13) represents the CIDEr score for n-grams of length n. 

When using multiple lengths of n-grams to catch grammatical features and richer 

semantic information, the CIDEr score can be calculated as: 

𝐶𝐼𝐷𝐸𝑟(𝑐𝑖, 𝑠𝑖𝑗) = ∑ 𝜔𝑛𝐶𝐼𝐷𝐸𝑟𝑛(𝑐𝑖, 𝑠𝑖𝑗)𝑁
𝑛=1                                                                                 (2.16) 

In comparison to BLEU, CIDEr does not treat each matching word equally but has a 

focused treatment which helps in the improvement of the accuracy of existing 

measures. The most popular version of CIDEr in image and video description 

evaluation is CIDEr-D, which incorporates a few modifications in the originally 

proposed CIDEr to prevent higher scores for the captions that badly fail in human 

judgments. 

 2.2.5 SPICE Metric 

 Semantic Propositional Image Captioning Evaluation (SPICE) [153] was 

introduced in 2016 and is the latest evaluation metric for image and video descriptions 

which is capable of measuring similarity between the scene graph tuples generated 

from the descriptions by machine and the ground truth. The semantic scene graph 

encodes objects, their attributes, and relationships through a dependency parse tree. A 

scene graph tuple of a caption 𝑘 contains attributes𝐴(𝑘), relations 𝑅(𝑘) and object 

classes 0(𝑘) are represented as: 

𝐺(𝑘) =< 𝐴(𝑘), 𝑅(𝑘), 𝑂(𝑘) >                                                                                          (2.17) 

Like METEOR, SPICE also uses WordNet to find and treat synonyms as positive 

matches... SPICE can also tell us about ‘which caption-generator best understands 

colors?’ and ‘can caption generators count? Moreover, SPICE captures human 
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judgments better when compared to other evaluation metrics. For instance, in the 

sentence ‘‘black cat swimming through river”, the failure case could be the word 

“swimming” being parsed as “object” and the word “cat” parsed as “attribute” 

resulting in a very bad score. 

2.3 Research Gaps 

On the basis of the outlines of literature review of the earlier state-of-the-arts for 

different image captioning tasks and methods research gaps are identified and a layout 

of solutions for the identified research gaps are listed, which are as follows: 

1. Most of the earlier visual caption generation methods [1] [59] are based on 

traditional architectures which generate words in a sequential manner. This leads to 

syntactically correct, but semantically irrelevant language structures that further 

amount to a lack of diversity in generated captions. 

 2. As reported in literature, spatial attention-based captioning models fail to generate 

captions for small size objects in the frame. Small sized objects should be included in 

captions for better interpretability of the scenes.  

3. The recent application of transformers to the computer-vision field has attracted 

extensive attention. Therefore, very limited work is available that leveraged the 

strength of the transformer model for visual data captioning.  

4. Generation of captions with styles help reflect various human emotions (romance, 

humour, etc.) in the captions. Stylized captioning has not been much explored due to 

limited available data. Therefore, it is still an open issue.  
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5. Few works attempted to generate captions using change image captioning style. 

However, these works need more fine-grained feature difference representation and 

better object attribute understanding for better captions.  

6. Real-time caption generation for images remains the most intimidating challenge to 

deal with. Therefore, unsupervised learning and reinforcement-based learning may 

prove to be more realistic ways of caption generation in real time. However limited 

work has been observed for unsupervised based and reinforcement-based caption 

generation for captioning.  

7. Dense Visual Caption generation methods closely look at the minute details in the 

images by correlating text at multiple level of abstraction. The entire process takes 

longer time to generate well-defined description of images. Further, Dense captioning 

for short videos has been attempted however, it will be relevant to extend dense 

captioning for long videos by including multiple events and speech or audio modalities 

2.4 Research Objectives 

The challenges involved in the identification of captioning of images, motivate 

to develop efficient models and frameworks to fulfil the purpose of developing a robust 

captioning system. In order to achieve this, five research objectives are formulated 

here to handle the practical challenges involved mentioned above, which are as 

follows:  

✓ Objective 1: To review different image captioning techniques. 

✓ Objective 2: To propose an efficient image captioning model.  
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✓ Objective 3: To design a style-transfer based image captioning model for 

effective caption generation. Objective 4: To generate refined image captions 

using the integration of different image captioning techniques.  

✓ Objective 5: To propose an intelligent dense image captioning model.  

2.5 Research Gaps and Objectives Mapping 

✓ Objective-1, comprehensive review is the systematic analysis of existing 

methods and frameworks for different image captioning tasks that identified 

different research gaps, limitations, and trends. This further help in the 

formation of other objectives.  

✓ Objective 2 proposes transformer-based image captioning model that included 

small-sized objects in the generation of captions to better interpret the scenes. 

✓ Further, a style-transfer-based image captioning framework (objective-3) is 

proposed. Due to limited available data, this framework generated stylized 

image captions by utilizing the knowledge of factual image captioning model. 

Therefore, the proposed framework tackles the problem of limited available 

stylized captioning data by generating coherent and diverse stylized 

descriptions of image.  

✓ Objective-4, incorporates the captions generated from factual and stylized 

image captioning model with a text-summarization transformer thereby 

leveraging the strength of transformer model for visual data captioning to 

generate captions with more fine-grained feature difference representation and 

better object attribute understanding for better captions.  
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✓ Objective-5, utilizes transformer-based architectures that generates dense or 

paragraph-based descriptions of images that closely look at the minute details 

in the images by correlating text at multiple level of abstraction. 
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Chapter-3 

Intelligent Factual Image Captioning Based Models 

The objective of this chapter is to highlight different transformer-based 

image captioning models. The key components of this chapter include the study 

for different transformer-based architectures for single-sentence image 

captioning with extraction of higher order interactions between detected objects 

and the relationship among them. The proposed transformer-based deep-

learning models are supported by experimental validation, results discussions 

and comparative analysis of results with the similar state-of-the-arts. 

3.1 Lightweight Transformer with GRU Integrated Decoder for Image 

Captioning 

 Most traditional image captioning systems use an encoder-decoder 

structure, in which an input image is encoded into an intermediate representation 

of the information contained within the image, and then decoded into a 

descriptive text sequence, which is inspired by neural machine translation. This 

encoding can consist of a single feature vector output of a CNN [128], or 

multiple visual features obtained from different regions within the image. In the 

latter case, the regions can be consistently sampled [18], or directed by an object 

detector [123] which has been shown to yield enhanced performance. 

Transformer-based architectures characterize the state-of-the-art in sequence 

modelling tasks like machine translation and language comprehension. Their 

pertinency to multi-modal contexts like image captioning is also being tinkered 
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actively. With the aim of building a lightweight and production deployment 

friendly model, we present the Lightweight Transformer with a GRU integrated 

decoder for Image Captioning. Following this premise, we investigate the 

design of a self-attentive lightweight approach with more evolved decoder. 

3.1.1 Proposed Methodology 

Our architecture takes inspiration from the Transformer model [154] for machine 

translation and Object Relation Transformer for image feature extraction incorporating 

two key novelties: (i) image regions are encoded in a multi-level fashion, in which 

low-level and high-level relations are taken into account. When modeling these 

relationships, our model can learn and encode a priori knowledge by using Squeeze-

and-Excitation Networks. (ii) The generation of the sentence, done with a multi-

headed self-attention-based mechanism, uses a GRU to further enhance the language 

and word mapping with extracted image features. The proposed model first extract 

appearance features using multi-level Inception-V3 architecture, as described in sub-

section 3.1.1.1. Thereafter, proposed Lightweight Transformer is exploited to generate 

the final captions. Sub-section 3.1.1.2 describes how we use the Transformer [154] 

architecture in general for image captioning. Sub-section 3.1.1.3 explains novel 

addition of reduced number of encoders and decoders for transformer model and GRU 

integrated decoder. 

3.1.1.1 Object Detection  

For detection of objects and feature extraction, InceptionV3 [155] model pre-

trained on “ImageNet” dataset, is incorporated. The basic architecture of Inception-

V3 module for object detection is shown in Fig. 3.1. Features are extracted from the 

images by using the standard pre-processing on images for InceptionV3 model.  The 
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Fig. 3.1: Proposed Lightweight Transformer with GRU Integrated Decoder  

final step is to scale all remaining bounding boxes to the same spatial size using a 

Region-of-Interest (RoI) pooling layer. For each 𝑖𝑡ℎ object bounding box, we also 

employ mean-pooling over the spatial dimension to create a 2048-dimensional feature 

vector called 𝑅𝑂𝐼_𝐹𝑣. The above-mentioned steps are applied at two different layers 

of the InceptionV3 network to extract multiple levels of features. These feature 

vectors, i.e., 𝑀𝑢𝑙𝑡𝑖_𝑙𝑒𝑣𝑒𝑙_𝐹𝑣, as defined in eqn. 3.2 are then combined and reduced to 

a 2048-dimensional feature vector and then used as input to the Transformer model. 

𝑅𝑂𝐼𝐹𝑣 = [𝑅𝑂𝐼𝐹𝑣; 𝑅𝑂𝐼𝑖,1×2048],  𝑖 = 𝑛𝑢𝑚𝑏𝑒𝑟 𝑜𝑓 𝑜𝑏𝑗𝑒𝑐𝑡𝑠 𝑑𝑒𝑡𝑒𝑐𝑡𝑒𝑑         (3.1) 

𝑀𝑢𝑙𝑡𝑖_𝐿𝑒𝑣𝑒𝑙_𝐹𝑣 = 𝐶𝑜𝑛𝑐𝑎𝑡(𝑅𝑂𝐼𝐹𝑣, 𝑅𝑂𝐼𝐹𝑣𝑒𝑛𝑑
)                                        (3.2) 

3.1.1.2 Standard Transformer Model 

The standard transformer model is divided into two main sections namely: (𝑖) 

the encoder unit, and (𝑖𝑖) the decoder unit. Both, encoder and decoder consist of stack 
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of layers as depicted in Figure 3.1. The proposed Lightweight Transformer uses the 

image features as an input at the encoder and use these features at the decoder to 

generates the output in the form of natural language sentence. The feature vector from 

the Inception-V3 model is processed through the input embedding layer of the 

transformer which contains an FC layer followed by ReLU activation and dropout 

layer. It decreases the dimension of image feature from 2048 to 512 (𝑑𝑚𝑜𝑑𝑒𝑙). The 

output feature vector from the embedding layer is further used as an input to the first 

encoder transformer layer. Also, 𝑥𝑛 here is assumed to be the 𝑛-th token from a set of 

N tokens. Also, the input to the remaining encoder layer is usually taken from the 

tokens generated from the preceding layer. The entire encoder section consists of 

multi-head attention layer and a feed-forward network (FFN). There are 8 identical 

heads in the self-attention layer itself, where every attention head is calculated 

mathematically as: 

𝑄 = 𝑋𝑊𝑄 , 𝐾 = 𝑋𝑊𝐾, 𝑉 = 𝑋𝑊𝑉                                                                         (3.3) 

where 𝑋 is the input vector and is represented by 𝑥1, 𝑥2 … 𝑥𝑁 and is stacked into a 

matrix and 𝑊𝑄 , 𝑊𝐾, 𝑎𝑛𝑑 𝑊𝑉 are learned projection matrices. Further, attention weights 

for each appearance features are calculated by using eqn. (3.4)  

Ω𝐴 =
𝑄𝐾𝑇

√𝑑𝑘
                                                                                                             (3.4) 

where 𝐴 represents an 𝑁 𝑥 𝑁 attention weight matrix.  Furthermore, the output of the 

head is represented by Eq. (3.5)  

ℎ𝑒𝑎𝑑(𝑋) = 𝑠𝑒𝑙𝑓 − 𝑎𝑡𝑡(𝑄, 𝐾, 𝑉) = 𝑠𝑜𝑓𝑡𝑚𝑎𝑥(Ω𝐴𝑉)                              (3.5) 
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The eqns. (3.3) to (3.5) are intended for every head independently. Also, 8 heads are 

concatenated to produce a single output as represented by eqn. (3.6) 

𝑀𝑢𝑙𝑖𝑡𝐻𝑒𝑎𝑑(𝑄, 𝐾, 𝑉) = 𝑐𝑜𝑛𝑐𝑎𝑡(ℎ𝑒𝑎𝑑1, … . . , ℎ𝑒𝑎𝑑ℎ)𝑊𝑂                                (3.6) 

After this section FFN is utilized at every output of the attention layer and is 

represented mathematically as:  

𝐹𝐹𝑁(𝑥) = max (0, 𝑥𝑊1 + 𝑏1)𝑊2 + 𝑏2                                                                (3.7) 

where 𝑊1, 𝑊2, 𝑎𝑛𝑑 𝑏1, 𝑏2 represent the weights and biases of two FC layers. 

Furthermore, Layer-Norm with skip connections is added to produce the final output 

of the encoder layer. The decoder employs the generated tokens from the final encoder 

layer as input to generate the captions.  

3.1.1.3 Lightweight Transformer 

The proposed model incorporates only a single encoder and a single decoder 

structure, thereby reducing the model complexity and the total number of learnable 

parameters by a factor of six. The encoder takes inspiration from a vision encoder, 

taking input as the extracted appearance features for every image, after certain pre-

processing applied on them. Positional encoding is applied on top of the input 

embeddings (appearance features), and then passed through a multi-headed attention 

layer. The dumped features are then passed through a fully connected layer, which 

generates the output of the encoder block.  

The decoder follows the standard structure of the standard transformer model, 

with one addition of a Gated Recurrent Unit (GRU) layer [156]. The input caption 

embeddings are first passed through positional encoding to capture positional 
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relationship between words and then passed through the GRU layer with the Glorot 

Uniform Initializer. The dumped results are then fed through a series of fully connected 

layers and finally a linear activation function followed by a softmax layer, generating 

the output probabilities. 

3.1.2 Experimental Work and Results 

Experiments are conducted on MSCOCO-2014 Captions dataset. This dataset 

contains 113K, 5K and 5K training validation, and test images with 5 human annotated 

captions for each image. Further, the experiment is conducted on a subset of the entire 

dataset consisting of combination of training and testing samples of 35K images. 

3.1.2.1 Implementation Details 

The proposed Lightweight Transformer was implemented on TensorFlow 2.8.0 

using the MS-COCO Dataset 2014 for Image Captioning [157]. The experiments were 

run on Google Colab using NVIDIA Tesla T4 GPU. A sub-set of the dataset was taken 

to train the model consisting of 28,000 training examples and 7,000 testing examples, 

following an 80:20 split. Our best performing model was trained for 30 epochs using 

a sparse categorical cross-entropy loss with Adam optimizer, and a batch size of 64. 

The training took approximately 1 hour and 55 minutes with sparse categorical cross-

entropy on single GPU.  

The effectiveness of the proposed model is evaluated in terms of  the following 

evaluation metrics: CIDEr [25], BLEU-n [151], METEOR [26] and ROUGE-L [152] 

metrics.  Although it has been demonstrated experimentally that BLEU and ROUGE 

show very less correlation with human judgments as compared to other metrics, 

however still all the metrics are evaluated for all image captioning tasks.  
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3.1.2.2 Quantitative Results 

The quantiative results comparision for proposed Lightweight Transformer with 

the other state-of-the-art is presented in Table 3.1. The proposed model performs better 

than SCST [118] and Up-Down [123], which utlises attentions over regions and over 

grid of features. Further, our model achieves state-of-the-art results when compared to 

RFNet [158] that merge different CNN features by utilizing recurrent network. and 

GCN-LSTM [114], which exploits pairwise relationships between image regions 

through graph CNN. Further, proposed Lightweight Transformer achieves good results 

when compared with SGAE [159], and  AoANet [134]. The compariosn is also made 

with respect to [160] that exploits standard transformer model to generate captions. 

Finally, when compared with the M2 Transformer [70], our proposed model does not 

perform better as M2 transformer utlizes memory-augmented encoder and a meshed 

decoder to capture feature from all layers of the stacked encoders and decoders therby 

increasing the trainable parameteres and computational complexity. 

Table 3.1: Comparison of the Quantitate Results Obtained for the Proposed 

Lightweight Transformer; (B-1, B-2, B-3, B-4: BLEU-n; M: METEOR; R: ROUGE; 

C-CIDEr) 

Method B-1 B-2 B-3 B-4 M R C 

SCST [118] 78.1 61.9 47.0 35.2 27.0 56.3 114.7 

Up-Down [123] 80.2 64.1 49.1 36.9 27.6 57.1 117.9 

RFNet [158] 80.4 64.9 64.9 38.0 28.2 58.2 122.9 

GCN-LSTM  [114] 80.8 65.5 65.5 38.7 28.5 58.5 125.3 

SGAE [159] 81.0 65.6 65.6 38.5 28.2 58.6 123.8 

ETA [161] 81.2 65.5 65.5 38.9 28.6 58.6 122.1 

AoANet [134] 81.0 65.8 65.8 39.4 29.1 58.9 126.9 

GCN-LSTM+HP [114] 81.6 66.2 66.2 39.3 28.2 59.0 127.9 

M2 Transformer [70] 81.6 66.4 66.4 39.7 29.4 59.2 129.3 

Proposed Lightweight 

Transformer 

81.0 65.2 65.2 37.8 27.9 58.0 123.1 
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3.1.2.3 Qualitative Results 

The qualitative results obtained for the proposed Lightweight Transformer is 

depicted in Fig. 3.2. It represents captions generated by the proposed transformer with 

attention plots to support the generated captions. These plots demonstrate how the 

generated sentences are closely related to the objects, scenes, and their attributes. The 

notable achievement of the proposed transformer is that it provides a lighter model due 

to single encoder-decoder transformer layer with a faster inference time and lower 

training time, while maintaining an acceptable level of accuracy.  

 

Fig. 3.2: A sample (or examples) for the proposed Lightweight Transformer Model 

 

The green and white bakery truck with people in the street 

 

A man riding a wave on a surfboard 
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3.2 XGL-T Transformer for Intelligent Image Captioning 

With the advancements in deep-learning, the transformer-based models [154] 

are being widely used for image captioning task. Yu et al. [162] proposed 

multimodal transformer that performed multimodal reasoning and led to more 

accurate caption generation. He et al. [163] proposed an image transformer that 

widened the original transformer layer’s inner architecture to adapt to the structure 

of images. This model captured relative spatial relationship between image regions 

and provided a better computational complexity when compared with [154] [162]. 

Furthermore, [161] was designed to extract more discriminative features by 

considering novel objects. Pan et al. [164] proposed X-linear attention network for 

image captioning that leveraged 2nd and higher order interactions by exploiting the 

low-rank bilinear pooling [165]. [166] learned the object-relationship dependencies 

for visual understanding and generation of captions. Furthermore, Yang et al. [167] 

introduced a novel architecture ReFormer that expressed pair-wise relationships 

between objects in an image. Most of the above-mentioned works provided only 

the first order interaction between image contents and sentences thereby limiting 

the capacity of multi-modal reasoning. Very few works facilitated higher order 

interactions. Whereas, in the proposed work as depicted in Fig. 3.3, the use of low-

rank bilinear pooling with scaled version of GELU activation (i.e., x-GELU) 

function provides improvements in fine-grained visual recognition. This also 

strengthens the higher order scene understanding and enhanced semantic concepts 

of objects, attributes and relationships between encoder and decoder that provides 

discriminative cues for generation of sentences. 
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3.2.1 Proposed Methodology 

The proposed work exploits higher-order interactions between visual content 

and natural sentence are learned by defining an efficient XGL-Transformer (XGL-

T) image captioning learning model. XGL attention modules’ stack in encoding 

phase is deployed to encode Region-Level Features (RLF) along with higher-order 

interactions. This provides a set of enhanced RLF and Image-Level Features (ILF). 

Further, in decoding 

 

Fig. 3.3: Basic Block Diagram Representation of Proposed Methodology 

phase, XGL attention module equipped with Bi-LSTM and GEGLU [168] based 

learning provides higher-order interaction reasoning, and improves the 

performance of sentence generation system. Experimental results indicate the 

promising evidence that the proposed model can attain a great improvement in the 

task of image captioning. The main contributions of the proposed work for the 

generation of factual captions can be summed as follows: 

✓ A novel encoder decoder based XGL-Transformer model is proposed for 

efficient image caption generation.  

✓ In the proposed model, XGL attention module with low-rank bilinear 
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pooling and skip-squeeze and excitation introduces attention to higher-

order feature interactions, and helps generating effective image captions. 

✓ A scaled version of GELU activation function, x-GELU activation, is 

defined. It normalizes the independent features, makes the gradients 

smaller, and provides a better solution to vanishing gradient problem.  

3.2.1.1 𝒙 − 𝑮𝑬𝑳𝑼 Activation Function 

Activations [169] like ReLU, SELU and ELU enable network, become faster 

and converge better but they fail to cover dropout regularization [170]. Further, 

GELU [171] activation provides both the advantages i.e., faster convergence and 

better dropout regularization.  In this section, an extension to GELU activation 

function known as x-GELU is introduced that normalizes the independent features 

and solves the problem to vanishing gradients by making the gradients smaller. The 

x-GELU is mathematically defined as: 

𝜘(𝑥) = 𝑥 × {𝐺𝐸𝐿𝑈(𝑥)}                                              (3.8) 

𝜘(𝑥) = 𝑥 × {𝑥[𝑃(𝑋 ≤ 𝑥)]} = 𝑥 × {𝑥∅(𝑥)}              (3.9)                                                       

Where, ∅(𝑥) is the standard Gaussian cumulative distribution function. Further, 

if 𝑋~𝒩(0,1), eqn. (3.9) can be approximated as: 

𝜘(𝑥) = 𝑥 × {0.5 × 𝑥(1 + tanh[√2 𝜋⁄ (𝑥 + 0.044715𝑥3)]}              (3.10) 

3.2.1.2 XGL Attention Mechanism 

Conventional Attention Module (CAM) [128], as shown in Fig. 3.4(𝑎), learns 

to selectively attend to salient features for the generation of sentences. Though, the 

interaction between distinct modalities is nicely triggered by the conventional  
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Fig. 3.4: (a) Conventional Attention Module (CAM), (b) proposed XGL Attention 

Module 

attention module, but only the first order interaction of feature is exploited thus 

restricting it to the limited capacity of complicated multimodal reasoning for image 

captioning. Therefore, XGL attention module is introduced to strengthen the 

automatic learning of features, through exploitation of higher order interactions, 

and by increasing the representative capacity of the output attended features. Fig. 

3.4(𝑏) depicts an introduced attention module named as XGL attention module. 

This module aims to (𝑖) enhance the visual information, and (𝑖𝑖) how consecutive 
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words are correlated to generate sentences. It captures the higher order feature 

interactions by exploiting low-level bilinear pooling [165]. 

Suppose, the query ℚ ∈ ℝ𝐷𝑞, a set of keys K, and values ⱱ where K = {𝑘𝑖}𝑖=1
𝑁  

and  ⱱ = {𝑣𝑖}𝑖=1
𝑁 . Also, 𝑘𝑖 ∈ ℝ𝐷𝑘 and 𝑣𝑖 ∈ ℝ𝐷𝑣. For each query ℚ and key {𝑘𝑖}, 

XGL attention module first produces a joint bilinear query-key representation ℙ𝑖
𝑘 ∈

 ℝ𝐷ℙ  by performing low-rank bilinear pooling. 

ℙ𝑖
𝑘 = 𝜘(𝜔𝑘𝑘𝑖) ⊙ 𝜘(𝜔𝑞

𝑘 ℚ)                                                                                 (3.11) 

where, 𝜔𝑘 ∈ ℝ𝐷ℙ×𝐷𝑘 and 𝜔ℚ
𝑘 ∈ ℝ𝐷ℙ×𝐷ℚ are embedding matrices, ⊙ represents 

element wise multiplication, and 𝜘 represents x-GELU activation. Also, ℙ𝑖
𝑘 

represents higher order query-key interactions. Further, two types of attention 

distributions are received as spatial and channel-wise information from all bilinear 

query-key representations {ℙ𝑖
𝑘}𝑖=1

𝑁 . For spatial attention distribution, each query-

key representation is introduced into the embedding layer (fully connected layer 

with ReLU activation) with its corresponding attention weights. 

𝒮 = 𝜎(𝜔ℙ
𝑘ℙ𝑖

𝑘)                                                                          (3.12) 

where, 𝜔ℙ
𝑘 ∈ ℝ𝐷𝑐×𝐷ℙ is the embedding matrix, 𝜎 represents ReLU activation 

function, and 𝒮 is transformed query-key representation. The transformed query-

key representation, 𝒮̅ , is normalized using a fully connected layer followed by a 

softmax layer. 

𝒮̅ = 𝑠𝑜𝑓𝑡𝑚𝑎𝑥(𝜔𝑏𝒮)                                                                            (3.13) 

where,  𝜔𝑏 ∈  ℝ1×𝐷𝑐  is embedding matrix.  
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For channel-wise attention measurement, Skip-Squeeze and Excitation (SSE) 

[172] operation, which is based on Squeeze and Excitation (SE) [173] design, is 

performed over all query-key transformed representations. This block helps 

increase in the performance for the channel-wise attention measurement. SSE block 

aggregates all transformed bilinear query-key representation with batch normalized 

query-key representations followed by global average pooling, fully-connected 

layer and sigmoid layer. Further, the batch normalized query-key representation and 

the sigmoid layer output are multiplied. The SSE block execution can be 

mathematically represented as follows: 

𝔹 = 𝑏𝑎𝑡𝑐ℎ𝑛𝑜𝑟𝑚(𝒮)                                                                             (3.14) 

𝔹̅ =
1

𝑁
∑ 𝔹𝑖

𝑁
𝑖=1                                                                                       (3.15) 

𝔹̃ = 𝜔𝒷𝔹̅ and  𝔹̂ = 𝑠𝑖𝑔𝑚𝑜𝑖𝑑(𝔹̃)                                             (3.16)    

𝔹𝑆𝑆𝐸 = 𝔹 ⊗ 𝔹̂                                                                                     (3.17) 

The query-value representation is also obtained by low-rank bilinear pooling for 

each query ℚ and value {𝑣𝑖} 

ℙ̅𝑖
𝑘 = 𝜘(𝜔𝑣𝑣𝑖) ⊙ 𝜘(𝜔𝑞

𝑘 ℚ)                                                             (3.18) 

where, 𝜔𝑣 ∈ ℝ𝐷ℙ̅×𝐷𝑣 represents the embedding matrix and ℙ̅𝑖
𝑘 ∈  ℝ𝐷ℙ̅ represents 

the transformed higher order key-value interactions. Weighted sum of the features, 

ℱ , from the spatial attention distribution and the transformed query-value 

representation is calculated as: 

ℱ = ∑ 𝒮𝑖̅ℙ̅𝑖
𝑘𝑁

𝑖=1                                                                                      (3.19) 
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Finally, the proposed XGL attention module provides the attended value 

features ℱ෠ using the weighted features ℱ and the channel-wise attention 

measurement of the transformed query-key representation: 

ℱ෠ = 𝔽𝜘(K, ℚ, ⱱ) =  𝔹𝑆𝑆𝐸 ⊙ ℱ                                            (3.20) 

This attention module produces more representative attended features, which 

can further be leveraged to encoder-decoder framework for image captioning tasks. 

This may be attributed to the fact that the higher-order interactions are exploited by 

using bilinear low-rank pooling with x-GELU activation. 

3.2.1.3 XGL Transformer (XGL-T)  

A unified attention module, as presented in section 3.2.1.2, is plugged into 

encoder-decoder framework to capture higher order interactions (intra-or inter-

modal) for image caption generation. This subsection talks about a deep end-to-end 

encoder-decoder architecture as portrayed in Fig. 3.5 with the obvious aim to 

describe an image in the form of sentence. This architecture stacks XGL attention 

blocks for retrieval of deep image features and uses them for the generation of 

textual captions. 

3.2.1.3.1 XGL-T Image Encoder 

Image encoder module transforms a set of visual features from the input 

image into a series of encodings. Image encoder block is designed by employing 

the proposed XGL attention mechanism. This module provides strengthening to the 

encoded RLF and/or ILF through higher-order correlations. The image encoder 

contains stacks of (1 + ℓ) similar layers with ℓ =3. Further, each identical layer 

consists of two main components; XGL attention module and key-values updating  



81 

 

 

Fig. 3.5:  Proposed XGL-Transformer (XGLT) 

module. Initially, for the first XGL attention block, a mean pooled region features 

(ℱ෠ (0)) is taken as the query ℚ and is coupled with initial keys (K(0)) and values 

(ⱱ(0)). The output to this XGL block is the attended image feature (ℱ෠ (1)). This 

feature acts as an input query ℚ to the next x-GELU attention block. The keys 

(K(0)) and values (ⱱ(0)) are updated by feeding the ℱ෠ (1) to the embedding layer 

(fully connected layer with ReLU activation) and to Add-and-Norm layer. The 

updating process is repeated ℓ times through a subsequence of ℓ stacked identical 

ℱ(1+ℓ) 

ℎ1 ℎ0 

ℱ෠ (1) 

Mean Pooling 

𝜐(0) Κ(0) 

𝑐1 𝑐0 

ℓ𝑥 

𝓌0 𝓌1 𝓌𝒯−1 

XGL 

Attention 

Embed 

Add and Norm 

XGL 

Attention 

Embed 

Add and Norm 

Embed 

XGL 

Attention 

Embed 

GEGLU 

LINEAR 

𝑆𝑜𝑓𝑡𝑚𝑎𝑥 

Word 

Embed 

LSTM 

LSTM 

XGL 

Attention 

Embed 

GEGLU 

LINEAR 

𝑆𝑜𝑓𝑡𝑚𝑎𝑥 

Word 

Embed 

LSTM 

LSTM 

XGL 

Attention 

Embed 

GEGLU 

LINEAR 

𝑆𝑜𝑓𝑡𝑚𝑎𝑥 

Word 

Embed 

LSTM 

LSTM 

FASTER  

R-CNN 

Embed 

𝓌1 𝓌2 𝓌𝒯 

ℚ(0) = ℱ෠ (0) 



82 

 

layers. For the ℓ𝑡ℎ order XGL attention block, the query ℚ = ℱ෠ (ℓ−1), key 

Kℓ−1 = {𝑘𝑖
ℓ−1}𝑖=1

𝑁 , and values ⱱ(ℓ−1) = {𝑣𝑖
ℓ−1}𝑖=1

𝑁 :  

ℱ෠ (ℓ) = 𝔽𝜘(Kℓ−1, ℱ෠ (ℓ−1), ⱱ(ℓ−1))                    (3.21) 

where, ℱ෠ (ℓ) is output attention feature. 

Further, the keys and values are updated, conditioned on the output attention 

feature ℱ෠ (ℓ) followed with regularization and layer normalization as in [154].  

𝑘𝑖
ℓ = 𝐿𝑎𝑦𝑒𝑟𝑁𝑜𝑟𝑚(𝜎(𝜔ℓ

𝑘[ℱ෠ (ℓ)𝑘𝑖
ℓ−1]) + 𝑘𝑖

ℓ−1)                 (3.22) 

𝑣𝑖
ℓ = 𝐿𝑎𝑦𝑒𝑟𝑁𝑜𝑟𝑚(𝜎(𝜔ℓ

𝑣[ℱ෠ (ℓ)𝑣𝑖
ℓ−1]) + 𝑣𝑖

ℓ−1)                                (3.23) 

Eventually the last attention module outputs the updated values ℱ෠ (1+ℓ) as the 

enhanced region level features which provide higher order feature interactions in 

between. Also, the process represented by eqns. (3.21) to (3.23) is repeated three 

times (ℓ = 3) by stacking (1 + ℓ) XGL attention modules, to capture higher order 

interactions of 2(1 + ℓ)𝑡ℎ order i.e., 8th order. To exploit even more higher order 

feature interactions, multiple XGL attention blocks need to be stacked. 

Consequently, it may lead to a huge rise in memory demand and computational 

cost. X-LAN [164] model attempted to represent infinity order interactions by 

developing X-LAN attention block with Exponential Linear Unit (ELU) activation. 

Instead, this work proposes, XGL attention module with x-GELU activation that 

outperforms X-LAN [164] while capturing feature interactions up to 8th order only 

and hence reducing the memory demand and the computational cost.   
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3.2.1.3.2 XGL-T Language Decoder 

For a sentence, 𝕊1:𝒯 = {𝓌1, 𝓌2, … . , 𝓌𝒯} of 𝒯 words, where 𝓌𝒯 is the 

textual feature of 𝒯𝑡ℎ word. The captioning decoder aims to generate the output 

sentence using transformed ILF that are induced via image encoder. To further 

leverage the higher order inter-modal interactions between visual content and 

natural sentence, the proposed XGL attention module is integrated with Bi-LSTM 

to perform multi-modal reasoning to yield high-level feature representation. Bi-

LSTM is, of course, an extension to standard LSTM wherein learning algorithm is 

fed with the input sentence 𝕊1:𝒯 once from the beginning to the end and vice-versa, 

Bi-LSTM based language learning model supports detailed encryption of visual 

data.  At each decoding step, the mean-pooled RLF and attended ILF are 

concatenated to make this as an input to the embedding layer so as to obtain 

transformed ILF. 

ℱ̃ = 𝜔ℊ{ℱ෠ (0), ℱ෠ (1), … . , ℱ෠ (1+ℓ)}                                                        (3.24) 

where, 𝜔ℊ is the embedding matrix. Further, the input to the Bi-LSTM is taken as 

the set of concatenation of current input word 𝓌𝒯, the ILF ℱ̃, the previous hidden 

state ℎ𝑡−1 and the previous context vector 𝑐𝑡−1. Further, the output from the Bi-

LSTM is fed as the query input to the XGL attention module. The keys and values 

for the module are set as the enhanced region level features ℱ෠ thereby making the 

output of this attention module more meaningful as it can now capture higher order 

interactions between image features and hidden state. The context vector (symbol) 

is finally derived by concatenating Bi-LSTM current hidden state and the output 

attention feature followed by an embedding layer and GEGLU [168]. GEGLU is a 
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variant to Gated Linear Unit (GLU) [174] that improves the performance of the 

transformer by producing better perplexities for the de-noising objective. This 

variant of GLU is simple to implement with less computational drawbacks and 

provides better results on various language understanding tasks. Finally, next word 

𝓌𝒯+1  is predicted using a softmax layer and context vector 𝑐𝑡. 

3.2.1. Experimental Work and Results 

The experiments are conducted on the most widely used image captioning 

dataset MSCOCO [157]. The total number of images in the MSCOCO dataset is 

123,287, inclusive of 82,783 training images, 40,504 validation images, and 40,775 

test images. Each image encompasses 5 human annotated captions. It is worth 

mentioning that the official testing set does not come with annotations, and thus the 

only way to evaluate it is to use an online testing server. Further, for offline 

evaluation, the well-known Karpathy split [19] is used. It includes 113,287 training 

images, 5,000 validation images, and 5,000 test images. All training phrases are 

pre-processed by converting them to lower case and eliminating the words that 

appear less than 6 times, resulting in a vocabulary of 9,488 distinct words. 

3.2.2.1 Implementation Details 

To detect the objects and extract the image region features from these objects, 

a Faster-RCNN network, pre-trained on ImageNet [175] and Visual Genome [176], 

is incorporated. Input feature vector of dimension [1 × 2048] is transformed 

[1 × 1024] vector. For XGL attention module, the dimensionality of the query-key 

representation is set as 𝒟𝓆 = 1024 while for the transformed bilinear feature 𝒟𝒻 =

512. In the proposed XGL-T, 4 XGL attention modules are stacked in image 
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encoder and the decoder is equipped with only one XGL attention module. The 

implementation is done in python with PyTorch. The experimental setup makes use 

of optimizer [37], adopts the training schedule as in [154], and the whole 

architecture is optimized using cross-entropy loss.  

The proposed model is first trained by minimizing the cross-entropy loss: 

ℒ𝑋𝐸(𝜃) = − ∑ log (𝑝𝜃(𝓌𝑡
∗𝒯

𝑡=1 |𝕊1:𝑡−1
∗ ))                                        (3.25) 

where, 𝒯is the number of words in sentence; 𝜃 denotes all the parameters in 

the model; 𝕊1:𝑡−1
∗ is the ground truth. Further, a Reinforcement mechanism 

[118] is used to optimize the CIDEr-D [25] metric.  

ℒ𝑋𝐸(𝜃) = 𝔼𝕊1:𝒯~𝑝𝜃
𝓈 [𝔯(𝕊1:𝒯

𝓈 ; 𝕊1:𝒯
∗ ]                                                     (3.26) 

where the reward 𝔯(. ) indicates the CIDEr-D metric for the sampled sentence 

𝕊1:𝒯
𝓈  and the ground truth 𝕊1:𝒯

∗  

The mini batch size for the same is 40 with 10,000 warmup steps. The number 

of iterations, set as 50 epochs, avoids slow convergence with low rank bilinear 

pooling. The captioning model is further optimized with CIDEr-D reward with 

learning rate 2 × 10−5 and epochs are set as 35. The inference stage uses beam 

search strategy with beam size of 3. Performance of the proposed work is 

reported on the basis of: (𝑖) 𝐵𝐿𝐸𝑈@𝑁 (𝐵@𝑁) [177] which is used for the 

comparison and counting of the number of co-occurrences and depends on 𝑛 − 

𝑔𝑟𝑎𝑚 precision that computes per-corpus 𝑛 – 𝑔𝑟𝑎𝑚 co-occurrence, 𝑛 ∈ [1,4]. 

(ii) 𝐶𝐼𝐷𝐸𝑟 − 𝐷 (𝐶) [25] provides evaluation in terms of saliency, grammar, and 

accuracy. (𝑖𝑖𝑖) 𝑀𝐸𝑇𝐸𝑂𝑅 (𝑀) [26] evaluates the scores for matching word, stem 
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and synonyms. (𝑖𝑣) 𝑅𝑂𝑈𝐺𝐸 − 𝐿 (𝑅) [152] measures syntactical matches rather 

than semantics, and (𝑣) 𝑆𝑃𝐼𝐶𝐸 (𝑆) [153] measures the similarity between the 

machine generated scene graph tuples and the ground truth.  

3.2.2.2 Results Obtained for the proposed x-GELU Activation 

To understand the effect of proposed x-GELU activation function, the 

performance of a simple MLP based neural network with 3 hidden layers [169], is 

observed. Where, the ReLU activation function at each hidden layer is replaced 

with ELU, GELU, and proposed x-GELU activation function. The corresponding 

observed results for MSCOCO dataset, Karpathy split [19], are reported in Table 

3.2. 

Table 3.2: Performance comparison of Sigmoid, ReLU, ELU, GELU and x-

GELU activation 

Activation Function Test_Acc  

(%) 

Val_Acc 

(%) 

Test_Loss Val_Loss 

Sigmoid 97.28 97.39 0.3262 0.3265 

ReLU 98.34 98.21 0.2324 0.265 

ELU 99.34 98.51 0.0076 0.0419 

GELU 99.73 99.12 0.0035 0.0367 

x-GELU 99.85 99.13 0.0016 0.0082 

It is evident that 𝑥-GELU activation provides the best validation and testing 

accuracy of 99.13% and 99.85% respectively. Further, validation and test losses are 

obtained as 0.0082 and 0.0016 respectively. From Fig.’s 3.6(𝑎), 3.6(𝑏), 3.7(𝑎), 

and 3.7(𝑏) it is evident that the losses for Sigmoid and ReLU activation functions 

are high in comparison to ELU, GELU and x-GELU. Also, x-GELU activation 

function provides highest accuracy with minimum losses which proves the 

superiority of x-GELU activation function over Sigmoid, ReLU, ELU and GELU 

respectively. 
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Fig. 3.6: (a) Validation Accuracy and (b) Validation Loss Plots for SIGMOID, 

ReLU, ELU, GELU and x-GELU activations 

Fig. 3.7: (a) Test Accuracy and (b) Test Loss Plots for SIGMOID, ReLU, ELU, 

GELU and x-GELU activations 

3.2.2.3 Quantitative Results 

Table 3.3 represents the results of proposed XGL-T transformer on MSCOCO 

Karapathy test split. The results are evaluated by minimizing cross entropy loss and 

CIDEr-D score optimization which proves the efficiency of the proposed model. 

Better results are obtained for CIDEr-D score optimization by avoiding overfitting 

and thus it can better utilize the potential of large models. 

A comparison of the proposed XGLT model with other state-of-the-art models is 

provided in Tables 3.4 and 3.5, for MSCOCO Karpathy test split for Cross Entropy  
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Table 3.3: Results of the proposed XGL-T on MSCOCO “Karapathy” test split 

Score Cross Entropy Loss CIDEr-D Score Optimization 
B-1 78.4 81.5 
B-2 63.2 67.1 
B-3 48.4 51.6 
B-4 37.8 39.9 
S 22.1 23.8 
C 122.4 134.0 
M 29.9 29.8 

R-L 58.4 59.9 

Loss and for CIDEr-D Score Optimization. The results prove the efficiency of the 

proposed image captioning XGL-T model. It is quite evident that the proposed 

model successfully makes the higher-order interactions between the objects and 

hence results in better caption generations in comparison to earlier state-of-the-art. 

Further, by incorporating an attention mechanism that learns to recognize specific 

spatial regions for sentence generation, RFNet [158] and Up-Down [123] 

significantly improve the performance when compared with [22] [178]. 

Additionally, GCN-LSTM [114] and SGAE [159] perform better than [123] while 

using rich semantic information from images (such as visual relations between 

objects or scene graph) for sentence generation. Intuitively AoANet [134] enhanced 

conventional visual attention by providing relevance between the query and the 

attention results. This supports the idea that enhancing attention mechanism is an 

effective way to improve the interaction between visual content and natural 

sentences, and hence improves the image captioning. Therefore, incorporation of 

the proposed XGL attention module in the encoder-decoder based transformer 

architecture has proved its worth so far as leveraging of higher order interactions is 

concerned. 
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Further, the proposed transformer model provides results, on all five 

evaluation parameters, better than the baseline transformer-based encoder-decoder 

structure [179]. It is also observed that XGL-T model helps boost the performance 

of the captioning module when compared with [161] [164] [180]. One of the key 

reasons to outperform X-Transformer [164] results is Bi-LSTM based decoding 

that takes advantage of semantic concepts of objects, attributes and relationships. 

The improvements in SPICE metric observations validate better correlation of the 

proposed XGL-T model with human assessment ability irrespective of word orders.  

The results shown in Fig. 3.8, further, verify that the sentences so generated provide 

a strong correlation with the human evaluation by including n-grams, word-pairs, 

and word-sequences.  

Table 3.4: Performance of the proposed model and other state-of-the-art methods 

on MSCOCO “Karapathy” test split for Cross Entropy Loss 

Method B-1 B-2 B-3 B-4 C R M S 

CNN-LSTM [13] - - - 29.6 94.0 52.6 25.2 - 

SCST [118] - - - 30.0 99.4 53.4 25.9 - 

LSTM-A [22] 75.4 - - 35.2 108.8 55.8 26.9 20.0 

VS-LSTM [178] 76.3 -  34.3 110.2 - 26.9 - 

RFNet [158] 76.4 60.4 46.6 35.8 112.5 56.5 27.4 20.5 

Up-Down [123] 77.2 - - 36.2 113.5 56.4 27.0 20.3 

GCN-LSTM [114] 77.3 - - 36.8 116.3 57.0 27.9 20.9 

LBPF [180] 77.8 - - 37.4 116.4 57.5 28.1 21.2 

SGAE [159] 77.6 - - 36.9 116.7 57.2 27.7 20.9 

AoANet [134] 77.4 - - 37.2 119.8 57.5 28.4 21.3 

Transformer [179] 76.1 59.9 45.2 34.0 113.3 56.2 27.6 21.0 

ETA [161] 77.3 - - 37.1 117.9 57.1 28.2 21.4 

X-Transformer 

[164] 

77.3 61.5 47.8 37.0 120.0 57.5 28.8 21.8 

X-LAN [164] 78.0 62.3 48.9 38.2 122.0 58.0 28.8 21.9 

XGL-T (Proposed) 78.4 63.2 48.4 37.8 122.4 58.4 29.9 22.1 
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Table 3.5: Performance of the proposed model and other state-of-the-art methods 

on MSCOCO “Karapathy” test split for CIDEr-D score optimization 

Method B-1 B-2 B-3 B-4 C R M S 

CNN-LSTM [13] - - - 31.9 106.3 54.3 25.5 - 

SCST [118] - - - 34.2 114.0 55.7 26.7 - 

LSTM-A [22] 78.6 - - 35.5 118.3 56.8 27.3 20.8 

VS-LSTM [178] 78.9 -  36.3 120.8 - 27.3 - 

RFNet [158] 79.1 63.1 48.4 36.5 121.9 57.3 27.7 21.2 

Up-Down [123] 79.8 - - 36.3 120.1 56.9 27.7 21.4 

GCN-LSTM [114] 80.5 - - 38.2 127.6 58.3 28.5 22.0 

LBPF [180]  80.5 - - 38.3 127.6 58.4 28.5 22.0 

SGAE [159] 80.8 - - 38.4 127.8 58.6 28.4 22.1 

AoANet [134] 80.2 - - 38.9 129.8 58.8 29.2 22.4 

Transformer [179] 80.2 64.8 50.5 38.6 128.3 58.5 28.8 22.6 

ETA [161] 81.5 - - 39.3 126.6 58.9 28.8 22.7 

X-Transformer [164] 80.9 65.8 51.5 39.7 132.8 59.1 29.5 23.4 

X-LAN [164] 80.8 65.6 51.4 39.5 132.0 59.2 29.5 23.4 

XGL-T (Proposed) 81.5 67.1 51.6 39.9 134.0 59.9 29.8 23.8 

 

3.2.2.4 Qualitative Results  

The qualitative performance analysis is carried out to validate the observed 

results discussed in sub section 3.2.2.3 above. An example, as shown in Fig. 3.8, 

showcases the captions are generated by the proposed XGL-T model and X-LAN 

[164] and their ground truth. A close look at the examples reveals that the proposed 

XGL-T method produces more descriptive captions by focusing more on the salient 

object regions. Further, it provides better correlation between the objects by 

dynamically integrating higher-order interactions using Bi-LSTM based decoding. 

For example, in the first case X-LAN [164] model is not able to detect ‘laptop on 

the desk’ but the proposed XGL-T model recognizes it correctly. It has also been 

noticed that the XGL-T method generates more correct description of objects that 

are absolutely missing in the G.T. For example, ‘remote’ is correctly predicted as 

‘cell-phone’. This highlights the significance of obtaining high-order interactions.  
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Fig. 3.8: Examples of our XGL-T captioning results compared with X-LAN with 

corresponding Ground Truth’s 

However, there are a few instances where the XGL-T model could detect the objects 

other than the actual one such as ‘eggs’ were detected instead of ‘French toast’. 

3.2.2.5 Ablation Study 

An ablation study is carried out to exhibit the influence of proposed XGL 

attention module, Bi-LSTM based language learning model and GEGLU activation 

Ground Truth: 

• A bed with blankets and pillow on it 

• An image of a bedroom setting with a bed and a 

bench 

• Bedroom with large bed and a laptop on desk 

X-LAN: A bedroom with a large bed in a hotel room with a 

desk 

XGL-T: A bedroom with a large white bed in a hotel room with 

a laptop on desk 

 

Ground Truth: 

• A breakfast plate with a variety of different food  

• A plate with some French toast and roasted potatoes 

• French toast, bacon and roasted potatoes on a plate 

 

X-LAN: A breakfast plate with eggs and orange slices on table 

 

XGL-T: A plate of breakfast food with eggs, bacon and orange 

slice on a table 

  

Ground Truth: 

• A child standing in a room with a remote 

• A little girl wearing white and red dress with remote  

• Girl in dress standing on wooden floor 
 

X-LAN: A little girl in a red dress holding a cell phone 

 

XGL-T: A little girl in red and white dress standing on wooden 

floor holding a cell phone  

Ground Truth: 

• There is car on street and some traffic lights 

• A white car at intersection of two roads 

• A car driving down the street under traffic lights 
 

X-LAN: A traffic light at intersection with car on the street 

 

XGL-T: A green traffic light at an intersection with a red car 

on the road 



92 

 

defined in the proposed XGL-T model. Table 3.6 shows a step-by-step evolution of 

the proposed X-GLT model, while the captions generated by each variant, are 

presented in Fig. 3.9. We start with a very basic design, Model 1, that employs 

Faster R-CNN at the encoding phase and LSTM with CAM for generation of 

sentences. This ablated base model produces results similar to Up-Down approach 

[123]. It does not provide better correlation between different objects. Next, the 

base model is extended as Model 2, by replacing the base Model 1 with the 

transformer-based architecture which uses Faster R-CNN at the encoding phase 

with four stacked layers of XGL attention module and at the decoding phase, 

conventional attention is replaced with XGL attention module and LSTM with 

GLU. Model 2 exploited the higher-order interactions to some extent by focusing 

on the salient object. The results obtained for Model 2 provides enhancement in the 

capacity of multi-modal reasoning. This further validates the effectiveness of 

modelling high order interactions between image regions in encoder. This also 

provides more refined description of images with improvements in the evaluation 

parameters, w.r.t Model 1. Furthermore, in proposed Model 3, at the decoding end, 

LSTM module is replaced with the Bi-LSTM followed by GEGLU in place of GLU 

which provides better language understanding by providing more descriptive 

information of images. In terms of evaluation metrics there is substantial 

improvement observed in terms of B@N scores but a large performance gain is 

achieved in terms of CIDEr, METEOR, ROGUE and SPICE evaluation metrics.  

Further from Fig. 3.9, it is evident that the proposed model provides more precise 

description of images. This further demonstrates the benefit of using Model 3 to 

capture high order interactions between visual regions while simultaneously  
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Fig. 3.9:   Ablation Studies Results for XGL-T 

triggering high order interactions across other modalities for multi-modal 

reasoning. 

Table 3.6 An ablation study for proposed XGL-T transformer 

Model Encoder Decoder B-1 B-2 B-3 B-4 C R-L M S 

M-1 Faster R-CNN CAM + LSTM 76.4 60.3 46.7 36.1 114.1 56.7 27.9 20.9 

M- 2 
Faster R-CNN + 4 

× XGL Attention 

XGL Attention + 

LSTM + GLU 
78.3 62.3 48.9 37.9 122.4 57.8 28.8 21.8 

M-3 

(XGL-T) 

Faster R-CNN + 4 

× XGL Attention 

XGL Attention + 

Bi-LSTM + 

GEGLU 

78.4 62.5 49.0 37.9 124.1 58.4 29.9 22.1 

 

3.3 Significant Outcomes 

This chapter presents two transformer-based image captioning models for the 

generation of single sentence description of images. The key highlights of the chapter 

include: 

1. The chapter first introduces a Lightweight Transformer with GRU for image 

captioning with minimum number of encoding and decoding transformer 

structure. The proposed Lightweight Transformer incorporates a feature 

Faster R-CNN + CAM + LSTM: a street with building and cars  

Faster R-CNN + XGL Attention + LSTM + GLU: People are 

sitting in a city street with lots of cars and stores  

Faster R-CNN + XGL Attention + Bi-LSTM + GEGLU: People 

are sitting near variety of shops and stores on a busy city street 

with cars 

Faster R-CNN + CAM + LSTM: a dog sitting on the floor 

looking at the camera 

Faster R-CNN + XGL Attention + LSTM + GLU: a brown dog 

with collar sitting on the floor next to a couch 

Faster R-CNN + XGL Attention + Bi-LSTM + GEGLU: a 

brown dog with collar sitting on the floor next to a table and chair 



94 

 

encoding approach that extracts a priori knowledge through multiple high- and 

low-level appearance features. Also, it integrates a GRU layer in the decoder 

structure to enhance language model, with using just a single encoder and a 

single decoder overall. Extensive experiments on MSCOCO dataset 

demonstrated that our approach achieves a competitive score on all the 

evaluation metrics. Moreover, the results were obtained by a model trained 

with minimal computational resources. Further, qualitative analysis proves that 

proposed model can yield captioning results demonstrating better appearance 

awareness with a better language model. Furthermore, this approach can be 

implemented in any transformer variant to make it parameter-efficient without 

decreasing the performance. 

2. This chapter also discusses an efficient XGL-Transformer model for image 

captioning. The proposed work defined a novel x-GELU activation driven 

XGL attention mechanism to generate captions whereby, XGL attention-based 

encoding and decoding technique were used reduce the vanishing gradient 

problem and further capture higher-order interactions. Further, superiority of 

proposed model was established through the experimental results in terms of 

CIDEr, SPICE. BLEU@𝑛, 𝑛 ∈ [1,4], METEOR, ROUGE-𝐿  evaluation 

parameters.  The ablation study results proved the improvement in the 

performance of the overall system showing the impact of proposed XGL 

attention modules by introducing them in encoder and decoder phases. Also, 

Bi-LSTM followed by GEGLU is employed in decoding phase that further 

demonstrates the improvement in the results by capturing higher order 

interactions between visual regions while simultaneously triggering higher 
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order interactions across other modalities for multi-modal reasoning. More so, 

the proposed model can further be utilized to capture higher-order interactions 

to generate paragraph-based captions where more than one caption can be 

generated for each image. Also, the addition of sentiments or emotions in the 

generated captions may further help generate stylized captions. Besides that, 

the concept of knowledge graph can also be introduced with the proposed 

transformer model that can improve the performance of the model. 

 

 

 

 

 

 

 

 

 

 

 

 



96 

 

Chapter- 4 

Style-Transfer based Image Captioning 

This chapter introduces a novel framework for the style-based caption generation 

using Style Embedding-based Variation Autoencoder (SE-VAE). The proposed 

framework learns both the unstructured (semantics) and structured (style) feature 

distributions jointly and generates controlled and plausible stylized captions by 

updating the style weights.  

4.1 Control with Style: Style Embedding-based Variational Autoencoder for 

Controlled Stylized Caption Generation Framework 

This chapter presents a novel stylized image captioning framework. Style-based 

description of an image provides a way to imitate the language expressing the 

behaviour of human beings. It learns about linguistic styles and utilizes this knowledge 

to generate style-based image descriptions. Fig. 4.1, distinguishes between the Factual 

(F) and style-based (romantic (R) and humorous (H)) caption generation. This example 

shows that style rich captions provide more reasonable and sentimental descriptions 

with different opinions or feelings. These artistic captions, so generated, can be further 

used in numerous applications like storytelling, for visually impaired solutions, visual 

question answering etc. and for providing better understanding of human expressions. 

Ideally, a stylized image captioning model should fulfill two conditions, (𝑖) 

provide the correct description of images, and (ii) generate correct stylized words or 

phrases in appropriate positions of descriptions.  However, the generated sentences do 

not possess sufficient style-related information which is important to describe 
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Fig. 4.1: Difference between Factual Image Captions and Stylized Image Captions 

 
Fig. 4.2: Block Diagram Representation of the proposed framework 

the content of an image. This may happen due to the small size of stylized dataset due 

to which it is difficult to preserve the correlations between the images and captions. 

This makes the generation of stylized descriptions very difficult. To overcome this 

challenge and capture the variability in style rich captions, the frameworks should 

utilize the unpaired set of images and captions, i.e., image is not available with any 

styled caption. This makes the caption generation more meaningful and acceptable in 

a wider range of applications by not being restricted to the availability of factual and 

styled captions. The proposed work defines Style Embedding-based Variational 

Autoencoder for Controlled Stylized Caption Generation Framework (SE-VAE-

CSCG). It works in two phases. Initially, it generates refined factual captions and forms 

F: A man does acrobatics outside of a 

middle eastern style building. 

R: Trees and Historical building in the 

background makes it for pleasant surroundings. 

H: The guy is having fun incarcerated within the 

castle walls. 

 

F: A street performer dressed as a statue 

stands in the middle of a street. 

R: The people walking around in the street are 

intrigued by the person's performance. 

H: The man is dressed like a runaway bride 

straight from a horror movie. 

 

Factual Image 

Captioning Model 

(RFCG) 

Style-Based (R, H) 

Captions SE-VAE-CSCG 
Bag of 

Captions 

(BoC) 

 Refined Factual 

Captions 

 

Final 

Romantic or 

Humorous 

Caption 
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a Bag-of-Captions (BoC) by combining both paired and unpaired sets of samples.  In 

the second phase, the BoC feeds the captions to the SE-VAE Controlled Caption 

Generator.  Fig. 4.2 represents a block diagram of the proposed method.  

4.1.1 Proposed Methodology 

The proposed framework is divided into two phases namely: (1) Refined Factual 

Caption Generation (RFCG), and (2) Stylized Image Captioning using SE-VAE, and 

modified controlled text generation module. The two-phase proposed framework is 

depicted in Fig. 4.3. To generate a style-based description of images, first the factual 

descriptions are extracted and the generated factual captions are fed to the SE-VAE-

CSCG. This model generates stylized descriptions with an unpaired style transfer i.e., for 

a given image there is no need for corresponding factual and stylized captions. Also, this 

model does not require any image features for the generation of style-based descriptions.  

4.1.1.1 Refined Factual Caption Generation  

Refined Factual Image Caption Generation (RFCG) utilizes an encoder-decoder 

structure to generate refined factual captions of images using the available factual GT’s 

per image. It helps the model produce human-independent (unbiased) refined captions by 

merging both visual features (global and object-level local features) with finetuned GloVe 

embeddings-based text encodings in the encoder. The decoder using Bi-LSTM and LSTM 

layers, learns the combined visual and textual encodings to generate the most likely refined 

factual descriptions unbiased from human perception. 
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Fig. 4.3: Illustration of the proposed Control with style Framework: Phase-I RFCG Module, 

and Phase-II SE-VAE-CSCG Module. In Phase-I, RFCG module encoder generates visual 

embeddings as Ϝvis for the input image. Whereas RFCG module decoder receives 

combination of text embeddings 𝒯text and the visual embeddings Ϝvis given by 𝒳 =

{Ϝvis, 𝒯text}, generating refined captions as Refined Factual Captions (RFC) =  

{RFC1,  RFC2,  RFC3 … RFCn},  n ∈ no.  of sample images.  From Phase I, a Bag of Captions 

(BoC) is defined that leverages Style Embedding based Variational Auto-Encoder-CSCG 

(SE-VAE-CSCG) in Phase-2 for generation of controlled stylized captions. 

4.1.1.1.1 RFCG- Encoder 

In the RFCG-Encoder, Inception-V3 [155] extracts global spatial features of images. 

Symmetric and asymmetric modules in 42 layered architecture of Inception V3 [155] 

provide low error rates with high efficiency when compared with its previous versions and  
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Fig. 4.4: SMU-activated SENet 

its contemporaries. A feature vector of dimensions (10 × 10 × 2048) extracted from the 

Inception-V3 is passed through a Smooth Maximum Unit (SMU) activated Squeeze and 

Excitation Network (SENet) [173] to improve the channel interdependencies with no 

added computational cost. It performs channel scaling with learned weighted features as 

𝑓𝑣𝑒𝑐. SMU [181] activated features are extracted to map with original channels, that has 

the potential to provide performance improvements when compared with traditional 

activation functions i.e., ReLU. SMU can be realized using the smooth activation of the 

maximum function which can smoothly approximate the ReLU activation. The internal 

architecture is provided in Fig. 4.4. Mathematically, squeeze and excitation operations are 

represented by: 

𝓏𝑠𝑒 = 𝒻𝑠𝑞 =
1

𝐻×𝑊
∑ ∑ 𝑚𝑠𝑒(𝑖, 𝑗)𝑊

𝑗=1
𝐻
𝑖=1                                                                             (4.1) 

𝑠 = 𝒻𝑒𝑥(𝓏, 𝑊) = 𝑠𝑒𝑥                                                                                                        (4.2) 

The output is scaled and is given by: 

𝒻𝑋 = 𝒻𝑠𝑐𝑎𝑙𝑒(𝑠𝑒𝑥 , 𝑚𝑠𝑒)                                                                                                        (4.3) 

To incorporate local descriptions of the visual semantics, local objects in the scene 

are detected using YOLO-V4 [182]. DropBlock regularization in YOLO-V4 supports 

better detection speed, accuracy, and mean average precision. The detected object features 

are flattened and passed through 3-fully connected layers resulting in a feature vector of 
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dimension [1 × 256]. Now, both the global and local visual encodings are concatenated 

as Ϝ𝑣𝑖𝑠 = {𝒻1, 𝒻2, … . 𝒻𝑁}, 𝒻𝒾 ∈ ℝ𝒟, 𝑖 ∈ (1, 𝑁) and are further merged with fine-tuned 

GloVe [183] embedding-based text encodings given by 𝒯𝑡𝑒𝑥𝑡. Unlike Word2Vec [184], 

GloVe embeddings highlight word co-occurrences to obtain the word embeddings. Now, 

the text and visual encodings, are given as 𝒳 = {Ϝ𝑣𝑖𝑠, 𝒯𝑡𝑒𝑥𝑡}, are combined and passed on 

to the RFCG decoder. 

4.1.1.1.2 RFCG-Decoder 

The RFCG language decoder is based on the Bi-LSTM network. The Bi-LSTM 

network very well deals with the problem of fixed sequence-to-sequence prediction. 

The combined text and visual embeddings 𝒳 = {Ϝ𝑣𝑖𝑠, 𝒯𝑡𝑒𝑥𝑡} are fed to the Bi-LSTM 

layer. The output generated from the Bi-LSTM network is activated with sigmoid 

activation.  Also, the sigmoid-activated (𝜎) output is attended to using a soft attention 

mechanism. The soft attended features obtained are learned with the help of Ϝ𝑣𝑖𝑠.  Also, 

by multiplying the related segmentation map with low weight, soft attention discredits 

unimportant parts. Therefore, high attention zones retain their original worth, whereas 

low attention areas approach zero. The process can be described mathematically as: 

𝕊𝑖
𝑡 = 𝒲𝕊 tanh(𝒲𝒳𝒳𝑖 + 𝒲ℎℎ𝑡−1 + 𝒷𝑠) + 𝒲𝑓𝒻𝑖                                                     (4.4)                                                                    

where, 𝒲𝕊, 𝒲𝒳, 𝒲𝒻 𝒲ℎ are the weights and 𝒷𝑠 is the bias factor. Also, 𝕊𝑖
𝑡 is the 

importance score and  

𝕊𝑖
𝑡 = (𝕊1

𝑡 , 𝕊2
𝑡 … . 𝕊𝑛

𝑡 )𝑇                                                                                                 (4.5)                                                                                                    

Furthermore, the attention at time t is given by: 
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𝒶𝑖
𝑡 =

exp (𝕊𝑖
𝑡)

∑ exp (𝕊𝑖
𝑡)𝑛

𝑖=1

                                                                                                        (4.6)                                                                        

For improved feature learning, the soft-attended and sigmoid-activated features 

are learned using LSTM layers. Further, the resulting output generates a word on the 

next time node using the MLP function that incorporates backpropagation through a 

time algorithm to update the parameters of the LSTM network. The objective function 

defined for the optimization of the proposed RFCG is given by: 

𝜗 = 𝑎𝑟𝑔 max
𝜗

∑ ∑ log 𝑝(𝓎𝑡|𝓂, 𝜗, 𝓎1, 𝓎2 … 𝓎𝑡−1)𝑁
𝑡=0𝓂,𝓎                                       (4.7)                                                                        

𝜗 is the learnable parameter with 𝓂 feature maps whose weight is 𝓂 ∈

{𝓂1, 𝓂2 … 𝓂𝑡}. 𝓎 is the sentence that describes the image well. Further, the cross-

entropy loss is incorporated to minimize the loss function to maximize the probability 

of each correct word appearing. The cross entropy-loss function is given by: 

ℒ(𝜗) = − ∑ log (𝑝𝜃(𝓌𝑡
∗𝑁

𝑡=1 |𝔾1:𝑡−1
∗ ))                                                                     (4.8) 

where 𝑁 is the number of words in a sentence; 𝜗 denotes all the parameters in the 

model; 𝔾1:𝑡−1
∗ is the Ground Truth (GT).    

4.1.1.1.3 Bag-of-Captions (BoC) 

The Refined Factual Captions (RFC) generated from the factual  image 

captioning model, given as 𝑅𝐹𝐶 = { 𝑅𝐹𝐶1, 𝑅𝐹𝐶2, 𝑅𝐹𝐶3 … 𝑅𝐹𝐶𝑛}, 𝑛 ∈

𝑛𝑜. 𝑜𝑓 𝑠𝑎𝑚𝑝𝑙𝑒 𝑖𝑚𝑎𝑔𝑒𝑠 and the stylized captions- Romantic captions (𝑅𝐶) and 

Humorous captions (𝐻𝐶) combinedly define BoC, as shown in Fig. 4.5.  It consists of 

7K paired sample set as {𝑅𝐹𝐶, 𝑅𝐶, 𝐻𝐶} while the remaining samples include only 

RFC obtained from Flickr30K and MSCOCO datasets. Therefore, the BoC contains a 



103 

 

set of paired captions and unpaired captions.  All the samples are combined and 

shuffled which is further split into training, validation, and test sets. Table 4.1 presents 

the details of training, testing, and validation splits. The contents of BoC are fed to SE-

VAE-CSCG which are utilized for the generation of diverse and stylized descriptions 

of an image without directly depending on the image features. 

Table 4.1: Test, Train, and Validation Splits for BoC  

Datasets Captions in BoC 
Training 

Samples 

Testing 

Samples 

Validation 

Samples 

Flickr30K 

FlickrStyle10K 

RFC- 31,783 

32,048 6868 6867 RC-7000 

HC- 7000 

MSCOCO 

FlickrStyle10K 
RFC-1,23,287 1,15,287 11,000 11,000 

 

 

Fig. 4.5: Structure of Bag-of-Captions (BoC) 

4.1.1.2 SE-VAE-CSCG Model 

It presents the Phase 2 of the proposed framework which is defined in two parts: 

(i) SE-VAE module, and (ii) CSCG module. The proposed modules generate stylized 

Shuffled Feature 

Cluster 

Romantic Captions 

(RC) 

Humorous Captions 

(HC) 
Refined Factual 

Captions (RFC) 

Unpaired 

Samples 

Paired  

Samples 

 

Id RFC RC HC 

1 ✓ ✓ ✓ 

2 ✓ ✓ ✓ 

3 ✓ ✓ ✓ 

. ✓ ✓ ✓ 

. ✓ ✓ ✓ 

. ✓ ✓ ✓ 

7K ✓ ✓ ✓ 

7001 ✓   

. ✓   

31.7K ✓   

1 ✓   

2 ✓   

31K ✓   

. ✓   

. ✓   

123287 ✓   
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captions of an image using stylized embeddings based on variational autoencoder (SE-

VAE) and controlled stylized caption generation (as depicted in Fig. 4.3).  

4.1.1.2.1 SE-VAE Module 

The recent controlled text generation-based works [185] [186] [187] have 

explored the controlled text learning ability of Variational Auto-Encoder (VAE). In 

view of these works, the proposed work, attempts to introduce style-based caption 

representation for controlled text generations by defining modified Style-Embedding 

based Variational Autoencoder (SE-VAE), as depicted in Fig. 4.3. It receives paired 

and unpaired sample sets from BoC in the form of contextualized vector 

representation, derived from RoBERTa [188] by inferencing from both sentence and 

word embeddings. The VAE encoder constructs a latent distribution  ℕ(𝜇, 𝜎) using a 

mean and a variance vector. The latent distribution, 𝑧, is assumed to be a normal 

distribution whose loss function is defined as: 

ℒ𝑣𝑎𝑒 = −𝔼𝑞(𝑧|𝑥)
[log 𝑝(𝑥|𝑧)] + 𝜑. 𝕂𝕃(𝑞(𝑧|𝑥)||𝑝(𝑧))                                            (4.9)                                                             

Where the first term in the above equation represents the likelihood of the 

reconstruction of the original text 𝑥, while the second term is the KL-divergence 

between the latent distribution and standard normal distribution. Further, 𝑝(𝑧) is the 

prior for standard normal distribution, and 𝑞(𝑧|𝑥) is the posterior distribution. Also, 𝜑 

is the balancing parameter that learns the capacity between self-reconstruction and 

style features. 

Previous works [189] [190] incorporated disentangling style attributes whereas the 

proposed method utilizes the style learnt from structured samples to generate target style  



105 

 

 

Fig. 4.6: Style-loss Calculation and Representation 

representations for both unstructured and structured representations. It adjusts the style 

strength by simply adjusting the style weights. The embeddings are differentiated for two 

different styles (romantic, humorous) using one hot vector encodings as Style-R and Style-

H. Also, it enhances the latent feature representations for both structured and unstructured 

latent vectors. Further, the style embeddings are represented by: 𝕊 = {𝑠1, 𝑠2, … , 𝑠𝑘}, 𝑠𝑖 ∈

ℝ𝑘×𝑑, where 𝑘 = 2 is the number of styles (Style-R and Style-H). These embeddings are 

randomly initialized and updated by minimizing the similarity between the style 

embeddings and latent fusion. The structural representation is depicted in Fig. 4.6, where 

the similarity is minimized using the cosine similarity with the assumption that the style 

embedding is highly related to the latent features. The style loss for the same is defined as: 

ℒ𝑠𝑡𝑦𝑙𝑒 = − ∑ 𝒷𝑖
𝑘
𝑖=1 log (𝑠𝑖𝑔𝑚𝑜𝑖𝑑(cos(𝑠𝑖, 𝒹(𝑧))))                                                  (4.10)                                                                   

In eqn. (4.10), the sigmoid function ensures the range of cosine similarity. 𝒷𝑖=1 if 

the style given represents the style of the input sentence, otherwise 𝒷𝑖=0. 𝒹(𝑧) represents 

the stop gradient which is used to compute the style loss. Therefore, eqn. (4.9) is modified 

as:  

Paired and Unpaired 

Samples Feature Vector 

Style-H 

Style-R 

Unpaired Sample 

Paired Sample 

Cosine 

Similarity 

Style-Loss 

Unpaired Sample + 

Style (if exists)  
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ℒ𝑣𝑎𝑒
̀ = −𝔼𝑞(𝑧|𝑥)

[log 𝑝(𝑥|𝑧) + 𝒹(𝓈𝑥) ] + 𝜑. 𝕂𝕃(𝑞(𝑧|𝑥)||𝑝(𝑧))                                  (4.11)                                                                

For sentence 𝑥, 𝓈𝑥 represents its style embedding which is used as a constant vector.  

Hence, the total loss function defined for the proposed SE-VAE is:  

ℒ′𝑆𝐸−𝑉𝐴𝐸 = 𝛿𝑣𝑎𝑒ℒ𝑣𝑎𝑒
̀ + 𝛿𝑠𝑡𝑦𝑙𝑒ℒ𝑠𝑡𝑦𝑙𝑒                                                                          (4.12)     

where, 𝛿𝑣𝑎𝑒 and 𝛿𝑠𝑡𝑦𝑙𝑒 are the hyperparameters that balance the weights between VAE-

loss and style loss.  

4.1.1.2.2 CSCG Module 

Controlled Stylized Caption Generation (CSCG) module, leverages a generator and 

a discriminator structure. The output generated from the SE-VAE is represented in the 

form of unstructured representation 𝓊 and structured representation 𝓇. It trains the 

generator 𝒢 that reconstructs the captions for generating plausible text. Further, the 

discriminator 𝒟 enforces the generator to produce coherent attributes. The generator and 

the discriminator form a pair of collaborative learners and provide feedback signals to each 

other. Also, the collaborative optimization represents the wake-sleep algorithm [191].  

The generator 𝒢 is a Deep LSTM-RNN architecture that generates the final caption 

sequence in the form of tokens 𝑥̂ = {𝑥̂1, … , 𝑥̂𝑇} conditioned on (𝓊, 𝓇), mathematically 

represented as: 

𝑥̂ ~ 𝒢(𝓊, 𝓇) = 𝑝𝒢(𝑥̂|𝓊, 𝓇) = ∏ 𝑝(𝑥̂|𝑥̂<𝑡 , 𝓊, 𝓇)𝑡                                                       (4.13)                                                    

where, 𝑥<𝑡̂are the tokens preceding 𝑥̂. Also, 𝑥̂ is parametrized using the softmax function 

for time step t.  

𝑥̂ ~ 𝑠𝑜𝑓𝑡𝑚𝑎𝑥(𝑜𝑡/𝒯)                                                                                                      (4.14)                                                          
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𝒯 > 0 is the temperature normally set to 1 and 𝑜𝑡 is the logit vector.  

The unstructured part incorporates standard Gaussian prior modelling for continuous 

variables whereas, the structured representation contains both continuous and discrete 

variables that encode different styles efficiently. Further, the SE-VAE is modified by 

combining the parameters of the encoder and generator. This modified SE-VAE loss is 

minimized to optimize the reconstructed captions, which is represented mathematically 

as: 

ℒ𝑆𝐸−𝑉𝐴𝐸 = −𝔼𝓆𝐸(𝓊|𝑥)𝓆𝒟(𝓇|𝑥)
[log 𝑝𝒢(𝑥|𝓊, 𝓇) + 𝒹(𝓈𝑥) ] + 𝜑. 𝕂𝕃(𝓆𝐸(𝓊|𝑥)||𝑝(𝓊))                                                           

(4.15) 

The distribution defined over 𝓊 and 𝓇 for the encoder and discriminator is mathematically 

given as: 

𝓊~𝐸(𝑥) = 𝓆𝐸(𝓊|𝑥)                                                                                                       (4.16)                                                                                                                 

𝒟(𝑥) = 𝓆𝒟(𝓇|𝑥)                                                                                                          (4.17)                                                        

Further, these distributions are utilized as the output at the current step and the input 

to the next step along the sequence of decision-making. The resulting caption denoted by 

𝒢𝒯̃(𝓊, 𝓇), is given as input to the discriminator that measures the fitness to the target 

attributes for structured and unstructured representation. The loss for the same is calculated 

as: 

ℒ𝑎𝑡𝑡𝑟,𝓇 = 𝔼𝑝(𝓊)𝑝(𝓇) [log 𝓆𝒟(𝓇| 𝒢𝒯̃(𝓊, 𝓇))]                                                                (4.18)                                                                    

ℒ𝑎𝑡𝑡𝑟,𝓊 = 𝔼𝑝(𝓊)𝑝(𝓇) [log 𝓆𝐸(𝓊| 𝒢𝒯̃(𝓊, 𝓇))]                                                               (4.19)                                                       

Combining the equations, the final generator objective function is given as: 
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𝑚𝑖𝑛(ℒℴ𝓈𝓈) = ℒ𝑆𝐸−𝑉𝐴𝐸 + 𝛼ℒ𝑎𝑡𝑡𝑟,𝓊 + 𝛽ℒ𝑎𝑡𝑡𝑟,𝓇                                                        (4.20)                                                       

where 𝛼 and 𝛽 are the balancing parameters.  

The discriminator is also a Deep-LSTM-based architecture that learned differently 

as compared to the SE-VAE encoder. The unstructured representation  𝓊 is learned in an 

unsupervised manner while the structured representation 𝓇 uses labelled examples to 

entail a designated style (romantic or humorous). Therefore, efficient semi-supervised 

learning is defined for the discriminator. To learn the specified semantic meaning and style, 

a set of labelled examples (𝒳𝐿 = {(𝑥𝐿 , 𝓇𝐿)}) is used represented by:  

ℒ𝑑𝑖𝑠𝑐 = 𝔼𝒳𝐿
[log 𝑞𝐷(𝓇𝐿|𝑥𝐿)]́                                                                                          (4.21)                                                                                           

Besides the conditional generator, 𝒢 synthesizes noisy style-attribute pairs which 

used semi-supervised learning. To alleviate this issue minimum entropy regularization 

[192] is incorporated to provide robust model optimization. The resulting objective is 

given by: 

ℒ𝒟−𝒪 = 𝔼𝑝𝒢(𝑥̂|𝓊, 𝓇)𝑝(𝓊)𝑝(𝓇)[𝑙𝑜𝑔𝓆𝒟(𝓇|𝑥̂) + 𝜌ℋ(𝓆𝒟(𝓇′|𝑥̂))]                                (4.22)                                                                                                        

where, ℋ(𝓆𝒟(𝓇′|𝑥̂)) is the empirical Shannon entropy of the distribution 𝓆𝒟 and 

𝜌 is the balancing parameter. The final training discriminator objective is given by the 

following equation: 

min (ℒ𝒟) = ℒ𝑑𝑖𝑠𝑐 + 𝜃ℒ𝒟−𝒪                                                                                          (4.23) 

4.2 Experimental Work and Results 

To evaluate the performance of the proposed framework MSCOCO, Flickr30K, 

and FlickrStyle10K datasets are used in the experimentations. The Flickr30K and 
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MSOCOCO datasets are used for refined Factual Caption generation. To generate text-

controlled stylized captions for any given image, style annotations for two different 

styles namely romantic and humorous styles are utilized from FlickrStyle10K [51]. 

For this dataset, only 7K style annotations are publicly available. This results in the 

collection of 7K paired samples and 24,783 from Flickr30K and 1,23,287 MSCOCO 

which are used for Phase II experiments.  

4.2.1 Implementation Details 

In phase-1, the Refined Factual Caption Generation (RFCG) is trained with 

Adam [193] optimizer with a learning rate of 1𝑒−5 for the encoder module whereas 

for the language decoder, the learning rate is set as 4𝑒−4. Further, the batch size is set 

as 64 and RFCG is trained for 60 epochs. Also, to extract the text features, fine-tuned 

GloVe embeddings are utilized with dimensions for embeddings as 300. To evaluate 

the performance of the proposed RFCG, BLEU@N [177] and METEOR (M) [26] 

scores are used.  

For the generation of stylized captions, in Phase-2, using the proposed SE-VAE-

based controlled text generation, the Adam optimizer is utilized with a learning rate of 

0.0005. The input to the SE-VAE is the embeddings extracted from RoBERTa with a 

batch size of 512 tokens. The dimensions for the latent features and style embeddings 

are [1 × 768]. The model can generate sentences with a sentence length limit of  ≤

25. To evaluate the performance of generated stylized captions, the Style Transfer 

Accuracy (𝑐𝑙𝑠) and Perplexity (𝑝𝑝𝑙) of the proposed model are evaluated. Also, the 

relevancy of the captions generated is evaluated in terms of BLEU@N (B-1, B-3) 

[177] and METEOR (M) [26].  
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4.2.2 Experimental Results for Refined Factual Captioning Generation (RFCG) 

This section of the chapter summarizes the performance of the proposed RFCG 

architecture on the Flickr30K and MSCOCO Karapathy split datasets. Table II and 

Table III present the comparison of the proposed RFCG based generated refined 

captions with other state-of-the-art on Flickr30K and MSCOCO datasets. Compared 

with the other state-of-the-art in Table 4.2, the proposed method provides a significant 

improvement in terms of B-1, B-2, B-3, B-4, and METEOR. The key reason for the 

consistently improved performance of the proposed RFCG model is that it leverages 

the benefit of rich Yolo-V4 based region specific local features and Inception-V3 based 

global visual features while merging with GloVe embeddings-based text features in 

comparison to raw VGG 16 based encoders [125], and CNN based encoders [127] 

visual features. In addition to this the proposed RFCG module incorporates Bi-LSTM 

and rich visual features enabled soft attention-based language decoder which provides 

further enhancements in the generating refined captions when compared with hard and 

soft attention [123]. Also, From Table 4.3 it is evident that the our proposed RFCG 

module provided significant results when compared with many recent state-of-the-art 

[134]  [164] [194, 178, 114]. Also, [195] LLM-based fusion reports very low scores as 

fusion of captions collapse into a caption that does not offer more detail.  To overcome 

this the proposed framework generates more detailed factual captions which are further 

fused with style-based captions for the generation of stylized image captions. 

Further, when compared with [70] [196] the model provides improvements in terms of 

B-2, B-3, B-4, and M only. Figs. 4.7(a) and 4.7(b) present the validation and test 

accuracy and loss curves respectively for the proposed RFCG model. From this, it is 

evident that with the increase in the number of epochs, the accuracy of the proposed 
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RFCG model increases while the losses decrease. It is evident from the figures that 

after 60 epochs, the performance of the proposed RFCG module does not provide 

significant. improvements in the results. Hence, early stopping criteria is used to stop 

the training after receiving consistent results for next 10 epochs. Fig. 4.8 presents the 

qualitative results of the proposed RFCG.  It is observed that the proposed RFCG 

expresses the relationships between objects, attributes, and scenes with more refined 

syntactic and semantic descriptions over base LSTM and other models [123, 125, 164]. 

Table 4.2: Comparison Results obtained for the proposed RFCG Module on 

Flickr30K Dataset 

Model B-1 B-2 B-3 B-4 M 

LSTM [128] 66.3 42.3 27.7 18.3 - 

G-LSTM [103] 64.6 44.6 30.5 20.6 17.9 

Soft Attention [123] 66.7 43.4 28.8 19.1 18.5 

Hard Attention [123] 66.9 43.9 29.6 19.9 18.5 

Semantic Attention 

[127] 
64.7 46.0 32.4 23.0 18.9 

D-Ada [125] 66.7 48.6 32.1 22.4 21.4 

Proposed RFCG 69.6 49.4 32.1 23.3 21.6 

 

Table 4.3: Comparison Results obtained for the proposed RFCG Module on 

Flickr30K Dataset 

Model B-1 B-2 B-3 B-4 M 

LSTM-A [22] 75.4 - - 35.2 26.9 

VS-LSTM [178] 76.3 - - 34.3 26.9 

Up-Down [123] 77.2 - - 36.2 27.0 

RDN [196] 77.5 61.8 47.9 36.8 27.2 

GCN-LSTM [114] 77.3 - - 36.8 27.9 

AoANet [134] 77.4 - - 37.2 28.4 

X-Transformer [164] 77.3 61.5 47.8 37.0 28.8 

Fusion-LLM [195] - - - 29.0 28.7 

M2 [70] 80.3 - - 39.1 29.2 

Proposed RFCG 80.2 62.6 48.4 39.4 29.4 
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Fig. 4.7: Training & Validation (a) Loss, (b) Accuracy for the proposed RFCG 

4.2.4 Experimental Results for SE-VAE-CSCG 

For this phase, we define two test cases for our experiment: 𝑖) Test Case 1 and 

𝑖𝑖) Test Case 2. Test Case 1 utilizes 24,783 unpaired samples from Flickr 30K whereas 

Test Case 2 utilizes 1,23,287 unpaired samples from MSCOCO. Also, both the test 

cases contain 7K paired samples.  Table 4.4 presents the comparison of the proposed 

SE- VAE CSCG model for both the test cases with other state-of-the-art in terms of 

BLEU-1, BLEU-3, and METEOR (M) scores with style accuracy (𝑐𝑙𝑠) and perplexity 

(𝑝𝑝𝑙). StyleNet [54] and SF-LSTM [51] incorporate factored LSTM and style-factual 

LSTM decoders for end-to-end learning of stylized romantic and humorous captions. 

The works [58] [53] [197] [198] attempted multi-style-based caption learning using 

unpaired data but the proposed SE-VAE-CSCG captures the unstructured and stylized 

disentangled representations better than [58] [53]. Furthermore, using the concept of 

controlled styled SE-VAE, a significant rise of B-1 score value by an amount of 3.9, 

15.8, 8.5 and 7.4 respectively is observed. From Table 4.4 we can infer that test case 2 

provides significant results for all the evaluation metrics. Hence, increasing the 

number of unpaired samples confirms efficient learning of linguistic styles in the final  

(b) 
(a) 
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Fig. 4.8: (a) Refined Captions Generated by Proposed RFCG Model on Flickr30K 

and (b) MSCOCO dataset 

encodings. Furthermore, it can be observed from the qualitative results of the proposed 

SE-VAE-CSCG, as reported in Fig. 4.9, that the image content is described with the 

usage of the correct style i.e., romantic and humorous with more realism, fluency, 

grammatical correctness and diversity. 
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LSTM: A boy sprays water at another boy on window. 

Attention [2]: Two boys are looking at each other through 

window 

D-ADA [3]: A boy sprays water on window and on another 

boy 

Proposed RFCG: A small boy looking outside window to 

another boy who is spraying water with a hose. 

LSTM: A women sits alone in a café. 

Attention [2]: Woman is sitting against a red brick wall  

D-ADA [3]: A woman sits against red wall looking at 

chair. 

Proposed RFCG: A women in blue sits alone against a 

brick wall and looking outside a window. 

LSTM: A street with building and cars. 

Attention: A busy street with cars and buildings 

nearby. 

X-Transformer : Cars standing on busy road with 

buildings and shops.  

Proposed RFCG: People are sitting and shopping in 

shops and stores on a busy city street with cars. 

LSTM: A big white bed with desk and chair  

Attention: A room with big bed and green walls. 

X-Transformer : A bedroom with a large bed in a 

hotel room with a desk 

Proposed RFCG: A hotel bedroom with large white 

bed, laptop, desk and chair. 

M
S

C
O

C
O

 

(a) 

(b) 
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Table 4.4: Comparison Results on FlickrStyle10K Dataset (Test case 1: 24,783 

unpaired samples from Flickr 30K; Test case 2: 1,23,287 unpaired samples from 

MSCOCO) 

Style Model B-1 B-3 M cls ppl 

R
o

m
an

ti
c 

StyleNet [51] 13.3 1.5 4.5 57.1 6.9 

MSCap [53] 17.0 2.0 5.4 91.3 - 

SF-LSTM [54] 27.8 8.2 11.2 - - 

Detach and attach [197] 24.3 - - 82.4 - 

Wu et al. [198] 25.4 5.7 9.2 - - 

SAN [58] 28.3 8.7 11.5 90.9 9.1 

SE-VAE-CSCG (Test Case-1) 30.2 9.4 12.5 91.6 9.7 

SE-VAE-CSCG (Test Case-2) 32.8 12.2 13.1 94.1 12.1 

H
u
m

o
ro

u
s 

StyleNet  [51] 13.4 0.9 4.3 42.5 7.3 

MSCap [53] 16.3 1.9 5.3 88.7 - 

SF-LSTM [54] 27.4 8.5 11.0 - - 

Detach and attach [197] 23.0 - - 89.2 - 

Wu et al. [198] 27.2 5.9 9.0 - - 

SAN [58] 27.6 8.1 11.2 87.8 8.4 

SE-VAE-CSCG (Test Case-1) 29.7 9.0 11.6 89.7 9.3 

SE-VAE-CSCG (Test Case-2) 31.2 10.6 12.0 92.4 11.6 

 

 

Fig. 4.9: Stylized Romantic and Humorous Captions Generated Using Controlled 

Stylized Caption Generation (CSCG) (a) With Flickr30K unpaired samples (24,783) 

and (b) With MSCOCO unpaired samples (1,23,287 samples).  

(a) 

R: Woman sits against brick wall 

having sweet coffee waiting for her 

lover. 

H: A woman sits in a café looking at a 

lizard on the brick wall 

R: Woman sits beside chairs against 

brick red wall waiting for her lover on 

coffee. 

H: Woman sitting in café looking at 

lizards on chairs and red wall. 

(b) 

R: A boy looking at another boy from 

window shares childhood delight  

H: A child looking at another child like 

a captured monkey. 

R: A boy playing with water looking at 

another boy shares childhood delight.  

H: A child without clothes is teasing a 

boy in blue like a monkey. 

R: A man jumps in midair for a great 

picture. 

H: A bearded man does a toe-touch in 

midair for shoe size.  

R: A man with glasses jumps midair in 

blue sky for a beautiful picture.  

H: A bearded man jumping like a kid 

in mid-air is looking funny. 

R: Two lovers are walking in market 

place with white tents to purchase 

vegetables. 

H: A street market is filled with 

vendors to attract customers  

R: Two people are romantically 

walking in market with white tents to 

buy groceries. 

H: A boy holding white bag is laughing 

at vendors in market. 
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4.2.5 Ablation Study  

An ablation study is carried out to exhibit the influence of  (𝑖) RFCG module 

and (𝑖𝑖) SE-VAE-CSCG module (𝑖𝑖𝑖) number of unpaired captions fed to the BoC 

from MSCOCO dataset on the performance of the proposed framework. 

1. In RFCG module, the encoder utilizes efficient Inception-V3 + Yolo-V4 visual 

features. The key reason to use Inception-V3 + Yolo-V4 based features, is 

highlighted in the ablation study reported in Table 4.5, for Flickr30K dataset. It 

confirms that RFCG module performs superior for Inception-V3 + Yolo-V4 based 

visual features over VGG-16, Inception V3, R-CNN, Yolo-V4, with a prominent 

rise in B-1, B-2, B-3, B-4 and M scores.  

2. The ablation study results for proposed SE-VAE-CSCG module are shown in 

Table 4.6. It can be observed that the style-based captions are generated using 

three different models Basic-VAE + CSCG, VAE + CSCG, and SE-VAE + CSCG 

respectively. It is observed that there is a significant increase in the B-1, B-2, M, 

𝑐𝑙𝑠, and 𝑝𝑝𝑙 scores for the proposed SE-VAE-CSCG module. The scores obtained 

for both Test Cases 1 and 2 make it evident that the proposed SE-VAE-CSCG 

module generates stylized descriptions with favourable accuracy, and perplexity 

trade-offs by efficiently lifting the word-level knowledge to sentence-level 

knowledge and learning disentangled representations.  

3. Further, ablation is also carried out to study the influence of number of 

unpaired captions fed to the BoC from MSCOCO dataset to exhibit the 

generalizability and independence of the proposed framework over limited no of 

structured captions. Initially, for MSCOCO and FlickrStyle10K dataset we 
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utilized 7K paired samples and 20% unpaired samples from MSCOCO. With 

increase in the number of samples from 20% to 50%, 80%, and 100% samples a 

prominent increase in values of B-1 and 𝑐𝑙𝑠 is observed and is as shown in Fig. 

4.10. 

 
Fig. 4.10: Ablation study comparison results for percentage of number of 

samples utilized for generation of romantic and humorous captions. 

Table 4.5: Ablation Study Results for Proposed RFCG Module for Flickr30K Dataset 

Encoder Feature Representation B-1 B-2 B-3 B-4 M 

VGG-16 62.0 43.4 26.1 19.2 17.8 

Inception-V3 64.7 45.2 26.2 19.5 18.9 

R-CNN 65.8 45.7 27.3 20.1 19.2 

Yolo-V4 65.9 45.7 28.1 20.7 19.3 

Inception-V3 + Yolo-V4 69.6 49.4 32.1 23.3 21.6 

 

4.3 Significant Outcomes 

This chapter presents a novel style-based caption generation framework that 

generates style-controlled descriptions of images in two phases: (𝑖) Refined Factual 

Caption Generation (RFCG), and (𝑖𝑖) Controlled Style Caption Generation, SE-VAE-

CSCG. The proposed framework generates realistic and stylized descriptions of 

images with controlled text generation. The proposed RFCG generates meaningful 
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Table 4.6: Ablation Study Results for Proposed SE-VAE-CSCG Module (Test 

case 1: 24,783 unpaired samples from Flickr 30K; Test case 2: 1,23,287 unpaired 

samples from MSCOCO) 

Style Case 
Basic

-VAE 
VAE SE 

CS

CG 
B-1 B-3 M cls ppl 

R
o

m
a

n
ti

c
 Test 

Case 1 

✓   ✓ 18.7 5.4 6.2 66.7 6.5 

 ✓  ✓ 27.2 8.2 10.5 86.4 7.9 

 ✓ ✓ ✓ 30.2 9.4 12.5 91.6 9.7 

Test 

Case 2 

✓   ✓ 18.9 6.1 6.4 68.3 6.8 

 ✓  ✓ 28.1 8.6 10.8 87.9 7.9 

 ✓ ✓ ✓ 31.7 11.1 14.2 93.7 11.3 

H
u

m
o

ro
u

s Test 

Case 1 

✓   ✓ 18.2 5.1 6.1 62.1 6.2 

 ✓  ✓ 26.9 8.1 10.2 85.7 7.2 

 ✓ ✓ ✓ 29.7 9.0 11.6 89.7 9.3 

Test 

Case 2 

✓   ✓ 18.8 5.4 6.3 67.1 7.1 

 ✓  ✓ 27.4 8.7 10.9 87.0 7.5 

 ✓ ✓ ✓ 30.3 10.1 11.9 91.4 10.6 

 

human-independent (unbiased) refined captions by merging both visual features 

(global features and object-level local features) and textual features. The presented SE-

VAE-CSCG module exhibits independence on the number of structured samples, as it 

delivers refined stylized captions even for majority of unstructured samples projected 

in terms of improved style accuracy. 

This chapter focuses on another novel concept of Bag of Captions (BoC) which 

is a collection of both paired and unpaired samples of captions.  This helps learn 

disentangled representations by lifting the word-level knowledge to sentence-level 

knowledge. Further, an ablation study is also conducted to support the experiments. 

Future work may involve large-scale stylized datasets incorporating different styles. 
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Chapter-5 

Paragraph or Dense Image Captioning Model 

This chapter focusses on the image captioning model that describes an image in 

the form of long narrative and unified story describing the semantic details of an 

image. This generates human-like detailed descriptions in the form of multiple 

sentences rather than a single sentence. Therefore, describing an image by covering 

more fine-grained entities that lead to dependability in semantic rather than wording. 

5.1 𝑴𝒓𝑨𝟐𝑽𝑨𝑻: Multi Resolution and Adaptive Attention driven Variational 

Autoencoder Transformer for Dense Paragraph Image Captioning 

While image paragraph generation has improved, still the existing methods fail 

to maintain coherence and consistency in describing the image contents and thus may 

lead to the possibility of misleading information [67]. This is mainly due to the fact 

that current approaches only take into account visual attention during the current time 

step, thereby lacking compositional reasoning such as object relationships and 

comparison. Also, models were developed that focussed on language policy rather than 

visual policy resulting in poor or irrelevant image description, as a consequence of 

which a lack of link between sentences within the paragraph was focussed. 

Furthermore, language diversity and the generation of redundant information are also 

serious issues when generating paragraph-based image descriptions.  

5.1.1 Proposed Methodology 

This chapter presents a novel framework 𝑀𝑟𝐴2𝑉𝐴𝑇 Multi-Resolution and 

Adaptive Attention driven Variational Autoencoder Transformer for paragraph image  
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Fig. 5.1: Structure of the proposed 𝑀𝑟𝐴2𝑉𝐴𝑇 with Language Discriminator: Input 

image features are extracted from the E-Faster-R-CNN which further processed by the 

proposed 𝑀𝑟𝐴2𝑉𝐴𝑇 to generate paragraph-based image captions. Language 

discriminator further enhances the performance of the proposed framework by 

generating dense and coherent paragraph-based descriptions. 

captioning. The proposed framework leverages a multi-level variational autoencoder 

based transformer that captures consistent long-term structure and provides correlation 

between visual and long-text embeddings for the generation of intermediate 

paragraph-based descriptions. To the best of my knowledge, the work is a maiden 

attempt in the field of paragraph image captioning that utilizes VAT. The proposed 

𝑀𝑟𝐴2𝑉𝐴𝑇 framework as depicted in Fig. 5.1, aims to generate diverse paragraphs with 
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reduced redundancy by the utilization of a language discriminator and dissimilarity 

score. The main contributions of the work are as follows: 

(1) This Chapter presents a novel multi-level variational autoencoder transformer 

driven by Multi-resolution Multi-head Attention (𝑀2𝐴) and Adaptive Attention 

(AA) for generation of dense and coherent paragraph-based descriptions.  

(2) Further, a fused positional character and word embedding (𝑝𝑜𝑠 − 𝐶𝑊𝐸) that 

utilized absolute and relative position information by encoding the position of 

each word.  

(3) To avoid the generation of repetitive and monotonous descriptions, the proposed 

framework uses language discriminator with a dissimilarity score that improves 

the performance of the generated paragraphs especially in terms of BLEU-1 and 

METEOR scores. 

 

 

Fig. 5.2: Final Word Embedding representation from Fused Position Character and Word 

Embedding (𝑝𝑜𝑠 − 𝐶𝑊𝐸). 

5.1.1.1 Fused Positional Word and Character Embedding (𝒑𝒐𝒔 − 𝑪𝑾𝑬) 

As shown in Fig. 5.2, the proposed 𝑝𝑜𝑠 − 𝐶𝑊𝐸 converts the input paragraph 

𝑿𝑾 … 

  

    

𝑿𝑪 … 

    

    

Two brown horses are 

standing together 

outside. 

GloVe + LSTM 

Word Embedding Layer 

Character Embedding Layer 
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information into a corresponding relationship matrix with the utilization of character 

and word embedding matrix. The character embedding layer exploits a pre-trained 

GloVe [183] embedding with LSTM whereas the character embedding uses FastText 

[199] word embedding with LSTM. Let the dimensions of the word vector (𝓋𝑤𝑜𝑟𝑑) 

and character embedding vector (𝓋𝑐ℎ𝑎𝑟) be ℯ𝓌 and ℯ𝑐 respectively. Also, consider the 

length of each word be ℓ such that the word 𝓌 is represented with the combination of 

character 𝑐 as ℯ 𝓌 ∗ ℓ.  Hence the final word vector for word 𝓌  is [𝓋𝑤𝑜𝑟𝑑; 𝓋𝑐ℎ𝑎𝑟] ∈

ℝℯ𝓌+ℯ𝑐
. The proposed 𝑝𝑜𝑠 − 𝐶𝑊𝐸 also incorporates the concept of positional 

information to obtain the final input embedding. Locational information is considered 

important for the generation of paragraphs. In the case the words: “Two boys are 

playing football” and “Two football are playing balls” are the same for the embedding 

model but their meanings are entirely different. Therefore, position is an important 

concept which is to be added while designing the text embedding. Hence, to overcome 

these types of issues, this chapter presents the concept of positional (absolute and 

relative positions) encoding that numbers the position of each word. Also, with this 

mechanism one can easily distinguish words at different positions. 

Further, the absolute and relative position embedding vectors are expressed as:  

𝑃𝐸(𝑝𝑜𝑠,2𝑖) = sin(𝑝𝑜𝑠/100002𝑖/𝑑)                                                                            (5.1) 

𝑃𝐸(𝑝𝑜𝑠,2𝑖+1) = cos(𝑝𝑜𝑠/100002𝑖/𝑑)                                                                       (5.2) 

where 𝑝𝑜𝑠 is the position of each word, 𝑖 represents the dimension of 𝑖𝑡ℎ word, and d 

is the dimension of the word vector. In addition to absolute position, equations (5.1) 

and (2) can express relative position relationships. same can be explained as: 
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sin(𝛼 + 𝛽) = 𝑠𝑖𝑛𝛼 ∗ 𝑐𝑜𝑠𝛽 + 𝑐𝑜𝑠𝛼 ∗ 𝑠𝑖𝑛𝛽                                                               (5.3) 

cos(𝛼 + 𝛽) = 𝑐𝑜𝑠𝛼 ∗ 𝑐𝑜𝑠𝛽 − 𝑠𝑖𝑛𝛼 ∗ 𝑠𝑖𝑛𝛽                                                              (5.4) 

Let us assume position vectors 𝓂 and 𝓃, such that 𝑛 = 𝓂 + ℓ, where ℓ is the 

distance between vectors 𝓂 and 𝓃. Also, as per eqn. (5.3), sin(𝑛) = sin (𝑚 + ℓ). 

Hence, position vector 𝓃 can be expressed as the linear change of the position vector, 

𝓂 thereby representing the relative position information.  

5.1.1.2 Multi-Resolution and Adaptive Attention driven Variational Auto Encoder 

Transformer 𝑴𝒓𝑨𝟐𝑽𝑨𝑻 

The proposed framework is two folds: (𝑖) the former presents Multi-resolution 

Multi-head attention and Adaptive attention driven multi-level VAT whereas, (𝑖𝑖) the 

latter incorporates a language discriminator and calculates a dissimilarity score with 

length penalty for the generation of enhanced paragraph-based description of images. 

With the application of knowledge of multi-level VAE in transformer structure, the 

inference network encodes each latent variable upstream to determine its posterior 

distribution, whereas the generative network samples downward to obtain the 

distributions across the latent variables. The latent variable distribution at the bottom 

is inferred from the top-layer latent codes, rather than fixed (as in a standard VAE 

model). 

5.1.1.2.1 Image Feature Extraction using (E-Faster R-CNN)  

The input to the proposed 𝑀𝑟𝐴2𝑉𝐴𝑇 encoder is the visual embedding generated 

by detecting 𝒩 objects from image 𝕀 = {𝑖1, 𝑖2, … , 𝑖𝒩} by leveraging Faster R- CNN 

that generated visual features ℱ = {𝑓1, 𝑓2, … 𝑓𝒩}, 𝑓𝑘 ∈ ℝ2048. Let the bounding boxes 
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with width, height, and its center coordinates (𝑤, ℎ, 𝑥, 𝑦) be represented by ℬ =

{𝒷1, 𝒷2, … , 𝒷𝒩}, 𝒷𝑘 ∈ ℝ𝐷 . Predefined geometry patterns are utilized to represent 

spatial relation embeddings 𝒬 = {𝒬𝑖𝑗: 𝒬𝑖𝑗 ∈ ℝ𝐷}. Also, vector 𝛿𝑖𝑗 ∈ ℝ4 provides 

geometric following relation of two bounding boxes [119].  

𝛿𝑖𝑗 = 𝑙𝑜𝑔 (
|𝑥𝑖−𝑥𝑗|

𝑤𝑖
) , 𝑙𝑜𝑔 (

|𝑦𝑖−𝑦𝑗|

ℎ𝑖
) , 𝑙𝑜𝑔 (

|𝑤𝑖|

𝑤𝑗
) , 𝑙𝑜𝑔 (

|ℎ𝑖|

ℎ𝑗
)                                           (5.5) 

Finally, 𝛿𝑖𝑗 is projected into a high-dimensional space as Θ𝑏(𝑖, 𝑗). Therefore, the 

spatial embedding 𝒬𝑖𝑗 is given by the relation: 

𝑓𝑘
′′ = 𝑅𝑒𝐿𝑈(𝑊𝑝𝑓𝑘 + 𝑏𝑝)                                                                                             (5.6)  

𝒬𝑖𝑗 = 𝓇(𝐶𝑜𝑛𝑐𝑎𝑡(Θ𝑏(𝑖, 𝑗), 𝑓𝑖
′′, 𝑓𝑗

′′)                                                                            (5.7) 

where, 𝑊𝑝 ∈ ℝ𝐷×4𝐷 and 𝑏𝑝 ∈ ℝ𝐷. Also, 𝑓𝑘
′′ is the object feature vector projection and 

𝓇(∙) is the two-layer MLP. 

5.1.1.2.2 𝑴𝒓𝑨𝟐𝑽𝑨𝑻 for generation of paragraphs 

The visual features generated are the linear projections of the input which are 

split into three matrices query 𝓆, key 𝓀, and values 𝓋 such that: 

𝓆 = 𝒳𝓌𝓆, 𝓀 = 𝒳𝓌 𝓀, 𝓋 = 𝒳𝓌 𝓋                                                                        (5.8) 

where, 𝓆, 𝓀, 𝓋 ∈ ℝ𝑛×𝑑 and 𝓌𝓆, 𝓌 𝓀, 𝓌 𝓋 ∈ ℝ𝑑×𝑑.  Before the application of 

attention layer, we employ segment means [200] to compress the dimensions of keys 

and values and by selecting the best three heads. The best three heads available are 

known as fine-grained, coarse-grained, and medium-grained feature representations of 

keys and values respectively. Similarly, to explore the relationship between query 

representation and attention granularity, we allow the query to select the appropriate 

resolution based on the information encoded in its representation. This is done by 

incorporating a router [201] before the attention layer which helps in the selection of  
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Fig. 5.3: Proposed Multi-Resolution Multi-Head Attention 

best three attention heads.  We also adopt a parametrized function which is normalized 

via a SoftMax layer. This projects query from 𝑑 − 𝑑𝑖𝑚𝑒𝑛𝑠𝑖𝑜𝑛 to 𝐻 − 𝑑𝑖𝑚𝑒𝑛𝑠𝑖𝑜𝑛 

generating the head with higher router probability: 

𝒫 = 𝑆𝑜𝑓𝑡𝑀𝑎𝑥(Γ(𝓆))                                                                                                  (5.9) 

Γ(𝓆) = 𝓆𝓌                                                                                                              (5.10) 

Further, the proposed Multi-Resolution Multi-Head Attention (𝑀2𝐴) adopts Kernal 

attention [202]. The same is depicted in Fig. 5.3 and can be expressed mathematically 

as:  

𝐴𝑡𝑡𝑒𝑛𝑡𝑖𝑜𝑛(𝓆𝑖
ℎ, 𝓀̃ℎ, 𝓋̃ℎ) =

∑ 𝑠𝑖𝑚(𝓆𝑖
ℎ,𝓀̃ℎ

𝑗)𝓋̃ℎ
𝑗

𝑁
𝑗=1

∑ 𝑠𝑖𝑚(𝓆𝑖
ℎ,𝓀̃ℎ

𝑗)𝑁
𝑗=1

                                                          (5.11) 

𝐴𝑡𝑡𝑒𝑛𝑡𝑖𝑜𝑛(𝓆𝑖
ℎ, 𝓀̃ℎ, 𝓋̃ℎ) =

Ψ(𝓆𝑖
ℎ)𝑇 ∑ Ψ(𝓀̃ℎ

𝑗)(𝓋̃ℎ
𝑗)𝑇𝑁

𝑗=1

Ψ(𝓆𝑖
ℎ)𝑇 ∑ Ψ(𝓀̃ℎ

𝑗)𝑁
𝑗=1

                                                 (5.12) 

After this, the best three heads are divided into multiple sub-heads (of same 

number) whose resolution is same as that of the original head. This allows the attention 

𝓀 

𝓆 

𝓋 

Segment Mean 

Router 

H
ea

d
 1

 

H
ea

d
 2

 

H
ea

d
 3

 

M
ed

iu
m

-

G
ra

in
ed

 

C
o
ar

se
-

G
ra

in
ed

 

Segment Mean 

F
in

e-
g

ra
in

ed
 

Head 1 Head 2 Head 3 

Concat + Linear 



125 

 

model to jointly learn the information at different positions from different 

representational subspaces. Finally, the 𝑀2𝐴 attention is expressed mathematically as: 

𝑀2𝐴(𝓆, 𝓋, 𝓀) = (∑ 𝐻𝑒𝑎𝑑ℎ
𝐻=3
ℎ=1 )𝑤0                                                                         (5.13) 

𝐻𝑒𝑎𝑑ℎ = 𝐶𝑜𝑛𝑐𝑎𝑡(𝑠ℎ0, 𝑠ℎ1, … , 𝑠ℎ𝑠)                                                                         (5.14) 

𝑠ℎ𝑠 = 𝑎𝑡𝑡𝑒𝑛𝑡𝑖𝑜𝑛(𝓆ℎ𝒲𝑠
𝓆

, 𝓀̃ℎ𝒲𝑠
𝓀, 𝓋̃ℎ𝒲𝑠

𝓋)                                                          (5.15) 

As the layers deepen, they contain higher-dimensional aspects of objects, such as those 

of individual sections or the entire entity. Therefore, to preserve the quality of the 

features extracted and to preserve the importance of the information proposed, VAT 

also utilizes adaptive attention mechanism. This enhances the quality of distribution 

and extraction of more discriminant features. Hence, the adaptive attention block 

provides refinement in the features obtained from the 𝑀2𝐴 attention module. The 

structure of the adaptive attention is shown in Fig. 5.4.  

 

Fig. 5.4: Structure of the proposed Adaptive Attention  

To extract useful high-level feature information without loss of generality, the 

proposed VAT exploits a two-layer hierarchy of latent variables 𝓏1 and 𝓏2 obtained 

from  𝑀𝑟𝐴2𝑉𝐴𝑇 encoder and the textual features obtained from 𝑝𝑜𝑠 − 𝐶𝑊𝐸. The 
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latent variables 𝓏1 and 𝓏2 are sampled from a Gaussian Distribution with mean values 

𝜇1, 𝜇2 and covariances as 𝜎1, 𝜎2 respectively. 𝓏1 and 𝓏2 are sampled stochastically 

from the posterior distribution, and text sequences are generated on 𝓏1 and 𝓏2 via a 

generative decoder. It is pertinent to mention that earlier VAE-based models do suffer 

from posterior collapse issue. But, with the utilization of hierarchical latent variable, 

we are able to mitigate this issue. The posterior distribution over the latent variables is 

assumed to be conditionally dependent on the input 𝑥. The joint posterior distribution 

for two latent variables is given by: 

𝑞𝜙(𝓏1, 𝓏2|𝑥) = 𝑞𝜙(𝓏2|𝑥)𝑞𝜙(𝓏1|𝑥)                                                                               (5.16)  

Considering the generative network, the latent variable at the bottom is sampled 

conditioned on the one at the top. Thus, 

𝑝𝜃(𝓏1, 𝓏2) = 𝑝𝜃(𝓏2)𝑝𝜃(𝓏1|𝓏2)                                                                                      (5.17) 

Further, the loss is given using the equation (5.18) considering the effect of equations 

(5.16) and (5.17) and abbreviating 𝑝𝜃 and 𝑞𝜙 as 𝑝 and 𝑞 respectively: 

ℒ′𝑚𝑙−𝑣𝑎𝑒 = 𝔼𝑞𝜙(𝓏1|𝑥)[𝑙𝑜𝑔𝑝(𝑥|𝓏1)] − 𝒟𝐾𝐿(𝑞(𝓏1, 𝓏2|𝑥)||𝑝(𝓏1, 𝓏2))                          (5.18)                                               

𝒟𝐾𝐿(𝑞(𝓏1, 𝓏2|𝑥)||𝑝(𝓏1, 𝓏2)) = ∫ 𝑞(𝓏2|𝑥) 𝑞(𝓏1|𝑥)𝑙𝑜𝑔
𝑞(𝓏2|𝑥)𝑞(𝓏1|𝑥)

𝑝(𝓏2)𝑝(𝓏1|𝓏2)
𝑑𝓏1𝑑𝓏2       (5.19) 

= ∫ [𝑞𝜙(𝓏2|𝑥)𝑞𝜙(𝓏1|𝑥)𝑙𝑜𝑔
𝑞𝜙(𝓏1|𝑥)

𝑝𝜃(𝓏1|𝓏2)𝓏1,𝓏2
+ ∫ 𝑞(𝓏2|𝑥) 𝑞(𝓏1|𝑥)𝑙𝑜𝑔

𝑞(𝓏2|𝑥)

𝑝(𝓏2)
𝑑𝓏1𝑑𝓏2]                    

(5.20) 

𝒟𝐾𝐿(𝑞(𝓏1, 𝓏2|𝑥)||𝑝(𝓏1, 𝓏2)) = 𝔼𝑞(𝓏2|𝑥)[𝒟𝐾𝐿(𝑞(𝓏1|𝑥)||𝑝(𝓏1, 𝓏2))] +

𝒟𝐾𝐿(𝑞(𝓏2|𝑥)||𝑝(𝓏2))                                                                                            (5.21) 

Given the Gaussian assumptions for both the prior and posterior distributions, 

both KL-divergence terms can be written in closed-form. Furthermore, the latent 

vector is projected to the input space generating (𝓈1, 𝓈2, … , 𝓈𝑛). The decoder network 
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for the proposed 𝑀𝑟𝐴2𝑉𝐴𝑇 generates the output probability that generates the 

reconstruction result via LSTM-based language model. This improves the 

performance of the generated paragraphs. Also, to deal with the zero KL term, the loss 

function is further modified adding the effect of KL annealing algorithm [203].  

𝐾𝐿𝑤 =
1

1+𝑒−𝑘𝑛+𝑏                                                                                                     (5.22) 

where, 𝑘 and 𝑏 are the coefficients and 𝑛 is the training step. 

ℒ𝑚𝑙−𝑣𝑎𝑒 = 𝔼𝑞𝜙(𝓏1|𝑥)[𝑙𝑜𝑔𝑝(𝑥|𝓏1)] − 𝐾𝐿𝑤 ∗ 𝒟𝐾𝐿(𝑞(𝓏1, 𝓏2|𝑥)||𝑝(𝓏1, 𝓏2))            (5.23) 

5.1.1.2.3 Attention-based Dual Bi-LSTM Language Discriminator (𝑨𝒅𝑩𝑳 − 𝑳𝑫) 

The language discriminator encodes each input sentence by utilizing an 

attention-based dual Bi-LSTM module (𝐴𝑑𝐵𝐿). The first layer of 𝐴𝑑𝐵𝐿 is the Bi-

LSTM that learns the mappings from the input to the Bi-LSTM and the hidden state. 

The output generated is utilized by the attention layer that uses feature-based attention 

mechanism as: 

𝑒𝑡
𝑖 = 𝑉𝑇tanh (𝑊ℎ𝑡 + 𝑈𝐾𝑖 + 𝑏)                                                                            (5.24)    

𝑎𝑡𝑡𝑡
𝑖 =

exp (𝑒𝑡
𝑖)

∑ exp (𝑒𝑡
𝑗
)𝑁

𝑗=1

                                                                                                         (5.25) 

After the attention mechanism, another Bi-LSTM layer is utilized followed by a fully 

connected layer and sigmoid activation function. Let the input sentence to the language 

discriminator be 𝕊, such that ℒ𝒟(𝕊) is the output, where ℒ𝒟(𝕊) is the score such that 

ℒ𝒟(𝕊) ∈ [0,1]. The value of 1 indicates the grammatically most accurate and diverse 

sentence.  

In order to improve the diversity and reduce the redundancy issues in the 

generated image descriptions, the proposed work calculates a dissimilarity score by 
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calculating the Word Movers Distance [204] score. Let 𝒻𝒸𝑖 be the 𝑖𝑡ℎ sentence of the 

final caption for time 𝑡. Therefore, the dissimilarity score Υ for sentence 𝑠 with respect 

to final caption 𝒻𝒸 is 

Υ(𝑠, 𝒻𝒸) =
∑ 𝑊𝑀𝐷(𝑠,𝒻𝒸𝑖)𝑡

𝑖=1

𝑡
, 𝑡 > 0                                                                                   (5.26) 

With this, we also exploit the concept of length penalty to the short sentences so that 

they do not get selected for inclusion in the final paragraph generation. For reference 

sentence 𝓇 with length |𝓇| and median length 𝜗, to neglect the short-truncated 

sentences from being selected in the final paragraph, we select minimum medium 

length 𝜗𝑚𝑖𝑛 to calculate the length penalty which is given by: 

𝐿𝑃(𝑠, 𝓇)  = (1,
|𝓇 |

max (𝜗𝑚𝑖𝑛,𝜗 (𝓇 )
)                                                                               (5.27) 

The first caption of the final paragraph is the sentence with maximum language score 

from the reference paragraphs (ground truth and the paragraphs generated from 

𝑀𝑟𝐴2𝑉𝐴𝑇). For subsequent sentences, similarity of reference sentences with the final 

caption at that instant of time is calculated which helps in selection of finest sentence. 

Mathematically: 

𝑓𝑠 = 𝑎𝑟𝑔max
𝑠

ℒ𝒟(𝕊)                                                                                                      (5.28) 

𝑓𝑠 = 𝑎𝑟𝑔max
𝑠

ℒ𝒟(𝕊) + Υ(𝑠, 𝒻𝒸) ∗ 𝐿𝑃(𝑠, 𝓇)                                                                (5.29) 

Eq. (5.28) calculates the first sentence for the final paragraph followed by selection 

of more sentences using Eqn. (5.29). 

5.2 Experimental Work and Results 

To validate the effectiveness of the proposed framework, extensive experiments 

are conducted on Stanford Paragraph Dataset [65]. This dataset contains 19,561 



129 

 

images with one human-generated paragraph for each image. The images are split into 

training (14575), validation (2487), and test set (2489). 

5.2.1 Implementation Details  

For 𝑝𝑜𝑠 − 𝐶𝑊𝐸 embeddings, we set the embedding dimension of 300 with 

dropout of 0.1. For training the embedding model, Adam [193] optimization is preferred 

with a learning rate of 0.001. For extraction of image features pretrained Faster R-CNN 

[15] is utilized to detect 𝒩 objects. Further, the encoder and decoder structures of the 

proposed 𝑀𝑟𝐴2𝑉𝐴𝑇 is a stack of 6 identical transformer layers with hidden dimension 

of 256. The dimension of the latent variable is set to 16. Again, Adam optimizer is utilized 

for training with 0.9 and 0.999 as the momentum parameters. The model is trained for 75 

epochs with learning rate of 0.00005 and 𝜖 = 108. We insert batch normalization [205] 

layer in the middle of every two adjacent transformer layers. Language discriminator 

encodes each input sentence with Bi-LSTM having hidden dimension of 512. Further, it 

is trained for 30 epochs with binary cross entropy loss. To evaluate the performance of 

the proposed framework with or without language discriminator, we evaluate BLEU 

[151], METEOR [26], and CIDEr [25] metrics. 

5.2.2 Results for 𝒑𝒐𝒔 − 𝑪𝑾𝑬 Word Embedding 

The proposed 𝑝𝑜𝑠 − 𝐶𝑊𝐸 word embedding t-SNE plot is presented in Fig. 5.5 The 

proposed embedding is able to create word embeddings capable of deriving several kinds 

of analogies by computing the similarity. Each datapoint in the t-SNE plot represents a 

word. Also, the plot shows that comparable words cluster together without prior 

knowledge, hence demonstrating that our word embedding preserves meaning or 

semantics. Also, Table 5.1 presents a similarity score generated between different 
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synonyms and antonyms from the proposed word embedding thereby depicting the 

different word analogies. 

 

 

Fig. 5.5: t-SNE plot for the proposed 𝑝𝑜𝑠 − 𝐶𝑊𝐸  

Table 5.1: Similarity Scores of word embeddings for synonyms and antonyms 

Synonyms Antonyms 

Word-1 Word-2 Similarity Word-1 Word-2 Similarity 

new recent 0.946 back front -0.247 

leash chain 0.903 right left -0.073 

picture image 0.999 hazy clear -0.289 

stadium ground 0.968 small big -0.157 

 

5.2.3 Attention Visualization Results 

To visualize the multi-resolution multi-head attention attended features, high-

level feature maps are generated as presented in Fig. 5.6. These maps give the best 

explanation of extracted features by focusing on most of the relevant parts of the object 

in the image. Thereby, the visualization shows that the proposed attention model 

generates maps that represent the fine-grained, medium-grained, and coarse-grained  

Build, Builds, 

Building, 

Buildings  

Pit, Pitch, Pitcher, 

Pitches, Pitcher’s, 

Throw, Aim, 

Launch 
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Fig. 5.6: Visualization of Multi-Resolution Multi-Head Attention to capture the potential 

relations between query representation and clues of different attention granularities.  

 

Fig. 5.7: Visualization of image attention maps generated from the proposed adaptive 

attention for extraction of more discriminant image features.  

features well. Furthermore, Fig. 5.7 depicts the attention maps generated by leveraging the 

proposed adaptive attention module. The attention visualization in Figs. 5.6 and 5.7 shows 

(a) 

(b) 

(c) 
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that the proposed attentions can gradually filter out noises and pinpoint the regions that 

are of great importance. 

5.2.4 Quantitative Results 

Table 5.2 reports the quantitative results for the proposed 𝑀𝑟𝐴2𝑉𝐴𝑇without and 

with the language discriminator. The results are compared with the different state-of-

the-art methods for generation of paragraph on the Stanford Paragraph Dataset. Earlier 

models [65] [206] [207] reported minimum values of scores for all the parameters. 

Further, an improvement in the scores was observed in the CRL [208], DHPV [209], 

DAM [66], VRD [210], Para-CNN [211], S2DT [212], CAVP [68], and Dual-CNN 

[69]. Also, few methods [74] [213] [214] [215] [216] utilized spatial and semantic 

relationship concept to provide further improvement. Further, our framework utilizes 

a combination of visual and spatial features extracted from E-Faster R-CNN which are 

further interacted with the proposed multi-level VAT.   

In comparison to these methods the proposed framework utilizes 𝑀2𝐴 and 

Adaptive attention driven multi-level VAT for generation of coherent and meaningful 

paragraphs. To further increase the diversity and reduce the redundancy in the 

generated paragraphs, the proposed framework utilizes a language discriminator. This 

also provides further enhancement in terms of all evaluation parameters particularly 

for METEOR.  

5.2.5 Qualitative Results 

Table 5.3 presents the qualitative results obtained for the proposed framework, 

with or without 𝐴𝑑𝐵𝐿 − 𝐿𝐷. From these generated paragraphs, it is evident that the 

proposed MrA2VAT generated paragraph with no redundant sentences. Also, we can  
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Table 5.2: Comparison of the proposed 𝑀𝑟𝐴2𝑉𝐴𝑇 with and without 𝐴𝑑𝐵𝐿 − 𝐿𝐷 

with other state-of-the-art on Stanford Paragraph Dataset 

Model B-1 B-2 B-3 B-4 M C 

Regions-Hierarchical [65] 41.90 24.11 14.23 8.69 15.95 13.52 

RTT-GAN [206] 42.06 25.35 14.92 9.21 18.39 20.36 

TOMS [207] 43.10 25.80 14.30 8.40 18.60 20.80 

CAPG-VAE [215] 42.38 25.52 15.15 9.43 18.62 20.93 

CAE-LSTM [216] - - - 9.67 18.82 25.15 

SCST [67] 43.54 27.44 17.33 10.58 17.86 30.63 

CRL [208] 43.12 27.03 16.72 9.95 17.42 31.47 

DHPV [209] 43.35 26.73 16.92 10.99 17.02 22.47 

DAM [66] 35.00 20.20 11.70 6.60 13.90 17.30 

VRD [210] 41.74 24.94 14.94 9.34 17.32 14.55 

Para-CNN [211] 43.30 25.80 15.60 9.50 17.20 20.60 

CAVP [68] 42.01 25.86 15.33 9.26 16.83 21.10 

Dual-CNN [69] 41.60 24.40 14.30 8.60 15.60 17.40 

S2DT [212] 44.47 27.38 16.87 10.17 17.64 24.33 

OR-ATT [136] 44.55 28.54 18.19 11.18 17.97 33.12 

DualRel [213] 45.30 28.91 18.46 11.30 17.86 34.02 

PaG-MEG-SCST [214] 46.96 29.57 18.61 11.51 18.24 29.43 

𝑴𝒓𝑨𝟐𝑽𝑨𝑻-w/o- 𝑨𝒅𝑩𝑳 − 𝑳𝑫 48.39 31.24 20.17 12.10 19.38 36.02 

𝑴𝒓𝑨𝟐𝑽𝑨𝑻-w- 𝑨𝒅𝑩𝑳 − 𝑳𝑫 51.16 32.80 21.63 12.99 23.26 36.53 

infer that the proposed model is able to generate descriptions by including more minute 

details from the images for example in the first case the proposed model with language 

discriminator predicted “There are also tress in the background”. Also, the proposed 

model is able to concatenate two sentences from the ground truth to generate a more 

meaningful sentence for the paragraph by preserving the semantics. This can be 

observed from Case IV where the model generated “The front of the train is black with 

white letters on the front.” From the ground truth “The train is olive green with a black 

front and The letters on the front are white”. It is evident from the qualitative results 

that the proposed framework generated superior results with no redundant sentences 

and more diversity. Also, the model is able to detect and describe more minute details 

from images. 
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Table 5.3: Paragraphs Generated by using the proposed framework with and without 

Language Discriminator (red highlighted text represents the redundant captions 

being generated, blue highlighted text generated more accurate description) 

Input Image Ground Truth 𝑴𝒓𝑨𝟐𝑽𝑨𝑻-w/o- 𝑨𝒅𝑩𝑳 −
𝑳𝑫 

𝑴𝒓𝑨𝟐𝑽𝑨𝑻-w- 𝑨𝒅𝑩𝑳 −
𝑳𝑫 

 There are people gathered 

walking on the snow. Some 

people are flying kites. 

There's a man and a child and 

a stroller beside the man. The 

stroller is grey and black. 

There is a man to the left that 

is walking his dog. The dog is 

on a leash. There's a building 

in the background. The sky is 

partly cloudy. One of the 

kites flying is yellow. 

 

A man in is walking on a 

snow with a child, stroller, 

and a child. The stroller is 

gray and black. People are 

flying kites in the sky. The 

sky is partly cloudy. People 

are flying kite in the sky.  A 

man is walking with a dog. 

The man is walking with a 

dog is tied with leash. There 

is a brown building at the 

background with more 

people.  

A man wearing black jacket 

is walking with a child and 

grey and black stroller on 

the snow ground. Another 

man is walking with a 

brown dog. The dog is tied 

with a leash. Some people 

are gathered near a brown 

building. Some other 

people are flying yellow 

kite in partly cloudy sky. 

There are also tress in the 

background. 
 Giraffes are standing in a 

field. There is one giraffe 

standing by himself facing 

the right and two more 

giraffes standing together 

further away looking towards 

the left. The two giraffes are 

standing next to a small dry 

tree. The field that the 

giraffes are in has dry yellow 

grass. The sky is hazy and 

gray 

 

The sky is gray. The sky is 

hazy and giraffes are 

standing on field. The sky is 

gray. The field is dry. One 

giraffe is standing alone. Two 

giraffes are standing looking 

towards left and one giraffe 

standing alone. Two giraffes 

are standing near trees. One 

giraffe is looking in right.  

The sky is gray and hazy 

and giraffes are standing is 

a dry field. The field has 

dry yellow grass all around. 

One giraffe is standing 

alone and facing towards 

the right. Two giraffes are 

standing at the back near 

small dry tress. The two 

giraffes are looking 

towards left on dry filed.   

 An intense young man is 

throwing the ball from a 

pitcher's mound. He is a 

pitcher in a baseball game 

that is being played in a 

stadium. The outer edges of 

the stadium have billboards 

advertising products such as 

G2 on them. The pitcher has 

a uniform on that is grey and 

blue. His cap is black with a 

fork shaped symbol on the 

front of it. A brown leather 

glove is being worn on the 

man's right hand. The 

stadium is filled with well-

manicured green grass and 

brown dirt that forms the area 

for the players to run on.  

 

A young man in gray and 

blue unifrom is throwing ball 

from a pitcher’s mould. They 

are playing baseball match. 

The young man is throwing 

ball from pitcher’s mould. 

The stadium outer edge 

shows G2 product 

advertisement. The man is 

wearing gray uniform with 

black hat. His right hand has 

brown leather gloves. The 

stadium is covered with 

green grass. The stadium is 

covered with green grass.  

A baseball match is being 

played in a stadium. A 

powerful young man in 

gray and blue uniform is 

throwing the ball from 

pitcher’s mound. The 

pitcher’s cap is black with 

fork symbol on its front. He 

is wearing brown leather 

glove in his right hand. The 

stadium is covered with 

well-manicured green grass 

and brown pitch. The 

brown pitch in stadium 

helps the players to run on. 

The bill boards in outer 

edges of the stadium have 

advertising products G2. 
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 This is a picture of a train 

yard. The train is stopped in 

the yard. The train is olive 

green with a black front. The 

train has a large white 

headlight on it. The letters on 

the front are white. There are 

many wires above the yard. 

There are people looking at 

the train. There is a boy 

taking a picture of the train. 

The boy has a small shoulder 

bag. 

 

This is a picture of train yard. 

The olive train is in the 

picture. The olive train is 

stopped in the yard with 

white headlight. The front of 

train is black. The train has 

white color written on front. 

People are looking and 

taking pictures of the train. A 

boy is standing with shoulder 

bad. People are taking 

pictures of the train. There 

are many wires on the yard.  

The picture is of a train 

yard. The olive colored 

train with white headlight 

on it is standing in the yard. 

The front of the train is 

black with white letters on 

the front. People are 

looking and taking pictures 

of the train. A boy in blue is 

taking picture of the train. 

The boy has a shoulder bag. 

Two men are standing in 

front of wooden yard. 

There are many wires 

above the train yard.  

5.2.6 Ablation Study 

(1) To study the impact of length penalty on the language discriminator, we vary 

minimum median length (𝜗) and the minimum threshold score (ranging between 0.5 

to 4.5) for selection of final sentence that is to be included in final paragraph.  Fig. 5.8 

shows the variation of length penalty and length of sentences generated for median 

lengths 3, 4, 5, and 6 respectively.  Also, to effectively measure the performance of the 

language discriminator we first used only the METEOR scores as this score performs 

stemming and synonym matching. Fig. 5.9 presents the METEOR scores for five 

different runs. From Fig. 5.9, we can infer that for a score of 2.5 the proposed 

𝑀𝑟𝐴2𝑉𝐴𝑇-w-LD provides better results with respect to METEOR score. 

(2) Also, an ablation is conducted to study the influence of feature extraction module, 

paragraph generation module and baseline transformer for paragraph generation with 

and without the proposed language discriminator (𝐴𝑑𝐵𝐿 − 𝐿𝐷). Table 5.4 reports the 

results for the study conducted.  We started our experiment with models M-1 and M-2 

that utilized Faster R-CNN for image feature extraction and baseline transformer for 

generation of descriptive paragraphs. From the scores reported in Table 5.4, it is 

inferred that there is an improvement with respect to all the scores when we generated 
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paragraphs with language discriminator. Further, for M-3 we utilized the proposed 

framework 𝑀𝑟𝐴2𝑉𝐴𝑇 − 𝑤𝑜 − 𝐴𝑑𝐵𝐿. With the utilization of VAT, we are able to 

achieve significant rise in scores for all parameters. For, M-4 we utilized the proposed 

E-Faster R-CNN with 𝑀𝑟𝐴2𝑉𝐴𝑇 − 𝑤𝑜 − 𝐴𝑑𝐵𝐿  which helps in extraction of more 

minute details from images, thereby improving the generation of paragraphs. 

 

Fig. 5.8: Length penalty given for different values of 𝜗   

 

Fig. 5.9: Variation of METEOR scores on different test run to study the influence of 

Minimum Threshold score 
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We extend our experiment; by examining the effect of language score, 

dissimilarity score and length penalty on the proposed language discriminator with E-

Faster R-CNN and the proposed VAT. Model, M-5 takes into account the influence of 

language scores whereas M-6 utilizes language scores and dissimilarity scores. For M-

5 and M-6 a significant improvement is observed with respect to METEOR scores 

only as METEOR performs stemming and synonym matching. Further, to enhance the 

generated paragraph and the scores, we utilized the concept of length penalty with 

language and dissimilarity scores in M-7 and hence we obtain significant 

improvements in terms of all the parameters.  

 

Fig. 5.10: Qualitative Results obtained for different Ablated Models (red highlighted 

text represents the redundant captions being generated, blue highlighted text generated 

more accurate description). 

Figs. 5.10 and 5.11 provide the qualitative results and heat maps for the ablation study 

conducted. We present the paragraphs generated by M-1, M-2, M-4, and M-7 

respectively. From these results, we can easily infer that the proposed framework 

i.e., 𝑀𝑟𝐴2𝑉𝐴𝑇-w-𝐴𝑑𝐵𝐿 − 𝐿𝐷 decreases the redundancy and generated diverse and 

coherent paragraph-based descriptions of images. Also, heat maps are plotted to 

Faster R-CNN +Baseline Transformer-w- 𝑨𝒅𝑩𝑳 −

𝑳𝑫 

A man is walking on snow ground with a stroller and his 

child. There is a brown dog moving. Another man is 

moving with dog. There is a building in the background. 

Kites are in the sky. The sky is cloudy. 

E-Faster R-CNN +𝑴𝒓𝑨𝟐𝑽𝑨𝑻-wo-𝑨𝒅𝑩𝑳 − 𝑳𝑫 

A man in is walking on a snow with a child, stroller, and a child. The 

stroller is gray and black. People are flying kites in the sky. The sky 

is partly cloudy. People are flying kite in the sky.  A man is walking 

with a dog. The man is walking with a dog is tied with leash. There 

is a brown building at the background with more people. 

E-Faster R-CNN +𝑴𝒓𝑨𝟐𝑽𝑨𝑻-w-𝑨𝒅𝑩𝑳 − 𝑳𝑫 

A man wearing black jacket is walking with a child and grey and 

black stroller on the snow ground. Another man is walking with a 

brown dog. The dog is tied with a leash. Some people are gathered 

near a brown building. Some other people are flying yellow kite in 

partly cloudy sky. There are also tress in the background. 

Faster R-CNN + Baseline Transformer w/o- 𝑨𝒅𝑩𝑳 − 𝑳𝑫 

A man is walking on snow with his child. A man is walking 

with a stroller and his child. There is a brown dog moving. A 

brown dog is moving in the field. There is a building at back. 

The sky is cloudy. The sky is cloudy. 
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visualize the influence of the proposed 𝑀𝑟𝐴2𝑉𝐴𝑇 framework with the baseline 

transformer. 

 

Fig. 5.11: Heat Maps obtained for different Ablated Models to study the influence of 

(a) baseline transformer and the (b) proposed framework.  

Table 5.4: Ablation Study Results for Proposed Framework to study the influence of 

Baseline Transformer and the Variational Autoencoder Transformer Module with and 

without Language Discriminator 

Model 
Feature 

Extraction 

Paragraph 

Generation 

Language Discriminator 

B-1 B-2 B-3 B-4 M C Language 

Score 

Dissimilarity 

Score 

Length 

Penalty 

M-1 
Faster R-

CNN 

Baseline 

Transformer 
   39.71 21.20 12.00 7.24 11.51 17.90 

M-2 
Faster R-

CNN 

Baseline 

Transformer 
✓ ✓ ✓ 41.90 22.78 13.32 8.92 13.08 19.35 

M-3 
Faster R-

CNN 
𝑴𝒓𝑨𝟐𝑽𝑨𝑻    43.54 26.10 15.63 9.21 15.54 23.59 

M-4 
E-Faster 

R-CNN 
𝑴𝒓𝑨𝟐𝑽𝑨𝑻    48.39 31.24 20.17 12.10 19.38 36.02 

M-5 
E-Faster 

R-CNN 
𝑴𝒓𝑨𝟐𝑽𝑨𝑻 ✓   48.38 31.26 20.17 12.19 19.90 36.19 

M-6 
E-Faster 

R-CNN 
𝑴𝒓𝑨𝟐𝑽𝑨𝑻 ✓ ✓  48.38 31.26 20.17 12.34 20.88 36.25 

M-7 
E-Faster 

R-CNN 
𝑴𝒓𝑨𝟐𝑽𝑨𝑻 ✓ ✓ ✓ 51.16 32.80 21.63 12.99 23.26 36.53 

 

 

FRCNN: Faster R-CNN, E-FRCNN: Efficient Faster R-CNN 

BT: Baseline Transformer, VAT: Variational Autoencoder 

Transformer, LD: Language Discriminator 

(a) 
(b) 
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Table 5.5: A comparison of unique words generated for the proposed framework 

with and without language discriminator  

Model words per para 
Total unique 

words 

Unique words 

per para 

𝑴𝒓𝑨𝟐𝑽𝑨𝑻-wo-𝑨𝒅𝑩𝑳 − 𝑳𝑫 112.03 1988 50.20 

𝑴𝒓𝑨𝟐𝑽𝑨𝑻-w- 𝑨𝒅𝑩𝑳 − 𝑳𝑫 130.52 2983 61.43 

 

(3) To examine the diversity in generated paragraphs, total number of unique words 

which are used to generate the final paragraph is calculated. Table 5.5 reports number 

of unique words per paragraph with and without language discriminator. This 

illustrates the diverse nature of the model in terms of paragraph generated. The 

proposed model with LD utilizes more unique words per paragraph for the generation 

of paragraphs in comparison to 𝑀𝑟𝐴2𝑉𝐴𝑇-w/o-LD. 

5.3 Significant Outcomes 

This chapter presents multi-resolution multi-head attention and adaptive 

attention driven variational autoencoder-based transformer framework 𝑀𝑟𝐴2𝑉𝐴𝑇. 

The proposed framework generates diverse, coherent and meaningful paragraph 

descriptions by exploiting an attention-based dual Bi-LSTM language discriminator. 

Also, with KL-term vanishing employed in the proposed multi-level VAT, we are able 

to achieve an overall improvement in terms of all evaluation parameters when 

compared with other baseline state-of-the-art.  

Further, by leveraging the concept of language score, dissimilarity scores, and 

length penalty on the proposed language discriminator, we are able to generate a more 

diverse paragraph with no redundant sentences. Furthermore, a significant rise in terms 

of BLEU-1 (around 5.7%) and METEOR scores (around 27.5%) is observed for the 



140 

 

proposed framework. The Chapter also presents a novel positional embedding (𝑝𝑜𝑠 −

𝐶𝑊𝐸) that utilizes absolute and relative position information from embedding to 

enhance the relationship of each word generated.  
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Chapter-6 

Summarization Caption Generation using Factual and 

Stylized Captioning Tasks for Refined Image Captioning 

The objective of this chapter is to generate refined summarized image captions 

by combining Factual Image Captioning (FIC) and Stylized Image Captioning 

techniques. The key components of this chapter include the Unified and Multi-head 

Attention-based Caption Summarization Transformer 𝑈𝑛𝑀𝐻𝐴 − 𝑆𝑇 to capture the 

intra- and intermodal interactions of multimodal information and generate refined 

attended representations. The proposed caption summarization framework is 

supported by experimental validation, results discussions, and analysis of results with 

similar state-of-the-art and ablation studies.   

6.1 UnMA-CapSumT: Unified and Multi-Head Attention-driven Caption 

Summarization Transformer 

With the advancements in deep-learning technology, different models for factual 

[125] [166] and stylized image captioning [54] [53] are developed. These works 

generate separate sentences for factual and stylized (romantic and humorous) 

descriptions of an image. Therefore, these methods sometimes may give erroneous 

descriptions by either describing the factual content in dull language or may lead to 

the incorrect representation of the style. This may be due to poor learning knowledge 

of factual content and its associated linguistic styles. To the best of my knowledge, 

there are no such works in literature that provide single-sentence summarized 

descriptions incorporating factual, romantic, and humorous contents. To address the 
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abovementioned issues and to improve the learning of knowledge of factual content 

and its associated linguistic styles, this chapter extends the task of image captioning to 

abstractive text summarization. The task is to automatically summarize the source 

article into an accurate short version that reflects its central content comprehensively.  

 
Fig. 6.1: Block Diagram Representation of the proposed 𝑈𝑛𝑀𝐴 −CapSum Transformer 

based Captioning Framework 

6.1.1 Proposed Methodology  

This chapter presents a novel Unified Attention (Un-A) and Multi-Head 

Attention-driven Caption Summarization Transformer (𝑈𝑛𝑀𝐴-CapSumT) based 

Captioning Framework. An overview of the proposed framework is depicted in Fig. 

6.1, the framework is twofold: (𝑖) it integrates Modified Adaptive Attention-based 

(MAA-FIC) factual image captioning and Style Factored Bi-LSTM with attention (SF-

Bi-ALSTM) based stylized image captioning techniques for the generation of factual, 

stylized – {romantic and humorous} description of an image, and (𝑖𝑖) the proposed 

summarizer 𝑈𝑛𝑀𝐻𝐴 − 𝑆𝑇 combines both factual and stylized descriptions of input 

image to generate styled rich coherent summarized captions. The key highlights of this 

chapter are: 

i. This chapter proposes a Unified and Multi-head Attention-based Caption 

ℋ 

Factual Image 

Captioning Model 

(MAA-FIC) 

 

Stylized Image 

Captioning Model 

SF-Bi-ALSTM 

Summarization 

Transformer 

(𝑈𝑛𝑀𝐻𝐴 − 𝑆𝑇) 

A white and brown dog 

is walking and eating 

wooden stick in the 

park. 

ℛ 

ℱ A white and brown dog is 

walking in the park with 

green grass. 

A brown dog is eating is 

wooden stick  

A brown dog is happily 

walking in the park Final Summarized 

Caption 

Input Image 
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Summarization Transformer 𝑈𝑛𝑀𝐻𝐴 − 𝑆𝑇 to capture the intra- and intermodal 

interactions of multimodal information and generate refined attended 

representations. Also, it utilizes the concept of a pointer generator network and 

coverage mechanism to solve the problems of rare words which arise due to out-of-

vocabulary (OOV) and repetition issues. 

ii. The proposed framework integrates MAA-FIC and SF-Bi-ALSTM-based factual 

and stylized image captioning models for the generation of factual and stylized 

descriptions of images which are utilized by 𝑈𝑛𝑀𝐻𝐴 − 𝑆𝑇 for generation of styled 

rich coherent summarized captions.  

iii. The chapter also presents an efficient Attention enabled fastText word embedding, 

fTA-WE, that integrates the attention mechanism into the Continuous Bag of words 

(CBOW) model of fastText that efficiently learns vector representation of words 

and enhances the performance of the proposed 𝑈𝑛𝑀𝐻𝐴 − 𝑆𝑇.  

6.2 Modified Adaptive Attention-based Factual Image Captioning Model (MAA-

FIC) 

For the generation of factual image description, the proposed framework utilizes 

the MAA-FIC factual image captioning model. The diagram for the proposed MAA-

FIC model is presented in Fig. 6.2. The input to the model is an image ℐ and the output 

is the descriptive factual sentence ℱ with 𝓀 encoded words (𝓌): ℱ =

{𝓌1, 𝓌2, … . . 𝓌𝓀}. 
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Fig.6.2: Proposed MAA-FIC Model and SF-Bi-ALSTM-based Stylized Image Captioning 

Model. 

6.2.1 Feature Extraction 

For object detection, the proposed MAA-FIC model incorporates Faster R-CNN 

for the detection of objects. After the detection of objects, each detected object is 

mapped to a feature vector. For each image ℐ, 𝑛-objects are detected, given by, 

{Φ1, Φ2, … , Φ𝑛}; Φ𝑖  ∈ 𝔻𝒹 where, 𝔻𝑑 is the 𝔻 − dimensional vector of top 𝑛-boxes 

as the region of objects. 

The localization of objects is performed to extract spatial relationships between 

objects. The 𝑛-objects detected using Faster R-CNN [115] for each image are fed to 
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Inception-V3 and output the feature vector that represents the spatial location of each 

object, represented as {𝜃1, 𝜃2, … , 𝜃𝑛}; 𝜃𝑖  ∈ 𝔻𝕋, where, 𝔻𝕋 is the 𝑡 − 𝑑𝑖𝑚𝑒𝑛𝑠𝑖𝑜𝑛𝑎𝑙 

vector of the spatial location of each object. The features extracted from the Faster R-

CNN module and Inception-V3 module are concatenated. Therefore, each 

concatenated feature vector consists of a detected object feature vector (Φ𝑖) and the 

feature vector obtained from the localization of objects (𝜃𝑖). Mathematically, the 

concatenated image feature vector is represented as: 

𝔽𝑖 = [Φ𝑖; 𝜃𝑖], 𝔽𝑖 ∈ 𝒹𝐷 , 𝐷 = 𝑑 + 𝕋                                                                         (6.1) 

6.2.2 Text Generation Network 

This section discusses about the proposed Modified Adaptive based Attention 

(𝑀𝐴𝐴) and Bi-LSTM-based factual language decoder module. The 𝑀𝐴𝐴 utilizes both 

channel and spatial attention mechanisms with bidirectional sequence learning. This 

technique combines the weighted combination of all the encoded input vectors, with 

the most relevant vectors being attributed with the highest weights. For the model with 

attention mechanism: 

𝒶𝑡 = 𝒻(𝔽, 𝒽𝑡)                                                                                                           (6.2) 

where 𝒻 is the attention mechanism and 𝔽 = [𝔽1, 𝔽2 … , 𝔽𝓀] represents the 

concatenated image features and 𝒽𝑡 is the hidden state of the RNN at time 𝑡. Channel-

wise attention distribution for 𝓀 regions is defined as: 

𝒞̃ = 𝒞̃𝒲 = 𝒲ℎ𝒸
𝑇 tanh((𝒲𝒸𝔽 ⊗ 𝔽 + 𝛽𝑐) ⊕ (𝒲𝒻𝒸𝒽𝑡)ℐ𝑇)                                         (6.3) 

𝜓 = 𝑠𝑜𝑓𝑡𝑚𝑎𝑥(𝒞̃)                                                                                                     (6.4) 
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Fig. 6.3: (a) Soft-attention Mechanism, (b) Adaptive Attention Mechanism, and (c) 

Proposed Modified Adaptive Attention   

Further, spatial attention weights of the 𝓀 are regions mathematically expressed as:  

𝒮̃ = 𝒮̃𝒲 = 𝒲ℎ𝑠
𝑇 tanh((𝒲𝑠𝔽𝔽 + 𝛽𝑠) ⊕ (𝒲𝒻𝑠𝒽𝑡)ℐ𝑇)                                                  (6.5) 

𝜑 = 𝑠𝑜𝑓𝑡𝑚𝑎𝑥(𝒮̃)                                                                                                    (6.6) 

where, 𝛽𝑠 and 𝛽𝑐 are bias terms. After attaining the channel and spatial attention 

weights, channel-spatial weights are thus combined to obtain a modulated feature map. 

This provides the modified attentional distributions for the 𝓀 regions as: 

𝜓 = 𝜙𝑐(ℎ𝑡, 𝔽)                                                                                                            (6.7) 

𝜑 = 𝜙𝑠(ℎ𝑡 , 𝒻(𝔽, 𝜓) )                                                                                                (6.8) 

𝒳̃ = 𝒻(𝔽, 𝜓, 𝜑)                                                                                                       (6.9) 

Therefore, the final modified attention weights are defined mathematically as: 

  𝒶𝑡 = ∑ (𝒳𝑖𝑡𝔽𝑖𝑡)𝓀
𝑖=1                                                                                                    (6.10) 

Based on the channel and spatial attention mechanisms, modified adaptive 

attention is proposed with visual sentinel and Bi-LSTM layers. Fig. 6.3 presents the 

basic architecture of MAA. The visual sentinel helps the model to focus more on wither 
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image information or on the language rules. The memory unit in Bi-LSTM stores the 

information of both the previous partial visual information and the language rules. 

Therefore, visual sentinel 𝓈𝑡 formula based on the Bi-LSTM memory unit is: 

𝑚𝑡 = 𝜃(𝒲𝓍𝒳𝑡 + 𝒲ℎℎ𝑡−1)                                                                                       (6.11) 

𝓈𝑡 = 𝑚𝑡 ⊙ tanh (ℎ̃𝑡)                                                                                              (6.12) 

where, 𝒳𝑡  is the input of the Bi-LSTM, 𝑚𝑡 is the sentinel gate, is the output of the last 

time node (ℎ𝑡−1), and ℎ̃𝑡 is the memory cell. Also, the modified adaptive attention 

(MAA) mechanism is obtained following the sentinel gate 𝓈𝑡   

𝒶̂𝑡 = 𝛿𝑡𝓈𝑡 + (1 − 𝛿𝑡)𝒶𝑡                                                                                                 (6.13) 

𝛿𝑡 ∈ [0,1] and is the new sentinel gate at time t. The value of 𝛿𝑡 decides whether the 

model focuses on image information or language rules. If the value of 𝛿𝑡 is equal to 

zero, it denotes focusing on image information whereas the value of 1 indicates that 

the focus is on the language rules. The channel-spatial attention distribution of 𝓀 

regions obtained by splicing an element and is given by: 

𝒳̂ = 𝑠𝑜𝑓𝑡𝑚𝑎𝑥([𝒳̃; 𝒲ℎ
𝑇 tanh(𝒲𝓈𝓈𝑡 + 𝒲𝓂ℎ𝑡))])                                                   (6.14) 

To generate the natural language description of an input image, fine-tuned GloVe 

text embeddings are employed and are represented as 𝕋. The input to the text 

generation module is the weighted fused vector obtained after the fusion of image 

features 𝔽 and text features 𝕋.  

𝒬𝑡 = {𝔽𝑡𝕋𝑡}                                                                                                              (6.15) 
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The fused feature vector 𝒬𝑡 is incorporated for the generation of accurate 

description of an image. Further, the resulting output generates a word on the next time 

node using the MLP function that incorporates backpropagation through a time 

algorithm to update the parameters of the LSTM network. The objective function 

defined for the optimization of the proposed model is given by: 

Δ = 𝑎𝑟𝑔 max
𝜗

∑ ∑ log 𝑝(ℱ𝑡|𝓇, Δ, ℱ1, ℱ2 … ℱ𝑡−1)𝑁
𝑡=0𝓇,𝓎                                          (6.16)                                                                        

𝜗 is the learnable parameter with 𝓂 feature maps whose weight is 𝓇 ∈ {𝓇1, 𝓇2 … 𝓇𝑡}. 

The cross-entropy loss is incorporated to minimize the loss function and to maximize 

the probability of each correct word appearing. The cross entropy-loss function is 

given by: 

ℒ(Δ) = − ∑ log (𝑝𝑡(𝓌𝑡
∗𝑁

𝑡=1 |𝔾1:𝑡−1
∗ ))                              (6.17)                                                                                                                                        

where 𝑁 represents total words in a sentence; Δ denotes all the parameters in the 

model; 𝔾1:𝑡−1
∗ defines the ground truth. 

6.3 SF-Bi-ALSTM Based Stylized Image Captioning 

The proposed SF-Bi-ALSTM module as depicted in Fig. 6.2 serves as the 

building block for the generation of style-based descriptions of images. The input to 

the proposed style-based caption generation model is image ℐ and the output is the 

descriptive romantic and humorous sentences ℛ and ℋ with 𝓃 and 𝓂 encoded words: 

ℛ = {𝓌1, 𝓌2, … . . 𝓌𝑛}, ℋ = {𝓌1, 𝓌2, … . . 𝓌𝓂}. The proposed stylized captioning 

model is based on encoder-decoder-based architecture. For the encoder, this model 

employs the same strategy as employed by the MAA-FIC model as discussed in 

Section 6.2, whereas the SF-Bi-ALSTM model is utilized for the generation of style-

based captions.  
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6.3.1 SF-Bi-ALSTM Module 

This section presents a new and modified variant of LSTM and Factored LSTM 

namely, Modified Style Factored Bi-LSTM. Traditional LSTM captures the long-term 

dependencies among words in sentences but fails to capture the styles in sentences. 

Also, Factored LSTM incorporates style factors into the visual caption generation 

model but fails to generate more attractive and coherent style-based descriptions. To 

overcome these limitations SF-Bi-ALSTM Module is designed that produces more 

meaningful stylized descriptions, combining LSTM with attention layers from both 

directions. Further, the proposed Bi-LSTM learns to refine the input vector from 

network hidden states and sequential context information.  

Consider, ℳ𝓍 ∈ ℝ𝓂×𝓃, then 𝒬𝓍 ∈ ℝ𝓂×𝓇 , 𝒮𝓍 ∈ ℝ𝓇×𝓇 , and Λ𝓍 ∈ ℝ𝓇×𝓃. ℳ𝓍 can be 

represented in the form of three matrices: 

ℳ𝓍 = 𝒬𝓍𝒮𝓍Λ𝓍
𝑇                                                                                                         (6.18)                                       

Further, the style-specific matrix {𝒮𝓍} can be represented as: 

𝒮𝓍 =
1

𝒩
|𝒮𝒮𝑇|                                                                                                         (6.19)  

The memory gates and cells in the traditional Bi-LSTM are modified with respect to 

ℳ𝓍 and attention mechanism: 

𝑥̃𝑡 = 𝑠𝑖𝑔𝑚𝑜𝑖𝑑(𝒬𝑥𝑡
𝒮𝑥𝑡

Λ𝑥𝑡
𝑥𝑡 + 𝑊ℎℎ̃𝑡−1) ⊙ 𝑥𝑡                                                                 (6.20) 

𝑖̃𝑡 = 𝑠𝑖𝑔𝑚𝑜𝑖𝑑(𝒬𝑖𝑥𝒮𝑖𝑥Λ𝑖𝑥𝑥̃𝑡 + 𝑊𝑖ℎℎ̃𝑡−1 + 𝑏̃𝑖)                                                          (6.21) 

𝑓𝑡 = 𝑠𝑖𝑔𝑚𝑜𝑖𝑑(𝒬𝑓𝑥𝒮𝑓𝑥Λ𝑓𝑥𝑥̃𝑡 + 𝑊𝑓ℎℎ̃𝑡−1 + 𝑏̃𝑓)                                                          (6.22) 

𝑜̃𝑡 = 𝑠𝑖𝑔𝑚𝑜𝑖𝑑(𝒬𝑜𝑥𝒮𝑜𝑥Λ𝑜𝑥𝑥̃𝑡 + 𝑊𝑜ℎℎ̃𝑡−1 + 𝑏̃𝑜)                                                        (6.23) 

𝑔̃𝑡 = 𝑠𝑖𝑔𝑚𝑜𝑖𝑑(𝒬𝑔𝑥𝒮𝑔𝑥Λ𝑔𝑥𝑥̃𝑡 + 𝑊𝑔ℎℎ̃𝑡−1 + 𝑏̃𝑔)                                                         (6.24) 

𝑐̃𝑡 = 𝑓𝑡 ⊙ 𝑐𝑡−1 + 𝑥̃𝑡 ⊙ 𝑔̃𝑡                                                                                          (6.25) 
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ℎ𝑡 = 𝑜̃𝑡 ⊙ 𝑡𝑎𝑛ℎ𝑐̃𝑡                                                                                                    (6.26) 

𝓅𝑡+1 = (ℂℎ𝑡)                                                                                                               (6.27) 

where, 𝑥𝑡 is the input and an input update gate is also defined as 𝑥̃𝑡 according to input 

and the hidden state ℎ𝑡−1. Also, Λ𝑖𝑥,  Λ𝑓𝑥, Λ𝑜𝑥, and Λ𝑔𝑥 are the input weight matrices, 

and 𝑊𝑖𝑥,  𝑊𝑓𝑥, 𝑊𝑜𝑥, and 𝑊𝑔𝑥 are the weight matrices which are applied to recurrently 

update the matrices of hidden states. Also {ℳ}, {𝒬}, and {Λ} are the matrices shared 

by two styles of romantic 𝒮ℛ and humorous 𝒮ℋ  respectively. The style factored Bi-

ALSTM model is implemented as: 

ℎ𝑡
𝑓

= 𝑜̃𝑡
𝑓

⊙ 𝑡𝑎𝑛ℎ𝑐̃𝑡
𝑓
                                                                                                         (6.28) 

ℎ𝑡
𝑏 = 𝑜̃𝑡

𝑏 ⊙ 𝑡𝑎𝑛ℎ𝑐̃𝑡
𝑏                                                                                                      (6.29) 

𝑦𝑡 = 𝑊ℎ𝑦
𝑓

ℎ𝑡
𝑓

+ 𝑊ℎ𝑦
𝑏 ℎ𝑡

𝑏 + 𝑏𝑦                                                                                       (6.30) 

6.3.2 Style-based Language Generation 

To generate the style-based descriptions of images, the decoder of the proposed 

model leverages multi-task learning for sequence tagging [217]. This helps to learn to 

disentangle the style factors from the text corpus. The inputs to the SFA-Bi-LSTM 

module are the image feature matrix ℐ𝒻 extracted from the image encoder and the text 

feature embedding matrix 𝒯𝒻 for romantic and humorous text corpus. The matrix 𝒯𝒻 is 

obtained via fine-tuned GloVe embedding. The extracted features are utilized by the 

SFA-Bi-ALSTM module according to eqn. (6.20) to (6.30). The output generated from 

the proposed Bi-LSTM is soft-attended and generates either romantic or humorous 

descriptions of images. Also, at time step 𝓉, negative log-likelihood loss is 

incorporated to minimize the loss function and to maximize the probability of each 

word appearing for both romantic and humorous styles.  
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ℒ(Θ) = − ∑ 𝓈𝑖𝑗𝑙𝑜𝑔𝓈̂Θ,𝑖𝑗 + (1 − 𝓈𝑖𝑗)log (1 −𝑛
𝑖=1 𝓈̂Θ,𝑖𝑗)                                                    (6.31) 

 

6.4 Caption Summarization Module  

The image descriptions generated from the MAA-FIC and SF-Bi-ALSTM based 

stylized captioning model are collected and summarized to generate a caption that 

contains factual, romantic, and humorous content in one caption. This section 

discusses about the proposed novel transformer-based summarization model, 

UnMHA-ST with fTA-Word-Embeddings, to generate a summarized caption for an 

image. 

6.4.1 fTA-Word-Embedding (fTA-WE) 

To improve the performance and interpretability of the word embedding models, 

this work proposes a fTA (fastText with Attention) word embedding as depicted in Fig. 

6.4. The proposed embedding module utilizes fastText [199] word embeddings with 

soft-attention [104] to learn vector representation of words. This helps to keep the 

words closer to each other which are semantically related. Also, fTA-WE leverage sub-

words to enrich the vector space for rare and unseen words. The context vector 𝒸𝑣 for 

vocabulary 𝒱 = [𝓋1, … , 𝓋𝒩]𝑇 ∈ ℝ𝒩×𝒟 of size 𝒩 and word vector size 𝒟 for fastText 

is represented by: 

𝒸𝑣 = ∑ 𝓊ℯ𝑗𝑖∈[−𝑏,𝑏]−{0}                                                                                              (6.32)  

where, 𝒰 = [𝓊1, … , 𝓊𝒩] ∈ ℝ𝒩×𝒟 represents the sub-words and is used in the 

calculations of context vectors to efficiently learn a representation for each word. 

Taking the word ′𝑤ℎ𝑖𝑡𝑒′ as an example the sub words formed for 𝑛 = 3 𝑔𝑟𝑎𝑚𝑠 are 

< 𝑤ℎ, 𝑤ℎ𝑖, ℎ𝑖𝑡, … >. Further, ℯ𝑗 and 𝑏 represent the index of each word and the size 
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of the context window respectively. If 𝑤0 is the masked word index with vector 𝑣𝑤0
, 

the probability of  𝑤0 to occur in the context of {𝑤−𝑏 , … , 𝑤−1, 𝑤1, … , 𝑤𝑏} 

𝓅(𝑤0|𝑊[−𝑏,𝑏]−{0}) ∝ 𝑒𝑥𝑝𝑣𝑤0
𝑇 𝒸𝑣                                                                                 (6.33) 

The embedding of each word is represented by the embeddings of all sub-words which 

can be expressed mathematically as: 

𝓊̃𝑤 = ∑ 𝓊ℯ𝑗ℯ𝑗∈𝕊𝑤
                                                                                                      (6.34) 

 

Fig. 6.4: Proposed fTA-WE 

The attention mechanism of the fTA-WE embeddings, utilizes key matrix 𝒦, value 

𝑉, and query matrix 𝑄. The attention weight and the context vector with attention is: 

a white and brown dog is walking in the park with 

green grass 

a brown dog is eating is wooden stick 

a brown dog is happily walking in the park 
  

  

𝑤1 𝑤2 𝑤3 𝑤𝑛−1 𝑤𝑛 Word Vectors 

𝓊1 𝓊2 𝓊3 𝓊𝑛−1 𝓊𝑛 Sub-words Vector 

  

Summation 

Pre-processed 

Text 

  

Softmax Layer  

Transformed Vector 

𝑉𝑤 𝑄𝑤 𝐾𝑤  

            
Context Vector 𝓬𝒗𝒂𝒕𝒕

 

Hidden Linear Layer 

 𝓊̃𝑤  



153 

 

𝒶𝑤𝑖
= exp (𝑣𝑤0

𝑇  𝑐𝑣)                                                                                                    (6.35) 

𝒸𝑣𝑎𝑡𝑡
= ∑ 𝒶𝑤𝑖𝑖∈[−𝑏,𝑏]−{0} (∑ 𝓊̃ℯ𝑗ℯ𝑗∈𝕊𝑤

)                                                                        (6.36) 

The probability of the masked word is given by: 

𝓅(𝑤0|𝑊[−𝑏,𝑏]−{0}) ∝ exp (𝓊̃𝑤0
𝑇 𝒸𝑣𝑎𝑡𝑡

)                                                                         (6.37) 

The attended vector is linearly transformed to obtain the transformed vector 

representation of the input text. Furthermore, the obtained transformed vector 

representation is used as an input to the text summarization transformer to generate the 

summarized captions for the images.  

6.4.2 𝑼𝒏𝑴𝑯𝑨 − 𝑺𝑻 Text Summarization Transformer  

The proposed 𝑈𝑛𝑀𝐻𝐴 − 𝑆𝑇 Text Summarization Transformer takes input from 

two captioning mechanisms discussed in Sections 6.2 and 6.3 respectively. It generates 

a summarized caption of an image that reflects the factual, romantic, and humorous 

contents in a single caption. The proposed 𝑈𝑛𝑀𝐻𝐴 − 𝑆𝑇 as depicted in Fig. 6.5, 

utilizes a unified attention mechanism in addition to multi-head attention. This helps 

in concurrently capturing the intra-modal and intermodal interactions of multimodal 

information which further helps in the generation of their related attended 

representations. With a unified attention module, the proposed 𝑈𝑛𝑀𝐻𝐴 − 𝑆𝑇 also 

leverages a pointer-generator network and coverage mechanism to solve the problems 

of rare words which arise due to out-of-vocabulary (OOV) and repetition issues. The 

input to the transformer network is the text embedding that is generated from the fTA-

WE model. These embeddings are added with the positional embedding and are further 

split into key 𝓀, values 𝓋, and query 𝓆 respectively. To jointly attend information from 
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Fig. 6.5: Proposed 𝑈𝑛𝑀𝐻𝐴 − 𝑆𝑇 Model for Summarized Caption Generation 

different representation subspaces at different positions, MHA is employed which is 

mathematically represented as: 

𝐴𝑡𝑡𝑒𝑛𝑡𝑖𝑜𝑛(𝓀, 𝓆, 𝓋) = 𝑠𝑜𝑓𝑡𝑚𝑎𝑥(
𝓆𝓀𝑇

√𝑑𝑘
)𝓋                                                                   (6.38) 

𝑀𝐻𝐴(𝓀, 𝓆, 𝓋) = 𝐶𝑜𝑛𝑐𝑎𝑡(𝒽1, 𝒽2, … , 𝒽𝑖)𝑊0                                                           (6.39) 

where, 𝒽𝑗 = 𝐴𝑡𝑡𝑒𝑛𝑡𝑖𝑜𝑛(𝓀𝑊𝑗
𝓀, 𝓆𝑊𝑗

𝓆
, 𝓋𝑊𝑗

𝓋)                                                                 (6.40) 
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The unified attention (Un-A) module as depicted in Fig. 6.5 utilizes an iterative 

alternating attention mechanism [218] that allows a fine-grained exploration of both 

the query and the document. Un-A does not collapse the query into a single vector 

instead it evaluates keys and query by using a compatibility function 𝑒 = 𝔽(𝓆, 𝓀). The 

function 𝔽 is the energy function. The energy scores thus obtained are transferred into 

the attention weights using a distribution function 𝒢, ℰ = 𝒢(𝑒). Therefore, the vector 

obtained from the compatibility and distribution function is combined with the 

transformer values v, which are merged to represent the context vector in a more 

compact form. 

𝒵𝑖 = ℰ𝑖𝓋𝑖                                                                                                                     (6.41) 

𝐶 = ∑ 𝒵𝑖
𝑑𝑘
𝑖=1                                                                                                                   (6.42) 

The vectors obtained from both the attention mechanisms are further added and passed 

through the subsequent section of the encoder layer FFN. 

Ω𝑡 = 𝑓(𝑀𝐻𝐴(𝓀, 𝓆, 𝓋), 𝐶)                                                                                            (6.43) 

Also, the decoder structure follows the traditional transformer structure [154] 

with a unified attention mechanism. The embeddings input to the decoder network are 

shifted right version of the embeddings at the encoder. These embeddings are made to 

pass through the multi-head attention network and the unified attention network. The 

dumped results are then fed through a series of FC layers and finally a linear activation 

function followed by a softmax layer, generates the output probabilities. In addition to 

this, the whole model incorporates a pointer generator network [219] and a coverage 

mechanism [219]. The context vector is obtained from the encoder output and the 
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output state of the hidden layer inside the decoder and predicts new words for the 

dictionary. The pointer network's attention provides information about the most 

significant words at any given time, which is helpful for prediction. The current 

moment’s attention distribution and the sum of weights for the encoder’s hidden layer 

are represented as: 

𝑏𝑡 = 𝑠𝑜𝑓𝑡𝑚𝑎𝑥(Ω𝑡)                                                                                                           (6.44) 

𝑛𝑡 = ∑ 𝑏𝑡
𝑖 h𝑖                                                                                                              (6.45) 

Further, vocabulary probability distribution and the probability of distribution of words 

is mathematically expressed as: 

𝒫𝑣𝑜𝑐𝑎𝑏 = 𝑠𝑜𝑓𝑡𝑚𝑎𝑥(𝓉′(𝓉[Ω𝑡 , 𝑛𝑡] + 𝓊) + 𝓊′)                                                             (6.46) 

where, 𝓉, 𝓉′, 𝓊, 𝓊′ are the learnable parameters. Also, the probability distribution of 

words is: 

𝒫(𝒲) = 𝒫𝑣𝑜𝑐𝑎𝑏(𝒲)                                                                                                    (6.47) 

Hence, the model, through a pointer network, must either directly copy words from 

the source or create new terms to address the out-of-vocabulary issues. Therefore, the 

pointer-generator network is employed with probability to copy a word from the source 

text or to generate the word: 

𝒫𝑔𝑒𝑛 = 𝑠𝑖𝑔𝑚𝑜𝑖𝑑(𝑤ℎ
𝑇ℎ𝑡

∗ + 𝑤𝑛
𝑇𝑛𝑡 + 𝑤𝑥

𝑇𝑥𝑡 + 𝓇𝑝𝑡𝑟)                                                              (6.48) 

where, 𝑤𝑛
𝑇 , 𝑤ℎ

𝑇 , 𝑤𝑥
𝑇, and 𝓇𝑝𝑡𝑟 are learnable parameters and 𝒫𝑔𝑒𝑛𝜖[0,1].  

Further, 𝒫𝑔𝑒𝑛 acts as a switch that either generates a word from the vocabulary using 

sampling from 𝒫𝑣𝑜𝑐𝑎𝑏, or copies a word from the input sequence by sampling from the 
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attention distribution. Also, there exists an extended vocabulary for each document 

which is union of the vocabulary, and all words appearing in the source document.  

𝒫(𝒲) = 𝒫𝑔𝑒𝑛𝒫𝑣𝑜𝑐𝑎𝑏(𝒲) + (1 − 𝒫𝑔𝑒𝑛) ∑ 𝑎𝑖𝑗𝑗:𝑤𝑗
                                                          (6.49) 

Note, if 𝑤 is an OOV word, then 𝒫𝑣𝑜𝑐𝑎𝑏(𝒲) = 0. Also, if 𝑤 does not appear in the 

source document, then ∑ 𝑎𝑖𝑗𝑗:𝑤𝑗
= 0 

For time-step 𝑖, negative log-likelihood loss is evaluated for the target word 𝑤𝑖 and is 

given by: 

ℒ𝑖 = −𝑙𝑜𝑔𝒫(𝒲𝑖)                                                                                                           (6.50) 

ℒ =
1

𝑇
∑ ℒ𝑖

𝑇
𝑖=0                                                                                                                 (6.51) 

where 𝑇 is the target sequence length. To overcome the issues related to the repetition 

of words, a coverage mechanism is employed to direct the attention version to non-

repeating words. The attention distributions generated using all previous prediction 

steps are added to create the coverage vector 𝜒𝑖
𝑣. 

𝜒𝑡 = ∑ Ω𝑡′
𝑡−1
𝑡′=0                                                                                                                        (6.52) 

Therefore, eqn. (6.43) is modified by considering the effect of the coverage 

mechanism. Hence, this makes it easier for the attention mechanism to stop attending 

to the same places repeatedly and stop producing repetitive text as a result.  

Ω𝑡′ = 𝑓(𝑀𝐻𝐴(𝓀, 𝓆, 𝓋), 𝐶, 𝜒𝑡)                                                                                    (6.53) 

The coverage loss is also defined to penalize repeatedly attending to the same 

locations.  
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ℒ𝑐 = 𝜆 ∑ min (𝑖 𝜒𝑡, Ω𝑡′)                                                                                             (6.54) 

where 𝜆 is the balancing parameter. Hence, the total loss for the proposed 𝑈𝑛𝑀𝐻𝐴 −

𝑆𝑇 is the combination of eqns. (6.53) and (6.54) respectively, 

ℒ𝑡𝑜𝑡𝑎𝑙 = ℒ + ℒ𝑐                                                                                                            (6.55) 

6.5 Experimental Work and Results 

To validate the effectiveness of the proposed MAA-FIC, experiments are 

conducted on the Flickr8K dataset. This dataset contains around 8K images paired with 

five descriptions for each image. To generate a style-based description of an image 

FlickrStyle10K dataset is utilized. This dataset contains textual annotations for 

romantic and humorous styles respectively. For this dataset, only 7K annotations are 

publicly available. For the task of summarization, the text data obtained from the two 

captioning methods (discussed in Sections 6.2 and 6.3) is collected and utilized for the 

generation of summarized description of an image reflecting factual, romantic, and 

humorous elements. The data used for summarization contains around 7000 

paragraphs with three sentences (one each for factual, romantic, and humorous 

caption). 

6.5.1 Implementation Details 

For the factual caption generation model, Adam optimizer is utilized for the 

minimization of cross-entropy loss with a learning rate of 2𝑒 − 5. Further, the batch 

size is set as 64 and the proposed model is trained for 70 epochs. Also, to extract. the 

text features, fine-tuned GloVe embeddings are utilized with embedding size as 300. 

To evaluate the performance of the proposed factual image captioning model, 

BLEU@N [177] and METEOR [26] scores are evaluated. 
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To generate romantic and humorous captions, ADAM [193] optimizer is utilized 

at the encoder end with a learning rate of 2𝑒 − 5. For language decoder embedding 

size is set as 300 and the dimension of the hidden layer of the proposed SF-Bi-ALSTM 

module is set as 512. The model is trained for 60 epochs with a batch size of 96. To 

evaluate the performance of generated stylized captions, style transfer accuracy and 

perplexity of the proposed model are evaluated. Also, the relevancy of the captions 

generated is evaluated in terms of BLEU@N [177] and METEOR [26]. 

For the summarization module, a single-layer 𝑈𝑛𝑀𝐻𝐴 − 𝑆𝑇 transformer with a 

pointer generator network and coverage mechanism is incorporated. The model is 

trained for 100 epochs with a dropout rate of 0.1 and a batch size of 4. Further, the 

pointer-generator network leverages 300-dimensional GloVe embeddings with a 

vocabulary size of 400K.  To evaluate the performance of the proposed model, 

ROUGE-1, ROUGE-2, and ROUGE-L scores are evaluated. 

6.5.2 MAA-FIC Module 

Table 6.1 reports the comparison of the proposed MAA-FIC model with other 

state-of-the-art on the Flickr8K dataset. The comparison of the proposed model is 

made in terms of 𝐵𝐿𝐸𝑈@𝑁 and 𝑀𝐸𝑇𝐸𝑂𝑅 scores. MAA-FIC utilized fusion of 

Inception-V3 and Faster R-CNN at the encoder and provides state-of-the-art results 

when compared with ImageNet-CNN [128], VGGNet-CNN [96] based feature 

extraction method. Also, Jia et al. [103] utilized semantic information from the image 

as an extra input to each unit of the LSTM block. Very few works [123] [124] focused 

on attention mechanism-based architectures and the proposed MAA-FIC utilized 

modified adaptive attention (MAA). MAA combines channel and spatial attention 
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mechanisms to focus more on most of the important image information as well as the 

position of the image regions. Furthermore, the MAA provided a significant increase 

in the BLEU@N and METEOR scores when compared with the [93] [110] [220] [221].  

Table 6.1: Results for the proposed MAA-FIC Module on Flickr8K Dataset 

Model B-1 B-2 B-3 B-4 M 

LSTM [128] 66.0 42.0 27.0 18.0 - 

g-LSTM [103] 64.7 45.9 31.8 21.6 20.60 

Log Bilinear [93]  65.6 42.4 27.7 17.7 17.31 

SCA-CNN [124] 68.2 49.6 35.9 25.8 - 

Hard Attention [123] 67.0 45.7 31.4 21.3 20.30 

m-RNN [96] 48.2 35.7 26.9 20.8 - 

Deep-Bi-LSTM [110]  65.5 46.8 32.0 21.5 - 

SDCD [220] 67.2 45.1 30.5 21.5 - 

JRAN [221] 67.7 47.4 33.2 22.7 20.9 

Proposed (MAA-FIC) 74.8 52.3 38.7 26.8 22.6 

 

Figs. 6.6 (a) and (b) depict the accuracy and loss curves for the proposed MAA-

FIC. The curves make it evident that with the increase in the number of epochs, the 

accuracy of the proposed model increases while the losses decrease. Fig. 6.7 represents 

the qualitative results obtained for the proposed MAA-FIC model. The factual captions 

obtained for Flickr8K produces syntactically and semantically correct descriptions by 

focusing more on the salient object regions. Also, by leveraging the modified adaptive 

attention the proposed model provides a better correlation between the objects.  

6.5.3 SF-Bi-ALSTM Based Stylized Image Captioning 

Table 6.2 reports the results using both, the romantic and the 

humorous references for the proposed SF-Bi-ALSTM-based stylized 

image captioning module with other state-of-the-art. The comparison is 

carried out with respect to 𝐵𝐿𝐸𝑈 − 1, 𝐵𝐿𝐸𝑈 − 3, and 𝑀𝐸𝑇𝐸𝑂𝑅 (𝑀) scores 

with style accuracy (𝑐𝑙𝑠) and perplexity (𝑝𝑝𝑙).The results reported in Table 6.2 make 
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it evident that (1) given a specified style, the proposed model is tailored to that style 

outperforming the baseline approaches across different automatic evaluation metrics; 

(2) the relative performance variation shows that the proposed model can successfully 

simulate the style factors in caption generation. Further, StyleNet [54] and SF-LSTM 

[51] incorporate factored LSTM and style-factual LSTM decoders for the generation  

 

Fig. 6.6: (a) Accuracy and (b) Loss curves for the proposed MAA-FIC 

(a) 

(b) 
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Fig. 6.7: Qualitative results obtained for the proposed 𝑈𝑛𝑀𝐴 −CapSumT (a) UnMA-

CapSumT Factual + Humorous (b) UnMA-CapSumT Factual + Romantic (c) UnMA-

CapSumT Factual + Romantic + Humorous 

Table 6.2: Results for the proposed SF-Bi-ALSTM Module on FlickrStyle10K 

Dataset 

Style Model B-1 B-3 M cls ppl 

R
o
m

a
n

ti
c 

StyleNet [51] 13.3 1.5 4.5 57.1 6.9 

MSCap [53] 17.0 2.0 5.4 91.3 - 

SF-LSTM [54] 27.8 8.2 11.2 - - 

SAN [58] 28.3 8.7 11.5 90.9 9.1 

Detach and attach 

[197]  
24.3 - - 82.4 - 

Wu et al. [198] 25.4 5.7 9.2 - - 

Proposed  29.8 9.2 11.9 92.0 9.3 

H
u

m
o

ro
u

s 

StyleNet  [51] 13.4 0.9 4.3 42.5 7.3 

MSCap [53] 16.3 1.9 5.3 88.7 - 

SF-LSTM [54] 27.4 8.5 11.0 - - 

SAN [58] 27.6 8.1 11.2 87.8 8.4 

Detach and attach 

[197] 
23.0 - - 89.2 - 

Wu et al. [198] 27.2 5.9 9.0 - - 

Proposed 29.2 9.0 11.8 89.8 8.7 

 

of stylized captions. These methods proposed end-to-end learning framework for the 

generation of factual and style-based descriptions. On the other hand, the proposed 

model defines a modified style factored Bi-LSTM with captions. Further, the works 

[58] [53] implemented the task of multi-style-based caption learning using unpaired 

Factual: Two boys in red and yellow shirt are jumping on a trampoline.  

Romantic: Two kids are playing with excitement and happiness on blue trampoline. 

Humorous: Two boys are jumping on teal trampoline like monkeys.  

Summarized Caption: Two boys in red and yellow are jumping on teal trampoline like 

monkeys.  

  

Factual: A group of people are playing in the water fountain on a sunny day.  

Romantic: A group of children are playing and enjoying the summers in water fountain. 

Humorous: A group of children standing in pool of water and dancing like monkeys.  

Summarized Caption: A group of children are playing and enjoying the summers in 

water fountain like monkeys.  

 

Factual: A woman in black dress standing on a brick wall and taking a picture with mobile 

Romantic: A woman is holding a camera and taking picture of a beautiful sunset 

Humorous: A woman in black is taking pictures of aliens 

Summarized Caption: A woman in a black dress is taking a picture of beautiful sunset 

while standing on a brick wall. 

 
(c)  

(b)  

(a)  
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data but these methods when compared with the proposed stylized captioning model 

generate more attractive and coherent style-based descriptions.  

The qualitative results presented in Fig. 6.7 for the generation of romantic and 

humorous elements proves that the generated descriptions describe the content of the 

image well. The generated captions express the content in a romantic (A little girl 

enjoying the joys of childhood with her brother in background) or humorous (A group 

of children standing in pool of water and dancing like monkeys). More intriguingly, 

the descriptions generated are not only romantic or humorous but they also suit the 

visual content of the image coherently, making the caption visually appealing and 

relevant. Also, qualitative results were obtained to verify that the sentences so 

generated provide a strong correlation with the human evaluation 

6.5.4 UnMHA-ST Text Summarization Transformer 

The summarized captions generated from the proposed UnMHA-ST is presented 

in Fig. 6.7.  From Fig. 6.7 it is evident that there exist some cases as shown in Fig. 

6.7(a), according to the context of the image the summarized captions depict only 

factual and humorous elements and for a few images as shown in Fig. 6.7(b) romantic 

style has dominated with the factual element. Further, there are cases (Fig. 6.7(c)) in 

which the proposed summarization framework can successfully include romantic and 

humorous styles with factual elements.  

Table 6.3 reports the ROUGE-1, ROUGE-2, and ROUGE-L scores for the 

baseline transformer model [154] with Doc2Vec, GloVe, and fastText word 

embeddings. From the results reported, it is evident that the fastText word embeddings 

are superior as they can derive word vectors for unknown words or out of vocabulary 
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words. Further, the baseline transformer model is replaced with the proposed 

𝑈𝑛𝑀𝐻𝐴 − 𝑆𝑇 and fTA- WE word embedding which results in significant 

improvement of R-1, R-2, and R-L scores. To overcome the OOV issues the proposed 

𝑈𝑛𝑀𝐻𝐴 − 𝑆𝑇 transformer is utilized with pointer- generator. Also, to enhance the 

performance of the proposed framework and to avoid the repetition issues 𝑈𝑛𝑀𝐻𝐴 −

𝑆𝑇 is equipped with coverage mechanism. This provides significant improvements by 

generating fluent summarized captions. Also, box plot-based model performance 

comparison in terms of R-1, R-2, and R-L is shown in Fig. 6.8.  

 

Fig. 6.8: Comparison for Quantitate Results Obtained for the proposed Framework 

(a) R-1, (b) R-2, and (c) R-L 

(a) (b) 

(c) 
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Fig. 6.9: Observed Qualitative Results for the proposed UnMA-CapSumT (Text in Red 

represents the repeated words that appeared in the summarized captions): Model -6 

(proposed model) provides a summarized caption for an image without repetition of 

words and out-of-vocabulary issues 

Further, Fig. 6.9 presents the qualitative ablated summarized captions for Model 1 to 

Model-6. Model-1, the baseline transformer model with Doc2Vec word embedding 

generated a poor-quality summarized caption with redundant and repeated 

information. Further, fastText embedding with the baseline transformer model (Model-

3) provided a slight improvement in the generated summarized captions. With the use 

of the proposed 𝑈𝑛𝑀𝐻𝐴 − 𝑆𝑇 and fTA-WE in Model-4 provided an improvement in 

results but still there exists repetition of words like “in water fountain” in first case and 

“café” and “wall” in second case. In Model-5, the pointer-generator network 

adaptively points to the contextual words with appropriate styles hence resulting in 

generation of romantic and humorous elements in the summarized captions. For the 

second case, Model-5 generates a word “cafeteria” that is synonym to the word “café” 

GT: A group of people are playing in the water fountain on a sunny day. A group of children are playing and 

enjoying the summers in water fountain. A group of children standing in pool of water and dancing like 

monkeys. 

Model-1: A children are playing with water in the the summers in water pool 

Model-2: Children are playing in water and dancing in water enjoying in water in the the summers 

Model-3: Children are dancing in water like monkeys enjoying in water fountain in the the summers 

Model-4: A group of people are playing in water fountain and dancing in pool of the summers in water 

fountain. 

Model-5: A group of people are enjoying and enjoying in water fountain like monkeys. 

Model-6: A group of children are playing and enjoying the summers in water fountain like monkeys. 

 

GT: A women in blue clothes sits alone against a brick wall and looking outside a window. Woman sits against 

brick wall in coffee shop having sweet coffee waiting for her lover. A woman sits in a café looking at a lizard 

on the brick red wall 

Model-1: A women sitting against red wall alone in café drinking coffee in café waiting for lover in coffee shop. 

Model-2: A women sitting near red wall in cafeteria wait for lizards at red wall and waiting for lover in cafeteria.  

Model-3: A women in blue is looking at lizards on red wall and sitting against red wall in cafeteria. 

Model-4: A women in blue sitting in café against red wall waiting for lover in café while looking at lizards in wall. 

Model-5: A women sitting in cafeteria against red wall waiting for her coffee lover and looking at lizards on red 

wall in cafeteria. 

Model-6: A women in blue clothes sitting alone against red wall in café having a sweet coffee and waiting for her 

lover while looking at lizards 
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or “coffee shop”. Further, Model-6 generated a summarized caption that provided a 

strong correlation with the human evaluation by generating syntactically and 

semantically correct descriptions by highlighting both factual and stylized elements. 

Also, the summarized caption generated is free from OOV and repetition problems 

with the use of a pointer-generator network and coverage mechanism. 

Table 6.3: Ablation Results obtained to study the influence of the Baseline 

Transformer and the proposed 𝑈𝑛𝑀𝐻𝐴 − 𝑆𝑇  

Model Transformer Embedding R-1 R-2 R-L 

Model-1 Baseline  [154] Doc2Vec 20.18 4.33 13.71 

Model-2 Baseline  [154] GloVe 21.3 4.43 14.19 

Model-3 Baseline  [154] fastText 23.46 4.65 14.77 

Model-4 𝑈𝑛𝑀𝐻𝐴 − 𝑆𝑇 fTA-WE 26.72 5.71 15.24 

Model-5 𝑈𝑛𝑀𝐻𝐴 − 𝑆𝑇 + Pointer Generator Network fTA-WE 28.32 6.43 17.72 

Model-6 𝑼𝒏𝑴𝑯𝑨 − 𝑺𝑻 + Pointer Generator Network 

+ Coverage Mechanism 

fTA-WE 30.11 6.73 18.22 

 

6.6 Significant Outcomes 

This chapter presents a novel caption summarization framework, 

𝑈𝑛𝑀𝐴 −CapSumT to generate summarized captions highlighting the factual, 

romantic, and humorous elements in a single caption. The proposed framework is 

divided into two stages: (𝑖) generation of factual, romantic, and humorous descriptions 

of images using the MAA-FIC model and SF-Bi-ALSTM-based stylized image 

captioning model, (𝑖𝑖) using the descriptions generated in (𝑖) to produce a summarized 

single line caption for the images by incorporating multi-head attention and unified 

attention driven 𝑈𝑛𝑀𝐻𝐴 − 𝑆𝑇 transformer.   

Also, the proposed 𝑈𝑛𝑀𝐻𝐴 − 𝑆𝑇 transformer utilizes a pointer-generator 

network and coverage mechanism to avoid the issues related to OOV and repetition 
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problems. The summarized caption generated provides an improvement in learning 

knowledge of factual content and its associated linguistic styles. Also, the observed 

qualitative results make it evident that the proposed framework provided a strong 

correlation with human evaluation by generating semantically and syntactically correct 

descriptions.  

Further, the improvements in the performance and interpretability of the 

proposed framework are enhanced with the utilization of an efficient word embedding 

fTA-WE. Experimental results prove that the proposed MAA-FIC, SF-Bi-ALSTM-

based image captioning model, and 𝑈𝑛𝑀𝐻𝐴 − 𝑆𝑇 summarization transformer model 

provide state-of-the-art results and generate visually and grammatically correct 

factual, romantic, humorous, and summarized captions for a given image. 
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Chapter-7 

Applications to Visual Image Captioning 

Automatic Visual Captioning (AVC) generates syntactically and semantically 

correct sentences by describing important objects, attributes, and their relationships 

with each other. The very nature of it makes it suitable for applications such as image 

retrieval [222] [223], human-robot interaction [224] [225], aid to the blind [226], 

visual question answering [227] and the like. In this chapter we will discuss about two 

main application areas of image captioning namely: medical image captioning and aid 

to the blind. Medical image captioning highlights the relationships between image 

objects and clinical findings. Further, Image captioning can help visually impaired 

people understand their environment. For example, the Intelligent Eye app combines 

image and text processing to help the blind navigate themselves. 

7.1 𝑭𝑫𝑻 − 𝑫𝒓𝟐𝑻: A Unified Dense Radiology Report Generation Transformer 

Framework for X-Ray Images 

Medical Image Captioning (MIC) [228] can assist doctors by accelerating the 

reporting process and reducing their workload. Fig. 7.1 presents an example of the 

captioning of medical images. Medical image captioning highlights the relationships 

between image objects and clinical findings, which makes it a very challenging task. 

The generation of medical reports not only reduces the doctor’s workload and 

accelerates clinical workflow but also aids in the efficient exploitation of medical 

content. Therefore, this produces faster and more accurate interpretations of findings 

and offers important assistance to doctors. 
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Fig 7.1: An Example of Radiology Report Generated 

7.1.1 Proposed Methodology 

With the increase in the advancements in technology, different methods [229, 

230, 231] are developed to automatically generate medical reports based on the data 

available. These methods generated incorrect reports for some cases with erroneous 

and repeated sentences. Some models [229, 232, 233] generated incoherent sentences 

with incorrect order of words, which were not clinically acceptable.  Also, these 

methods failed to report some rare but important abnormalities due to ambiguities and 

incorrect detection of objects from radiological images. To overcome these challenges, 

this paper presents an efficient framework for the generation of paragraph-based 

reports sometimes also known as dense MIC. The proposed framework is split into 

two stages (as depicted in Fig. 7.2): (𝑖) FDT-Image feature extraction module and (𝑖𝑖) 

Dense Radiology Report Generation Transformer (𝐷𝑟2𝑇) model for coherent medical 

report generation.  

 

Fig. 7.2: Block Diagram of the proposed FDT- 𝐷𝑟2𝑇 framework 

Normal Chest with no pulmonary enema. The 

cardiac silhouette and mediastinum size are 

within normal limits. There is no focal 

consolidation. There are no traces of pleural 

effusion. There is no evidence of 

pneumothorax. 
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The proposed FDT module efficiently fuses or concatenates deep features and 

texture features to extract effective features from the data available. The fused features 

obtained from the first stage are further leveraged by the transformer-based module for 

efficient and coherent report generation. Furthermore, the architecture of the proposed 

framework is presented in Fig. 7.3  

7.1.1.1 FDT-Image Feature Extraction 

Medical image feature extraction aims to find the most compact and informative 

set of features. Deep-feature extraction incorporates a modified XceptionNet [234] 

module with a Residual Feature Distillation Block (RFDB) [235] and a Shallow 

Residual Block (SRB). Further, the proposed modified XceptionNet module also 

leverages a triplet attention module for the extraction of multi-level rich deep -features. 

Further, for the extraction of texture features, the ISCM-LBP [236] algorithm is 

incorporated with reduced-dimensional HOG features [237]. This helps preserve a 

trade-off between model performance and parameters and ensures the appropriate level 

selection for the extraction of pertinent texture features.  

7.1.1.1.1 Convolutional Triple Attention-based Efficient XceptionNet (𝑪 −

𝑻𝒂𝑿𝑵𝒆𝒕) 

The proposed 𝐶 − 𝑇𝑎𝑋𝑁𝑒𝑡 model (Fig. 7.3) leverages a modified version 

XceptionNet module with RFDB and SRB as depicted in Fig. 7.4. RFDB utilizes 

multiple features distillation connections to learn more discriminative feature 

representation. For more fine-grained residual learning SRB is utilized without 

introducing additional parameters [16]. Further, the SRB is equipped with SELU 

activation function [238] described mathematically as: 
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Fig. 7.3: Proposed FDT- 𝐷𝑟2𝑇 Framework 

𝑔(𝑥) = {
𝜆𝑥, 𝑥 > 0

𝛼𝜆(𝑒𝑥 − 1), 𝑥 ≤ 0
                                                                                                   (7.1)                                                                                      

where 𝛼 and 𝜆 are the activation constants with values of 𝛼 = 1.6732 and 𝜆 = 1.0507. 

Also, the proposed 𝐶 − 𝑇𝑎𝑋𝑁𝑒𝑡 utilizes the concept of Convolutional Triple Attention 

Module (CTAM) [239] (almost parameter-free) that model channel attention and 

spatial attention [240]. The internal structure of the CTAM module is presented in Fig. 

7.5. Consider 𝑓𝑖𝑛𝑝𝑢𝑡 ∈ ℝ𝐶×𝐻×𝑊 be the feature vector of the corresponding input image 

which serves as an input to the Entry block of the 𝐶 − 𝑇𝑎𝑋𝑁𝑒𝑡. The features extracted 

from each Xception block are made to pass through CTAM which is a three-stage 

architecture. For the first stage, height and channel dimension interactions are  
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Fig. 7.4:  Modified XceptionNet (a) Entry Block, (b) Middle Block, and (c) Exit 

Block, (d) RFDB Block, (e) SRB Block  

 

Fig. 7.5: Conventional Triple Attention Module 
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calculated by rotating the input 90∘ along the height dimension. The next stage 

calculates the interaction by rotating the input tensor to 90∘ anti-clockwise along W- 

axis. For the final stage, the channels of the input tensor are reduced by using Z-pool. 

The Z-pool concatenates the AveragePool and MaxPool across that dimension. 

Mathematically, Z-pool can be represented as: 

𝑧 − 𝑝𝑜𝑜𝑙(𝑥) = [𝑀𝑎𝑥𝑃𝑜𝑜𝑙0𝑑(𝑥)𝐴𝑣𝑔𝑃𝑜𝑜𝑙0𝑑(𝑥)]                                                                  (7.2) 

where 0𝑑 is the zeroth dimension across which the AveragePool and MaxPool 

operation takes place. Further, the refined triple attended output is represented by: 

𝓎 =
1

3
(𝓍̂1𝜎(𝜑1(𝓍̂1

∗))̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅ + 𝓍̂2𝜎(𝜑2(𝓍̂2
∗))̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅ + 𝓍𝜎(𝜑3(𝓍̂3

∗)))                                                       (7.3)  

In the above equation, 𝜎 represents the sigmoid activation function; 𝜑1, 𝜑2, and 

𝜑3 represent the standard 2-D convolutional layers in three branches of triplet 

attention. Also, after the application of CTAM at each block of the Efficient 

XceptionNet we apply Global Log-Sum-Exp Pooling (GLSEP) [241] individually and 

concatenate the reduced features into a single vector. 

7.1.1.1.2 ISCM-LBP + PCA-HOG Feature Extraction Algorithm 

This section provides the details for the hand-crafted feature extraction 

algorithm. Traditional LBP features [242] are sensitive to noise and incorporate centre 

window pixels as the threshold, without any enhancement in the centre pixel and 

considering the relationship between the centre pixel and the neighbourhood pixel 

[243]. When the central pixel intensity value is too large or too small, there might be 

a possibility that the detailed features are missed. Therefore, ISCM-LBP algorithm is 

incorporated that utilizes standard deviation to improve the resilience of the centre 
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pixel and the function of the neighbourhood pixel. This further enhances the strength 

of the centre pixel and the role of the neighbourhood pixel. The specific operations are 

as follows: 

• The 3 × 3 window is subdivided into sub-windows of size 3 × 3 to calculate the 

average gray value of each window Finally, standard deviation 𝜎 is calculated for 

9 windows. 

 𝜎 = √
∑ (𝒳̃𝑗−𝒳)̃29

𝑗=1

9
                                                                                                      (7.4) 

where 𝒳̃𝑗  average gray value of each window and 𝒳̃ is the average value of the 

entire window.  

• For threshold value, for 𝒻 ≤ 𝜎, the threshold 𝓆𝑡 is the median of the nine pixels in 

the 3 × 3 window and LBP is evaluated by the formula 

𝐿𝐵𝑃(𝑋𝑐 , 𝑌𝑐) = ∑ 2𝑃7
𝑃=0 𝕊(𝓆𝑝 − 𝓆𝑐)                                                                            (7.5) 

𝕊(𝑁) = {
1, 𝑁 ≥ 0
0, 𝑁 < 0

                                                                                                      (7.6) 

Further, if 𝒻 > 𝜎, let 𝑚, and 𝑛 be the maximum and minimum value from  the 9-

pixel values. The threshold is evaluated using: 

𝓆𝑡 =
𝑚+𝑛+𝓆̃𝑐

3
                                                                                                                  (7.7) 

• Finally, for median 𝑀 of nine pixels, ISCM-LBP features are evaluated using the 

formula: 

𝐼𝑆𝐶𝑀 − 𝐿𝐵𝑃 = ∑ 2𝑃7
𝑃=0 𝕊(𝓆̃𝑝 − 𝓆𝑡)                                                                            (7.8) 

𝓆𝑡 = {
𝑀, 𝒻 ≤ 𝜎

𝑚+𝑛+𝓆̃𝑐

3
, 𝒻 > 𝜎

                                                                                                       (7.9) 
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𝕊(𝑁) = {
1, 𝓆̃𝑝 − 𝓆𝑡 ≥ 0

0, 𝓆̃𝑝 − 𝓆𝑡 < 0
                                                                                               (7.10) 

The ISCM-LBP only extracts the texture information features and somehow neglects 

some edge density features from images. Therefore, we incorporate dimensionality 

reduction of histogram of gradient orientation i.e., PCA-HOG. This helps in the 

extraction of large dimensional HOG features which are reduced with the utilization 

of PCA mapping. Finally, the ISCM-LBP and HOG-PCA features are serially 

concatenated that help to retain all the texture feature details. 

Flowchart depicting the extraction process for the ISCM-LBP + PCA-HOG 

algorithm is presented in Fig. 7.6.  Furthermore, the features obtained from 𝐶 −

𝑇𝑎𝑋𝑁𝑒𝑡 and ISCM-LBP + PCA-HOG are fed to dense blocks which are the learnable 

feature encodings that convert the deep-features and hand-crafted features into 

learnable vectors 𝕗𝑑𝑒𝑒𝑝 and 𝕗ℎ𝑐𝑓. 

 
Fig. 7.6: Flowchart for ISCM-LBP + PCA-HOG Algorithm 
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7.1.1.2 Dense Radiology Report Generation Transformer (𝑫𝒓𝟐𝑻) 

The image features obtained from the FDT-Image feature extraction module are 

fed to the transformer-based architecture for the generation of dense medical reports. 

Fig. 7.3 presents the detailed structure of the proposed 𝐷𝑟2𝑇 transformer model.  The 

traditional transformer model incorporates Multi-Head Attention (MHA) and 

calculates a weighted average of values based on the similarity between queries and 

keys. The attention scores assigned to each value determines its importance. To extract 

more minute details in the form of deep local features, this chapter presents a modified 

MHA as shown in Fig. 7.7, which selects the best-head from the structure and 

concatenates the best-head and the multi-head representations to explore more 

correlations between the higher-order feature representations. 

 

 

Fig. 7.7: Proposed Modified MHA 
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7.1.1.2.1 𝑫𝒓𝟐𝑻 Encoder 

The encoder structure of the 𝐷𝑟2𝑇 converts a set of visual attributes from the 

input image into a number of encodings. The encodings or embeddings obtained are 

represented in the form of a linear transformation of local features as keys 𝓀, query 𝓆,  

and values 𝓋 respectively. With this, we first calculate the multi-head self-attention 

scores 𝓂𝒽𝑖 using scaled-dot product attention (SPA). Mathematically,  

𝓂𝒽𝑖 = [𝒽1, 𝒽2 … … , 𝒽𝑖]                                                                                          (7.11) 

𝑆𝑃𝐴 = 𝑠𝑜𝑓𝑡𝑚𝑎𝑥 (
𝓆𝑖𝓀𝑖

𝑇

√𝑑𝑖
) 𝓋𝑖                                                                                     (7.12) 

Further, we select the best head (𝓂𝒽𝑏) out of the calculated multi-head self-attention 

scores. Also, these heads 𝓂𝒽𝑖 are made to pass through to a residual block (RB) in 

order to avoid gradient explosion. 

𝑆𝑡 = ∑ 𝑅𝐵(𝓂𝒽𝑖)                                                                                                    (7.13) 

 The output generated from the RB and the best-selected head is fed to the self-

attention network to provide a better correlation among the features obtained. The 

features obtained after the self-attention network is represented by: 

𝒮 = 𝑆 − 𝐴(𝓂𝒽𝑏 , 𝑆𝑡)                                                                                              (7.14) 

The Modified-MHA features are added, normalized and fed to an FFN to get higher 

order visual features 𝑓𝑣 as output which acts as input to 𝐷𝑟2𝑇 Decoder module. 

7.1.1.2.2 𝑫𝒓𝟐𝑻 Decoder 

The 𝐷𝑟2𝑇 decoder aims for the generation of dense medical reports either in the 

form of single or multiple sentences with the use of the high-level features obtained 

from the 𝐷𝑟2𝑇 encoder. A combination of visual features 𝑓𝑣 and textual embeddings 

𝑓𝑡 are used to provide higher-order intra and inter-modal interactions between the 
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image and text pairs. Also, the textual embeddings are extracted through fastText word 

embeddings (fT-WE) [199]. Therefore, textual and visual embeddings are 

concatenated via Bi-LSTM to perform multi-modal reasoning and high-level feature 

representation. This whole fT-WE with visual embedding (from 𝐷𝑟2𝑇 encoder) and 

Bi-LSTM layer supports detailed encryption of visual data and provides inter-and 

intra-model interactions between the text and visual features.  

At the decoding stage, we further integrate the Masked Modified-MHA and 

Modified-MHA with add and norm layers and feed-forward network layer. Finally, 

the medical report is generated by the generation of words through FC and softmax 

layers. The proposed 𝐷𝑟2𝑇 model is trained by minimizing the cross-entropy loss: 

ℒ𝑋𝐸(𝜃) = − ∑ log (𝑝𝜃(𝓌𝑡
∗𝒯

𝑡=1 |𝕊1:𝑡−1
∗ ))                                                                          (4.15)                       

where, 𝒯is the number of words in sentence; 𝜃 denotes all the parameters in the model; 

𝕊1:𝑡−1
∗ is the ground truth.  

7.1.2 Experimental Details and Results 

To evaluate the performance of the proposed framework, publically available 

dataset IU X-Ray [244] is used for the generation of paragraph-based reports. IU Chest 

X-Ray contains about 7470 pairs of images and reports. Each report consists of the 

following sections: impressions, findings, tags, comparison and indication. The report 

for the image includes the impression and findings only. Following standard procedure 

[245], images are normalized and resized to 224 × 224, making them appropriate for 

extracting visual features. The text data was pre-processed to produce 572 unique tags 

and 1915 unique words by changing all tokens to lowercase and deleting any non-

alpha tokens. On average, there are 2.2 tags, 5.7 sentences, and 6.5 words per sentence 
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attached to each image. Additionally, we discovered that the top 1,000 terms account 

for 99.0% of all word occurrences in the dataset; as a result, we only used the top 

1,000 terms listed in dictionaries. Finally, we chose 500 images at random for 

validation and 500 images as a test. Further, to validate the effectiveness of the 

proposed 𝐷𝑟2𝑇 we evaluated BLUE-n [177], METEOR [26], CIDEr [25], and 

ROUGE-L [152] scores.  

7.1.2.1 Implementation Details  

For the first phase of the experiment, the input images are resized into 480 × 480 

resolution and Adam [193] optimizer is used for training of 𝐶 − 𝑇𝑎𝑋𝑁𝑒𝑡 and texture 

feature extraction module. The feature extraction FDT module is trained for 100 

epochs with a learning rate of 10𝑒 − 4 and batch size of 32. For second phase, the 

𝐷𝑟2𝑇 model is trained for further 70 epochs with a learning rate of 1𝑒 − 4 for the 

encoder and decoder. We apply a linear decay scheduler with a warmup ratio of 0.01 

to control the learning rate. For regularization, we set dropout to 0.1 and use a weight 

decay of 0.01. For the generation of paragraph, we set the dimensions of all hidden 

states and word embeddings as 512 and the maximum output length is set as 45. For 

both FDT and 𝐷𝑟2𝑇 modules, we adopt a softmax cross-entropy loss. 

7.1.2.2 Quantitate comparison with state-of-the-art 

For the deep-feature extraction module, the proposed 𝐶 − 𝑇𝑎𝑋𝑁𝑒𝑡 is compared 

with different generic networks (ResNet [16], VGGNet [108], AlexNet [109], 

DenseNet [246], Inception-V3 [155], and XceptionNet [234]) in terms of accuracy and 

loss. Table 7.1 presents the results obtained for the proposed 𝐶 − 𝑇𝑎𝑋𝑁𝑒𝑡. It is evident 

that the proposed network provides significant improvements in terms of accuracy 
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with the addition of triple attention module. Also, Fig. 7.8 presents the attention maps 

generated from the proposed 𝐶 − 𝑇𝑎𝑋𝑁𝑒𝑡. The proposed model attends to the input 

image efficiently by highlighting the minute image regions that are of importance.  

Table 7.1: Comparison of the performance of the proposed 𝐶 − 𝑇𝑎𝑋𝑁𝑒𝑡 and other 

Deep-feature Extraction Framework 

Model 
 Accuracy 

(%) 
 Loss 

ResNet [16] 89.64 3.547 

VGGNet [108] 90.32 3.10 

AlexNet [109] 89.10 3.09 

Inception-V3 [155] 94.35 2.341 

DenseNet [246] 94.13 2.61 

XceptionNet [234] 96.80 1.928 

Proposed (𝑪 − 𝑻𝒂𝑿𝑵𝒆𝒕) 98.74 1.29 

 

 
Fig.7.8: Attention Visualization generated by the proposed 𝐶 − 𝑇𝑎𝑋𝑁𝑒𝑡  

Table 7.2 presents the dimension of extracted features and feature extraction 

speed for the proposed ISCM-LBP+HOG- PCA algorithm. From Table 7.2 it is 

evident that with the improvement in speed of feature extraction, a reduction in data 

redundancy is observed. The results prove that more accurate image features with  

(a) 

(b) 
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Table 7.2: Comparison of the performance of different texture feature extraction 

algorithms. 

Method Feature Dimension Feature Extraction Time (𝒔) 

LBP 1982 0.0121 

ISCM-LBP 2770 0.0068 

HOG 3221 0.0039 

HOG-PCA 1026 0.0070 

ISCM-LBP + HOG-

PCA 
2951 0.0105 

 

strong anti-interference capabilities and minimal computing complexity are extracted 

by the ISCM-LBP approach. Additionally, PCA-HOG extracts the image edge 

features and ensures that, even at accelerated extraction speeds, the feature dimension 

is successfully lowered without compromising the edge features that have already been 

retrieved. With serial fusion of ISCM-LBP and HOG-PCA relatively complete image 

features with edge and texture features are obtained. Figs. 7.9 and 7.10 compare 

different texture feature extraction algorithms on the basis of the feature dimension 

and time taken (𝑠) for the extraction of features. 

Table 7.3 reports the quantitative results obtained on the proposed FDT-DMICT. 

We compare our proposed approach with a wide range of state-of-the-art medical 

report generation methods, i.e., Variational topic inference (VTI) [245], a graph-based 

method [247], cross-modal memory (CMR) [248], CMAS [249], Eddie-Transformer 

 
Fig. 7.9: Feature Extraction time taken by different texture feature extraction algorithms 
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Fig. 7.10: Comparison of performance of different texture feature extraction algorithm.  

Table 7.3: Comparison of quantitative results obtained for the proposed 𝐹𝐷𝑇 −

 𝐷𝑟2𝑇 framework with state-of-the-art. 

Method B-1 B-2 B-3 B-4 M CIDEr R-L 

VTI [245] 0.493 0.360 0.291 0.154 0.218 - 0.375 

Wang et al. [247] 0.450 0.301 0.213 0.158 - - 0.384 

CMR [248] 0.475 0.309 0.222 0.170 0.191 - 0.375 

TieNet [230] 0.330 0.194 0.124 0.081 - - - 

RTMIC [254] 0.350 0.234 0.143 0.096 - - - 

Li et al. [231] 0.438 0.298 0.208 0.151 - - 0.322 

R2Gen [100] 0.470 0.304 0.219 0.165 0.187 - 0.371 

Eddie-Transformer [250] 0.466 0.307 0.218 0.158 - - 0.358 

CMAS [249] 0.464 0.301 0.210 0.154 - - 0.362 

Delta-Net [251] 0.485 0.324 0.238 0.184 - - 0.379 

IIHT [252] 0.513 0.375 0.297 0.245 0.264 - 0.492 

PPKED [253] 0.483 0.315 0.224 0.168 - 0.351 0.376 

Co-Att [229] 0.517 0.386 0.306 0.247 0.217 0.327 0.447 

LXMERT [255] 0.498 0.32 0.229 0.169 0.205 - 0.379 

ITHN [256] 0.491 0.328 0.231 0.183 0.210 - 0.387 

CMCA [257] 0.496 0.349 0.268 0.215 0.209  0.392 

ORGAN [258] 0.510 0.346 0.255 0.195 0.205  0.399 

Proposed (𝑭𝑫𝑻 −  𝑫𝒓𝟐𝑻) 0.531 0.398 0.322 0.251 0.277 0.384 0.506 

[250], DeltaNet [251], IIHT [252], PPKED [253], Co-Att [229], RTMIC [254]. From 

the results reported it is evident that the 𝐹𝐷𝑇 −  𝐷𝑟2𝑇 framework outperforms the 

recent LXMERT [255], ITHN [256], CMCA [257], ORGAN [258] state-of-the-art as 

well  by a large margin across all evaluation metrics. Furthermore, the proposed work 

outperforms different hierarchical-based approaches [7] [8] [18] [20]. The proposed 

0 500 1000 1500 2000 2500 3000 3500

LBP

ISCM-LBP
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𝐹𝐷𝑇 −  𝐷𝑟2𝑇 reports abnormalities by detecting opacity by observing the contrast, 

detecting hyperexpanded lungs by determining the change in size, and identifying the 

location of airspace disease.  

 

Fig. 7.11: Qualitative Results for the proposed 𝐹𝐷𝑇 −  𝐷𝑟2𝑇, (red marks highlight 

different abnormalities) 

7.1.2.3 Qualitative Results for the Proposed 𝑭𝑫𝑻 −  𝑫𝒓𝟐𝑻 

Fig. 7.11 presents the reports generated by the proposed 𝐹𝐷𝑇 −  𝐷𝑟2𝑇. The 

figure describes the report generated corresponding to the input image and the ground 

truth.  From the qualitative results portrayed in Fig. 7.11, we can infer that the proposed 

𝐹𝐷𝑇 −  𝐷𝑟2𝑇 framework is better at capturing abnormalities. For the third image, our 

Ground Truth 

Heart size normal. Mediastinal silhouettes and pulmonary vascularity are within normal limits. 

Calcified lingular granuloma. No focal consolidations or pleural effusions. No pneumothorax. 

Breast implants, there is a moderate wedge deformity of the midthoracic vertebrae. 

Generated Report: 

Normal heart size with no focal consolidations. Mediastinal silhouettes and pulmonary 

vascularity are within normal limits. Breast implants can be seen. There is no pleural effusions 

developed in right lower lobe. Suspicious Calcified right lower lobe granuloma. Thoracic wedge 

deformity in vertebrae is seen.   

 

Ground Truth 

No acute cardiopulmonary findings. Cardio mediastinal silhouette and pulmonary vasculature 

are within normal limits. Lungs are clear. No pneumothorax or pleural effusion. No acute osseous 

findings. 

Generated Report 

There is no evidence of active disease. No acute cardiopulmonary findings. No acute osseous 

findings. Lungs are clear and expanded. Cardio mediastinal silhouette is within normal limits. 

Pneumothorax effusion not seen. No cavity and pulmonary vasculature are within normal limits.  

Ground Truth 

There are T-spine osteophytes. The Cardio mediastinal silhouette and pulmonary vasculature 

are within normal limits. There is no pneumothorax or pleural effusion. There are no focal areas 

of consolidation. There are low lung volumes. Lung volumes with streaky left basilar opacity 

consistent with subsegmental atelectasis. 

Generated Report: 

The Cardio mediastinal silhouette is normal in size. Pulmonary vasculature is within normal 

limits. There are T-spine osteophytes in the thoracic vertebrae. There is no focal airspace 

consolidation. There is no pneumothorax or pleural effusion. There are low lung volumes seen 

with streaky left basilar opacity. Low lung volumes with consistent opacity with subsegmental 

atelectasis.   
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framework easily detects and reports “T-spine osteophytes in the thoracic vertebrae”. 

Therefore, the proposed framework has a remarkable ability to accurately generate 

comprehensive reports for abnormal cases. Further, with this, the proposed framework 

provides accurate locations of the abnormalities with a well balance of normal 

sentences and abnormal sentences. Also, we can infer from these results that the 

𝐹𝐷𝑇 − 𝐷𝑟2𝑇 can efficiently alleviate the visual data deviation problem by efficiently 

detecting changes in the contrast, size, and disease location, which helps in the 

coherent generation of medical reports.  Further, there were very few cases observed 

where the proposed framework does not generate descriptions as per the grammar rules 

like in Fig. 7.11, the generated sentence is “Pneumothorax effusion not seen”. 

7.1.2.4 Ablation Studies 

An ablation study is conducted which exhibits the effectiveness of different modules 

for the efficient generation of paragraph-based medical reports. This study effectively 

highlights the influence of baseline Transformer and 𝐷𝑟2𝑇. This study also helps to 

gain a better understanding of the overall behaviour of the ablated models on the 

performance of the system. Table 7.4 reports the results obtained for different models 

i.e., (M-1 to M-6), and Fig. 7.12 provides the qualitative results obtained for all the 

ablated models. We start with the baseline transformer model [56] with Inception-V3 

and LBP+HOG features for the FDT module (M-1). The results obtained with M-1 do 

not provide significant results. In second model i.e., M-2, we replace Inception-V3 

with XceptionNet, a slight improvement is observed in B-1, B-2, METEOR, and 

ROUGE-L scores. Further, in M-3, the baseline transformer model is replaced with 

the proposed 𝐷𝑟2𝑇, and significant qualitative and quantitative results are obtained in 
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comparison with M-1 and M-2. With baseline transformer and XceptionNet with 

ISCM-LBP + HOG-PCA deep and texture features module (M-4), there is no 

significant improvement observed with respect to M-3 in the evaluation scores. 

Therefore, to improve the qualitative and quantitative results, we exploited the 

proposed 𝐶 − 𝑇𝑎𝑋𝑁𝑒𝑡 for deep-image feature extraction with ISCM-LBP + HOG-

PCA and baseline transformer i.e., M-5. To further obtain coherent medical reports 

with correct abnormalities we employed the proposed FDT module (𝐶 − 𝑇𝑎𝑋𝑁𝑒𝑡 and 

ISCM-LBP + HOG-PCA) and the proposed 𝐷𝑟2𝑇 transformer. M-6 provides better 

correlations for higher-order feature representations from medical images and 

generates coherent reports with rare and important abnormalities. The qualitative 

results obtained for different model makes it evident that a coherent report is generated 

with the use of proposed 𝐹𝐷𝑇 −  𝐷𝑟2𝑇 highlighting the abnormalities in the report 

generated. Furthermore, Fig. 7.13 presents the influence of the proposed 𝐷𝑟2𝑇 and the 

baseline transformer with respect to evaluation parameters. 

Table 7.4: Ablation Study Results to study the influence of different FDT 

networks/algorithms with the baseline and the proposed 𝐷𝑟2𝑇 transformer. 

FDT 

Transformer B-1 B-2 B-3 B-4 M C R-L Deep-

Features 

Texture Features 

Inception-V3 LBP+HOG Baseline [154] 31.1 18.4 12.6 9.2 16.4 30.2 38.4 

   

XceptionNet 

LBP+HOG Baseline [154] 34.2 20.7 15.4 11.2 16.9 30.4 38.4 

  

XceptionNet 

LBP+HOG 𝑫𝒓𝟐𝑻 42.7 30.3 21.6 17.2 18.1 31.3 39.1 

XceptionNet ISCM-LBP+HOG-

PCA 

Baseline [154] 42.9 29.6 21.6 17.2 18.3 31.5 39.0 

𝑪 − 𝑻𝒂𝑿𝑵𝒆𝒕 ISCM-LBP+HOG-

PCA 

Baseline [154] 46.1 32.7 24.9 21.4 21.8 32.1 41.4 

𝑪 − 𝑻𝒂𝑿𝑵𝒆𝒕 ISCM-LBP+HOG-

PCA 
𝑫𝒓𝟐𝑻 53.1 39.8 32.2 25.1 27.7 38.4 50.6 
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Fig. 7.12: Qualitative Results obtained for different ablated models.  

 

Fig. 7.13: Comparison highlighting the influence of different ablated models with 

respect to different evaluation parameters.   

 

7.2 Automated Image Caption Generation Framework using Adaptive Attention 

and Bi-LSTM 

Though image captioning has shown a great improvement with deep-learning 

techniques, the existing approaches are paying more attention to the enhancement of 

the RNN while ignoring the dominant extracted features.  The attention mechanism 

describes each word located in the image region with a specific weight but ignores the 
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M-1: No acute cardiopulmonary abnormality. Lungs are clear. Pulmonary vasculature is within 

normal limits. No pneumothorax or pleural effusion. 

M-2: No acute cardiopulmonary findings. Lungs are clear. No evidence of pleural effusion. 

Pulmonary vasculature is within normal limits. Lungs are clear. No pneumothorax or pleural 

effusion.  

M-3: No acute cardiopulmonary findings. Pulmonary vasculature is within normal limits. No 

evidence of focal air space. There is no pneumothorax or pleural effusion.  The heart is not enlarged. 

M-4: No acute cardiopulmonary findings. Cardio mediastinal silhouette is unremarkable. 

Pulmonary vasculature is within normal limits. Lungs are clear. No pneumothorax effusion. No 

acute bony abnormality. 

M-5: No acute cardiopulmonary abnormality. No acute bony abnormality. Pulmonary vasculature 

is within normal limits. Lungs are clear. No pneumothorax effusion. The heart is not enlarged.  

M-6 (𝑭𝑫𝑻 − 𝑫𝒓𝟐𝑻): There is no evidence of active disease. No acute cardiopulmonary findings. 

No acute osseous findings. Lungs are clear and expanded. Cardio mediastinal silhouette is within 

normal limits. Pneumothorax effusion not seen. No cavity and pulmonary vasculature are within 

normal limits.  
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words such as ‘‘on’’ / ‘‘is’’ in the text description that do not correlate with the features 

of the image region. To overcome these issues, this section of the chapter proposes 

Inception V3, adaptive attention, and Bi-LSTM-based model for generating the 

caption of images for day-to-day life images and for aid-to-the-blind.  

7.2.1 Proposed Methodology 

The work discussed proposes an encoder-decoder framework for image captioning. 

CNN-based encoder compresses the input information to form a single fixed-length 

vector that is passed to the RNN based decoder. The proposed architecture, as depicted 

in Fig. 7.14, can be described as, (𝑖) Feature extraction using InceptionV3, 

(𝑖𝑖) Adaptive Attention Mechanism, and (𝑖𝑖𝑖) Generation of the caption. The 

proposed work deals with forcing the text description to locate in an image region 

with improved accuracy and flexibility. InceptionV3 [] is a CNN architecture from the 

inception family. This architecture provides an improved version of CNN that includes 

label smoothing and 7 𝑋 7 factorized convolutions. It also uses an auxiliary classifier 

that propagates label information lower down the network with batch normalization 

for the layers. LSTM is an RNN that captures context messages in long sequences 

enabling it to workout gradient disappearance and explosion problems. Further, to 

resolve ‘‘long-term dependence’’, LSTM is designed in such a way that it ensures the 

availability of memory cells and gates at each time these are required. Attention 

module structure makes use of LSTM for feature extraction. It focuses on image 

features by embedding the attention mechanism. The LSTM model structure (see Fig. 

7.15) and the related mathematical equations are defined as:  

𝑖𝑡 = 𝜎(𝑥𝑡 × 𝑊𝑥𝑖 + ℎ𝑡−1 × 𝑊ℎ𝑖)                                                                         (7.16)              
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Fig. 7.14: Proposed Model Architecture 

𝑓𝑡 = 𝜎(𝑥𝑡 × 𝑊𝑥𝑓 + ℎ𝑡−1 × 𝑊ℎ𝑓)                                                                          (7.17) 

𝑐𝑡̅ = 𝑡𝑎𝑛ℎ(𝑥𝑡 × 𝑊𝑥𝑐 + ℎ𝑡−1 × 𝑊ℎ𝑐)                                                                     (7.18)                   

𝑜𝑡 = 𝜎(𝑥𝑡 × 𝑊𝑥𝑜 + ℎ𝑡−1 × 𝑊ℎ𝑜)                                                                          (7.19)              

𝑐𝑡 = 𝑓𝑡⨀𝑐𝑡−1 + 𝑖𝑡⨀𝑐𝑡̅                                                                                           (7.20)                   

ℎ𝑡 = 𝑜𝑡⨀tanh (𝑐𝑡)                                                                                                (7.21)   

𝑥𝑡 is the cell input, 𝑐𝑡 is the input activation, ℎ𝑡 and ℎ𝑡−1are the hidden state and the 

previous hidden state respectively, 𝑓𝑡 is forget gate 𝑜𝑡 is output gate, 𝑐𝑡 and 𝑐𝑡−1 are 

the current cell state and previous cell state and 𝑊𝑥 and 𝑊ℎ are the weights of input 

and hidden state. 
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Fig.7.15: Structure of LSTM 

Bidirectional LSTM, an extension of LSTM, puts two independent RNNs 

together that make the input flow in both directions to preserve the future and the past 

information. The basic structure for Bi-LSTM is depicted in Fig. 7.16.  Bi-LSTMs 

train with two LSTMs namely the forward pass (past layer) and a backward pass 

(future layer). Both the activations (forward and backward) are considered to calculate 

the output. The usage of Bi-LSTM provides significant improvements in a network as 

it understands the context better way. 

 
Fig. 7.16: Structure of Bi-LSTM 

The attention mechanism maps distinct features of an image with the 

corresponding text description. Traditional models used ℎ𝑡−1for the calculation of the 
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area of region at the current moment. In the proposed work, a feature map extracted 

from the region 𝑐𝑡is calculated with the use of ℎ𝑡. Attention in common language 

means concentrating on one or a few things while ignoring others, therefore, the 

attention mechanism maps better the text descriptions with the corresponding image 

regions. For the model with the attention mechanism,𝑐𝑡 is defined by: 

 𝑐𝑡 =  𝑔(𝑉, ℎ𝑡)                                                                                                                 (7.22)         

where 𝑔 is the attention mechanism, 𝑉 = [𝑣1, 𝑣2, … … … 𝑣𝑘]are the features of image 

for 𝑘 region, and ℎ𝑡is the hidden state of RNN at time t. Attention distribution of 𝑘 

regions 𝑏𝑡is: 

𝑏𝑡̃ = 𝑤ℎ
𝑇tanh (𝑊𝑣𝑉 + (𝑊𝑔ℎ𝑡)𝐼𝑇)                                                                         (7.23)  

𝑏𝑡 = 𝑠𝑜𝑓𝑡𝑚𝑎𝑥(𝑏𝑡̃)                                                                                               (7.24) 

 From Equations (2) and (3), the final𝑐𝑡 is given by: 

𝑐𝑡 = ∑ 𝑏𝑡𝑖𝑣𝑡𝑖
𝑘
𝑖=1                                                                                                     (7.25) 

Further, the concept of visual sentinel that is based on the spatial attention 

mechanism. Visual sentinel helps the model decide when to put more emphasis on 

image information or the language rules. Further, LSTM stores both visual 

information and language rules. The visual sentinel formula is given by: 

𝑔𝑡 = 𝜃(𝑥𝑡 × 𝑊𝑥 + ℎ𝑡−1 × 𝑊ℎ)                                                                            (7.26) 

𝑠𝑡 = 𝑔𝑡⨀tanh (ℎ𝑡̃)                                                                                              (7.27) 

where 𝑠𝑡 is the visual sentinel, 𝑥𝑡 is LSTM input, ℎ𝑡−1 is last node output, ℎ𝑡 and 𝑔𝑡 
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Fig. 7.17: (a) Soft-Attention model, (b) improved spatial attention model structure 

are the memory cell and the sentinel gate. Sentinel gate makes the model emphasize 

on image or visual sentinel. The spatial adaptive attention 𝑐𝑡ෝ  is obtained according to 

the following equation: 

𝑐𝑡ෝ = 𝛽𝑡𝑠𝑡 + (1 − 𝛽𝑡)𝐶𝑡                                                                                       (7.28)  

where, 𝐶𝑡 is visual sentinel information and 𝛽𝑡 ∈ [0,1] and is a new sentinel gate at 

time 𝑡. Also, 

𝛽𝑡 = {
0, 𝑚𝑒𝑎𝑛𝑠 𝑓𝑜𝑐𝑢𝑠𝑖𝑛𝑔 𝑜𝑛𝑙𝑦 𝑜𝑛 𝑖𝑚𝑎𝑔𝑒 𝑟𝑒𝑔𝑖𝑜𝑛𝑠

1, 𝑚𝑒𝑎𝑛𝑠 𝑓𝑜𝑐𝑢𝑠𝑖𝑛𝑔 𝑚𝑜𝑟𝑒 𝑜𝑛 𝑙𝑎𝑛𝑔𝑢𝑎𝑔𝑒 𝑟𝑢𝑙𝑒𝑠
                                     (7.29)  

To calculate 𝛽𝑡, the attention score 𝑏𝑡̃ is used. Also, 𝑏𝑡 (attention distribution) for𝑘 

regions are expanded by splicing an element after 𝑏𝑡̃: 

𝑏𝑡̂ = 𝑠𝑜𝑓𝑡𝑚𝑎𝑥([𝑏𝑡̃; 𝑤ℎ
𝑇tanh (𝑊𝑠𝑠𝑡(𝑊𝑔ℎ𝑡)))]                                                    (7.30) 

𝑏𝑡̂ ∈ 𝑅𝑘+1                                                                                                            (7.31)    

The expanded 𝑏𝑡̂ has 𝑘 + 1 elements. The last bit of the new 𝑏𝑡̂calculated is assigned 

to 𝛽𝑡 
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𝑏𝑡 = 𝑏𝑡̂[𝑘 + 1]                                                                    (7.32) 

The probability distribution of words: 

ℎ𝑡
2 = 𝐿𝑆𝑇𝑀(𝑐𝑡ෝ , 𝑏𝑡)̃                                                                                              (7.33) 

𝑃𝑡 = 𝑠𝑜𝑓𝑡𝑚𝑎𝑥(𝑊𝑝(𝑐𝑡ෝ + ℎ𝑡
2)                                                                              (7.34)   

Generation of captions makes use of the words that are generated from the current 

time node, features extracted from Inception V3 with weights, and the correct captions 

for the images that provide the words for the next time node. C and S input to the Bi-

LSTM unit given in a forward and backward which generates an output word with of 

help of 𝑠𝑜𝑓𝑡𝑚𝑎𝑥 function. Further, the loss is calculated with the use of a cross-

entropy function with the word corresponding to the next time node. Back Propagation 

Through Time (BPTT) algorithm is applied that updates different parameters of LSTM 

network. The model optimization objective function is given by Eq. (7.35): 

𝜃∗ = 𝑎𝑟𝑔 max
𝜃

∑ ∑ log 𝑝(𝑠𝑡 𝑐⁄𝑁
𝑡=0𝑐,𝑠 , 𝜃, 𝑠0, 𝑠1, … . , 𝑠𝑡−1)                                                 (7.35)                                

where parameter 𝜃 is to be learned by model and 𝑛 is the sequence length. 𝐶, the 

feature map with weight 𝐶 ∈ {𝑐1, 𝑐2, … . . , 𝑐𝑡}. S is the correct description of an image, 

and 𝑠𝑖 is every word vector contained in the sentence. Further, equation (7.36) defines 

the loss function:  

𝐿(𝑐, 𝑠) = − ∑ 𝑙𝑜𝑔 𝑝𝑡
𝑁
𝑡=1 (𝑠𝑡)                                                                                  (7.36) 

LSTM parameters are updated to maximize the probability of each correct word to 

decrease the loss function. 

7.2.2 Experimental Work and Results 
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The experimentation for the proposed model is done on two datasets: Flickr8K 

and Visually Assistance Dataset [259]. Flickr8K contains 8000 images with 1000 

images each for both testing and validation and 6000 images for training. Each image 

in the dataset contains 5 captions provided by human annotators. Visual Assistance 

dataset consists of 1600 different images belonging to 21 different categories. This 

dataset is mainly focused on the several use cases to assist visually impaired people in 

different ways: streets, staircase, currency detection, trash cans, bus stop, washrooms, 

ATM queue, etc. The proposed model performance is validated with the most common 

BLEU metric for the evaluation of the proposed model. The model is evaluated with 

respect to five different categories on two datasets namely Flickr8K and Visual 

Assistance. 

Table 7.5: Results of the proposed Model on Visual Assistance Dataset 

Method Encoder B-1 B-2 B-3 B-4 

LSTM VGG-16 46.9 24.4 15.2 10.1 

LSTM+LA VGG-16 57.9 32.1 26.1 15.1 

LSTM+LA Inception-V3 60.7 44.6 32.8 25.2 

LSTM+AA Inception-V3 67.2 48.6 35.1 26.2 

Bi-LSTM+AA Inception-V3 70.2 49.1 35.9 26.6 

Table 7.6: Comparison Results of the proposed model on Flickr8K Dataset 

Method B-1 B-2 B-3 B-4 

Xu et.al [128] 67.0 45.7 31.4 45.7 

Jia et.al [103] 67.0 49.1 35.8 26.4 

Vinyals et.al [18] 63.0 - - - 

Chen et. al [124] 68.2 49.6 35.9 25.8 

Zhao et.al [92] 64.5 46.2 32.7 22.7 

Wang et.al [110] 65.5 46.8 32.0 21.5 

InceptionV3 + AA +Bi-LSTM 71.2 51.0 36.0 20.3 
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BLEU-1,2,3, and 4 scores, for the visual assistance dataset, with respect to the 

five categories in Table 7.5 reveal that the proposed model (Inception V3+ AA + Bi-

LSTM) provides improvements in the BLEU scores over other techniques. Further, 

the results obtained using the proposed model are compared with [18] [128] [103] [92] 

[124] [110] as tabulated in Table 7.6. The proposed model provides improvements in 

BLEU-1, BLEU-2, and BLEU-3 scores. 

Fig. 7.18 (a) and 7.18 (b) represent the text descriptions generated by different 

categories for Flickr8K and Visual Assistance Dataset. These figures establish that the 

sentences generated are well correlated with objects, scenes, and their attributes 

though there are some complicated relationships between scenes and objects.  

 

Fig. 7.18: Example of text generated (a) Flickr8K dataset (b) Visual Assistance 

Dataset; LA: Local Attention, AA: Adaptive Attention 

Inception V3 + LA + LSTM: A child with a yellow 

cup and milk all over his face 

Inception V3 + AA + LSTM: A little boy spilled his 

milk from the green cup 

Inception V3 + AA + Bi-LSTM: A little boy drinks 

milk from green cup and gets milk all over table 

 

Inception V3 + LA + LSTM: Group of people 

playing musical instruments on street.  

Inception V3 + AA + LSTM: Group of people 

playing guitar on the street. 

Inception V3 + AA + Bi-LSTM: Group of people is 

singing songs and playing instruments on the street. 

(a) (b) 



195 

 

7.3 Significant Outcomes 

This chapter discusses applications of the visual image captioning in medical 

domain and for aid-to-blind. Medical image captioning highlights the relationships 

between image objects and clinical findings. Further, Image captioning can help 

visually impaired people understand their environment.   

This chapter first presents an efficient two-stage framework, 𝐹𝐷𝑇 −  𝐷𝑟2𝑇 for 

generation of dense and coherent radiology or medical reports. This efficiently learns 

image features from the first stage to select the highest scoring head from the structure 

and concatenates best-head and the multi-head representations to explore more 

correlations and provide better higher-order feature representations. Also, the 

proposed framework is able to detect changes in the contrast, size, and disease location 

of medical images which help in the coherent generation of medical reports. 

Furthermore, the proposed 𝐹𝐷𝑇 −  𝐷𝑟2𝑇  framework imitates the working patterns of 

radiologists by highlighting the specific crucial abnormalities in reports. 

The effectiveness of the proposed framework is analyzed on the IU-Chest X-ray 

dataset and provided state-of-the-art results in terms of 

𝐵𝐿𝐸𝑈@𝑁, 𝑀𝐸𝑇𝐸𝑂𝑅, 𝐶𝐼𝐷𝐸𝑟, 𝑅𝑂𝑈𝐺𝐸 − 𝐿 evaluation metrics. To support the 

experimental analysis an ablation study is also carried out that exhibits the effect of 

different feature representation methods and generates medical reports using the 

baseline transformer and the proposed 𝐷𝑟2𝑇. Further, there were very few cases 

(around 2%-3%) observed where the proposed framework does not generate 

descriptions to the extent expected. These cases generated sentences with missing 

words and some grammatical errors.  This could be alleviated by utilizing fused 
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character or word embedding models or by incorporating attention-based embedding 

models.  

In future, the proposed framework can be utilized for other fatal diseased parts 

like breast, brain, etc. subject to the availability of their captioning datasets. Also, the 

proposed model can be utilized for the generation of radiology reports for 3D imaging 

data i.e., brain MRI dataset etc. We can incorporate different modalities of medical 

images for the generation of more detailed radiology reports. Furthermore, explainable 

AI solutions paired with examination by qualified physicians appear to be quite useful 

in understanding the outcomes of complex deep learning models and facilitating the 

evaluation process.  

Furthermore, an encoder-decoder-based image captioning with an adaptive 

attention mechanism is discussed in this chapter. The proposed architecture used 

Inception-V3 for extraction of global features of an image and adaptive attention 

mechanism with visual sentinel to better correlate words with their corresponding 

image regions. 

 Further, Bi-LSTM at the decoder end is introduced for the generation of the 

required language. We have performed extensive attention evaluation to analyse our 

adaptive attention on Flickr8K and Visual Assistance datasets. Our model achieves 

state-of-the-art performance and improves the quality of caption generated with 

improvements in BLEU scores. The proposed model can also have many useful 

applications in other domains also.  
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Chapter-8 

Conclusions and Future Scope 

This chapter summarizes the research findings based on theoretical and/or 

experimental contributions, future research directions, and the work's potential societal 

and technical implications. 

8.1 Conclusions  

This study mainly highlights three captioning tasks namely, factual image 

captioning, stylized image captioning, and paragraph-based image captioning. Based 

upon these captioning tasks, deep-learning-based models are developed that describe 

the contents of the images highlighting the factual and stylized contents of images. 

Further, the model is developed that describes the contents of the image in the form of 

a paragraph. Also, the study presents the application to visual image captioning in aid-

to-blind and medical domains. The models and approaches developed are as follows: 

▪ A lightweight transformer is presented with minimal encoder and decoder 

transformer structure. The proposed transformer extracts multiple high-level 

and low-level appearance features at the encoding phase, while the decoding 

phase integrates a GRU layer to further enhance the language generation. 

Extensive experiments on MSCOCO dataset demonstrated that the proposed 

approach achieves significant scores as 81.0, 65.2, 65.2, 37.8, 27.9, 58.0, and 

123.1 for B-1, B-2, B-3, B-4, METEOR, ROUGE-L, and CIDEr respectively. 

Further, qualitative analysis proves that proposed model yields captioning 
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results demonstrating better appearance awareness with a better language 

model.   

▪ To capture higher-order interactions between objects, attributes and 

relationships between encoder and decoder that provide discriminative cues for 

generation of sentences, a novel XGL attention module is proposed which 

utilizes x-GELU activation. The proposed attention mechanism is further 

incorporated by using the XGL-Transformer model for the generation of 

factual image descriptions. Extensive experiments on the MSCOCO dataset 

validate the superiority of the proposed model in terms of CIDEr, SPICE. 

BLEU@𝑛, 𝑛 ∈ [1,4], METEOR, ROUGE-𝐿 evaluation parameters. Bi-LSTM 

followed by GEGLU is employed in decoder that further demonstrates the 

improvement in the results by capturing higher order interactions between 

visual regions while simultaneously triggering higher order interactions across 

other modalities for multi-modal reasoning. Also, an ablation study is 

conducted that proved the improvement in the performance of the overall 

system showing the impact of proposed XGL attention modules by introducing 

them in the encoder and decoder phases. 

▪ For the generation of style-based (romantic and humorous) description of 

images, a novel style-based caption generation framework, Control with Style 

is proposed. The proposed framework generates realistic and stylized 

descriptions of images with controlled text generation in two phases: (𝑖) 

Refined Factual Caption Generation (RFCG), and (𝑖𝑖) Controlled Style Caption 

Generation, SE-VAE-CSCG. The framework delivers refined stylized captions 

even for majority of unstructured samples projected in terms of improved style 
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accuracy. Also, the two-phase framework helps to learn disentangled 

representations by lifting the word-level knowledge to sentence-level 

knowledge. Further, an ablation study is also conducted to support the 

experiments. 

▪ To generate diverse, coherent, and meaningful paragraphs for images a multi-

resolution multi-head attention and adaptive attention driven variational 

autoencoder-based transformer framework 𝑀𝑟𝐴2𝑉𝐴𝑇 is proposed. The 

framework exploits an attention-based dual Bi-LSTM language discriminator 

which further utilizes the concept of language score, dissimilarity scores, and 

length penalty. This enables the framework to generate more diverse 

paragraphs with no redundant sentences. Extensive experiments are conducted 

on the Standford Paragraph Dataset that validates the effectiveness of the 

proposed framework. Furthermore, a significant rise in terms of BLEU-1 

(around 5.7%) and METEOR scores (around 27.5%) is observed.  

▪ A Transformer-based summarization framework, UnMA-CapSumT is also 

designed which integrated Factual Image Captioning and Stylized Image 

Captioning models to generate the summarized image captions. The proposed 

framework is divided into two stages: (𝑖) generation of factual, romantic, and 

humorous descriptions of images using the MAA-FIC model and SF-Bi-

ALSTM-based stylized image captioning model, (𝑖𝑖) using the descriptions 

generated in (𝑖) to produce a summarized single line caption that highlights 

factual, romantic, and humorous contents. With the exploitation of pointer-

generator network and coverage mechanism in the proposed summarization 

transformer, the summarized caption is free from issues related to OOV and 
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repetition problems thereby providing an improvement in the learning 

knowledge of factual content and its associated linguistic styles. Further, the 

improvements in the performance and interpretability of the proposed 

framework are enhanced with the utilization of an efficient word embedding 

fTA-WE. Experimental results prove that the proposed MAA-FIC, SF-Bi-

ALSTM-based image captioning model, and 𝑈𝑛𝑀𝐻𝐴 − 𝑆𝑇 summarization 

transformer model provided state-of-the-art results and generates visually and 

grammatically correct factual, romantic, humorous, and summarized captions 

for a given image. 

▪ As Automatic Visual Captioning (AVC) generates syntactically and 

semantically correct sentences by describing important objects, attributes, and 

their relationships with each other. The very nature of it makes it suitable for 

applications such as image retrieval [222] [223], human-robot interaction [224] 

[225], aid to the blind [226], and visual question answering [227] and the like. 

This study therefore discusses about two key application areas of the image 

captioning namely: medical image captioning and aid to the blind. 

✓ An efficient two-stage framework, 𝐹𝐷𝑇 −  𝐷𝑟2𝑇 for the generation of dense 

and coherent radiology or medical reports. The proposed framework 

efficiently learns image features by detecting changes in the contrast, size, 

and disease location of medical images.  This helps to explore more 

correlations and provide better higher-order feature representations which 

help in the coherent generation of medical reports. Furthermore, the proposed 

𝐹𝐷𝑇 −  𝐷𝑟2𝑇  framework imitates the working patterns of radiologists by 

highlighting the specific crucial abnormalities in reports. The effectiveness of 
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the proposed framework is analyzed on the IU-Chest X-ray dataset and 

provided state-of-the-art results in terms of BLEU-n, METEOR, CIDEr, 

ROUGE-L evaluation metrics. 

✓ An encoder-decoder-based image captioning with an adaptive attention 

mechanism for aid to blind application is also presented. The proposed model 

exploits Inception-V3 for extraction of global features of an image and 

adaptive attention mechanism with visual sentinel to better correlate words 

with their corresponding image regions. Further, Bi-LSTM at the decoder end 

is introduced for the generation of the required language. The proposed model 

achieves state-of-the-art performance and improves the quality of caption 

generated with improvements in BLEU scores. The proposed model can also 

have many useful applications in other domains also. 

8.2 Future Research Scope 

Although deep-learning-based techniques have achieved remarkable progress in 

recent years, a robust and efficient captioning model which can generate high-quality 

captions for images and videos is yet to be achieved in terms of visual recognition and 

computational linguistics. In the future, image captioning can be improved in three 

aspects. The first aspect is to enhance the adaptability of the network, so that the model 

can pay attention to the specific situations and concerns, and generate targeted 

descriptions according to different situations and concerns. The second aspect is to 

optimize the evaluation algorithm to evaluate the quality of the output sequence of the 

model more accurately. The third aspect is to enhance the robustness of the model and 

avoid the influence of interference characteristics on the model output. Future research 

will probably concentrate on enhancing model accuracy, producing tailored and 
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context-aware captions, guaranteeing equity and openness, and expanding the system 

to do more difficult jobs like real-time applications or video captioning.  Various 

promising research directions are yet to be explored fully in the future.  

▪ More novel deep-learning based architectures (Vision transformers, graph 

neural networks, etc.) may be developed in future that can capture well the 

interactions between the objects and their relationships. thus, generating the 

descriptions subtle aspects of the image like specific attributes, emotions, or 

actions.  

▪ Multimodal Learning-based models are yet to be explored in future. 

Transformer-based multimodal or fusion models may be developed that 

primarily focus on key parts of an image and how that visual focus maps to 

meaningful language. Further, joint embedding spaces are encouraged that 

share representations for vision and language to improve their alignment and 

coherence.  

▪ Knowledge-aware captioning models may be developed in the near future that 

incorporate the external knowledge (e.g., knowledge graphs, cultural 

information, scene context) to provide captions that are contextually accurate. 

This may also include memory-augmented networks that can retain past 

information to generate more meaningful captions in dynamic contexts. 

▪ Zero-shot and few-shot learning mechanisms develop models that can generate 

captions for entirely new objects or scenes without explicit training data and 

with only few labelled data. Therefore, to improve the performance of the 

captioning models by describing the images objects and situations with limited 
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amount of data, meta-learning, transfer learning, or self-supervised learning 

approaches should be encouraged.   

▪ Current captioning models generates captions for static images, hence ignoring 

the dynamic interactions between human and AI. Therefore, interactive 

systems may be developed where human and AI collaborate to provide 

necessary user feedback (e.g., "Describe the background in more detail") or 

Systems asking clarifying questions before generating a caption (e.g., “Should 

I focus on people or objects?”). This human-AI feedback is necessary to refine 

or modify the generated captions for accuracy or specific needs. 

▪ Multilingual captioning is still an open issue as training models that can 

generate captions in low-resource languages where large annotated datasets 

may not be available. To overcome this, cross-lingual transfer learning, 

multilingual models, and neural machine translation techniques should be 

encouraged that allow models to generalize across languages with minimal 

retraining. 

▪ Explainable AI-based models may be developed that can not only generate 

captions but also explain why certain features in an image led to specific 

descriptions. Medical Image captioning and captioning of autonomous systems 

are the two main sensitive applications that need rationale behind the 

description of a particular scene for safety or validation purposes or medical 

diagnostic.  

▪ Dense or Paragraph-based image captioning is one of such promising direction 

as it generates more elaborated descriptions of a given image. Attention 

mechanism has shown a prominent impact on the generation of the description 
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of visual contents. Models may be developed in this direction to improve the 

performance of existing state-of-the-art. Although success has been achieved 

in recent years, there is always still room for improvements for the generation 

of richer descriptions of images.  

▪ Real-time caption generation for images remains the most intimidating 

challenge to deal with. Therefore, unsupervised learning and reinforcement-

based learning may prove to be more realistic way of caption generation in real 

time. 

▪ Existing Visual Captioning techniques focus on the visual description problem. 

It would be more interesting to think one step forward, and develop a visual 

understanding system such as Visual Question Answering (VQA) and Visual 

Reasoning. These have the potential to perform much better foreseeable future.  

8.3 Future Applications 

In the future, by utilizing these approaches, one can develop a variety of real-life 

application systems such as: 

▪ By producing thorough descriptions of objects, environments, and activities, 

image captioning can aid those with visual impairments in understanding their 

surroundings. Furthermore, by combining object detection technologies with 

image captioning, devices may identify common objects, people, and even 

emotions, thereby enhancing the quality of life for individuals with visual 

impairments. A mobile app, for instance, might provide autonomous 

shopping, navigation, and other functions by describing scenes in real time. 
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▪ Image captioning can be used in e-commerce to automatically create product 

descriptions, which helps customers find things more easily through search 

engines by providing them with thorough visual descriptions. 

▪ Image captioning can help social networking platforms by automatically 

tagging and labelling information, eliminating the need for manual annotation. 

Also, AI-generated captions can help identify inappropriate or harmful 

content, and can be helpful in removal of dangerous or inappropriate images 

from social media.  

▪ Image captioning models can also be used in generating preliminary pathology 

reports helping doctors identify the abnormalities and suggesting potential 

diagnosis.  

▪ The models can be useful for children with learning difficulties, AI could 

generate descriptive explanations of images to simplify complex visual 

information, facilitating better understanding. 

▪ Deep-learning based image captioning models can be used by autonomous 

vehicles to better understand the surrounding environment and describe the 

same in the form of natural language sentences. Models are developed that can 

help in identifying pedestrians, other vehicles, or obstacles. 

▪ In gaming or VR, image captioning could generate real-time descriptions of 

game environments or events, making games more accessible to players with 

disabilities. Also, in narrative-driven games, AI-generated captions can 

enhance storytelling by providing vivid descriptions that change dynamically 

with the game's progress. 
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