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ABSTRACT

Transport and Optical Properties for Nanostructures under

the Influence of Rashba Spin Orbit Interaction

Transport properties and non-linear processes via multiphoton transitions have been
investigated in atomic, molecular, and bulk states theoretically and experimentally. Quantum
nanostructures like quantum wells, wires and dots have been playing a key role in the
investigation of transport properties and multi-photon processes as well as non-linear optical
properties. These nanostructures have many important applications in optoelectronics, such as
optical switching, THz multi-photon quantum well infrared photodetectors fusion of frequency
up-conversion for bioimaging among other useful purposes. Much focus has recently been
directed toward spin-dependent features because of the possible applications to novel
generation and multifunction devices, in particular - towards spintronic type systems such as a
Spin transistor or a Quantum computer. The study of spin-orbit interaction directly through this
is used to perform the analysis on the basis of device functionality in a semiconductor
nanostructure. To investigate the influence of this interaction on non-linear optical processes
in such nanostructures, understanding is a must. It is, therefore, imperative to understand how
guantum nanostructures couple and interact with strong fields in the presence of spin-orbit
interaction for further developments at fundamental level as well scaling up novel devices
based on spins. Moreover, parameters such as static magnetic and electric fields, the photon
energy of laser field are crucial in investigating of electronic dispersion curve, ballistic
conductance, linear and non-linear optical characters (referred to inter-band transitions in

nanostructures).
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Chapter 1 offers a concise introduction to nanostructures, external perturbations, as well as
their linear and non-linear properties & transport properties, with an emphasis on multiphoton
processes. It includes a brief discussion on the desired characteristics of nanostructures,
specifically quantum wires and quantum dots, along with a focus on the selected material,

highlighting its distinct properties.

Additionally, this chapter provides key definitions and explanations of various optical and
transport properties. Optical properties describe how materials interact with light, involving
processes such as absorption, reflection, and transmission. In contrast, nonlinear optical
properties refer to the material's response to intense light, where the relationship between the
input and output light is non-linear. Whereas, transport properties give the Ballistic

conductance by the help of Landuer-Biittiker formalism.

In Chapter 2, we investigate the combined impacts of Rashba spin orbit-interaction, external
electric field, magnetic field, and Aluminum concentration on energy dispersion and
conductivity in a GaixAlxAs quantum wire. The Energy eigenvalues and eigenvectors are
quantified using the diagonalization method and the transport properties are computed by
Landuer-Biittiker formalism. It is noticed that the external electric field, magnetic field, Rashba
spin-orbit interaction, and Aluminum concentration (impurity factor x) alter the energy spectra
and conductivity. Hence, these parameters significantly affect the physical and transport

properties.

Chapter 3 focuses on the electron quantum transport of a GaAs quantum wire at the nanoscale
under the influence of hydrostatic pressure and temperature. The existence of spin-orbit
coupling in the quantum wire has set up a propitious stage for the development of apparatus

for electron transportation. Here, we analyze the impact of hydrostatic pressure and
|
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temperature on the energy band structure as well as on the ballistic conductivity. The Energy
eigenvalues and eigenvectors are found by using the diagonalization method and the ballistic
conductance is computed by Landuer-Biittiker formalism. Also, we have studied the behaviour
of energy concerning an external electric field, magnetic field and temperature. The system is
expressed by parabolic confinement to the normal intense magnetic field and RSOI causes the
collaborative impact of interior and exterior agents leading to downward/upward and
lateral/vertical shifts in the dispersion. The oddity of the energy subbands results in oscillatory

patterns in the ballistic conductance.

Chapter 4 provides the study of the impact of impurities on optical absorption coefficients,
refractive index changes, second-harmonic generation, and third-harmonic generation for inter-
subband transitions between electronic states in a GaixAlkAs quantum wire, driven by a
symmetric parabolic potential. The system is influenced by an intense electric field, magnetic
field, and Rashba spin-orbit interaction. The analytical expressions for linear and nonlinear
optical absorption coefficients, refractive index changes, and both second and third harmonic

generation are derived using the compact density-matrix approach.

The numerical results demonstrate that the optical properties are highly sensitive to impurity
concentration and can be controlled through impurity. The shifts in peak magnitude and
position due to the impurity factor reveal potential for manipulating optical non-linearity within
the quantum wire and offering opportunities for tuning optical non-linearities with practical

applications in devices.

Chapter 5 describes the optical properties of InyGaixAs quantum dot. First, we calculate the
energy levels and wavefunctions in the presence of an impurity. Then, we examine how the

impurity affects the absorption coefficients, refractive index changes, and third-harmonic
|
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generation. The results show that as the impurity concentration increases, the absorption
coefficients, refractive index changes, and third-harmonic generation peaks shift from their
original positions and decrease in magnitude. This highlights the significant influence of

impurity concentration on the optical properties of the nanostructure.

Chapter 6 delves into the the effect of both Rashba and Dresselhaus spin-orbit interactions in
a system with double-well anharmonic confinement potential. We show that one can
manipulate the energy band structure by tuning structural parameters of confinement potential
and strengths of electric field, magnetic field, spin-orbit interactions. Moreover, we find that
ballistic magnetoconductance oscillations are susceptible to spin-orbit induced modifications

of the wire's energy dispersion in presence of magnetic and electric fields.

Chapter 7 indicates that the thesis conclusion with a summary, a brief recapitulation of the
research presented in previous chapters and possible future approaches for extending work

addressed.

References also form part along with bibliography at the end of each chapter.
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1

CHAPTER

Introduction

> This Chapter presents a through background of the research work, with a primary
emphasis on the importance of nanostructure like quantum wells, wires, and dots in the
study of transport properties, multi-photon processes, and non-linear optical properties
at the nanoscale.

> These structures have critical applications in optoelectronics, including optical
switching, THz multi-photon infrared photodetectors, and bioimaging through
frequency up-conversion.

» Spin-orbit interaction in semiconductor nanostructures is vital for understanding and
enhancing the functionality of devices and analyzing linear & non-linear optical and
transport properties.

» Parameters like static magnetic and electric fields, laser photon energy, electronic
dispersion, ballistic conductance, and inter-band transitions are critical for evaluating

both linear & non-linear optical and transport properties in nanostructures.
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1.1 BACKGROUND

These days, various technological improvements make it possible to fabricate semiconductor
structures whose dimensions are in the nanometre range. There are two major factors
responsible for the increasing interest in these semiconductor nanostructures. They are first of
all scientifically interesting because they enable us to create artificial potentials for carrier
electrons and holes in semiconductors at scales comparable or smaller than the de Broglie
wavelength. Quantum confinement effects therefore are not only pronounced but can be
designed to a large extent. Now, we are able to prepare semiconductor nanostructures with
small length scales where previous theoreticians arrived at conclusions directly from theoretical
considerations. Second, quantum mechanics has moved from the ideal to relevant case. Thus,
confinement can enable new device concepts that alleviate constraints off the design in their

absence [1-7].

In this same vein, recent theoretical works selecting different sizes of systems homogeneities
down to low-dimensional geometries play a crucial role in the experience. These include
confinement potentials (hard wall, harmonic oscillator and Gaussian) where the particle is
localized [8-14]. Another profile is a one-dimensional double quartic-well potential, which has
been studied extensively in physics and chemistry (also known as the quadratic anharmonic
double well oscillator). It has been studied by quantum mechanical and semiclassical methods
(WKB approximation, variational perturbation theory for calculating energy eigenvalues) this
explains phenomena such as tunneling and doublet splitting. Owing to the opportunity of
fabrication techniques, the double quantum structures have become remarkable systems as well
as low-dimensional single structures in the last two decades. In addition, the double structures

like double quantum well and double quantum wire (DQW) structures are important because
|
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they may be used to explain the physical phenomenon’s such as tunnelling and doublet
splitting. Semiconductor nanostructure - in contrast to 0D materials, semiconductor structures
are attractive for potential use in nanoelectronics and optoelectronics as a consequence of their
tunable energy spectrum which depends on the size and shape. This tunability renders these
materials interesting candidates to realize, for instance, quantum optical devices where the
control of a qubit by photonic degrees of freedom is required as in many quantum information

processing tasks [15-17].

The confinement can alter the energy spectrum (i.e. the set of discrete eigenenergy’s) from a
quantum well to wires and dots by tuning both size and shape, as well a strength of creating
potential in each case. The confinement of the electron gas leads to significantly different
phenomena compared to those observed in a three-dimensional electron gas. This confinement
of the structures into low dimension manifests as discrete energy levels (sub-band) instead,
hence Low-dimensional structures have received considerable attention due to their drastic
modifications in absorption spectra and also because of the emergence of several new physical
properties, such as electronic optical transportation features. These properties are crucial for
various types of microelectronics devices (including resistors, capacitors, inductors transistors
switches and modulators), optoelectronics devices that include LEDs laser diodes infrared
emitters phototransistors solar cells etc. fluorescence device applications [18,19]. There are
thousands of nanostructures (quantum dot & quantum wire) which can be a potential source

for single photon emitters, here in the current thesis we concern two (nanostructure).

1.2 QUANTUM DOT
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Semiconductor quantum dots are essentially artificial atoms, as they act like nanoscale zero-
dimensional systems that exhibit distinct energy levels such to those of naturally occurring
atom. Due to quantum confinement, they can be shaped externally (as in by semiconductor
processing), controlled in terms of shape or number electrons by bands edges moving around
instead. Even though they are man-made devices, these structures resemble natural atoms.
Quantum dots generally are created by confining electrons in a lateral or vertical manner within
semiconductor thin films, using electrostatic gates to control the number of electrons and their
repartition. This forms a potential well similar to that of an empty bowl, which captures
conduction electrons [20,21]. The first quantum dot material was developed in the early 80s by
A. |. Ekimov et al. [22], raising a plethora of experimental and theoretical studies on its
properties, nature and potential applications ultimately. There have been countless methods
developed to make quantum dots but in general they can be separated into a couple of groups
such as; high-energy processes (e.g. MBE, Molecular Beam Epitaxy or MOCVD, Metal-
organic Chemical Vapor Deposition) and chemical synthesis via controlled nucleation and
growth in solution Harmonic potential confinement is a widely studied and practical
approximation used to model the movement of ions in theoretical studies [23-27]. Through
electrostatic gates, changes in geometry or applied magnetic fields the properties of quantum
dots can be adjusted and studies allow to have insights into Quantum effects in finite low-

dimensional systems [28,29].

1.2.1 Electron States of Quantum Dot

When electrons are confined in all three spatial dimensions, a quantum dot is fully quantized
in all directions. Consequently, the potential energy must be expressed as V () = V(x,y,z) for

quantum dots. Thus, the time-independent Schrodinger equation becomes:

. __________________________________________________________________________________|
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[— i (aa_xzz + % + %) + V(x, Z)] Y(x,y,z) = EP(x,y,2) (1.1)

2my
And the wavefunction is given by

Y(x,y,2) = p(x,y,2)e'™ (1.2)

The wave function and total energy derived from solving the Schrédinger equation for various

potential profiles can be expressed as:

lpp,q,r(x: Y, z) = d)p,q,r(x' 34 z), (1-4)
AN E, = €50y (L5)

with ¢, - (x,y,z) and g, 4 are known as quantised energy and corresponding wave function

for x, y and z directions, respectively.
1.3 QUANTUM WIRE

The quantum wire is the closest thing yet to a truly one-dimensional electronic transport
nanostructure, because electrons are confined by a two-dimensional (two dimensional)
structure so that they can move freely only in this direction. In condensed matter physics,
semiconductor quantum wires are important quasi-one-dimensional systems that have attracted
considerable attention because of the applications related to spintronic technology for which
they can be platform [30,31]. A droplet is a linear feature, which forms along two-dimensional
electron gases at the interface of semiconductor heterostructures that restrict electrons to
effective widths on the order of their de Broglie wavelength. Usually, the confinement in one

dimension is assumed to be parabolic and this defines a "quantum wire". Quantum wire

. __________________________________________________________________________________|
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experimentally and theoretical calculations have pointed out the importance of spin-dependent
electronic as well as optical properties in quantum wires with their asymmetric SO coupling

for future developments in practical technologies such as spintronics [32].

1.3.1 Electron States of Quantum Wire

A 2DEG exists when electrons are free to move in two dimensions (in a plane, say), but
confined motion is restricted along the third dimension. This confines quantum wire formation.
In order to design the quantum wire, confinement potential in two dimensions has to be
achieved. If we take potential to be V () or, for instance, V(x,z) the eigenvalue equation will

look as

[+ ot 5m) + VD Wy 2) = B, ,2) (L6)

2my
And the wave function comes out to be
Y(x,y,2) = ¢p(x,z)e™>?, (1.7)

Under these conditions, the wave function of the quantum wire system can be determined as

follows:
lpp,ky,r(xr Y, Z) = ¢p,1" (X, Z)eikyyi (18)
¢pn Is the associated wave function and the total energy is given below

2
h2ky
2m

Ey (ky) = e, + (1.9)

Here, g, ,- is the quantized electron energy for the x and z- direction.
|
PRIYANKA 6



Chapter 1: Introduction

1.4 NANOSTRUCTURE SPINTRONICS

Electrons have spin (which is an intrinsic angular momentum) and charge. The spins of an
electron system produce a total magnetic momentum. Electron spin has also been proposed as
a suitable candidate for processing information in low-dimensional semiconductor structures
alongside charge. This led to the emergence of spintronics (shown as in Figure 1.1). A very
significant spintronics device is the Datta-Das Spin Field Effect Transistor. The controlling of
electron spins by electric gates (electrostatic fields) is an essential for fabricating replenishable
spintronic devices [33]. Among these various technologies, spin-based device concepts have
emerged where in one can control the direction of its magnetic moment and such devices are
believed to be more powerful compared to current pharmaceutical ion channel-like charging

mechanisms [34-36].

[ Semiconductor ]

Spin (Charge)

—> [Spintronics ]
Photon Charge

Magnetic Material
(Spin)

Figure 1.1 Diagram for the Spintronics

So far, conventional semiconductor devices have had to apply a relatively high number of

electrons into or out the conduction band through an external electric field in order for

. __________________________________________________________________________________|
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switching to occur. This conversion of electrons uses up energy and time. The thing is that,
instead of manipulating electrons for logic gates or sensing applications like other approaches
to develop sensors and circuits do, spintronic devices only need the change in orientation (up /
down) of these spins. During the injection and transport of electrons in a semiconductor, while
playing with most (actually not all) spin-containing structures modifying their orientation
under special circumstances as usually is performed by means of SOI effects, it turns out that
spins do follow to applied electric fields within very standard Si/SiGe heterostructure designs

[37].
1.4.1 Dirac equation for Spin-orbit interaction

One can derive the spin-orbit interaction term by taking a non-relativistic limit of Dirac

. . . . . 2
equation. For electrons, the Dirac equation is accurate and we can add a potential V = — €/,
to Hamiltonian of an electron in a hydrogen atom. For instance, the Dirac equation becomes

[38]:
(c@- P+ Bmc®+ V) = Ey (1.10)

Where, ¢ and P are known as speed of light and momentum vector, a includes Pauli spin matrix

and [ are written as:

=0 9. 0= ) o

g 0
For the upper () and lower (¢) wave function, we rewrite the eq. 1.10

(o e 6= 0) (112

. __________________________________________________________________________________|
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From this expression, two differential equations are coming out:
(E-V-mc?)yp—(cd- ﬁ)cp =0, (1.13)
(E-V+me?)yp—(cd- ﬁ)(p = 0. (1.14)

Using eg. (1.14) eq. in eq. (1.13), we obtain

E-V+mc?

(E =V —mc?) p = (c6-P) (57— (c6- P) . (1.15)

The energy eigenvalue of the Schrodinger equation, E; = E — mc? enables us to deal with the
non-relativistic situation where we require that E; << mc?. Since V<< mc?, we may expand

the energy denominator on RHS of eq. 1.15

-1

E—-V+mc?2 E;+2mc2-V 2mc? e
1 Es—V\ _ 1 _ Es—V
= 2me? (1 N szZ) T omc?2  4m2ct (1.16)

If we only consider the lowest term in this expansion, we obtain the non-relativistic
Schrodinger equation, represented as 1/2mc?. Including higher-order terms introduces the

fine structure. This transformation leads us to eq. (1.15)

Ecp = (o +v - ZEEDIT),, (1.17)

2m 4m?2c?

To eliminate the E; on the right side of the equation, and taking into account the commutative

properties of V and o, the following expression can be derived:

. __________________________________________________________________________________|
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(Es—V)G-Pp=3d-P(E;— V) + G[(Es—V),Ply

— (2. =4 P_2 =g
=(¢-P)—¢ +3[P,V]y. (1.18)
Puteq. 1.18 ineq. 1.17, we get
P? P*  (G-P)-(G-[P,V])
Ev= (ﬁ-l_v_8m3c2 a 4m?2c? >¢
_(P? p* i(a-B)x[Pv] P-[BV]
B (% tV- 8m3cz  4am2c?z 4m2c2) Y. (1-19)

Here, the first two terms are understood to be the Hamiltonian for the non-relativistic
Schrédinger equation. The third term adds the correction to relativistic kinetic energy. The
fourth term involves the spin-orbit interaction, whereas known as an energy shift from a final
term. We can write out the spin-orbit interaction term with a minor bit of algebra to simplify

our result.
[P,V]y =(PV-VP)y = (ihVT - Tihv) Y
. 1 1 1 , r
= lhez((V;)l/J +271 —;le) = ihe? Zy, (1.20)
h is known as Planck constant. The Hamiltonian for the spin-orbit interaction becomes,

S o s T . 7
ig-Px[Pv] 6 Px(-ihe?73)

Hon = — =
50 4m?2c? 4m?2c?
he2d (Px# e? i) =
=— (Px7) _ (—&)-(?xP)
4m?2c2r3 4m2c¢c2r3 \2

. __________________________________________________________________________________|
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2 -

S-L. (1.21)

e

2m2c2r3

Here, vector operator for the spin is represented by the spin space and also called spin angular

momentum and L is known as orbital angular momentum.
1.4.2 Spin-orbit interaction

The spin-orbit interaction (SOI) or spin-orbit coupling, which are both the name of an internal
force that is complex and not fully understood. As its name implies, SOI relates the spin
dynamics of an electron to how it orbits in space. Two energy wells are formed in SOI, which
generates internal magnetic field by the direction and velocity of electron transport inside a
material that causes splitting between spin-up and spin-down electrons. Solid-state systems
exhibit three principle sources of SOI. One is impurities in the conduction layer that are usually
unimportant for low dimensional electron gas systems [39]. The second is through the absence
of bulk inversion symmetry which occurs naturally in zinc-blende structures where two face-
centered cubic (fcc) lattices are occupied by different atoms. It leads to a crystal potential that
has effects on electrons moving in the lattice, giving them spin-splitting up to quantum states
with zero momentum. This so-called Dresselhaus SOl was already introduced in the theoretical
work [40]. A third source of SOI is the structural inversion asymmetry in a heterostructure,
which splits the low-lying conduction band into two nondegenerate bands. This potential
generates a macroscopic electric field when two-dimensional motions of electrons are
enforced. Within this field, the motion of electrons contributes to an effective magnetic field
that destroys spin degeneracy in their band structure at nonzero wave vectors. This is the

Rashba SOI, which was first introduced by Rashba [41] (as shown in Figure 1.2).

. __________________________________________________________________________________|
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[ Types of Spin-orbit interaction |

Rashba Dresselhaus B
Spin-orbit Spin-orbit 1

Ky ]

: interaction interaction (TN -
(N NSy,
o/ J '

Rashba SOI arises Dresselhaus SOI  arises
from the lack of from the bulk inversion
inversion symmetry at asymmetry of the crystal
interfaces. / chture.

Figure 1.2 Schematic diagram for the types of Spin orbit-interaction
1.4.3 Dresselhaus Spin-Orbit Interaction

The Dresselhaus spin-orbit interaction (DSOI) comes from the microscopic electric field
induced by breaking of inversion symmetry in the bulk structure semiconductor material with
zinc-blende type crystal lattice. The power of the DSOI is also subjected to both thickness and

effective dimension [42]. The DSOI Hamiltonian is:

Hy=%6-k (1.22)

> |

Here, B, ¢ and k are known as DSOI coupling constant, Pauli matrices and kinematic operator

components, respectively.
G = ol +0,f + ayfand k = ki + k,j + k, (1.23)

Where,

. __________________________________________________________________________________|
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Oy = ((1) é), Oy = (? _Oi)’ and g, = ((1) _01), (1.24)

Ty = pg + eAq under the influence of an external magnetic field (where and for (q = x, y, 2)

represent the components of momentum and the vector potential associated with the external

magnetic field, respectively. Therefore, k, = m,m,m, — m,m,m, and the other component of

kinematic operator [43,44]:

ke =2 {(0x + €A [(py + €4y)" = (s + eA)?] + [(py + e4,)” — (0 + eA)?| (s +

en), (1.25)

ky = 2{(py + e4,)[(p, + eA,)* — (px + eA)?] + [(p, + eA,)* — (o + eA)?1(py +

edy)} (1.26)

And

ky = %{(pz +eA,)[(px + eAx)Z - (py + eAy)Z] + [(py + eAx)Z - (py + eAy)Z](pZ +

e} (127)

For the DSOI, we consider a low-dimensional system where the growth direction is [001], and
an external magnetic field is applied in the z direction. Furthermore, we can approximate the
operators p, and p,? along the z-direction as their expectation values, < p, > and < p,2 >. In
contrasts, the term o,k, can be ignored as < p,> =0 and A, = 0 [44]. In the case of bulk
inversion symmetry, linear and trilinear contributions to the DSOI exist as a consequence of

the destruction of inversion symmetry: the linear term is

. __________________________________________________________________________________|
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Hp = % <p;” > [oy(py + edy) — o (psx + €4)], (1.28)

Consider ap = B < p,2 > where < p,? > is a constant term. The linear and the trilinear

Hamiltonian term for DSOI:

Hp = aTD [0, (py + eAy) — ox(pyx + €4,)], (1.29)

Hp® = %[Jx(px +ed,)(py + eAy)2 —a,(py + eA,)(py + eAx)Z]. (1.30)

For nanostructure, the trilinear Hamiltonian term of DSOI is neglected as a consequence of

dominant linear Hamiltonian term [45].
1.4.4 Rashba Spin-orbit interaction

This SOI occurs only in semiconductors heterostructures. The RSOI originates from a
macroscopic electric field that is, in turn, generated by the inversion asymmetry of the
confining potential along growth direction (as seen by Figure 1.3). It is shown that RSOI can
be controlled by a gate electric field. The characteristic beating pattern of Shubnikov-de Haas
oscillations in the magnetoresistance of a two-dimensional electron gas can be used to
determine the magnitude coupling parameter [35]. The RSOI Hamiltonian in configuration
space for a thin system with 2D confinement only grown along the z-direction can be written

as [46,47]:
_ O-’_R - - re
Hp =[x (B +ed)], (1.31)
ag is called as RSOI constant.
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(a) E (b) E

Ep
T b —
k > k

-

Figure 1.3 Energy dispersion curve (a) without RSOI and (b) with RSOI.

1.5 ZEEMAN EFFECT

When an atomic or molecular structure is in an external magnetic field its energy level also
divides into gest of closely spaced lines. The Zeeman effect is the phenomenon where, when
an object emitting or absorbing light is placed in a magnetic field, its spectrum changes. In the
presence of an external magnetic field a splitting in energy occur with respect to how the atom

interacts with this magnetic field [48]. The shift of atomic energy levels is given by

AE =—ji-B (1.32)

Here, i and B are known as magnetic dipole moment and magnetic field, respectively. The
energy of this shift is orientation-dependent based on where the magnetic field and a sample's
own magnetic moment are relative to each other. There are two types of magnetic moments in

an atom, one due to the orbital angular momentum of electrons and other being it due to
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intrinsic spin angular momentum of the electron. The spin angular momentum will be denoted

as S = g& and the associated magnetic moment is given by

s =S (1.33)
or
Hs = %8 (1.34)

Here, ug is known as Bohr magneton and its value is defined by ugz = % g" is known as

effective Lande-g factor and its value for free electron is 2. In the existence of external applied
magnetic field, the energy state levels are spilt into two sublevels, one corresponding to spin-
up and other for the spin-down. For a single electron with only intrinsic spin angular

momentum, the Zeeman Hamiltonian is given by

H,=—ji,-B=-"%3.B (1.35)

1.6 NON-LINEAR MULTIPHOTON

Recently, a great effort, both theoretical and experimental in the field of quantum dynamics
under strong nonstationary external fields has been increasing dynamically throughout this
decades. The investigation of quantum mechanics with explicitly time-dependent Hamiltonians
has helped uncover many otherwise hidden phenomena that are not visible via the more
traditional methods based on stationary quantum mechanics [49]. Years later, the development
of laser and maser technologies has led to the discovery of new phenomena in nonlinear

quantum systems coupled with strong electromagnetic fields. More recently, study has been
|
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expanded to low-dimensional semiconductor nanostructures in which strong electric fields lead
to nonlinear multiphoton processes. These methods have relevance in opto-electronic device
applications. Low-dimensional semiconductor heterostructure systems have demonstrated a
plethora of optical characteristics superior to their 3D analogues as result of the confinement

region smaller than bulk materials. [50,51].

A. K. Jaiwal et al. brought the first ideas of two-photon transitions in 1931 [52], multi-photon
transitions have obsessed physicists for a while. The cross-section for multi-photon transitions
is very small, so witnessing these nonlinear processes necessitates a high radiation source.
Lasers, developed in the 1960s, provided physicists with this indispensable tool: an intense
source of optical radiation. Kaiser and Garrett [53] first made competitive experimental
observation of the nonlinear absorption in CaF2: Eu3+ with two-photon processes. In 1964,
Singh and Bradley [54] observed three-photon excited fluorescence in naphthalene crystals as
evidence of the dependence between nonlinear absorption and fluorescence in crystals. Ever
since then, multi-photon excitation has been increasingly used for the molecular spectroscopy

of many materials [55].

Quantum nanostructures have shown promising application potential as emerging nonlinear
media for multiphoton processing-all-optical frequency up-conversion [56,57], ultrafast optical
switching [58], THz multi-photon quantum well infrared photodetectors [59] and high-order
nanocrystal based two or three-photon scanning bioimaging [60] etc. Multi-photon excitation
is especially significant in the creation of ultra-sensitive quantum well infrared photodetectors
(QWIPs). This advantage of multi-photon over single-photon processes was recently shown by
Schneider et al. [61] who observed the photocurrent to scale quadratically with incident power

when laser light illuminated two bound states and one continuum state. They also observed that

. __________________________________________________________________________________|
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the second intermediate state contributes to optical nonlinearity, making it possible for these

systems to serve as extremely sensitive low-power nonlinear devices [62].
1.7 NON-LINEAR OPTICAL PROCESSES

The study focuses on phenomena resulting from the alteration of a material system's optical
properties due to the presence of intense laser light. In linear optics, the induced polarization

depends linearly on the electric field, as shown by
P(w) = g, YVE (w) (1.36)

Here, £, and y( are known as permittivity in vacuum and linear susceptibility, respectively.

For the nonlinear study, material’s optical response is defined by the eq. (1.36) with the help

of polarisation ﬁ(w) power series of applied electric field E(w) as:
P(w) = £,(YXVEY(w) + \PE2(w) + xPE3(w)+...) (1.37)

The x® and y® are called second and third order non-linear optical susceptibilities. And the

terms P%(w) = &, YD E%(w) and P3(w) = &, y®E3(w) are known as second and third order
non-linear polarizations, respectively. Typically, only laser light is intense enough to alter the
optical properties of a material system, as nonlinear susceptibilities are generally much smaller

than linear susceptibility. In linear optics, the refractive index is given by

n =& = T4, (1.38)

In this context, €, represents the relative permittivity of a nonmagnetic material system. The

term 1 + y is basically nothing but the dielectric constant of medium. The linear properties
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are described by the first-order susceptibility and other susceptibilities of higher order
contribute non-linear effects, which depend on the molecular configuration. In silica glass y®
is negligible. Still, the lowest-order non-linear susceptibility giving rise to macroscopic effects
in optical fibres is the third order . This sensitivity can cause several phenomena as the third
harmonic generation, four wave mixing (FWM) and non-linear refraction. We have studied
various non-linear optical properties like absorption coefficient, refractive index changes, third

harmonic generation and Optical rectification using our method [63-67].

Optical rectification is a non-linear optical process in which an intense light beam incident on
a second-order nonlinear medium generates (rectifies) the QPM dc polarization. Optical
rectification is a second-order process with respect to optical field strengths and can be seen as
the inverse of the electro-optic effect at typical intensities. The effect was first observed in 1962
[49] when radiation from a ruby laser was transmitted through potassium deuterium phosphate
and potassium dihydrogen phosphate crystals. Here, the electric field strength of laser beam is

given by:
E(t) = %[Eei‘*’t + E*e ot (1.39)

For the crystal in which x® is non-zero. The value of the non-linear polarization is given by

P2 = y2E2(w) or expressed as P2 = 22EE* + y2E2e 120t 4 ... |

The second part of the polarization involves to terms, in which one is zero-frequency (first
term) and other has frequency 2w representation. Its zero-frequency term is optical
rectification, which produces a constant electric field inside the nonlinear process. The density

matrix formalism can also be used for analysing the nonlinear processes.
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1.8 DENSITY MATRIX FORMALISM

This formally requires the use of density matrix, and it is particularly useful for description of
relaxation effects due to interactions that have not been treated quantitatively within a many-
particle approach (e.g. electron-phonon interaction in QDs or collision-induced resonance
broadening in atomic vapor systems). This is in contrast to pure theoretical wave function
methods, present a transparent way of describing linear and non-linear features even at
properties across or close-to resonance (minimal detuning). Despite being correct for a pure
state, the time-dependent Schrodinger equation (TDSE) provide no relief when it comes to
describing statistical mixtures of states with classical probabilities due to all kinds of
interactions are not included. This goes under the density matrix formalism, which starts with

a definition of some kind of "density operator" as:

P = 2k Pic| i)W | (1.40)

Thus, the elements of the density matrix are

Prm = (Unlplum) = i pick (O)ck; (t) (1.41)

The summation over k represents the ensemble average or simply an averaging over all
quantum states. The density matrix element p,,, correspondigly gives the probability that
system is found in an energy eigenstate |u,). The off-diagonal element p,.m,m = Pum”
corresponds to a coherent mixture of energy eigenstates |u,) and |u,,) (and in the absence of
such coherence it is zero). We can also use the density matrix to compute, <A> where A is

observable represented by the Hermitian operator A. The expectation value of the observable,

in a single state listed above is given by an ensemble average <A> for a system:

. __________________________________________________________________________________|
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<A> = Y (i |Aly) (1.42)

Or it can be written as;
<A> = 3 PrumAnm OF <A> = Tr (pA). (1.43)

We need to know the dynamics of the density matrix itself in order to be able describe how any
observable related with the system behaves. The expression for the time variation of this

density matrix is given by:

.1 d
p= i—h[H,P] + Xk |lpk>(wklapk (1.44)

The first term on the right-hand side describes commutation of the Hamiltonian with density
operator, and second one relates to relaxation. In a clean state the classical probability of these
quantum states has a zero-time derivative. At the sixth order itself this derivative is zero but in
a statistical mixture of states, these causes themselves being statistics (phonon-electron
interactions) it will be non-zero. The confounding dynamics of the interactions cannot be
written down explicitly in time, and are instead lumped into a phenomenological relaxation

term which simplifies the eq. (1.44) to:
p=5lHp]=T(p—p*) (1.45)

The rate of decay is shown in I" denotes the density matrix p tends to its equilibrium state
formed by p®9. In the case when Hamiltonian does not contain interaction terms, diagonal
elements of density matrix become stationary and oscillatory behaviour is acquired by off-
diagonal ones. In addition to external fields such as electric and magnetic fields are used, in

order to study the linear and non-linear optical properties of nanostructures more accurately.
|
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Finally, we investigate relativistic effects in nanostructures, with a focus on the appearance of

Rashba spin-orbit interaction.
1.9 QUANTUM TRANSPORT IN NANOSTRUCTURES SYSTEMS

The search for ever smaller structures and low-dimensional properties of materials has pushed
the research to the mesoscopic regime. Material, or matter in general that is divided into three
categories based on scale: macroscopic, microscopic and mesoscopic. Macroscopic systems
are the ones clearly visible to the eye and microscopic ones like atoms, molecules etc. with too
small size for us can’t perceive them directly. Our focus of this review iS on mesoscopic
systems, located in a “middle-ground scale” (107°-107°m), larger than just some atoms or
molecules yet small that they do not concord with classical objects. Mesoscopic systems are
great for studying both macro and microscopic properties simultaneously, which is perfect
when you need it to be controlled so that we can look at the most fundamental quantum

mechanical features.

In macroscopic conductors, conductivity (o) characterizes the transport properties that are
material dependent. Where such a conductor is conductance obey Ohm's law with A being

across-sectional area and L being length of the conductor.
G=20 (1.46)

From eq. (1.46), if we made the length extremely short, G could be infinity large for a
conductor. Yet, this ohmic behaviour is of a different nature than the mesoscopic one that
always applies to micro and micropumps. To know this limit, you have to think about electron's

quantum nature. Although electrons refer to as particles, unlike classical particles they display

. __________________________________________________________________________________|
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properties of waves and wave-particle duality. In the mesoscopic systems, which is important

for determining and identifying different transport regimes.
1.9.1 Characteristic length

Since low-dimensional quantum systems exhibit novel transport properties, we must consider
important lengths other than the dimensions of a given sample to study those phenomena [68].

Here are these lengths with a short description of each.
1.9.2 Wavelength (1)

The transport properties are dominated by quantum mechanics when a sample of material is
small enough that its size causes it to affect electron movement. We define the de Broglie

wavelength as
A= (1.47)

where p represents the typical electron momentum and k is the electron wave vector. The Fermi

wavelength A is similarly defined as the de Broglie wavelength at the Fermi surface,
21
Ap = — (1.48)

The Fermi wave vector kg varies with dimensionality. For a two-dimensional electron gas
(2DEG), kr = ,/2mn , where ng represents the electron density. The corresponding Fermi

wavelength is given by:

Ap= = (1.49)
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The current is carried among the electrons near the Fermi energy at low temperatures. As such,
the Fermi wavelength is a crucial length scale for quantum features. Technically, you should
use quantum mechanics for anything involving length scales as large or smaller than the Fermi

wavelength.

1.9.3 Mean Free Path (L)

The mean free path quantifies the average distance travelled by an electron before experiencing
scattering with phonons, impurities or other electrons [68]. These collisions change the

momentum of electron when it moves from one state to another. Classically, the average speed
of a conduction electron is taken to be given by the Fermi velocity vy = f;nﬁ The mean free

path (L,,f), is the average distance an electron can cover before its momentum is significantly

altered, is related to the mean relaxation time t,,sbetween scattering events by:
me = vFTmf (150)

In that case, electrons will move ballistically through the structure. This state can be a yardstick

to look for ballistic transport phenomena.

1.9.4 Phase-relaxation Length (L)

A second important scale in low-dimensional systems is the phase relaxation length. This is
the length scale over which this coherence endures for a conducting electron as part of its
corresponding phase in quantum mechanical wave function. The electron's motion is described
by a wave function that also contains a phase in quantum mechanics. This is then called the

phase relaxation length quantifying how far an electron can go before its fate changes at which
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point it no longer behaves as a free particle, since inelastic scattering randomizes its phase. An
electron initially in a well-defined phase state (i.e., with energy E) that scatters is transformed
into some other possible combination of states and hence its original quantum-mechanical
wavefunction undergoes "phase randomization™ after the scattering event. The phase relaxation
length of an electron is defined as the distance travelled by the electron before its associated
phase gets randomized, and it is connected with another parameter called "phase Relaxation

Time" (z,y), which refers to either the time between two inelastic scattering events or else

reflects on how much faster temporal coherence fades.

Lyr = \/DTyy (1.51)

Where, D is called diffusion constant and it is represented by;

1 1
D = EvI%Tmf = ELQDTUF' (152)

here, d is used for the dimensionality of the sample.

1.10 TRANSPORT REGIMES

By scaling analysis with the relevant length scales of a structure, information of quantum
transport behaviours may be obtained. According to the ohmic (or classically) behaving
conductor at sufficiently low temperatures is one in which the quantum wire sample dimensions
are much larger than the Fermi wavelength (45), mean free path (L,,r)and phase relaxation
length (L,,) [69-71] so if this condition revealed as: Nonetheless, this is not true in the

mesoscopic scale where we have:

. __________________________________________________________________________________|
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a. Diffusive regime: For the diffusive regime, where both W and are L much larger than
the mean free path (W, L>L,;), In this regime, impurities scatter the electrons
effectively (shown in Figure 1.4 (a)).

b. Quasi-Ballistic Regime: The electrical resistance in this regime does not a single value,

and the current transport qualitatively depends on whether (L > Ly, ->W). However, the

motion of electrons maybe be scattered by impurities (shown in Figure 1.4 (b)).

w

L.,

(a)

(b)

Figure 1.4 Illustration of the (a) diffusive, (b) quasi-ballistic and (c) ballistic quantum

transport regimes.

c. Ballistic Regime: In the ballistic transport regime: In this thesis, we concentrate into

the situation in which is larger than both of and (L,,,,>W, L) i.e. Ballistic Regime. In
. __________________________________________________________________________________________|
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this limit impurity scattering vanishes and electron motion is dominated by specular
reflection off the walls. The physical shape of the conductor is more crucial. This
regime is characterized by the conductance, which is in principle independent of
disorder up to effects described by Landauer's formula for an ideal wire. This formula
connects the electronic transport coefficients and quantum transmission coefficients,
which is highly critical for low-dimensional systems-based understanding of quantum

transportation (shown in Figure 1.4 (c)).

1.10.1 Landauer Formalism

EFnght

Vr ight

Figure 1.5 A schematic diagram of a barrier surrounded by a Fermi sea of electrons,
with a positive bias applied on the left side and E, represents the energy level on the

left.

To further illustrate this, we are going to take one dimensional barrier and two Fermi seas (as

shown in Figure 1.2). The electron distribution is modelled by a fermi-function. At
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equilibrium, every lead has its own Fermi level which is, EFleﬁfor the left and Er,igne for the
right. When a small bias V is applied, then the average change in Fermi energy between source
and drain side becomes, Eryopem EFpigne = eV. We assume that at the Fermi level, in equilibrium

for each lead into we have a distribution of incoming electrons described by a Fermi function.
For this system, we want to compute the relationship between current and voltage. Since we
are dealing with the propagating mode only, all other channels open at a higher bias voltage
and therefore will not conduct in this regime so for simplicity we consider just one empty
channel, i. e., lowest available subband in both leads is occupied. Our goal is to find an
expression for the total current across the barrier from the bias. Let us start by calculating the

current due to electrons coming from left of barrier [72,73]:

o) dk
liefe = 2e | frert (EU) ) o) Tiefrorigne (k) P (1.53)

with spin degeneracy 2, e the electron charge, with Fermi-Dirac distribution function in left

lead is defined as fleft(E(k)) with the Fermi energy Eryf. and v(k) is known as velocity of
electron. The Transmission coefficient T;,¢,ign: IS the probability of an electron prepared in
the left would be to pass through the barrier and reach right. The factor of % is used for

counting the number of states in terms for k-states.

We can accomplish this change of integration variable by:
dk 1
dk = —dE = —dE (1.54)

Eq, (1.54) is put in the eq. (1.53) and consider V; shows the lower part in the band of left lead,

therefore, eq. (1.53) becomes;

. __________________________________________________________________________________|
PRIYANKA 28



Chapter 1: Introduction

oo dE 2 o
Ligfe = 2e fVL V(E) fiert (E)Treptorignt (B) - = TerL freft (E)Treftorignt (E)AE. (1.55)

2mhv(E)

The current due to electrons arriving from the right can be calculated in a similar manner. The
main differences are the sign reversal because t