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ABSTRACT 

Due to the widespread usage of social media platforms, an alarming problem has emerged 

in an era characterised by the rapid spread of hateful contents in any of the multimedia formats. 

The combination of the simplicity and complexity of these innovations presents a substantial 

risk to the clean and reliable conversations. This thesis emphasises the necessity to create novel 

systems for detecting hate content by using the potential of machine learning and deep learning 

techniques. The susceptibility of multimodal content towards hatefulness has significantly 

increased, reaching unprecedented levels. This results in implementing modern technologies 

that facilitate the production of counterfeits with a high degree of authenticity. The objective 

of this study is to leverage the capabilities of machine and deep learning to identify and mitigate 

hateful content effectively. Given that social media platforms are the main channels for sharing 

information, the suggested detection systems utilising machine learning and deep learning aim 

to ensure the mitigation of hate content detection. As a result, this will enhance the 

establishment of a digital ecosystem characterised by increased reliability and credibility. This 

thesis tackles this detection challenge by proposing four novel architectures. 

The first two techniques are dedicated to the problem of tacking the textual hate content in an 

efficient manner. In the first approach, it is seen that reducing features using Truncated SVD 

along with hyper parameter tuning helped in increasing balanced accuracy and F1 score for 

algorithms like Logistic Regression, SVM and XGBoost when compared to the baseline 

results. Still, the proposed approach is lacking in handling uncertain or imprecise data. The 

second approach focuses on handling the uncertainty and vagueness in the data by 

implementing the fuzzy classifiers. An empirical evaluation of seven classifiers is presented 

for hate speech detection on two commonly used benchmarks of different data characteristics 

providing essential insights into their detection in terms of accuracy for their deployment in 

real-world applications. Fuzzy classifiers outperformed the other two classifiers out of the 

three. 

Next two models are dedicated to the multimodal hate content detection. The first framework 

presents a dual-branch network which is composed of knowledge distillation attention for 

extracting the essential information from the caption modality and multi-kernel attention for 

collecting pertinent information from the images. Extensive testing on three publicly 

accessible datasets showed that the suggested architecture outperformed baseline models, 

claiming better results in terms of accuracy and AUC scores. Numerous ablation trials on the 
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available multimodal datasets are conducted to conclude that the proposed architecture is 

contributing to the performance of hate content identification in memes. The second proposed 

model “MHS-STMA” explored the problem of learning complementary information between 

multimodal data. The architecture utilizes transformers for capturing the dependencies and 

relationships between the elements in a sequence. The proposed architecture also utilizes 

attention mechanisms at multiple levels and focuses on crucial regions in the images based on 

the attended textual features. Self-attention mechanism is implied at the end to remove any 

redundancy from the multimodal data. The experimental results conducted on three popular 

datasets show that our method performs efficiently. 

Lastly, A novel robust approach MHM-HGraph is proposed to effectively capture the 

contextual dependencies within two modalities (Visual and Text). To better capture the 

underlying patterns within the data, this model makes use of hypergraph convolution layers to 

investigate the application of non-local information, identifying high-order correlations on 

hypergraph, and exploit the “enhancement connection” to perform non-linear mapping on 

the features.  

In conclusion, this thesis presents substantial discoveries and identifies potential areas for 

future research on the subject of identifying hate content detection. 
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CHAPTER 1  

INTRODUCTION 

Social media is a more prevalent, common and powerful platform for communication to 

share views about any topic or article, which consequently leads to unstructured toxic, and 

hateful conversations. With the growing internet and technology, a large amount of information 

content is present on online community networks as multimodal data (Text, Pictures, and 

videos). The last decade has witnessed a tremendous rise in social media platforms. An 

extensive online presence has become a normal part of daily human lives. The number of active 

users on social media has grown tremendously, from just over 2 million active users at the 

beginning of 2015 to almost 4 million active users by the end of 2020 [1]. Also, the average 

person had about 8.6 social media accounts in 2020 [1]. It is an understatement to say that 

social media has become integral to everyday life. The importance of social media is discussed 

as follows: 

• Social media connects people together. 

• Social media provides a platform for sharing information, exchanging ideas, expressing 

opinions, etc. 

• Social media also attracts a large number of passive information consumers. Users 

create and share multimedia data and view and explore data shared by other community 

users, group, organization, etc. 

• Social media has an enormous impact on individuals’ mental and emotional states. 

1.1 Hate Speech Examples 

If we look at the statistics, we can visualize that a large number of people using social media 

is escalating at a very great speed, and people can easily present their views to each other via 

various social media platforms. The type of content on the online social media stages 

contributes to the propagation of hate speech and misleading people. Right now, controlling 

this kind of media information is very important. Therefore, hate speeches harm individuals 

and impact society by raising hostility, terrorist attacks, child pornography, etc.  Fig.  1.1 shows 

a portion of hate speech and offensive expressions posted on social media or the web. Fig.  

1.1(a) shows a clear example of encouraging violence during huge fights against CAA, NRC, 

and NPR across India in Jan 2020 [2]. Fig.  1.1(b) shows the tweet released under 

#putsouthafricansfirst, a person openly tweeting to attack the foreigners working in South 
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Africa. Fig.  1.1(c) shows a tweet posted in 2014 advocating killing Jewish people for fun after 

the synagogue shooting in Pittsburg [3]. Fig.  1.1(d) shows a post posted in Jan 2018 that a 

supreme leader is giving a genuine threat statement to the US for war [4].   

  
(a) (b) 

  

(c) (d) 

Fig.  1.1 Examples of hate speech and offensive expressions present over social media 

The recent instances of high-profile politicians making speeches were an apparent attempt at 

inciting violence, which led to large-scale violence. These instances are yet to be dealt with by 

law enforcement agencies. Hence, the integrity of identifying hate instances is one of the most 

significant challenges in social media stages, and research-based analysis of this type of content 

is necessary. The following section describes the definition analysis of hate speech from 

various sources. 

1.2  Hate Speech: Definition Perspective and Analysis 

There is a general agreement among researchers to define hate speech, and researchers 

have described it as a language that attacks an individual or a society dependent on 

characteristics like race, shading, nationality, sex, or religion [5]. This section provides some 

state-of-the-art definitions of hate speech (Table 1.1). Although many authors and social media 

platforms have given their purposes for hate speech, researchers are following them to 



3 

 

 

 

understand the forms and classifications of hate speech. The definitions from the various 

sources are as follows: 

• Some of the scientific definitions include the community's perspective. 

• Major social networking sites like Facebook, YouTube, and Twitter are the most used 

platforms where hate speech occurs regularly. 

Table 1.1 Some of the prominent definitions by some state-of-the-art 

References Hate Speech Definitions 

[6] 

An antagonistic, malevolent speech focused on an individual or a social event of people 

taking into account a part of their genuine or intrinsic qualities. It communicates unfair, 

scary, objecting, hostile, or potentially biased perspectives toward those attributes, 

including sex, race, religion, identity, shading, public beginning, incapacity, or sexual 

direction. 

[7] 
Hate Speech is a conscious and hardheaded public assertion expected to slander a 

gathering of individuals. 

[8] 

Hate Speech is a quick attack on individuals subject to race, identity, sex, character, 

and veritable sickness or impediment. We portray assail as horrible or dehumanizing 

talk, clarifications of deficiency, or calls for dismissal or seclusion. 

[9] 

Hate speech alludes to content that advances viciousness or scorn against the public 

dependent on specific ascribes, like ethnic or race beginning, religion, inability, sex, 

age, veteran reputation, and sexual direction/sex personality. 

[10] 

Content that attacks people based on actual or perceptual race, ethnicity, country of 

origin, religion, gender, sexual orientation, disability, or illness is not permitted. It is 

considered a potential threat or attack for the content that many people find offensive 

(jokes, Stand-up comedy, lyrics of popular songs, etc. 

[11] 
Hate speech attacks an individual or get-together depending on characteristics like 

religion, race, ethnicity, insufficiency, sexual heading, or sex character. 

[12] 
Hate Speech attack others dependent on racism, ethnicity, public start, sexual bearing, 

sex, character, age, handicap, or genuine illness. 

[13] The language used to convey hate speech towards a selected bunch. 

[14] 
Hate Speech is a purposeful attack on a specific social occasion of people motivated 

by the pieces of the group's character. 

[15] 

Hate Speech assails or prompts malignance against gatherings in light of explicit 

qualities like actual looks, religion, ethnicity, sexism, and many more. Moreover, 

individuals with diverse phonetic styles in unobtrusive construction can happen. 

The definition analysis (Table 1.2) mainly relies on various sources like multiple definitions 

from scientific papers and powerful social media platforms. The dimensions used for analysis 

are “ violence,” “attack,” “ specific targets,” and “ status.”  

Table 1.2 Definition Analysis 

Ref. 
Dimensions 

Specific Targets Status Violence Attack 

[6] Yes No Yes No 

[7] Yes No Yes No 

[8] Yes Yes No Yes 

[9] Yes No Yes No 

[10] Yes Yes Yes No 

[11] Yes No No Yes 

[12] Yes No No Yes 

[13] Yes No Yes No 
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Ref. 
Dimensions 

Specific Targets Status Violence Attack 

[14] Yes Yes Yes Yes 

[15] Yes Yes Yes No 

After a thorough definition analysis, we have also portrayed the definition of Hate Speech as 

follows: 

“Hate Speech is a toxic speech attack on a person’s individuality and likely to result in 

violence when targeted against groups based on specific grounds like religion, race, place of 

birth, language, residence, caste, community, etc.”  

1.3 Hate Speech: Forms and Related Words  

Fig. 1.2  shows significant hate forms of speech like Cyberbullying, Toxicity, Flaming, 

Abusive Language, Profanity, Discrimination, etc., and Table 1.3 presents the definitions of 

the above forms of hate speech found in the literature with their distinction from hate speech.  

Table 1.3 Comparison between Hate Speech and its various forms 

Forms Definitions of forms Distinction from hate speech 

Cyberbullying 

Characterized as a deliberate demonstration 

completed by a social occasion or individual 

using electronic stages  [15]. 

Hate speech is abusive speech explicitly 

directed toward a unique, non-

controllable attribute of a group of 

people. 

Discrimination 

Interaction via a distinction and afterward 

utilized as the premise of unreasonable treatment 

[16]. 

Hate speech is a virulent form of 

discrimination. 

Flaming 
Flaming describes antagonistic, profane, and 

threatening remarks that can upset and offend 

Unlike flaming, hate speech can occur 

in any context. 

Hate Speech on Social Media 
Networks

Cyberbullying

Toxic 
comments

Discrimination

Abusive 
Language

Profanity

Flaming

 Fig. 1.2 Forms of Hate Speech 
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Forms Definitions of forms Distinction from hate speech 

other members of the forums, generally called 

trolls [17]. 

Abusive 

Language 

The term abusive  language seeks to diminish or 

humiliate some person or group [18]. 

Hate Speech is a type of abusive 

language. 

Profanity Hostile or indecent words or expressions. 
Hate speech can use profane words but 

not always. 

Toxic 

language 

Conveying content that is disrespectful, abusive, 

unpleasant, and harmful [19]. 

Not all toxic comments contain hate 

speech. 

Hence, analyzing hate speech on the web is one of the critical areas to study due to the 

following reasons: 

• Reduce conflicts and disputes created among human beings due to toxic language and 

offensive expressions. 

• The broad availability and notoriety of online web-based media, like Facebook, Twitter, 

Instagram, web journals, microblogs, assessment sharing sites, and YouTube, boost 

communication and allow people to freely share information in the form of their 

thoughts, emotions, and feelings among strangers. 

• Moreover, Click baiting takes massive attention and encourages visitors to click on the 

link, harming readers' emotions. 

• Hate speeches can incite violence and cause irreparable loss of life and money. 

• The latest incident was triggered by online hate speech in the Philippines, citing the 

example of the Christchurch mosque shooting in 2019 [20]. 

• To forestall bigot and xenophobic viciousness and separation spread among Asians and 

individuals of Asian drop uniquely in this pandemic. As per the report distributed by 

US Today in May 2021, more than 6600 hate and offensive incidences against Asian- 

Americans and Asians have been accounted for [7].  

• To save our society from being gravely damaged. 

From the points mentioned above, it has been observed that detecting and restraining hate 

speech at an initial stage is very crucial and, indeed, a challenging task. Major online media 

stages like Facebook, Twitter, and YouTube are trying to eliminate hate speeches and other 

harmful content at an initial step as part of their ongoing projects, using advanced AI 

techniques. However, keeping an eye on an individual is vital to have hate off platforms. Social 

media platforms and an individual can adopt the following suggestions: 
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• The most significant source of hate speech on the internet is trolls. A person should 

block, mute, or report these trolls instead of giving recognition. 

• A person should do a proper data analysis and facts before forwarding the posts. 

• Social media firms should follow strong policy rules against abusive behavior. 

1.4  General Framework of Hate Speech Detection 

Fig.  1.3 provides a framework for the process of hate speech identification. The foremost step 

is to search the powerful source platform where most hate speech/ offensive languages occur. 

Most state-of-the-art adopted significant social media firms like Facebook and Twitter. The 

second step is to collect data either in the form of posts or tweets. Gathering a great measure 

of information from web-based media stages nowadays is one of the significant research 

challenges for researchers and academia. The platforms provide a simple and quick approach 

to gathering and storing information through inbuilt APIs [21].  

 

Fig.  1.3 General Framework of Hate Speech Detection 

A large amount of hate speech data collection is from two powerful social media platforms: 

Twitter, Instagram, Facebook, and these two platforms are actively working on combating hate 

speeches. The next phase includes data normalization and feature extraction for training a 

model, and the last step performs classification to classify the problem.  

1.5 Motivations for Detection of Hate Content 

Recently, more users are actively participating on social media in the form of WhatsApp posts, 

Facebook updates, YouTube videos, reviews, and comments, among other forms, on various 
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themes. People are sharing their opinions, which has resulted in a vast volume of data online. 

The information needs to be examined for future study. The data from the last five years has 

been considered for visualization and motivation behind conducting this research. Fig.  1.4 

illustrates the count of hate content publications from Web of Science (WoS) and Scopus 

databases. 

From Fig.  1.4, it is observed that there is a tremendous amount of hate content generation on 

social media, giving the motivation to conduct research in this field. Moreover, the publications 

on multimodal hate speech detection are very few. If we take the data from WoS and Scopus 

databases, the number of publications via keyword search as "multimodal hate speech" is 1% 

and 6.6%, respectively. Nowadays, people communicate via memes more often than texts, 

emphasizing authors' focus on multimodal data. 

1.6 Challenges 

Different categories of images, texts, or combining two could create various memes. It can be 

a benign text confounder, benign image confounder, contrapositive, or counterfactual meme 

(refer to Fig.  1.5). Fig.  1.5 (a) stands for misleading memes. The left image depicts a hateful 

meme, whereas the other two illustrate its confounders, changing its label and resulting in a 

not-hateful meme. The confounding meme can be generated by changing the original meme's 

image or label. Fig.  1.5 (b) depicts contrapositive, and Fig.  1.5 (c) represents counterfactual 

meme. The challenge lies in the diversities of these types of memes which can contain objects 

that the existing classifiers cannot identify the result. The solution is essential via incorporating 

additional information from different sources to improve classification accuracy. An optical 

character recognition (OCR) technique can be applied to extract the linguistic part of the meme, 
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and object detection methods can be utilized to encode the correlated image part of the meme. 

Aspects of several modalities have been combined at three levels in prior research to solve this 

issue: early fusion, late fusion, and hybrid fusion. Late fusion takes place at the decision or 

score level; early fusion happens at the feature level, and hybrid fusion mixes the two. 

                                                           (a)                                                                                                                                 

One of the most important research issues is combining text and visual modalities. [22] asserts 

that examining a post's multimodal content yields better outcomes than processing it separately. 

In feature-level fusion, the features gathered independently for each modality are fused and 

input into the classification model [23]. A late fusion technique, on the other hand, is when the 

characteristics obtained for each data mode are provided to several classification models, after 

which the overall scores of numerous models are combined [[24], [25]]. Early fusion may not 

accurately capture the tightly coupled correlation among the pertinent modalities, and decision-

level fusion may not accurately portray the interplay between several modalities. To address 

this problem, attention-based intermediate fusion models were created [[26], [27]]. The 

proposed approach has significant difficulty sustaining the validity of meaning while bridging 

the relationship between modalities. Although early and late fusion is one of the primary 

methods for connecting various modalities meaningfully, it does not appear straightforward. A 

study [28] found that late fusion outperforms early fusion in integrating text, audio, and facial 

expression features. 

Fig.  1.5 (a) Samples of Text and Image confounders. Left Image of (a) shows a hateful meme. In contrast, the 

middle and right images of (a) illustrate its confounders via changing text or image to a non-hateful meme, (b) 

and (c) represents a contrapositive meme 
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The following research works form the basis of this chapter: 

❖ Anusha Chhabra, Dinesh Kumar Vishwakarma. "A Literature Survey on 

Multimodal and Multilingual Automatic Hate Speech Identification." Published in 

Multimedia Systems, 2023, (Pub: Springer): DOI: https://doi.org/10.1007/s00530-

023-01051-8. 

1.7  Thesis Overview 

The remaining section of the dissertation is structured in the following manner. 

• Chapter 2 The literature review examines the existing state-of-the-art techniques for 

multimodal hate content detection. 

• Chapter 3 Describes the most potent methodologies for detecting textual hate content. 

• Chapter 4 Describes the detection of hate content in multimedia data. 

• Chapter 5 dives into the robust analysis of multimodal hate content. 

• Chapter 6 summarizes the conclusions inferred from this research work and highlights 

the potential future work in this area. 

 

 

 

https://doi.org/10.1007/s00530-023-01051-8
https://doi.org/10.1007/s00530-023-01051-8
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CHAPTER 2 

LITERATURE REVIEW 

This chapter reviews the literature review of work done in detecting hate speech considering 

textual, visual, and multimodal aspects.  

2.1 Feature Extraction Techniques in Automatic Hate Speech Detection 

A feature is the closed characteristics of an entity or a phenomenon. [29] focus on natural 

language processing (NLP) to explore the automation of understanding human emotions from 

texts. Word references and lexicons are the most straightforward and basic approaches for 

feature extraction in text analysis. Identifying the appropriate features for classification is more 

tedious when using machine learning. The fundamental step in traditional and deep learning 

models is tokenization, in which the primary and straightforward approach is dictionaries/ 

lexicons. Dictionary is a method that generates a set of words to be looked at and included in 

the text. Frequencies of terms are used directly as features. Features play an essential role in 

machine learning models. Machine learning approaches cannot work on raw data, so feature 

extraction techniques are needed to convert text into vectors of features. Many basic features 

like BOW, Term Frequency- inverted Term Frequency, Word references, etc., are used. 

2.1.1 Bag-of-Words (BOW) 

BOW  is an approach like word references extensively used for document classification [[14], 

[30], [31]] The frequency of each word is used as a characteristic for training a classifier after 

gathering all the words. The burden of this technique is that the sequencing of words is 

disregarded, whether it is syntactic or semantic information. Both pieces of information are 

crucial in detecting hate content. [32] used BOW to represent Arabic hate features as text pre-

processing before applying various machine learning classifiers. [33] derived a method for 

detecting Arabic religious hate speech using different features with the machine and deep 

learning models. Consequently, it can prompt misclassification of whether the terms are 

utilized in multiple contexts. N-grams were executed to overcome the issue. 

2.1.2 N-grams  

The N-grams approach is the most utilized procedure in identifying hate speech and offensive 

language [[30], [18], [34], [35], [36], [37], [38]]. The most widely recognized N-grams 

approach combines the words in sequence into size N records. The objective is to enumerate 

all size N expressions and check their events. It further increases the performance of all 
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classifiers since it incorporates each word context [39]. Rather than utilizing words, it is 

additionally conceivable to use the N-grams approach along with characters. [40] proved 

character N-gram features are more predictive in detecting hate speech than token N-gram 

features, whereas it is not valid in the case of identifying offensive language. Although N-

grams also have limitations, like all the related words have maximum distance in a sentence 

[30], an answer for this issue lies in incrementing the N value. However, it lowers the 

processing speed  [41]. [35] proved that greater N values perform better than lower N-values 

(unigrams and trigrams). The authors in [[5], [34]] observed that character N-gram features 

perform better when combined with extra-linguistic features. The authors generated one hot N-

gram and N-gram embedding feature to train the model and analyzed better performance by N-

gram embedding [42]. 

2.1.3 Lexicon-based and Sentiment based 

Lexical features use unigrams, and bigrams of the target word, whereas syntactic features 

include POS tags and various components from a parse tree. The parser used in NLP, proposed 

by the Stanford NLP Group [43], was used to catch the linguistic conditions inside a sentence 

[41]. Lexicon-based methods are crucial in identifying the sentiments of speech. For example, 

nigga is an offensive word and must be prohibited in ordinary language [44]. Hateful speech 

on a social stage cannot be a positive polarity because awful grammar provides a negative 

inclination by the speaker to the listeners and readers. Authors in  [[35], [45], [46], [37], [47], 

[48], [49]] consider sentiments as a characteristic for identifying hate speech. Some authors 

[35] used the sentiment features in combination with others, which proved in result 

enhancement. [50] presents metaheuristic approach for sentiment analysis and proved that the 

optimization methods can be alternatively used against machine leaning models with promising 

results. 

2.1.4 Topic Modeling 

This method is also famous for topic classification, which focuses on extracting topics that 

occur in a corpus. Topic modeling is also used for detecting hateful comments from central 

social media platforms like Youtube [[51], [52]] used the Latent Dirichlet Allocation model 

[53] to discover abstract topics and use them in classifying multimodal data. [54] derived text 

clusters from LDA for multilingual hate speech detection and proved that topic modeling is not 

giving any major incite for classification.  

2.1.5 TF-IDF 
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TF-IDF is a scoring measure broadly used in information retrieval and is planned to reflect how 

important a term is in a given record. TF-IDF is the most common feature extraction technique 

used by traditional classification methods for hate speech identification [[55], [56]]. TF-IDF 

differs from a bag of words technique or N-gram technique because the word recurrence offsets 

the frequency of each term in the corpus, which clarifies that a few words show up more often 

than expected (for example, stop words). [57] used N-grams and TF-IDF values to perform a 

comparative analysis of the machine learning models to detect hate speech and offensive 

language and claimed that the L2 normalization of TF-IDF outperforms the baseline results. 

2.1.6 Part-of-speech  

POS tagging is a well-known task in NLP. This approach refers to the technique of classifying 

words into their parts of speech. Moreover, it improves the value of the context and identifies 

the word's role in the context of a sentence [58]. Some authors [36] used this approach to 

classify racist text. PoS tagging with TF-IDF gives a better result in Indonesian Hate Speech 

Detection [59].  

2.1.7 Word Embedding 

The most widely recognized technique in text analysis of hate content is the utilization of word 

references. This methodology comprises all words (the word reference) that are looked at and 

included in the message. The frequencies are utilized straightforwardly as features and for 

calculating scores. In NLP, Word embedding is used for representing of words while 

performing text analysis. [60] uses word2vec embedding for extracting hate content features 

for grouping the semantically related words. [61] applies attention based neural networks and 

word embedding feature extraction methods for classification. Hate speech detection in 

Spanish language [62] uses word embedding methods like Word2Vec, Glove, FasText  for 

feature extraction. Another procedure used in text analysis of hate content is the distance 

metric, which can be used to supplement word reference-based methodologies. A few 

investigations have called attention when the negative words are obscured with a purposeful 

incorrect spelling [63]. Instances of these terms are @ss, sh1t [18], nagger, or homophones, for 

example, joo [63]. 

2.1.8 Rule-Based Approach 

Text analysis uses a rule-based feature selection technique for finding the regularities in data, 

for example, IF-THEN clauses. [64] Proves that rule-based methods do not include learning 
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but depends on word reference of subjectivity pieces of information. This particular approach 

is used to extract subjective sentences to generate hate content classifiers for unlabeled corpus 

[46]. [65] works on the combination of dictionary-based classifiers along with rule-based 

classifiers to generate the semantic features for hate speech classification.  

2.2  Textual Aspect 

The natural language processing (NLP) branch is working to close the comprehension and 

understanding gap between human languages and computers. Specifically, the efficiency and 

effectiveness of deep learning architectures have made extensive advancement in the areas like 

sentiment analysis [66], atomistic simulation [67], self-monitoring systems, object detection, 

life prediction analysis, online education like music teaching [68], classification, filtering, 

language translation, etc., covering diverse languages. With the ease of social media and the 

vast use English language, hate speech is also flowing on the web in various regional languages 

like Urdu, Portuguese, Bengali, Hindi, etc. Hindi-English code-switched language models for 

efficient text representation are encountered by [69]. The study [70] concentrates on brief 

sentences since learning-sufficient qualities in news information are lacking. More research is 

needed to find the augmented features using a web search for longer material. The lengthy text 

may be divided into shorter sentences to acquire probabilistic pre-decision. By combining the 

outcomes of the pre-decision, the final decision regarding the class can be deduced. [71] 

illustrates that traditional features collected from news articles outperform previous models 

built using text embedding approaches. Most online publications in this field are available in a 

single modality, i.e., Text only, and most of the work has been done in English only [72]. 

Traditional machine learning algorithms rely on feature engineering, making the process 

complex and time-consuming [73]. The performance analysis is measured in [74] using various 

traditional learning, deep learning, and fuzzy logic classifiers for hate speech detection, 

showing the outstanding performance of fuzzy classifiers. In hate content identification, the 

Support Vector Machine (SVM) classifier includes manually extracted text features to 

determine whether the provided content is abusive [63]. N-gram characteristics were employed 

by [75] to categorize whether or not the speech was abusive. [75] have classified whether the 

speech is abusive using n-gram features. There are many text-based datasets available for 

hostility recognizable proof [76], the recognition of hate speech [37], and the identification of 

offensive language [77] The relevancy of cross-dataset and cross-lingual generalization in this 

area is remarked by [[78], [79]]. Authors in [76] work on unigrams and examples of the text 

for recognizing hate content. After being meticulously crafted by hand, these patterns are given 
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to machine learning models for further classification. [77] addresses some of the difficulties in 

identifying offensive content and the classification of hateful tweets in German. This research 

emphasizes features specific to a single modality, such as text and manual feature extraction. 

Nowadays, the advancement in NLP has introduced pre-trained linguistic models like BERT 

[80], and its variants like RoBERTa [81], DistilBERT [82] and XLNet [83] are widely used in 

hate content classification. BERT uses large amounts of unlabeled data to build models with 

adjustable parameters as needed for smaller amounts of supervised data to enhance 

performance [84]. The variants of BERT are assessed for hate content classification 

incorporating characters with subword embedding [85]. Authors in [86] designed a framework 

for detecting hate content by combining DNNs with static BERT embedding to extract 

contextual information better.  

2.3  Visual Aspect 

Due to the tremendous data increase in various modalities, deep learning models are used. We 

work with memes spanning text and images, and deep learning algorithms automatically extract 

features from these memes. The research till now majorly relies on object detection where only 

images are considered [87]. CNN is frequently employed in machine vision tasks as it provides 

the benefit of processing pixels in images [88]. It has also been acknowledged that error 

gradients in deep networks or recurrent neural networks can build and result in very large 

gradients during the training phase. Furthermore, the benefits of successfully avoiding gradient 

explosion are investigated using a bidirectional long- and short-term memory (Bi-LSTM) 

neural network fed with the CNN characteristics [89]. In image-based hate content detection, 

Convolution Neural Networks (CNNs) models are the most prominent in identifying offensive 

content in the form of nudity [[90], [91], [92]], appropriate or in- appropriate images for 

children [93], offensive/ non- compliant logos [93], pornographic web pages [94].  

2.4  Multimodal Aspect 

The related work till now focuses on unimodal aspects, i.e., either text or image individually.  

Now a day, Information in the form of internet memes is the most common on social media 

platforms, and they form the text- accompanied images. A shared task on the analysis of 

memotion was already available in SemEval2020 [77]. Very few datasets are available in this 

aspect [72]. The reliability and robustness of the algorithms should be taken into account prior 

to working on multimodal data [95]. [96] designed a popular Facebook hateful memes 

challenge dataset in May 2020 and obtained a human accuracy score of 84.70% after the 

annotation process. [96] also applied a VilBERT [97] on conceptual caption [98], providing a 
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winning solution by claiming test accuracy of 69.47% and an AUC score of 75.44%. Authors 

in [99] implemented R-CNN for the visual branch and BERT for a textual branch on Facebook 

hateful memes dataset, giving an accuracy score of 75.80% and AUC of 82.80%. An 

impressive accuracy score of 71.08% on [96] is also claimed by [100] using BERT and 

Xception models. A dataset of about 150K images by the name "MMHS150K" [101] is the 

largest dataset available publicly on hate speech. They tried to build a model which can 

differentiate between publications that use offensive language, and that target particular 

communities. They, therefore, experimented with utilizing hate scores instead of binary labels 

for each tweet, but the data showed no significant differences between the various labels of 

hatred in the experimental part. Authors in [101] used the Feature concatenation model, textual 

kernel model, and spatial concatenation model to boost the performance with an accuracy of 

68.50%. A dataset with only 743 offensive memes is also publicly available and implemented 

stacked LSTM and VGG16 for evaluating precision, recall, and F-score [87]. [99] applied R-

CNN and BERT on the MultiOff dataset, calculating precision, recall, and F1-score as 64.50%, 

65.10%, and 64.60% respectively. Currently, sarcasm is also a developing research area in 

relation to sentiment analysis, emoji detection, and hate/ offensive content. Authors in [102] 

also focus primarily on sarcasm detection using a multimodal attention mechanism followed 

by emoji and sentiment analysis [66]. 

2.5  Research Gaps 

On the basis of the literature presented in the above section, several research gaps have been 

identified. 

❖ It has been observed that there is a scarcity in multimodal hate content detection. 

❖ From the last few years, authors are focusing on multilingual hate speech identification 

by creating own datasets, but the authors do not publish those, which really makes 

difficult to compare the results. 

❖ Choosing informative, independent, and discriminating features are crucial in 

classification problems. The above-mentioned studies are lacking in this aspect. 

2.6   Research Objectives 

The research objectives for this thesis are: 

• To propose a novel architecture by combining state-of-the-art works in terms of 

already available textual datasets and models. 
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• To conduct a comparative performance analysis of several state-of-the-art method by 

proposing more robust and accurate hate speech detection on available textual datasets.  

• Identification of model for hate speech detection under multimodal dataset, achieving 

high robustness against the most competent and prevailing approaches.  

• To perform a comparative analysis of several state-of-the-art methods by proposing 

more efficient hate speech detection algorithm on available image datasets.  

2.7  Research Contributions 

The main objective of the thesis is to design and develop novel machine and deep learning 

architectures capable of identifying hate content in multimedia data.  Hence, the following 

architectures and frameworks are proposed to accomplish this: 

• Proposed a novel architecture by combining state-of-the-art works in terms of already 

available textual datasets and models. A novel architecture utilizes the concept of 

truncated singular value decomposition (SVD) for detecting hate content on the textual 

dataset. Compared with the baseline results, our framework has performed better 

compared to various machine learning algorithms. 

• Proposed a comparative analysis using fuzzy pattern classifiers, including both the top-

down and bottom-up algorithms for identifying the hate contents on multiple datasets, 

compared to the baseline results obtained from diverse machine learning and deep 

learning classifiers. The result shows that fuzzy logic classifiers give decent results on 

available textual datasets. 

• Proposed a novel multi-modal architecture for identifying hateful memetic information 

in response to the above observation. The proposed architecture contains a novel "multi-

scale kernel attentive visual" (MSKAV) module that uses an efficient multi-branch 

structure to extract discriminative visual features. Additionally, MSKAV utilizes an 

adaptive receptive field using multi-scale kernels. MSKAV also incorporates a multi-

directional visual attention module to highlight spatial regions of importance. The 

proposed model also contains a novel "knowledge distillation-based attentional 

caption" (KDAC) module. It uses a transformer-based self-attentive block to extract 

discriminative features from meme captions. The model claims high performance in 

identifying hate content from memes, beating SOTA multi-modal hate speech 

identification models. 
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• Proposed a novel architecture “MHS-STMA: Multimodal Hate Speech Detection via 

Scalable Transformer-Based Multilevel Attention” is proposed which consists of three 

main parts:  a vision attention-based encoder for visual part, and a caption attention-based 

encoder for textual part, and a combined attention-based learning. To identify hate content, 

each component uses various attention processes and handles multimodal data in a 

unique way. Experimental results confirm the potency of the proposed architecture as 

it comfortably outperforms other state-of-the-art hate content detection approaches. 
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CHAPTER 3 

TEXTUAL HATE CONTENT DETECTION 

3.1  Scope of this Chapter 

This chapter is dedicated to the problem of textual hate content detection. In the first approach, 

it is seen that reducing features using Truncated SVD along with hyper parameter tuning 

helped in increasing balanced accuracy and F1 score for algorithms like Logistic Regression, 

SVM and XGBoost when compared to the baseline results. Still, the proposed approach is 

lacking in handling uncertain or imprecise data. The second approach focuses on handling the 

uncertainty and vagueness in the data by implementing the fuzzy classifiers. An empirical 

evaluation of seven classifiers is presented for hate speech detection on two commonly used 

benchmarks of different data characteristics providing essential insights into their detection in 

terms of accuracy for their deployment in real-world applications. Fuzzy classifiers 

outperformed the other two classifiers out of the three. 

3.2  A Truncated SVD Framework for Online Hate Speech Detection on the 

ETHOS Dataset 

3.2.1 Abstract 

Hate content on social media is currently one of the most significant risks, where the victim is 

either a single individual or a group of people. In the current scenario, online web platforms 

are one of the most prominent ways to contribute to an individual's opinions and thoughts. Free 

sharing of ideas on an event or situation also bulks on the web. Information sharing is 

sometimes a bane for society if primarily used platforms are utilized with some lousy intention 

to spread hatred for intentionally creating chaos/ confusion among the public. Users take this 

as an opportunity to spread hate to get some monetary benefits, the detection of which is of 

paramount importance. This article utilizes the concept of truncated singular value 

decomposition (SVD) for detecting hate content on the ETHOS (Binary-Label) dataset. 

Compared with the baseline results, our framework has performed better in various machine 

learning algorithms like SVM, Logistic Regression, XGBoost, and Random Forest. 

3.2.2 Proposed Methodology 
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Hate speech is now a threat to society, affecting the dignity of an individual, unity, and nation. 

Many hate words are used alternatively. Fig. 3. 1 shows the word cloud for hate speech 

explicitly generated from [37]. 

Therefore, Eliminating and classifying hate content over social platforms is crucial and requires 

an hour. Data preprocessing is a component of data preparation. Several techniques are used to 

normalize the data before it is fed into any machine learning or AI development pipeline. 

Fig. 3. 2 Proposed Flowchart 

 

Fig. 3. 1 Word Cloud 

Pre-Processing 

Tweets 

TF-IDF 

Truncated SVD/ Regularization 

Predictor 

Hate Non-Hate 
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Fig. 3. 2 represents the flowchart adopted for implementation. During the data preprocessing 

in the first stage, tokenization is the initial step in any NLP pipeline, used to break unstructured 

data into chunks. Then, stemming is used as a normalized technique in which tokenized words 

are converted into short words to remove redundancies. Finally, the cleaned data is used to 

create a dictionary for key: value pairs. Second stage implements TF-IDF, to quantify the 

words. Truncated SVD is used for dimensionality reduction for simplifying the calculations. 

Hyper parameter tuning such as L1 regularization is also done for logistic regression, XGBoost 

and SVM. Finally, the Prediction is done using various machine learning algorithms like 

Logistic Regression, Random Forest, Support Vector Machines, and XGBoost. 

3.2.3 Experimental Setup  

Although the dataset size is very small. To prove that a dataset of higher quality is more useful 

than the larger datasets, we have considered a dataset D1 [37] which is approximately 24 times 

greater than ETHOS [103]. In this experiment, we train various machine learning models with 

default parameters on the ETHOS dataset and compare the results with D1 dataset. The results 

are compared in terms of F1 score and balanced accuracy.  

F1 score (Eqn. 3.1) is defined as the combination of precision and recall of a classifier into a 

single metric by considering their harmonic mean.  

𝐹1 =
(2×𝑅𝑒𝑐𝑎𝑙𝑙×𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛)

𝑅𝑒𝑐𝑎𝑙𝑙+𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛
           (3.1) 

Table 3. 1 shows the results in the form of overall F1 scores, F1 Score (Hate) and F1 score (No 

Hate) of four machine learning models implemented on ETHOS and D1 datasets.  

Table 3. 1 F1 Scores of ETHOS and D1 from SVM, LR, RF, XGBoost Models 

Models ETHOS D1 

F1 Score F1 Score 

(Hate) 

F1 Score 

(No Hate) 

F1 Score F1 Score 

(Hate) 

F1 Score 

(No Hate) 

SVM 67.71 59.60 73.63 75.47 12.86 79.30 

LR 69.13 60.84 75.27 78.76 14.89 82.67 

RF 67.01 58.85 73.03 67.21 12.73 70.55 

XGBoost 65.30 54.50 73.44 75.39 10.62 79.35 
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The results are obtained when the models are trained on ETHOS and cross validation is done 

on D1 dataset. Balanced accuracy (Eqn. 3.2) is defined as the arithmetic mean of sensitivity 

and specificity. It is also considered as the further development in standard accuracy metric.  

𝐵𝑎𝑙𝑎𝑛𝑐𝑒𝑑 𝐴𝑐𝑐𝑢𝑟𝑎𝑐𝑦 =
𝑆𝑝𝑒𝑐𝑖𝑓𝑖𝑐𝑖𝑡𝑦+𝑆𝑒𝑛𝑠𝑖𝑡𝑖𝑣𝑖𝑡𝑦

2
         (3.2) 

Balanced Accuracies are shown in the Table 3. 2 representing that our proposed approach 

using truncated SVD and hyper parameter tuning gives better results than baseline results.  

Table 3. 2 Comparison Table_Balanced Accuracy 

Balanced Accuracy 

Models ETHOS_Our Approach ETHOS_Baseline 

SVM 66.70 66.43 

LR 67.07 66.94 

RF 68.17 65.04 

XGBoost 64.42 64.33 

The graphical representation of balanced accuracies are shown in Fig. 3. 3.  

   

Fig. 3. 3 Performace Results: Balanced Accuracy 

3.2.4 Conclusion 

From the empirical evaluation done in the paper, it is seen that reducing features using 

Truncated SVD along with hyper parameter tuning helped in increasing balanced accuracy and 

F1 score for algorithms like Logistic Regression, SVM and XGBoost when compared to the 

baseline results. For Random Forest, only change in hyper parameter is giving good results.  

3.3  Fuzzy and Machine Learning Classifiers for Hate Content Detection: A 

Comparative Analysis 

SVM LR RF XGBoost

Baseline 66.43 66.94 65.04 64.33

Our Approach 66.7 67.07 68.17 64.42
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3.3.1 Abstract 

Hate content on social media is currently one of the most significant risks, where the victim is 

either a single individual or a group of people. In the current scenario, online web platforms 

are one of the most prominent ways to contribute to an individual's opinions and thoughts. Free 

sharing of ideas on an event or situation also bulks on the web. Information sharing is 

sometimes a bane for society if primarily used platforms are utilized with some lousy intention 

to spread hatred for intentionally creating chaos/ confusion among the public. Users take this 

as an opportunity to spread hate to get some monetary benefits, the detection of which is of 

paramount importance. This article includes various fuzzy pattern classifiers, including both 

the top-down and bottom-up algorithms for identifying the hate contents on multiple datasets, 

compared to the baseline results obtained from diverse machine learning or deep learning 

classifiers. Moreover, the result shows that fuzzy logic classifiers give decent results when 

classification is done on hate speech datasets. 

3.3.2 Proposed Architecture 

Hate speech is now a threat to society, affecting the dignity of an individual, unity, and nation. 

Many hate words are used alternatively. Therefore, Eliminating and classifying hate content 

over social platforms is crucial and requires an hour. 

Data preprocessing is a component of data preparation. Several techniques are used to 

normalize the data before it is fed into any machine learning or AI development pipeline. 

Tokenization is the initial step in any NLP pipeline, used to break unstructured data into chunks 

of discrete values. Then, stemming is used as a normalized technique in which tokenized words 

are converted into short words to remove redundancies. Finally, the cleaned data is used to 

create a dictionary for key: value pairs. Word2Vec is used for mapping words to vectors of real 

numbers then a vector matrix is given as an input to classify as hate or non-hate. Fig. 3. 4 

explains the proposed methodology adopted. We have trained the data in the form of absolute 

values vectors. The training and testing ratio is 70:30, respectively.  The training and testing 

labels are represented using one hot encoding. Then, we used three machine learning 

classifiers: Logistic Regression, Naïve Bayes, Support Vector Machines, and Random Forest, 

two deep learning classifiers: LSTM and Bi-LSTM, and two Fuzzy classifiers: Fuzzy Pattern 

classifiers and Fuzzy tree top down classifiers. 
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Finally, the sigmoid function is used as a binary classification neural network. The fuzzy 

pattern tree used here follows bottom-to-top induction. Fuzzy pattern tree (Fig. 3. 5) takes the 

attributes or features in the form of a hierarchical structure in which the Number of features 

indicates leaf nodes, and inner nodes indicate the fuzzy arithmetic operators. The values are 

then combined to calculate the output.  
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This iterative approach selects the best pattern tree with the least prediction error. 

3.3.3 Experimental Setup 

Two hate speech datasets of approximately similar size, named Davidson and El-Sherief, are 

adopted for experimentation. Datasets with their size and key statistics are shown in Table 3. 

3 and Table 3. 4 respectively. 

Table 3. 3 Dataset Size 

Datasets Source Domain/Scope Size 

[37] Twitter HateBase Terms 24,802 

[104] Twitter Hate Groups 22,584 

Both datasets are multi-label and multiclass datasets. Both the datasets are from Twitter. 

Davidson dataset is annotated as Offensive, Hate, and Neither, making up 24,802 tweets. 

Similarly, El-Sherief dataset is categorized into grievances, inferiority, incitement, irony, 

stereotypes, threats, and a total of 22,584 tweets (Table 3. 4). So, their labels are changed to 0 

or 1 for binary classification. Three Machine Learning, Two Deep Learning, and Two Fuzzy 

Logic Classifiers are evaluated on these two datasets. 

Table 3. 4 Dataset Description 

Dataset Class and Statistics 

Davidson (Hate Speech and Offensive 

Language) 

Offensive-19190 

Hate-1430 

Neither-4163 

Total~25K tweets 

El-Sherief (Implicit Hate) 

Grievance-24.2% 

Incitement: 20.0% 

Inferiority-13.6% 

Irony-12.6% 

Stereotypes- 17.9% 

Threats-10.5% 

Other-1.2% 

Total~22K tweets 

The classification results in terms of accuracy are shown in Table 3. 5. 

Table 3. 5 Comparison Table 

Binary Classification 

Classifiers 
Accuracy 

[37]                                         [104] 

Machine Learning 

LR 87.59 70.15 

NB 68.71 42.80 

SVM 88.78 69.41 

RF 87.97 68.85 

Deep Learning 
LSTM 89.41 65.92 

Bi-LSTM 89.25 64.80 

Fuzzy Logic 
FPC 94.19 90.21 

FPTTD 94.26 89.19 
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It has been observed from Table 3. 5 that SVM achieves better classification results from four 

machine learning classifiers; LSTM has outperformed Bi-LSTM in deep learning models 

whereas, in fuzzy classifiers, the Fuzzy tree top-down classifier has given acceptable 

performance. 

3.3.4 Conclusion  

An empirical evaluation of seven classifiers for hate speech detection is presented on two 

commonly used benchmarks “Davidson” and “El-Sherief” of different data characteristics 

providing essential insights into their detection in terms of accuracy for their deployment in 

real-world applications. Fuzzy classifiers outperformed the other two classifiers out of the 

three.  

3.4  Significant Outcomes of the Chapter 

• In the first approach, it is seen that reducing features using Truncated SVD along with 

hyper parameter tuning helped in increasing balanced accuracy and F1 score for 

algorithms like Logistic Regression, SVM and XGBoost when compared to the baseline 

results. Still, the proposed approach is lacking in handling uncertain or imprecise data. 

• The second approach focuses on handling the uncertainty and vagueness in the data by 

implementing the fuzzy classifiers. An empirical evaluation of seven classifiers is 

presented for hate speech detection on two commonly used benchmarks of different data 

characteristics providing essential insights into their detection in terms of accuracy for 

their deployment in real-world applications. Fuzzy classifiers outperformed the other two 

classifiers out of the three. 

The following research works form the basis of this chapter: 

❖ Anusha Chhabra, Dinesh Kumar Vishwakarma. “A Truncated SVD Framework for 

Online Hate Speech Detection on the ETHOS Dataset.” IEEE Conference: 4th 

International Conference on Innovative Trends in Information Technology 

(ICIIIT), IIIT Kottayam, Kerala. (2023). 

❖ Anusha Chhabra, Dinesh Kumar Vishwakarma. “Fuzzy and Machine Learning 

Classifiers for Hate Content Detection: A Comparative Analysis.” IEEE Conference: 

4th International Conference on Artificial Intelligence and Speech Technology 

(AIST), IGDTUW, Delhi. (2022) 
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CHAPTER 4 

MULTIMODAL HATE CONTENT DETECTION 

4.1  Scope of this Chapter 

This chapter is dedicated to the problem of detecting multimodal hate content detection by 

presenting the first framework as dual-branch network composed of knowledge distillation 

attention for extracting the essential information from the caption modality and multi-kernel 

attention for collecting pertinent information from the images. Extensive testing on three 

publicly accessible datasets showed that the suggested architecture outperformed baseline 

models, claiming better results in terms of accuracy and AUC scores. Numerous ablation trials 

are conducted on image datasets to conclude that the proposed architecture is contributing to 

the performance of hate content identification in memes. In the second approach, the proposed 

model “MHS-STMA” explored the problem of learning complementary information between 

multimodal data. The architecture utilizes transformers for capturing the dependencies and 

relationships between the elements in a sequence. The proposed architecture also utilizes 

attention mechanisms at multiple levels and focuses on crucial regions in the images based on 

the attended textual features. Self-attention mechanism is applied at the end to remove any 

redundancy from the multimodal data. The experimental results conducted on three popular 

datasets show that our method performs efficiently. 

4.2  Multimodal Hate Speech Detection via Multi-Scale Visual Kernels and 

Knowledge Distillation Architecture 

4.2.1 Abstract 

People increasingly use social media platforms to express themselves by posting visuals and 

texts. As a result, hate content is on the rise, necessitating practical visual caption analysis. 

Thus, the relationship between image and caption modalities is crucial in visual caption 

analysis. Contrarily, most methods combine features from the image and caption modalities 

using deep learning architectures with millions of parameters already trained without 

integrating a specialized attention module, resulting in less desirable outcomes. This paper 

suggests a novel multi-modal architecture for identifying hateful memetic information in 

response to the above observation. The proposed architecture contains a novel "multi-scale 

kernel attentive visual" (MSKAV) module that uses an efficient multi-branch structure to 

extract discriminative visual features. Additionally, MSKAV utilizes an adaptive receptive 
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field using multi-scale kernels. MSKAV also incorporates a multi-directional visual attention 

module to highlight spatial regions of importance. The proposed model also contains a novel 

"knowledge distillation-based attentional caption" (KDAC) module. It uses a transformer-

based self-attentive block to extract discriminative features from meme captions. Thorough 

experimentation on multi-modal hate speech benchmarks MultiOff, Hateful Memes, and 

MMHS150K datasets achieved accuracy scores of 0.6250, 0.8750, and 0.8078, respectively. It 

also reaches impressive AUC scores of 0.6557, 0.8363, and 0.7665 on the three datasets, 

respectively, beating SOTA multi-modal hate speech identification models. 

4.2.2 Proposed Methodology 

Most of the work is done on textual datasets [72] using majorly baseline machine learning 

methods to evaluate the results. However, it is also observed that there is an inclination towards 

deep learning models for text classification after the SemEval-2019 Task5 competition [105]. 

In addition, transformers-based attention mechanisms have also shown advancements in 

Multi- Scale kernel Attentive 

Visual Module 

Knowledge Distillation Based 

Attentional Caption Module 

Feature Fusion 

Fully Connected Layer 

Multimodal Input 

(Image and Caption) 

Hate No Hate 

16 Features 16 Features 

32 Features 

 Fig. 4. 1 Proposed Architecture: Multi- Scale Kernel Attentive Visual Module cum Knowledge Distillation 

Attentional Caption Architecture 
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learning the contexts in a more reliable manner [80]. The proposed architecture of the paper is 

composed of two modules "Multi-Scale Kernel Attentive Visual Branch" and "Knowledge 

Distillation based Attentional Caption Branch" each for images and captions respectively as 

shown in Fig. 4. 1. After feeding the respective inputs to their respective modules, the (16,16) 

features obtained from both branches are fused together (32 features) before passing through 

the fully connected layer resulting in the binary classification as hate or non-hate.  

The following subsections describe the respective modules: 

4.2.2.1 Multi-Scale Kernel Attentive Visual (MSKAV) Module 

This module describes the vision branch that consists of a dynamic selection of multi-scale 

convolution kernels along with multi-branch architecture and visual Attention. The architecture 

is a simple, highly modularized network framework for image classification. It is made by 

repeating a building block with the same topology and stronger representations.  

256, 1 × 1, 4 

4, 1 × 1, 256 

Selective Kernel  

4, 1 × 1, 256 

Selective Kernel  

256, 1 × 1, 4 

4, 1 × 1, 256 

Selective Kernel  

256, 1 × 1, 4 

+ 

+ 

Total 32 paths 

… 

256-d out 

256-d in 

Multi-Directional Visual Attention Module  

Features 

Output 

Fig. 4. 2  Visual Branch Architecture via aggregated residual transformation and attentional module 
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This concept exposes a new dimension, "cardinality" as an essential factor along with depth 

and width. 

The visual branch architecture with cardinality 32 (total 32 paths) and 4d bottleneck width, 

which is further enhanced using selective kernel convolution followed by multi-directional 

visual attention as shown in Fig. 4. 2. For each path, Conv 1 × 1 –Selective Kernel- Conv 1 × 1  

are done at each convolution path. Each path's internal dimension is designated as d (d=4). The 

cardinality C (C=32) represents the number of paths. It is also the dimension of 128, which is 

further raised to 256 if we add the dimension of each "selective kernel" block. Then all the 

paths are added together by the concatenation operator. The fundamental principle of choosing 

a "Selective Kernel" convolution is that it is helpful in optimization by enabling each neuron 

to adaptively change the size of its receptive fields (RF) based on various scales of input data. 

A detailed explanation of "Selective Kernel" and a multi-directional visual attention module is 

given in further sub-sections. The visual branch architecture which follows multi-branch 

architecture is used to learn characteristics from raw data via targeting a specific goal making 

it effective on detecting hateful memes. The idea of using the multi branch architecture is the 

presence of hundreds of layers making the training much easier. 

4.2.2.1.1 Computationally Efficient Multi-Branch Feature Learning 

In recent years, CNNs have become much deeper and deeper as multiple layers are better at 

generalizing. Inception architecture is a deep network architecture with the property of divide-

transform-merge strategy proved to give good accuracy against previous deep networks with 

the limitation of high computational power. In comparison with the deeper or wider networks, 

it has been found that increasing the size of the set of transformations with the same architecture 

is more effective in terms of classification and complexity. The aggregated transformation is 

given as follows: 

∑ 𝑤𝑛𝑥𝑛
𝐷
𝑛=1 →  ∑ Ƭ𝑛 (𝑥)𝑆

𝑛=1                   (4.1) 

where, 𝑥 is the 𝐷- channel input vector (𝛼 × 𝛽 × ϒ), 

′𝑆′ is the size of the set of transformations Ƭ  

LHS of the (Eqn. 4.1) shows the splitting of vector 𝑥 as low-dimensional representation, then 

transformation is done with the scaling vector, 𝑤 which is finally aggregated as ∑ 𝑤𝑛𝑥𝑛
𝐷
𝑛=1  

whereas RHS of the equation is the aggregated transformation with an arbitrary function as  

Ƭ𝑛 (𝑥). 
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To further enhance the classification capability of the backbone architecture from [106], a 

“selective kernel” [107] has been used to exploit the dynamic selection of multi-size 

convolution kernels. 

4.2.2.1.2 Selective Kernel Convolution for Adaptive Receptive Field 

A computationally lightweight selective kernel network (Fig. 4. 3) was introduced with an 

adaptively adjustable property of receptive field size, making it more effective and efficient for 

producing the features in image classification. Additionally, it includes the triplet operations: 

divide, merge, and select. 

• Divide: The divide procedure produces numerous pathways with varied kernel sizes 

that match different RF sizes of neurons. In this phase, two transformations Ƒ': Х→Ũ ϵ 

ℜD' and Ƒ": Х→Û ϵ ℜD' with variation in the kernel sizes as 3 × 3 and 5 × 5 respectively, 

are conducted on the feature map Ƒ ϵ ℜD with dimensions D as 𝛼 × 𝛽 × ϒ. Both 

transformations are composed of depth-wise convolutions, Batch Normalization (BN), 

and ReLU function in series. The combination of all transformations splits the input 

feature map X into M (M=2). 

• Merge: The Merge operation embeds the global information from the two branches 

(M) via an element-wise summation by the Global Average Pool (GAP), generating the 

vector 's' as channel-wise statistics of 1 × 1 dimension, then adds a fully linked layer 

to mix and aggregate the information from two paths Ƒ=Ƒ’+Ƒ’’ to create an extensive 

and global representation of selection weights. 

Further, in this operation, a compact feature descriptor ′𝑧′ (Eqn. 4.2) is designed to 

facilitate precise selection guidance through the use of a single and fully connected 

layer. 

𝑧 = 𝑅𝑒𝐿𝑈 (𝐵𝑁(𝑊𝑠))                  (4.2) 

where, 𝑊 ∈ 𝑅𝑑×1;  𝑑 𝑖𝑠 𝑡ℎ𝑒 𝑐𝑜𝑚𝑏𝑖𝑛𝑎𝑡𝑖𝑜𝑛 𝑜𝑓 𝛼 𝑎𝑛𝑑 𝛽,  

 𝐵𝑁 is Batch Normalization, 

's' is the channel wise statistics of 1 × 1 dimension.   
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Select: The select procedure aggregates the feature maps from various kernel sizes, i.e., 3 × 3 

and 5× 5, in accordance with the selection weights A and B to generate the feature maps V1 

and V2, respectively. Then select 𝑉 = 𝐴 ⊗ Ƒ’ + 𝐵 ⊗  Ƒ”. 

The output feature map V is fed into the multi-directional visual attention module for capturing 

the cross-dimension between spatial and channel dimensions of the input. The description of 

the visual attention module is given in the further sub-section.  

4.2.2.1.3 Multi-Directional Visual Attention 

The attention mechanism in deep neural networks includes either channel or spatial or both 

attentions. Contrary to spatial attention, which weighs each pixel in a single feature map, 

channel attention essentially weighs each feature map or channel in the tensor. The proposed 

attention mechanism is a three-branch multi-directional visual attention (Fig. 4. 4) involves 

both attention (channel + spatial). When computing attention on a single pixel channel, there 
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is no dependency between channel dimension and spatial dimension, which could result in a 

significant loss of spatial information, this module is used to collect cross-dimension 

dependencies via multi-branch to solve the information loss problem. The cross-dimensional 

dependencies are introduced by independently capturing the dependencies between the input 

tensor's (C, H), (C, W), and (H, W) dimensions.  The detailed description is as follows: 

 
Fig. 4. 4 Multi-Directional Visual Attention Module [108] 

Each of the three branches of the three-branch multi-directional visual architecture (Fig. 4. 4) 

is in charge of calculating and applying the attention weights across two of the three dimensions 

of the input tensor. The bottom branch computes fundamental spatial attention, whereas the top 

two branches calculate channel attention weights against each of the two spatial dimensions. 

The input tensor is rotated in the top two branches to change its dimensions, and then the Zeroth 

Pool (Z-Pool) operator is used to reduce the zeroth dimension to two by concatenating its 

average-pooled and maximum-pooled features across that dimension. After going through a 

single spatial convolution layer and sigmoid activation, the output of this tensor is then relayed, 

further reducing the zeroth dimension to one. After element-wise multiplying the final result 
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with the permuted input, the output is then rotated to its original dimensions (the same as that 

of the input). After completing this for each of the three branches, the output is formed by 

averaging the three resulting tensors. 

The further sub-section describes the textual branch via knowledge distillation-based 

attentional tokenization architecture. 

4.2.2.2 Knowledge Distillation Based Attentional Caption (KDAC) 

Module 

This module describes the textual branch that consists of a knowledge distillation base during 

the pre-training phase which is an approximated version of BERT, i.e., DistilBERT [82]. It is 

a smaller network used to approximate the whole output distributions of a big neural network 

once it has been trained. The advantage of using DistilBERT is that it tries to maintain as much 

performance as feasible while optimizing the training by scaling back BERT and speeding it 

up. Another advantage of using DistilBERT, in particular, is that it is 40% smaller, 60% faster, 

and 97% functionally equivalent to the original BERT-base model. As inputs, NLP models 

usually require numeric vectors, which frequently require transforming attributes like words 

into numbers. The BERT algorithm, which Google released in 2019, is a member of the class 

of NLP-based language models referred to as transformers and has tokenizers  

Fig. 4. 5 Knowledge Distillation Based Attentional Caption (KDAC) Architecture for Caption Branch: 

Attentional Tokenization Architecture 

 

that convert sentences into numeric representations. It has been pre-trained on big text datasets, 

making it superior to the earlier word embedding methods like TF-IDF, Word2Vec, Glove, etc. 
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is used by the model to produce word embedding. It so collects connections for each word 

based on the terms on both sides of the sentence. Positionally encoded-word embedding keeps 

track of the sequence and arrangement of each word in the sentence. It produces high-quality 

contextualized or context-aware word embedding by passing through each encoder layer. In 

this experiment, the DistilBERT-cased model is employed (see Fig. 4. 5) with 12 attention 

heads, 768 hidden layers, and six transformer layers for pre-processing. After input had been 

tokenized, the texts were padded, the tokens were converted into input ids, and then the 

sequence of vectors was fed into the DistilBERT model. For the given caption, 𝑪𝒋 with n words 

can be denoted as 𝑪𝒋= {wj1.wj2.wj3,……….,wjn}. Each word wjk is embedded in a vector 

representation. 𝒗𝒋 ∈ 𝑹𝒅 is the d- dimension vector for Kth word. The final tokenization is 

denoted as 𝑽j = {vj1, vj2, vj3, ………, vjn}. The output is generated as a set of 16 features from 

the text module. 

4.2.2.3 Feature Fusion 

Social media posts that convey a user's opinion are examples of multi-modal data. We have 

carried out a cross-model feature-level fusion for the detection of hate content. In multi-modal 

hate speech detection, by effectively creating the link across modalities, the right meanings of 

the memes must be guaranteed. Early fusion has produced impressive outcomes in a number 

of investigations, while late fusion has produced studies with good performance. The algorithm 

for the proposed work is given in Table 4. 1.  

Table 4. 1 Algorithm for the proposed work 

Algorithm 1: Multimodal Hate Speech Detection via Multi-Scale Visual Kernels and Knowledge Distillation 

Attentional Caption Module  

Aim: To learn a mapping function from the multi-modal training 

Input: Captions and Visual Sets 

Output: Hate Content Classification task as hate, or no-hate 

1. All words in the caption content have been tokenized 

2. Extract characteristics from the caption information 

3. Extract characteristics from the visual information by Conv 1 × 1 - Selective Kernel – Conv 1 × 1  at 

each convolution path and multi-directional visual attention module 

4. For N ← 1 to Epochs 

Word to vector representations 

Caption feature extraction from caption content 

Feature mapping from visual modality 

Concatenation of features by summation or concatenation operator 

Output є {Hate, No Hate} via fully connected layer and normalized exponential function. 

Compute the Loss and carry out back propagation; 

5. End 

In the proposed study, the main component of the suggested architecture is feature fusion, the 

combining of data from many layers. Basic techniques like summation or concatenation are 
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frequently used to achieve this. Following feature fusion, the vectors are transferred to a 

softmax (normalized exponential function) layer for hate identification. 

4.2.3 Experimental Setup 

We conduct experiments on three hate image datasets for classification. We evaluate a pre-

trained DistilBERT model and the SKResNext model in a combined way. We have included 

the results for fusion methods where 16 features from the image module and 16 features from 

the text module are concatenated to a total of 32 features. Then, 32 features are passed to a 

fully connected layer resulting in the binary classification as hate or non-hate. This section 

provides brief dataset descriptions on which the experimentation is being done, various 

classification metrics used for the evaluation of results, hardware requirements, pre-processing, 

and hyperparameter specifications. 

4.2.3.1 Datasets 

We have done our experimentation on three publicly available datasets specifically related to 

hate or offensive content. The first issue we found in these datasets is that in most images, the 

textual part and the visual information both imply different things. The second issue is related 

to the variation in the channel size of images. 

4.2.3.1.1 Multimodal Memes Dataset (MultiOFF) 

A collection of memes from multiple social platforms makes up the multimodal memes dataset 

(MultiOFF). The 2016 U.S. Presidential Election Event dataset was produced utilizing 743 

memes that were built from a collection of manually annotated picture URLs and text that was 

present in the images. All the unrelated features, such as likes, upvotes, timestamps, etc., have 

already been removed at the time of dataset preparation. Furthermore, the dataset is then 

separated into three files: Training file, Testing File, and Validation File, respectively 

containing 445, 149, and 149 memes.  

4.2.3.1.2 Hateful Memes Dataset 

Dataset released by Facebook AI to identify the multimodal hate content over internet memes. 

A collection of about 10000 PNG images, further separated into training and testing files. The 

dataset is reviewed by three annotators classified as binary labels. 
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4.2.3.1.3 MMHS150K Dataset 

MMHS150K dataset contains approximately 1,50,000 tweets collected from Twitter and 

annotated using the Amazon Turk crowdsourcing platform divided into six labels: No attacks, 

sexist, racist, religion-based, homophobic, or attacks to other communities.  

4.2.3.2 Classification Metrics 
Six distinct performance metrics, including accuracy, precision, recall, F1-Score, area under 

the curve (AUC), and Mathews Correlation Coefficient (MCC), were used to assess the two-

class classification model. Table 4. 2 shows the general formulas for the above-mentioned 

performance metrics, along with their ranges. Before going deep into the description of the six-

performance metrics, a few significant terms associated with the performance are given: 

True Positive (TP): It is described as a situation where the values for the predicted and actual 

outcomes are both positive. 

True Negative (TN): It is described as a situation where the values for the predicted and actual 

outcomes are both negative. 

False Positive (FP): A situation in which the predicted value is positive but the actual value is 

negative.  

False Negative (FN): A situation in which the predicted value is negative but the actual value 

is positive. 

Table 4. 2 General Formulas for Classification Metrics used to Evaluate the Performance 

Metrics Formula Range 

Accuracy 
𝑇𝑃 + 𝑇𝑁

𝑇𝑃 + 𝑇𝑁 + 𝐹𝑃 + 𝐹𝑁
 [0,1] 

Precision 
𝑇𝑃

𝑇𝑃 + 𝐹𝑃
 [0,1] 

Recall 
𝑇𝑃

𝑇𝑃 + 𝐹𝑁
 [0,1] 

F1-Score 
(2 × 𝑅𝑒𝑐𝑎𝑙𝑙 × 𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛)

𝑅𝑒𝑐𝑎𝑙𝑙 + 𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛
 [0,1] 

AUC - [0,1] 

MCC 
𝑇𝑃 × 𝑇𝑁 − 𝐹𝑃 × 𝐹𝑁

√(𝑇𝑃 + 𝐹𝑃)(𝑇𝑃 + 𝐹𝑁)(𝑇𝑁 + 𝐹𝑃)(𝑇𝑁 + 𝐹𝑁)
 [−1, +1] 

Based on the above definitions of the terms, following is the explanation for the above 

mentioned classification metrics: 

• Accuracy: The number of accurate (TP + TN) predictions divided by the total number 

of predictions (TP + TN + FP + FN) is used to measure the model's accuracy.  



37 

 

 

 

• Precision: It is a metric used to assess a model's ability to accurately identify the 

positive class; it is calculated as the ratio of true positives to both true and false 

positives. 

• Recall: Recall estimates how effectively the model separates the true positives and false 

negatives from all of the positive observations in the dataset. 

• The definition of F-Measure or F1-score is the harmonic mean of recall and precision. 

• AUC: As a measure of the model's performance over all potential classification 

thresholds, AUC is the measurement of the complete two-dimensional area under the 

curve.  

• Mathews Correaltion Coefficient (MCC): The correlation between the observed and 

anticipated classes is measured by the Mathews Correaltion Coefficient (MCC). MCC 

with a value of '1' denotes positive correlation, whereas MCC with a value of '-1' 

denotes negative correlation. 

4.2.3.3 Hardware 

We have conducted the proposed experiment on two NVIDIA Titan RTX 24GB GPUs in 

parallel and the system memory used is 128GB. 

4.2.3.4 Pre-processing 

For the Pre-Processing of images, the images of size (3 × 256 × 256) pixel values normalized 

to [0,1]. Four-channel images with dimensions [𝑥, 𝑦, 𝑧, 𝑤] are taken into consideration only 

after changing the dimension to randomly selected three channels such as [𝑥, 𝑦, 𝑧], [𝑥, 𝑦, 𝑤], 

[𝑦, 𝑧, 𝑤], [𝑥, 𝑧, 𝑤]. For the pre-processing of text, an inbuilt DistilBERT preprocessing layer is 

utilized that tokenizes and packs inputs. Table 4. 3 shows the overall size of the datasets and 

the split ratio as approximately 80: 10: 10 for training, testing and validation respectively.  

Table 4. 3 Dataset Size and Split Ratio (Training set: Validation set: Testing set) 

Dataset Size Training set Validation set Testing set 

MultiOff 737 500 117 120 

Hateful Memes 8496 6800 800 896 

MMHS150K 140000 100000 20000 20000 
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4.2.3.5 Hyper parameter Specification 

The hyper parameter settings for the experiments are done on the datasets are shown in Table 

4. 4. The hyper parameters used are number of epoch, batch-sizes, optimizers, learning rate and 

decay rate.  

Table 4. 4 Hyper parameter Specifications in terms of Number of Epochs, Batch-Size, Optimizer, Learning Rate, 

Linear Decay 

Datasets Number of 

Epochs 

Batch-Size Optimizer Learning Rate Linear Decay 

MultiOff 40 4 Adam 0.0001 10% 

Hateful Memes 20 16 Adam 0.001 20% 

MMHS150K 10 32 SGD 0.001 50% 

4.2.4 Results 

This section shows the classification performance of our proposed architecture in terms of 

accuracy, precision, recall, F1-score, area under curve (AUC), and Mathews Correlation 

Coefficient (MCC) for each of the datasets. The performance metrics signifies that the 

proposed architecture shows the tremendous improvements in terms of accuracy and AUC with 

a value of 0.8078 and 0.7665 respectively in MMHS150K and an accuracy, precision, AUC 
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Fig. 4. 6 Classification Results in terms of Accuracy, Precision, Recall, F1-Score, AUC, and MCC 
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with 0.7607, 0.8333, 0.8261 respectively in hateful memes. For MultiOff dataset, accuracy and 

AUC have shown a significant improvement with scores 0.6250 and 0.6557 respectively. 

Precision, Recall and F1-scores with values 0.6700, 0.6900, and 0.6799 have surpassed the 

benchmark results for MultiOff dataset. We can visualize the classification results of all three 

datasets in Fig. 4. 6. 

4.2.4.1 MSKAV Spatio-Region Focus 

Due to the widespread usage of social media and digital platforms, consumers are now able to 

express their opinions through a variety of mediums. Memes are a very common way of sharing 

views now a day. As part of images and captions in memes, both contain a significant amount 

of information that can't be ignored. The spatial region represents the informative section of 

the image. Thus, it locates the relevant visual parts according to the visual attended features 

Fig. 4. 5 represents the visualization of activation mapping by attention method, i.e., 

LayerCAM [109], to locate the fine-grained localization of objects. 

Table 4. 5 MSKAV Spatio-Region of Importance showing the Localization via LayerCAM 

Datasets Memes 
Caption 

Region of focus for MSKAV 

branch 

M
u

li
O

ff
 

 

I'm so evil 

Even Satan is voting 

republic 

 

 

Has a lot of money 

Knows if Bernie wins he has 

to pay more taxes that will 

help those less fortunate 

Still supports Bernie 

 

 

I hope the Trump foundation 

hasn't broken any laws 

Personally signs every check 
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Datasets Memes 
Caption 

Region of focus for MSKAV 

branch 
H

a
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fu
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You can't be racist if there is 

no other race 

 

 

To see better, 

Asians sometimes switch to 

fullscreen view 

 

 

How many fucking accounts 

Do you assholes have? 

 

M
M

H
S

1
5

0
K

 

 

I'll get you, and it'll look like 

a bloody accident 

 

 

Everybody knows you never 

go full retard 

 

 

You're a slut pig 

 

The observations from the MSKAV Spatio region focus in images are as follows: 

• Provides better object localization by focusing on the specific spatial region. 
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• The activation map by LayerCAM determines the impact of each region on the output 

of a model. 

4.2.4.2 Baseline Comparison  

In this section, we compare our results on MultiOff  [87], Hateful memes [96], and 

MMHS150K [101] with their respective SOTA methods, as shown in Table 4. 6. Notably, 

there are very few implemented works on multi-modal hate content detection. The approaches 

compared in this section includes these few contributions [[87], [99], [96], [99], [100], [101]].  

Table 4. 6 Comparison Table in terms of performance metrics on three benchmark datasets 

Datasets Methods 
Performance Metrics 

Accuracy Precision Recall F1-Score AUC 

MultiOff 

[87] - 0.4000 0.6700 0.5000 - 

[99] - 0.6450 0.6510 0.6460 - 

Proposed - 0.6700 0.6900 0.6799 - 

Hateful Memes 

[96] 0.6947 - - - 0.7544 

[99] 0.7580 - - - 0.8280 

[100] 0.7108 0.7000 - 0.6900 0.7141 

Proposed 0.8750 0.8333 - 0.6950 0.8383 

MMHS150K 
[101] 0.6850 - - 0.7040 0.7340 

Proposed 0.8078 - - 0.7049 0.7665 

The comparison of our proposed model with the given methods shows that learning and 

extracting features via multi-scale and multi-directional visual and caption branches improves 

the accuracy and AUC approximately by 15% and 0.64%, respectively, in the Hateful Memes 

dataset by 18% and 4% respectively in MMHS150K dataset. 

4.2.4.3 Ablation Study 

This section conducts ablation experiments to examine the usefulness of our proposed 

architecture. Numerous ablation studies are performed on MultiOff, Hateful memes, and 

MMHS150K datasets. Based on the proposed architecture, we have generated three cases for 

the conduction of ablation study. The first case considers only the KDAC branch denoted as 

"KDAC (Text Branch Only)." The second case eliminates the visual attention module from 

MSKAV branch, denoted as "MSKAV w/o Attention." The last case, denoted as "MSKAV 

with Attention." The outcomes of these ablation trials are denoted in Table 4. 7. 
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Table 4. 7 Ablation Trials consider Caption Branch Only, Visual Branch w/o attention, and Visual Branch with 

Attention 

Methods Datasets 

MultiOff Hateful Memes MMHS150K 

Accuracy AUC Accuracy AUC Accuracy AUC 

KDAC (Text Branch Only) 0.5667 0.3937 0.6585 0.5302 0.7437 0.4909 

MSKAV w/o Attention 0.5333 0.5502 0.3750 0.4333 0.7500 0.3846 

MSKAV with Attention 0.6117 0.6263 0.7607 0.8281 0.8025 0.6958 

Proposed 0.6250 0.6557 0.8750 0.8363 0.8078 0.7665 

The ablation study leads to the observations with the following conclusions: 

• The proposed architecture, which is a dual-branch architecture, yields the best results 

on all three datasets. 

• The removal of any of the branches results in inferior prediction results. 

• The removal of an attentional layer from MSKAV is also producing low prediction 

results. 

From the above observations, it can be concluded that the proposed architecture is essential 

and contributes to the overall performance in detecting hate content in memes. 

4.2.4.4 Generalization Study 

Despite the outstanding performance on multimodal hate content datasets, most recently 

developed methods mainly rely on in-depth design analysis within the confines of the dataset, 

neglecting the generalization ability that is necessary when techniques must examine examples 

from different domains or datasets. Consequently, in order to demonstrate the resilience of the 

model, this section presents a cross-dataset analysis rather than evaluating the quality of the 

suggested architecture solely on one dataset. As the model performance is evaluated on three 

publicly available datasets (MultiOff, Hateful memes, and MMHS150K), therefore, the 

proposed model is trained on the combination of two datasets and tested on the third dataset to 

show the generalizability of the architecture (Table 4. 8). 

Table 4. 8 Depicts the generalization study when the combination of two datasets is used for training, and the third 

is used for testing 

Train Dataset Test Dataset ACC P R F1 AUC MCC 

MultiOff + MMHS150K Hateful Memes 0.8045 0.7993 0.5711 0.6661 0.7789 0.4088 

MultiOff + Hateful Memes MMHS150K 0.7238 0.6123 0.6793 0.6440 0.6994 0.3558 

MMHS150K + Hateful Memes MultiOff 0.5997 0.6482 0.6384 0.6432 0.6189 0.1964 

The graphs represent the accuracy (Fig. 4. 7) and AUC (Fig. 4. 8) comparisons for the same 

and cross-dataset evaluation. 
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Fig. 4. 7 Accuracy Comparison for Same and Cross- dataset Evaluation 

 

Fig. 4. 8 AUC Comparison for Same and Cross- dataset Evaluation 

From the above-presented analysis, we can conclude that there is a slight degradation in the 

performance but not reduced too much when taken as a whole, which shows strong 

generalization in terms of the reliability and robustness of the proposed model.  

4.2.5 Discussion 

The proposed architecture intends to classify multimodal data into two classes: Hate and No-

Hate. Although there exist many forms of hate but two major categories of hate can be 

classified as explicit and implicit hate. Accurate detection and classification of online hate is a 

0.875

0.80780.625

0.8045

0.72380.5997 0.5

0.6

0.7

0.8

0.9
Hateful Memes

MMHS150KMultiOff

Accuracy Comparison for Same and Cross-Dataset Evaluation

Same Dataset Evaluation Cross-Dataset Evaluation

0.8363

0.76650.6557

0.7789

0.69940.6189 0.6

0.65

0.7

0.75

0.8

0.85
Hateful Memes

MMHS150KMultiOff

AUC Comparison for Same and Cross-Dataset Evaluation

Same Dataset Evaluation Cross-Dataset Evaluation



44 

 

 

 

difficult task. Implicit hate identification is indeed a challenging task as such content tends to 

have unusual syntax, polysemic words, and fewer markers of prejudice (slurs). The words as 

vectors and syntax representations as co-occurrence information can be combined to detect 

implicit hate content online. The other way for implicit hate identification in memes is to find 

the stronger correlation of visual features with deeper semantic contextualization of text 

through the inclusion of multimodal data. Also, to work on various forms of hate speech, one 

must possess a strong definition of hate speech, as there are many definitions of hate speech 

available. The presence of insulting terms in a text might not convey hate speech, according to 

some researchers, while it can be true for others. Afterward, it is very important to identify the 

right approach towards effective text mining, information retrieval, better feature exploration 

and feature selection, and applying non-linear models or weakly supervised learning 

approaches. Moreover, due to the inherent complexity of hate content detection, it becomes 

essential to differentiate among various forms of hate as it might be offensive for many people, 

and others can consider it as hate. The majority of the challenge is related to the quality of 

publicly available datasets. Thus far, the available multimodal datasets are not intended to 

perform hierarchical multi-label classification. The proposed model can follow two approaches 

on hierarchical multi-label datasets: a) training the model to initially predict all the irrelevant 

tweets, which learns to classify them to all the relevant target entities simultaneously, and b) 

training 'n' one vs. all binary classifier approach for each of the topics to encode the inter-label 

dependencies among co-occurring labels.  

4.2.6 Conclusion 

This study introduces a novel dual-branch network composed of knowledge distillation 

attention for extracting the essential information from the caption modality and multi-kernel 

attention for collecting pertinent information from the images. Extensive testing on three 

publicly accessible datasets showed that the suggested architecture outperformed baseline 

models, claiming better results in terms of accuracy and AUC scores. We also conducted 

numerous ablation trials on the datasets to conclude that the proposed architecture is 

contributing to the performance of hate content identification in memes. Thorough 

experimentation on multi-modal hate speech benchmarks MultiOff, Hateful Memes, and 

MMHS150K datasets achieved accuracy scores of 0.6250, 0.8750, and 0.8078, respectively. It 

also reaches impressive AUC scores of 0.6557, 0.8363, and 0.7665 on the three datasets, 

respectively, beating SOTA multi-modal hate speech identification models. 
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4.3  MHS-STMA: Multimodal Hate Speech Detection via Scalable 

Transformer- Based Multilevel Attention Framework 

4.3.1 Abstract 

Social media has a significant impact on people's lives. Hate speech on social media has emerged 

as one of society's most serious issues in recent years. Text and picture are two forms of multimodal 

data that are distributed within articles. Unimodal analysis has been the primary emphasis of earlier 

approaches. Additionally, when doing multimodal analysis, researchers neglect to preserve the 

distinctive qualities associated with each modality. To address these shortcomings, the present 

article suggests a scalable architecture for multimodal hate content detection called transformer-

based multilevel attention (STMA). This architecture consists of three main parts: combined 

attention-based deep learning mechanism, a vision attention-mechanism encoder, and a caption 

attention-mechanism encoder. To identify hate content, each component uses various attention 

processes and handles multimodal data in a unique way. Several studies employing multiple 

assessment criteria on three hate speech datasets—Hateful memes, MultiOff, and 

MMHS150K— validate the suggested architecture's efficacy. The outcomes demonstrate that 

on all three datasets, the suggested strategy performs better than the baseline approaches.  

4.3.2 Proposed Architecture 

The details of the proposed architecture (Fig. 4. 9) are presented in this section. 

4.3.2.1 Problem Definition 

A set of multimodal samples 𝑀 = {𝑚1, 𝑚2, … , 𝑚𝑛} is given, where each 𝑚𝑖 ∈ 𝑀 has an image 

𝐼𝑖 with the corresponding target 𝑇𝑖 and captions with 𝑤𝑖 words. Attached to each 𝑇𝑖 is a label 𝑦𝑖, 

which may be hate or no-hate. To achieve a uniform distribution of both modalities, we first 

eliminated those cases from the datasets that contain either caption or image data. Images and 

text undergo different preprocessing steps. The natural language toolkit (NLTK) package is 

used to preprocess text input. It assists in eliminating stop words and stemming and 

lemmatizing words to return them to their root form. Images are scaled and their mean is 

subtracted to achieve normalization. In addition, we have employed several data augmentation 

methods such as flipping, rotating, zooming, and so on to prevent the model from being overfit 

to the training set. Using the proposed STMA framework, our aim is to predict the proper label 

for the collection of unseen samples. 
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4.3.2.2 Patch Embeddings 

Every image 𝐼𝑖 is separated into smaller patches, and each one makes use of a 16 × 16 

convolution with a stride of 16. The fixed-size patches from the batch of input photos with the 

shapes (𝑏, ℎ, 𝑤, 𝑎𝑛𝑑 𝑐) are flattened to create the flat patches. We apply a trainable embedding 

vector of dimension d to these patches. This provides us with a linear embedding of the 

flattened patches in low dimensions. To obtain a consolidated representation of all the patches, 

a learnable token is prepended to the patch embeddings. After that, we include the positional 

embeddings so that the transformer model is fully aware of the image sequence. We are adding 

the spatial data associated with every patch in the series in this way. 

4.3.2.3 Vision Attention-Mechanism Encoder 

The transformer attention-based encoder receives the patched embeddings produced in the 

previous section and uses them to learn the abstract features. We have employed the Vision 

transformer as the foundational framework for the visual data. The following elements are 

essentially included in the encoder module: layer normalization (Norm), MLP, and MSA. Self-

attention has the advantage of being able to extract information from the full visual globally. 

Consequently, the MSA block splits the inputs into numerous heads, each of which is capable 

of learning and comprehending the various facets of the input's abstract representation. All the 

heads' output is combined and sent to the MLP layer, which makes use of the GeLu 

nonlinearity. To cut down on the amount of time the network needs to train, layer normalization 

is applied before each layer. Additionally, residual connections are used to get around the issue 

of the vanishing gradient. 

4.3.2.4 Text Attention-Mechanism Encoder  

The bidirectional encoder (BERT) representation from Transformers [80] is used to encode the 

raw text sequences, once more making use of the attention mechanism. Token embeddings, 

segment embeddings, and position embeddings are combined to turn the text sequences into 

tokens. Token embeddings (Ti) provide the vocabulary IDs for each token, sentence 

embeddings (Si) aid in sentence differentiation, and position embeddings (Pi) show the word 

positions inside sentences. Every embedding layer is linked to the sublayers before it and 

comprises distinct MSA sublayers. The discriminative characteristics separating the text and 

image modalities are not learned by the multimodal analysis works now in use. It becomes 
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essential to investigate the complementing information between the various modalities in 

multimodal feature learning. This will improve our model's overall performance.  

4.3.2.5 Combined Attention-Based Deep Learning 

Two modules are used in combined attention-based deep learning mechanism to accomplish 

this. Initial module is the visual semantic attention block, which creates multimodal features 

by extracting important picture aspects from attended text information. A self-attention block 

in the second module eliminates features from the multimodal data that aren't needed. 

Everyone needs to work on being less hateful. 

Especially Online 
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Fig. 4. 9 Proposed STMA Architecture 
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• The goal of the visual semantic attention block is to understand which image features 

to prioritize, using the words in the caption sequence. The visual semantic attention block 

receives an image-caption pair {𝐼𝑖 , 𝐶𝑖} for the ith sample. Element-wise multiplication is 

utilized to combine two modalities to achieve this.  

• Several modalities collaborate in the self-attention block to determine which feature 

should be prioritized and to calculate the attention of all the inputs in relation to one another. 

This is crucial since merging the modalities could produce a lot of unrelated features. The 

interaction between the multimodal elements—which include both text and image features—

allows for the identification of the features that require additional attention. Because of this, 

the self-attention block will combine the attention of all the inputs with respect to one another, 

highlighting the various multimodal features based on their weights. 

Finally, the SoftMax classifier receives the final features acquired and uses them for 

classification. A probabilistic activation function is called SoftMax. For every output label, it 

provides the likelihood that the label belongs to the class. The output chosen for the final class 

is the one with the highest probability. The algorithm for the proposed architecture is given in 

Table 4. 9. 

Table 4. 9 Algorithm for the proposed STMA Architecture 

Algorithm 1: Multimodal Hate Speech Detection via Scalable Transformer-Based Multilevel Attention 

Framework  

Input: Set of multi-modal samples 𝑀 = {𝑚1, 𝑚2, … , 𝑚𝑛}. Each 𝑚𝑖 ∈ 𝑀 contains captions with 𝑤𝑖  words and 

an image 𝐼𝑖  with an associated target 𝑇𝑖 .  Each 𝑇𝑖  is attached with label 𝑙𝑖. 

Output: Hate Content Classification task as hate, or no-hate 

6. Patch Embedding: 

• Split image 𝐼𝑖  into patches of 16 ∗ 16 convolution having stride 16. 

• To generate the embedding, multiply with the embedding vector. 

• Add positional embedding to create the patched embedding. 

7. Vision Attention-mechanism Encoder 

• To understand the input's abstract representation, divide the input patches into several heads. 

• Combine all head outputs and pass them to the MLP layer which contains one hidden and an output 

layer. 

8. Caption Attention-mechanism Encoder  

For a sequence of ‘n’ words: 

Encode the captions sequence by token, sentence and position embedding as: 

𝐸(𝑓𝑖) = {𝑇𝑖 + 𝑆𝑖 + 𝑃𝑖}∀ 𝑖 = 1,2, … , 𝑛 

9. Combined Attention-based deep Learning mechanism 

• Pass the multimodal sample into the block of visual semantic attention.  

• Use self-attention to eliminate any characteristics that are unnecessary. 

• Utilize the SoftMax classifier to categorize the input sample as either hateful or not. 

10. End 

4.3.3 Experimental Setup 

This part outlines the specific experimental parameters employed in this study to assess the 

efficacy of the proposed approach. 
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4.3.3.1 Dataset Description 

The following multimodal datasets have been used to train and evaluate the efficacy of the 

proposed framework in detecting hateful memes.  

4.3.3.1.1 Multi Modal Hate Speech Dataset (MMHS150K): 

In [101], a multimodal hate speech dataset, MMHS150K, consisting of 150,000 tweets was 

created. Each tweet in the dataset includes both textual content and an accompanying image. 

Twitter API was utilized to collect real-time tweets. To guarantee the inclusion of both visual 

and textual information within all dataset instances, the authors eliminated the tweets 

containing textual images.  

4.3.3.1.2  Multimodal Meme Dataset for Offensive Content (MultiOff):  

The authors in [87] constructed a multimodal dataset consisting of 743 memes, categorized 

into offensive or non-offensive classes, by drawing upon the 2016 U.S. Presidential Election 

as a point of reference for identifying offensive content on social media.  

4.3.3.1.3 Hateful Memes Challenge (HMC):  

[110] introduced a challenging dataset for the identification of hate speech in memes. The 

dataset is constructed in such a manner that unimodal approaches fail to classify the memes 

accurately, and only multimodal frameworks can categorize them effectively. This is achieved 

by introducing confounder samples into the dataset, which makes it difficult to rely on a single 

modality. 

4.3.3.2 Experimental Settings and Hyperparameters  

The details regarding the experimental hyperparameter settings for the different datasets, 

including the number of epochs, batch size, initial learning rate, and optimizer are given in 

Table 4. 10.  

Table 4. 10 Hyperparameters Settings 

Dataset Number of Epochs Batch Size Learning Rate Optimizer 

MMHS150K 10 32 0.001 Adam 

MultiOff 40 8 0.001 Adam 

HMC 20 16 0.001 Adam 
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4.3.3.3 Data Pre-Processing 

This section outlines the pre-processing procedures implemented in the present experiment. 

The dimensions of all images are adjusted to a uniform size of 3×256×256. The pixel values 

undergo normalization, resulting in a range of [0,1].  

4.3.3.4 Train, Validation, and Test Splits 

This section contains the total number of samples in each of three datasets. The ratio of training, 

validation and testing sets is 8:1:1, respectively is shown in Table 4. 11. 

Table 4. 11 Dataset size (total, training, testing and validation) 

Dataset Size Training Set Validation Set Testing Set 

MMHS150K 150000 120000 15000 15000 

MultiOff 743 600 70 70 

HMC 8496 6800 840 840 

The experiments are conducted using two NVIDIA TITAN RTX GPUs, each with a memory 

capacity of 24 GB, operating simultaneously. 

4.3.4 Results and Discussion 

This section presents a comprehensive analysis of the results obtained.  

4.3.4.1 Performance and Comparison against SOTA on Benchmark 

Datasets  

The results of the suggested architecture on the MMHS150K, MultiOff, and HMC datasets are 

presented in this section. The accuracy, precision, recall, F1 score, and area under the curve 

values are displayed in Table 4. 12 along with the comparison against SOTA approaches. The 

proposed method for improved multimodal hate speech detection efficiently extracts important 

information from both textual and visual modalities. The accuracy values of 0.6509, 0.8790, 

and 0.8088 respectively obtained on MultiOff, HMC, and MMHS150K datasets show a 

significant improvement in performance. In comparison to earlier research, the AUC ratings of 

0.6857, 0.8500 and 0.7840 also show a significant improvement in performance. 

Table 4. 12 Performance and Comparison 

 Ref Acc P R F1 AUC 

MultiOff 

[87] - 0.4000 0.6600 0.5000 - 

[99] - 0.6450 0.6510 0.6480 - 

Ours 0.6509 0.6740 0.6940 0.6839 0.6857 
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 Ref Acc P R F1 AUC 

Hateful 

Memes 

[110] 0.6947 - - - 0.7544 

[99] 0.7580 - - - 0.8280 

[111] 0.7650 - - - 0.8374 

[100] 0.7108 0.7000 - 0.6900 0.7141 

Ours 0.8790 0.8348 0.6140 0.7678 0.8500 

MMHS150K 

[101] 0.6850 - - 0.7040 0.7340 

[112] 0.7143 - - 0.7085 - 

[113] - - - - 0.7149 

[114] - 0.6133 0.5134 0.5589 - 

[115] 0.7401 - - - 0.7634 

Ours 0.8088 0.7108 0.7388 0.7246 0.7840 

4.3.4.2 Ablation Trials 

To examine the impact of the individual components in our suggested architecture, we do 

ablation research in this part. We do the multi-modal analysis on all the datasets after first 

conducting the uni-modal analysis on the caption and vision data independently. Table 4. 13 

provides a summary of the findings. 

4.3.4.2.1 Uni-modal Analysis 

The caption input goes through a caption attention-mechanism encoder, which is then followed 

by self-attention for the caption modality. The features that have been extracted are sent to the 

softmax layer for the last stage of classification. For the visual aspect, we create patched 

embeddings and send them to the visual attention-mechanism encoder module, then 

implementing the self-attention mechanism. The ultimate characteristics are passed straight to 

the softmax classifier. In both scenarios, the visual semantic attention block is removed because 

we are working with unimodal data exclusively.  

4.3.4.2.2 Multi-modal Analysis 
In multi-modal analysis, we assess the importance of each component by removing different 

elements from our proposed framework. The visual semantic block's multimodal features are 

sent to the softmax classifier without considering the self-attention block. Afterwards, we 

remove the visual-semantic attention block from the architecture, considering both the self-

attention block and softmax layer.  



52 

 

 

 

The significance of integrating the semantic correlation between visual and caption features is 

evident in Table 4. 13. Next, the vision attention-mechanism encoder block is taken out, the 

patched embeddings are sent through the pretrained VGG-16 model, and combined-attention 

based deep learning mechanism is carried out. The findings clearly confirm the significance of 

our vision attention-focused encoder block in capturing the unchanged characteristics of the 

images. Ultimately, we disable the encoder that focuses on captions and observe that attention 

to the captions plays a vital role, as it highlights key words and assists in setting the context. 

Table 4. 13 Ablation Scores 

 Model 
Accuracy 

MultiOff Hateful Memes MMHS150K 

Unimodal 
Textual 0.5667 0.6585 0.7437 

Visual 0.5333 0.3750 0.7500 

Multimodal 

Without Visual Semantic 

Attention 
0.5989 0.6900 0.7689 

Without Self Attention 0.5764 0.6756 0.7490 

Without Vision Attention-

mechanism encoder 
0.6091 0.7501 0.7736 

Without Caption Attention-

mechanism encoder 
0.6117 0.7607 0.8025 

Proposed 0.6509 0.8790 0.8088 

4.3.4.3 Qualitative Visualization 

Memes' captions and visual portions both include a substantial quantity of information that is 

undeniable. The informative portion of the image is represented by the spatial region. It locates 

the pertinent visual components based on the visually attended elements. The activation 

mapping via attention approach, i.e., GradCAM, [116] is visualized in  Table 4. 14 to find the 

fine-grained localization of objects. GradCAM requires a gradient to be present on a given 

layer to capture the target layer's attention. 

Table 4. 14 Spatio-Region of Importance via GradCAM 

 Memes Focused Region 
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The observations from Table 4. 14 are: 

• Improving object localization by concentrating on the designated spatial region. 

• The GradCAM activation map ascertains the influence of each region on a model's 

output. 

4.4 Conclusion 

Social media platforms have facilitated various forms of communication, allowing for the 

extensive and rapid exchange of thoughts. These platforms attract millions of users who 

actively participate in the posts being circulated. This study offers a novel multimodal 
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framework that can effectively filter out hateful memes. The proposed architecture comfortably 

outperforms the existing baselines by a significant margin, thus establishing the efficacy of the 

suggested methodology. The scarcity of research articles focused on investigating multimodal 

hate content detection indicates the extensive range of unexplored research opportunities. The 

remarkable performance of the proposed architecture motivates us to extend its application to 

other prominent multimodal areas, including sentiment analysis, sarcasm detection, and fake 

news detection. 

4.5 Significant Outcomes of this Chapter 

The significant outcomes of this chapter are as follows: 

• Proposed a novel twofold branch architecture named multi-scale kernels for visuals and 

a knowledge distillation-based model for texts. A novel multi-branch attentional 

module is introduced to collect pertinent data using visual modality, and a branch of the 

attentional tokenizer for the caption modality is created to extract prominent features. 

The "multi-scale kernel attentive visual" (MSKAV) module uses an efficient multi-

branch structure to extract discriminative visual features from memes. MSKAV 

contains multi-scale kernels to have receptive fields of multiple resolutions. 

Additionally, MSKAV incorporates multi-directional visual attention to highlight 

spatial regions of importance and the "knowledge distillation-based attentional caption" 

(KDAC) module has self-attention-based transformer architecture for efficient 

sequence learning from meme text. 

• Proposed an STMA framework that effectively models the interactions between 

textual and non-textual characteristics in multi-modal data by combining the strength 

of attention processes at multiple levels. The suggested technique successfully 

captures the semantic connections between the textual and visual characteristics by a 

cross-attention mechanism. Additionally, the multihead attention (MHA) mechanism 

ios provided, which integrates data from various attention levels. To be more precise, 

the framework would employ several heads of attention to handle various components 

of the multimodal data. This would enable a broad variety of interactions between the 

textual and non-textual characteristics to be captured by the framework. 

The following research works form the basis of this chapter: 

❖ Anusha Chhabra, Dinesh Kumar Vishwakarma. "Multimodal Hate Speech Detection 

via Multi-Scale Visual Kernels and Knowledge Distillation Architecture." Published in 
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Engineering Applications of Artificial Intelligence (126), 2023, (Pub: Elsevier). 

❖ Anusha Chhabra, Dinesh Kumar Vishwakarma. "MHS-STMA: Multimodal Hate 

Speech Detection via Scalable Transformer- Based Multilevel Attention Framework"  

https://arxiv.org/submit/5841081/view

https://arxiv.org/submit/5841081/view
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CHAPTER 5 

ROBUST ANALYSIS OF HATE CONTENT 

USING MULTIMODAL DATA  

5.1 Scope of this Chapter 

This chapter studies the tradeoff between performance and computational complexity for 

different visual attention mechanisms in a face manipulation detection model. Specifically, five 

recently proposed visual attention models are integrated with a baseline deep learning model, 

and their relative performance and computational costs are evaluated. Experimental results 

clearly indicate that an increase in the computational cost of the visual attention mechanism 

does not necessarily predict a similar increase in the performance in detecting facial 

manipulation.  

5.2 Multimodal Hate Speech Identification in Memes Based on Hypergraph 

5.2.1 Abstract 

Since hateful memes are widely used in fields including sentiment mining, social media 

analytics, and electronic healthcare, they have attracted more attention in recent years. Previous 

studies have mostly concentrated on sequence learning and graph-based methods, but they have 

neglected the long-term dependencies within each modality as well as the high-order 

interactions between various modalities. This chapter presents a unique hypergraph-based 

approach for multimodal hate identification in memes (MHM-HGraph) to tackle these 

issuesand enhancing the robustness of the model. MHM-HGraph is a tool for extracting 

features from two modalities: visual and text. It builds intra-modal and inter-modal 

hypergraphs (Intra-HGraph and Inter-HGraph) using hyperedges, treating each modality 

utterance in a meme as a node. After then, hypergraph convolutional networks are used to 

update the hypergraphs, learning non-linear relationships through enhanced connections. The 

suggested model was assessed on three benchmark datasets: MultiOff, Hateful memes, and 

MMHS150K.  

5.2.2 Methodology 

In the task of multimodal hate speech analysis, MHM-HGraph model is proposed as shown in 

Fig. 5. 1. The proposed architecture comprises of individual modality feature extraction 

separately (Text and Vision), hypergraph network, and a prediction layer. 
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5.2.2.1 Problem Definition: 

Each hate meme (𝑀𝑖
𝑇 , 𝑀𝑖

𝑉) is represented in two modalities: V for Visual and T for Text. The 

objective of MHM-HGraph is to learn the interaction across two modalities.  

5.2.2.2 Single Modality Feature Extraction:  

To extract features from the visual and text modalities, respectively, we use DenseNet and Text 

CNN. To process the elements of the visual modality and increase their representational 

capacity, we use fully connected networks (Eqn. 5.1). To extract contextual information from 

the meme for the text modality, we use a bidirectional LSTM network (Eqn. 5.2). The 

computational process for both the modalities can be represented as follows: 

𝑥𝑖
𝑉 =  𝑊𝑒

𝑉𝑀𝑖
𝑉 + 𝑏𝑖

𝑉         (5.1) 

𝑥𝑖
𝑇 =  𝐿𝑆𝑇𝑀(𝑀𝑖

𝑇 , ℎ𝑖−1
𝑇 , ℎ𝑖+1

𝑇 )        (5.2) 

Where, (𝑀𝑖
𝑇 , 𝑀𝑖

𝑉) represents the input for text and visual modalities, and (𝑥𝑖
𝑇 , 𝑥𝑖

𝑉) denotes the 

encoded output for text and visual modalities. 

5.2.2.3 HyperGraph Construction: 

We employ the retrieved features as input to build both intra- and inter-modal hypergraphs to 

capture the interactions between two modalities. Within each modality of intra-HGraph, two 

types of hyperedges are formed, indicated by the notation (∈𝑇 , ∈𝑉). Every node in the same 

modality is linked to the Past P and Future F context nodes. Interaction between two modalities 

is referred to as an Inter-HGraph. The Intra-HGraph and the Inter-HGraph share the same 
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nodes. By creating inter modality hyperedges, we link each node to nodes that are part of 

several modalities (∈1, 𝑎𝑛𝑑 ∈2).  

5.2.2.4 Hypergraph Convolution: 

To effectively propagate information between vertices, the hypergraph convolution makes 

efficient use of local clustering structures and higher order interactions. The two stages of the 

hypergraph convolution method's multimodal hate speech detection procedure are information 

aggregation from vertices to hyperedges and information aggregation from hyperedges to 

vertices. 

To be more precise, each vertex's data is combined to create the matching hyperedge, which 

produces a representation for every hyperedge. Subsequently, the hyperedges linked to every 

vertex are identified, and their data is combined into the vertex, producing a representation for 

every vertex. We combine the information from vertex 𝑢𝑖−1 
𝑇 , 𝑢𝑖 

𝑇 , 𝑢𝑖+1 
𝑇 to edge ∈𝑇and the 

information from vertex 𝑢𝑖−1 
𝑉 , 𝑢𝑖 

𝑉 , 𝑢𝑖+1 
𝑉 to edge ∈𝑉 in the Intra-HGraph.  

We combine the information of vertex 𝑢𝑖−1 
𝑇 , 𝑢𝑖−1 

𝑉  to edge ∈1, the information of vertex 𝑢𝑖 
𝑇 , 𝑢𝑖

𝑉 

to edge ∈2, and the information of vertex 𝑢𝑖+1 
𝑇 , 𝑢𝑖+1

𝑉  to edge ∈3in the Inter-HGraph. This 

procedure further improves the learning process by giving MHM-HGraph representations for 

every vertex in both intra-modal and cross-modal aspects. 

5.2.3 Experiment Analysis 

We first provide the datasets, implementation specifics, and performance metrics in this 

section. Next, we compare MHM-HGraph's effectiveness with several reliable baselines. 

Finally, a thorough analysis is carried out on three benchmark datasets: MultiOff [87], Hateful 

Memes [110], and MMHS150K [101]. 

5.2.3.1 Datasets 

Our research has been conducted using three publicly accessible datasets that are particularly 

associated with hatred or offensive content. The first problem with these datasets is that most 

photos have multiple meanings implied by both the text and the visual information. The second 

problem has to do with the differences in image channel sizes. 

5.2.3.1.1 MultiOff 

The combination of memes from several social media networks makes the multimodal memes 

dataset (MultiOFF). The 2016 U.S. Presidential Election Event dataset consisted of 73 memes 
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created from a set of manually annotated photo URLs and text discovered in the photos. All 

unnecessary attributes, such as likes, upvotes, timestamps, etc., were already removed during 

the dataset preparation procedure. Next, the dataset is split into three files: the Training file, 

Testing file, and Validation file. These files each contain 445, 149, and 149 memes. 

5.2.3.1.2 Hateful Memes 

Facebook AI published a dataset with the purpose of identifying multimodal hate content in 

online memes. roughly 10,000 PNG images in total, further divided into training and testing 

files. Three annotators who have binary label classifications examine the dataset. 

5.2.3.1.3 MMHS150K 

About 150,000 tweets were gathered from Twitter and annotated. The MMHS150K dataset is 

split up into six labels: No discriminatory, racial, homophobic, sexist, or insults on other 

communities.  

5.2.3.2 Hardware and Implementation Details 

Using NVIDIA Titan RTX 24GB GPUs running in parallel with 128GB of system memory, 

the suggested experiment was completed. Pre-processing involved setting the pixel values of 

images with dimensions of 3 x 256 x 256 to [0,1]. Only after the dimensions are altered to three 

randomly selected channels, such as [x,y,z], [x,y,w], [y,z,w], and [x,z,w], are images with four 

channels with dimensions [x,y,z,w] analyzed. Approximately 80:10:10 is the split ratio used 

for training, testing, and validation.  

The learning rate, decay rate, batch sizes, optimizers, and epoch count are the hyperparameters 

(see Table 5. 1) that are employed. 

Table 5. 1 Hyperparameter Settings 

Datasets Linear Decay Optimizer Batch Size Learning Rate No. of Epochs 

MultiOff 10% Adam 4 0.0001 40 

Hateful Memes 20% Adam 16 0.001 20 

MMHS150K 50% SGD 32 0.001 10 

5.2.3.3 Performance Metrics 

Accuracy, precision, recall, F1-Score, area under the curve (AUC), were the six different 

performance metrics that were employed. The general calculations and ranges for the 

performance metrics stated above are displayed in Table 5. 2. 
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Table 5. 2 Performance Metrics 

Metrics Formula Range 

Accuracy 
𝑇𝑃 + 𝑇𝑁

𝑇𝑃 + 𝑇𝑁 + 𝐹𝑃 + 𝐹𝑁
 [0,1] 

Precision 
𝑇𝑃

𝑇𝑃 + 𝐹𝑃
 [0,1] 

Recall 
𝑇𝑃

𝑇𝑃 + 𝐹𝑁
 [0,1] 

F1-Score 
(2 × 𝑅𝑒𝑐𝑎𝑙𝑙 × 𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛)

𝑅𝑒𝑐𝑎𝑙𝑙 + 𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛
 [0,1] 

AUC - [0,1] 

5.2.4 Result and Comparative Analysis 

In this section, the outcomes of the proposed architecture on the MMHS150K, MultiOff, and 

HMC datasets are shown in Table 5. 3, considering accuracy (ACC), precision (P), recall (R), 

F1 score (F1), and area under curve (AUC) scores. This is demonstrated by the accuracy values 

of 0.8088, 0.6290, and 0.8790 achieved on the MMHS150K, MultiOff, and HMC datasets. The 

AUC ratings of 0.7840, 0.6659, and 0.8500 also indicate a major improvement in performance 

as compared to previous studies. 

Table 5. 3 Classification Results 

Dataset Acc P R F1 AUC 

MultiOff 0.6290 0.6730 0.6930 0.6829 0.6659 

Hateful Memes 0.8790 0.8348 0.6140 0.7678 0.8500 

MMHS150K 0.8088 0.7108 0.7388 0.7246 0.7840 

Fig. 5. 2 displays the graphical depiction of the classification results. 

5.2.4.1 Comparison against SOTA Approaches  

This section seeks to evaluate and contrast the effectiveness of the proposed framework with 

established benchmarks on the MMHS150K, MultiOff, and HMC datasets. Table 5. 4 offers a 

comparison of the metric scores. The suggested framework clearly surpasses the previously 

accepted methodologies by a substantial margin. The recommended architecture beats the best 

performing baseline by 6.69% in accuracy and 1.86% in AUC for the MMHS150K dataset. 

With respect to the MultiOff dataset, the designed multimodal framework triumphs over the 

most effective SOTA technique by 2.7% in precision, 4% in recall, and 3.5% in F-1 score. 
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Fig. 5. 2 Classification Results 

 

Likewise, the best baseline for the HMC dataset also falls short in comparison to the proposed 

framework by a significant margin of 10.6% in terms of accuracy and 1.3% in terms of AUC. 

Table 5. 4 Comparison Table 

 Ref Acc P R F1 AUC 

M
u

lt
iO

ff
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[99] - 0.6450 0.6510 0.6480 - 
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[101] 0.6850 - - 0.7040 0.7340 

[112] 0.7143 - - 0.7085 - 

[115] 0.7401 - - - 0.7634 

Ours 0.8088 0.7108 0.7388 0.7246 0.7840 

5.3  Conclusion  
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Social media platforms have facilitated various forms of communication, allowing for the 

extensive and rapid exchange of thoughts. These platforms attract millions of users who 

actively participate in the posts being circulated. Although these platforms have included social 

norms and protocols, it remains challenging to limit the propagation of undesirable posts that 

contain hate speech. Identifying hateful content from multimodal posts is a demanding 

endeavor. These posts may exhibit blatant expressions of hatred, or they may be influenced by 

the personal opinions of a particular user or community. Dependence on manual review causes 

a delay in the process, and the provocative content may persist online for an extended period. 

Therefore, it is crucial to establish effective robust systems capable of detecting hateful content 

on social networking sites without the need for human intervention. The proposed architecture 

comfortably outperforms the existing baselines by a significant margin, thus establishing the 

efficacy of the suggested methodology.  

5.4  Significant Outcomes of this Chapter 

The significant outcomes of this chapter are as follows: 

• A novel robust approach MHM-HGraph is proposed to effectively capture the 

contextual dependencies within two modalities (Visual and Text).  

• To better capture the underlying patterns within the data, this model makes use of 

hypergraph convolution layers to investigate the application of non-local information, 

identify high-order correlations on hypergraph, and exploit the “enhancement 

connection” to perform non-linear mapping on the features. 

The following research works form the basis of this chapter: 

❖ Anusha Chhabra, Dinesh Kumar Vishwakarma. “Multimodal Hate Speech 

Identification in Memes Based on Hypergraph.” IEEE Conference: International 

Conferences on Signal Processing and Advance Research in Computing (SPARC-

2024), Amity School of Engineering and Technology, Amity University, Lucknow, 

UP, India. https://arxiv.org/submit/5841006/view 

 

https://arxiv.org/submit/5841006/view
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Chapter 6 

Conclusion & Future Scope 

6.1 Conclusion 

This chapter concludes the research work done in this thesis. Overall, four novel machine 

and deep learning-based architectures are proposed for manipulation detection in multimedia 

content. The first two models are dedicated to the problem of textual hate content detection. 

The other two architectures are dedicated to the problem of multimodal hate content detection. 

The details are as follows: 

• In the first approach, it is seen that reducing features using Truncated SVD along with hyper 

parameter tuning helped in increasing balanced accuracy and F1 score for algorithms like 

Logistic Regression, SVM and XGBoost when compared to the baseline results. Still, the 

proposed approach is lacking in handling uncertain or imprecise data.  

• The second approach focuses on handling the uncertainty and vagueness in the data by 

implementing the fuzzy classifiers. An empirical evaluation of seven classifiers is presented 

for hate speech detection on two commonly used benchmarks of different data characteristics 

providing essential insights into their detection in terms of accuracy for their deployment in 

real-world applications. Fuzzy classifiers outperformed the other two classifiers out of the 

three. 

• In the third research work, the proposed architecture is dedicated to multimodal hate content 

detection by presenting a dual-branch network composed of knowledge distillation attention 

for extracting the essential information from the caption modality and multi-kernel attention 

for collecting pertinent information from the images. Extensive testing on three publicly 

accessible datasets showed that the suggested architecture outperformed baseline models, 

claiming better results in terms of accuracy and AUC scores. We also conducted numerous 

ablation trials on the datasets to conclude that the proposed architecture is contributing to the 

performance of hate content identification in memes.  

• In the last approach, the proposed model “MHS-STMA” explored the problem of learning 

complementary information between multimodal data. The architecture utilizes transformers 

for capturing the dependencies and relationships between the elements in a sequence. The 

proposed architecture also utilizes attention mechanisms at multiple levels and focuses on 

crucial regions in the images based on the attended textual features. We also employ self-

attention at the end to remove any redundancy from the multimodal data. The experimental 
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results conducted on three popular datasets show that our method performs efficiently. 

6.2  Future Scope 

In recent years, extensive research has been conducted to detect manipulation in multimedia 

content. While the performance has consistently improved in detecting or localizing these 

manipulations, several promising research directions need to be addressed. 

• Explainable AI: Deep learning has mostly been used as a black-box tool where the 

model predicts the manipulation. However, interpreting why the model predicts the 

given output remains a mystery. Some tools help to understand the relative significance 

of the learned weights. These include plotting the class activation maps (CAMs). More 

research work needs to be done in this direction to improve the explainability of deep 

models. 

• Robustness to Adversarial Attacks: While the performance of deep-learning models 

has consistently increased in detecting hateful contents, recent studies indicate that 

these models are highly prone to adversarial attacks. Introducing noise in the input pixel 

values can easily vary the predictions of a trained model. Improving the robustness of 

deep-learning models against adversarial attacks is a crucial future work direction. 

• Deployment: While the theoretical research has gained leaps and bounds in detecting 

hate content, deploying these deep-learning models remains a challenge, given their 

high computational costs. More research work needs to be dedicated towards 

deployment issues for the end-user in the form of an application or web-based 

framework. The increasing capacity of recent hardware facilitates the use of such heavy 

computational models on mobile devices. 

• Multi-modal Approaches: Multi-modal approaches have performed better than 

single-modality models due to the complementary feature of learning from multiple 

modalities. However, this comes at the additional computational cost of having multi-

branch architectures with more parameters than a single-branch model. More research 

needs to be done to consistently use the benefits of the multi-modal approaches without 

significantly adding to the associated computational cost. 
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