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Recommendation Systems Using Deep Learning Methods

Kirti Jain

Abstract
Recommendation systems (RS) are quite useful these days as they offer the content

according to the users’ tastes and interests. They are used in every online platform

like social media, e-commerce, streaming services, news and content websites,

traveling sites, job portals, online advertising, food delivery and restaurant apps,

online learning platforms, dating and marriage related apps and many more. Some

examples of recommendations include friend suggestions and news feed content on

Facebook, job recommendation and content sharing on LinkedIn, movie

recommendation on Netflix, products recommendation on e-commerce sites, hotels

and flights recommendation on traveling sites, courses and learning material

recommendation on E-learning platforms like Coursera, Udemy. Recommendation

systems are mainly of three types: Content based RS, Collaborative-Filtering based

RS (CFRS) and Hybrid Systems. Content-based RS are related to only one

individual user and recommend items related to items’ description and the user’s

personal choice/interests. Whereas, Collaborative RS creates a matrix of user-item

pairs, which has each users’ ratings for liked items. Now, a user gets the

recommendation of items based on his interests as well as the based on the others

users’ interests with the similar profiles. Both Content based RS and CFRS have

their own disadvantages. So, to overcome these disadvantages, hybrid systems take

individual output of both content based RS and CFRS and then combine these

outputs to make recommendations.

With the recent advancements in technology, Deep Learning (DL) models handle RS

effectively. They are capable of handling intricate structures of data like image, text,

audio, video and learn complex patterns from this data. This ability of DL to handle

high dimensional data and learn hierarchical representation of features makes it

suitable to be applied in RS. DL time-series models like RNN, LSTM have the

capability to capture users’ dynamic interests and their evolving temporal

preferences. Such models help in capturing the changing needs of the users and

make the recommendations accordingly.
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Although plenty of data is available to be processed, processing the entire dataset is

a cumbersome process. Sampling is a way to select a subset of the entire dataset

which contains all the attributes that the database can represent. Many sampling

techniques are combined with DL models to sample the data as well as to improve

the performance of the RS. In this research work, we have discussed six types of

sampling methods used for recommender systems, namely, Bayesian Hierarchical

Sampling, Negative Sampling, Thompson Sampling, Bernoulli Sampling, Gibbs

Sampling and Bootstrap Sampling.

Also, before processing the data, we need to clean it up as it contains a certain

amount of noise. Noise can be described as malicious, natural, structural and

contextual. So, there is a need to filter this noise before making the data suitable for

processing. Thus, we present a summary of various noise filtering methods such as

supervised, semi-supervised, unsupervised, crisp, fuzzy and optimization techniques.

Various companies spent a lot of revenue on designing good recommendation

models in order to boost up their sales. Now, after this design, the question arises,

how well the RS is working. That means, we need to measure its quality using some

suitable evaluation metrics. So, choosing the appropriate evaluation metrics amongst

the various existing evaluation metrics is a challenging task and thus, it becomes

important to know which metric is to be used while measuring the performance of

the system.

This research work presents four contributions in the recommendations systems

domain. Firstly, an exploration of various sampling and noise filtering methods used

for RS is presented. Secondly, an application of negative sampling and Nuclear

Physics optimization is proposed on tweets data to enhance the recommendation of

movies. Thirdly, a hybrid model of BERT-LSTM is proposed to improve the

performance of hashtag recommendation models. Lastly, various performance

evaluation metrics are explored in the field of recommendation systems and a novel

metric named Semantic Recommendation Score (SRS) is proposed.
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CHAPTER 1

INTRODUCTION

Recommendation is all about suggesting the items to the user according to his tastes

and preferences. Recommendation systems are the techniques that help the users get

the items according to their needs. As the number of visitors on the Internet is

growing day-by-day, it has become necessary to filter out information and present it

according to users’ preferences and taste of interests. Users can find products that

suit their tastes with the aid of recommendation systems. They are crucial in

presenting the most relevant results based on the interests and preferences of the

users. In order to predict the next best content, these systems take into account users'

dynamic choices in addition to their static interests. They are regarded as playlist

generators for music and videos on Youtube [1] and Netflix [2]; they also

recommend hashtags and facilitate connections between users on social media

platforms like Facebook, Twitter [3]; they support e-commerce sites like Flipkart,

Amazon [4], by indicating the next item a customer should buy based on item

ratings. Also, these systems are becoming more and more useful in areas other than

amusement and online shopping. They support the recommendation of individualized

treatment plans and health-related content in the healthcare industry.

Recommendation systems in education aid in customizing learning materials to meet

the needs of each individual student, improving the educational process.

Additionally, recommendation systems are essential in helping users find fresh and

pertinent content, which increases user enjoyment and involvement in the field of

content creation and consumption. They have become a crucial component of

contemporary digital platforms, greatly improving user experience. These systems

are capable of making recommendations for goods, services, or content that closely

match personal preferences by examining consumer habits and choices. These

systems work best when they can process large amounts of data and provide precise,

personalized recommendations that increase user participation and engagement. With

personalized experiences across a variety of domains, recommendation technologies
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promise to become even more essential to our everyday online experiences as they

continue to advance.

1.1 Phases of Recommendation Process

Recommendation process involves three phases as described in fig.1.1.

Fig.1.1: Different Phases of Recommendation Systems

1.1.1 Information Gathering Phase

This stage is in charge of gathering data about users in order to create user profiles,

which contain information about users' characteristics, online activities, and the sites

they access. To accomplish this, feedback in the form of implicit, explicit or hybrid

feedback is gathered.

1. Explicit Feedback- In this model, users are asked directly via the

application's layout for details regarding the ratings of the products they are

considering. This model requires users to exert additional effort in order to

provide rating knowledge.

2. Implicit Feedback - This stage gathers consumer reviews immediately for

the products they are keen on. This is accomplished by keeping an eye on

various user actions, like browsing through past purchases, spending time on

certain websites, and clicking buttons during specific events. This model is

less accurate even though it doesn't require users to exert additional effort.
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3. Hybrid Feedback - The benefits of both explicit and implicit feedback

models are combined in the hybrid feedback model. This is accomplished by

having a hidden verification on the user's explicit comments.

1.1.2 The Learning Stage

Appropriate algorithms are used in this stage to identify user features from the

information gathering phase's data.

1.1.3 Phase of Prediction and Recommendation

In the end, this stage anticipates the items the user might prefer and then suggests

them. Its output is forwarded to the information gathering stage as feedback.

1.2 Recommendation Techniques

Fig.1.2 describes the various techniques used in recommendation systems.

Fig.1.2: Various Techniques used in Recommendation Systems

1.2.1 Content-Based RS

This approach bases its recommendations on characteristics that have been taken

from the item's content that the user has previously accessed. For example, in an

online shopping site, suppose one likes t-shirts and denim, then the system will

capture the user preferences like style, material, color, and then recommends similar

items from new collections. It is suitable for recommending news articles and web

pages. It uses Term Frequency Inverse Document Frequency (tf-idf) statistical model

and Neural Networks, Decision Trees and the Naive Bayes Classifier as Probabilistic

Models.
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Disadvantages of Content-Based Filtering:

● Recommendations for Limited Cross-Domain Use - Content-based solutions

usually work in only one sector or subject space, like music, movies, or

literature. Their capacity to deliver a variety of recommendations to users

with a wide range of interests is limited as they fail to recommend products

across multiple domains or content areas.

● Limited Content Analysis- This limitation results from the system's heavy

reliance on item metadata, including tags, descriptions, and other attributes.

In order for the recommendation system to function properly, the metadata

must be comprehensive, accurate, and reflect the qualities of the items.

1.2.2 Collaborative Filtering based RS (CFRS)

This method works by constructing a user-item matrix and then comparing users’

profiles with similar interests for recommending the items. The matrix contains

ratings of the items given by that user. Now, a user gets the recommendation of items

based on his interests as well as the based on the others users’ interests with the

similar profiles. For example, if a user is watching cricket on YouTube, he may get

recommendations for football as well. This is because another user watching cricket,

has interests for football as well. Fig.1.3 explains the user-item matrix. CFRS is of

two types - Memory based and Model based.

Fig.1.3: User-Item Matrix for Collaborative Filtering
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a) Techniques based on Memory

There are two approaches to applying memory-based techniques: item-based

and user-based.

● Item-Based Collaborative Filtering - This model suggests products to

a user based on how well they match other products the user has

already used. Before recommending an item for an active user, it

considers the ratings of all items that are comparable to the one being

recommended. Compared to user-based collaborative filtering, this

approach is more scalable and reliable, but it may have trouble with

new or sparse items.

● User-Based Collaborative Filtering: In order to ascertain user

similarity, this model contrasts user ratings on the same item. The item

is then recommended for that user if a user with similar interests to the

active user purchases it.

b) Techniques based on Model

Based on an active user's past ratings of items, this model recommends an

item using a variety of machine learning or data mining algorithms.

Model-Based Recommendation Systems employ the following algorithms:

1) Association Rules

2) Decision Trees

3) Clustering

4) Artificial Neural Networks

Disadvantages of Collaborative Filtering:

● Cold-Start Issue: This issue arises when a user accesses the website for the

first time or when a new item is introduced. At that point, the database

contains no historical records from which to recommend items for that user.

● Sparsity Problem: This issue arises when a product receives extremely few

ratings from users. As a result, it might occasionally be challenging to suggest
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that product to a user because it is impossible to identify consumer

similarities from the user-item matrix.

1.2.3 Hybrid Systems

This method leverages the advantages of both collaborative filtering and content

based recommendation techniques in order to enhance the efficiency of the system

and thus increase the performance. It is done as the combination of various models

will be more effective than individual models in recommending an item to a user.

This can be done by embedding some content based model into collaborative

filtering model or by embedding some collaborative filtering content into content

based model. These systems combine the predictions of an independent content result

and a collaborative recommender system through a voting scheme. The hybrid model

of RS is depicted in fig.1.4.

Fig.1.4: Hybrid model of recommendation Systems

1.3 Introduction to Deep Learning

With the growing technology in the field of data management and processing, Deep

Learning (DL) is an advancement to Machine Learning (ML). A prominent example

of DL is Deep Neural Networks (DNN). In DNN, there are a number of

interconnections in between the nodes giving rise to the multiple hidden layers in

between the input and the output layers. The different layers of DNN process the

input data, identifies the patterns hidden in the data and forward that information to

the subsequent layers for further processing. These Deep Neural Networks provide a

level of abstraction in identifying the various patterns in the dataset. Also, DNN

automatically does the task of feature extraction by themselves in comparison to

manual work in ML.
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DL has attained good popularity and attention because of its nature to identify

various hidden patterns in the data. They are capable of handling intricate structures

of data like image, text, audio, video and learn complex patterns from this data. This

ability of DL to handle high dimensional data and learn hierarchical representation of

features makes it suitable to be applied in a number of fields such as healthcare [5],

computer vision [6], Natural Language Processing [7] and many more [8-10]. Some

of the applications where DL is widely used include classification, image processing,

object detection, sentiment analysis, medical diagnosis, machine translation.

1.4 Challenges in Recommendation Systems

Matrix Factorization (MF) was traditionally used in recommender systems. It

constructs a user-item interaction matrix which consists of ratings for the items given

by the users and then it discovers the latent factors from this ratings matrix and then

maps the items and the users against those factors. In order to uncover the hidden

patterns of users and items, this collaborative filtering technique splits the matrix

representing users and items into two reduced-rank matrices. This makes the

recommendations possible for users about their items of interest. A few MF

drawbacks are listed below, along with how DL fixes them.

● Limited Representation - MF fails to represent complex and non-linear

patterns in the data. It also fails to represent high-dimensional data in an

effective way to find out the hidden features from that data. On the other

hand, DL handles intricate data structures like video, audio, images, text and

thus it is able to represent high dimensional data.

● Cold-Start Problem - When a new user enters the system or a new item is

introduced, then MF fails to identify the similarity of that new user with the

other users or the latent features of the new item to predict its ratings. So, here

MF fails in answering the question, “what to recommend to a new user” or

“to whom to recommend a new item”. But, DL captures users’ demographics

and item attributes and learns about the preferences of the new user or the

similarities of the new item to other items.

● Feature Extraction - MF requires features to be extracted manually, which
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leads to time consumption or wastage of resources, whereas, DL has the

ability to automatically extract the latent features from the data.

● Scalability and Efficiency - MF fails in dealing with large datasets, leading

to increased computational costs and much awaited training time, while, DL

has the ability to handle large volumes of data effectively and thus it is able to

make personalized recommendations to users.

1.5 Role of Deep Learning in Recommender Systems

There are plenty of abilities that make DL suitable for recommendation systems. Few

of them are described below:

● Feature Learning - DL has the ability to automatically extract the latent

features from the data. This makes it suitable to extract the latent features

from users’ profiles to identify the similarities among them. It also extracts

features for identifying patterns using item attributes.

● Personalization - DL has the ability to handle intricate data structures and

thus it is able to make personalized recommendations to users by looking at

their reviews, button clicks, likes/dislikes, ratings for an item.

● Temporal Dynamics - DL time-series models like RNN, LSTM have the

capability to capture users’ dynamic interests and their evolving temporal

preferences. Such models help in capturing the changing needs of the users

and make the recommendations accordingly.

1.6 Significance of the Research

In this section, we describe the significance of our research in context to

recommendation systems.

1.6.1 Motivation

● As the information on the Internet is increasing, users find it difficult to look

for the right information.

● Recommendation systems have emerged as the powerful tool to filter

information and present it in accordance with users' preferences and taste of

interests.
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● With the advancements in deep learning techniques, RS have evolved to work

in a much more precise and accurate manner.

● This research is beneficial for society as RS not only saves time in helping the

users get their prescribed information, but increases the user engagement and

satisfaction with the system.

1.6.2 Sampling and Noise Filtering

In the era of online business, many e-commerce sites have evolved which

recommend items according to one’s needs and interests. Plenty of data is available

to be processed to make the recommender systems work effectively and efficiently.

But, processing the entire dataset is a cumbersome process. So, there is a need to

select a part of the data to be processed easily. Sampling is a way to select a subset of

the entire dataset which contains all the attributes that the database can represent. It is

important to understand which type of sampling method is suitable for a particular

application in recommender systems. Thus, there is a need to study various sampling

methods previously used in recommender systems. Also, before processing the data,

we need to clean it up as it contains a certain amount of noise. This noise is described

as malicious or natural or structural or contextual. Malicious noise is implicitly

inserted in the system to alter the behavior of the system. Natural noise enters the

systems unknowingly due to the reluctance of users in giving proper ratings to the

items. Structural noise arises due to the inconsistencies and irregularities in the

structure of data format. Contextual noise is due to the changing contexts of the users

like time, place, mood etc. So, there is a need to filter these types of noise before

making the data suitable for processing.

1.6.3 Evaluation Metrics

Implementing the appropriate model for your problem of recommendation is the first

challenging task. But, choosing the right metric to evaluate that recommender model

is another challenge. Sometimes, it may happen that selecting the wrong metric to

evaluate the model may give worse results even if the model is correctly

designed. So, it is important to know which metric is to be used while measuring the

performance of the system.



10

1.7 Research Gaps and Objectives

The following research gaps are identified:

● Most of the studies have not discussed about the sampling methods.

There is a need to explore some sampling methods used for

recommendation purposes.

● Most of the studies have done data preprocessing which makes the data

suitable to be processed for recommendation tasks. But, many studies

have not taken care of the noise entering the system. Thus, there is a

need to explore methods for noise filtration to improve the results.

● Most of the studies include methods to capture the semantics of the

words in a sentence. But, the context of the word is not taken care of. So,

a deep learning based approach can be explored to capture the context

along with the semantics of the words.

● Most of the studies have evaluated their work using Recall, Precision

and F1-Score to measure the accuracy of their systems. But very few

studies have taken care of linguistic related metrics. So, other accuracy

measurement metrics can be explored.

The research objectives are as follows:

1. To explore various sampling methods used in recommendation systems.

2. To critically analyze various noise filtering methods used for recommendation

systems.

3. To develop a suitable model using a deep learning approach to capture the

contextual relationships between words in a sentence for text based

recommender systems.

4. To explore various accuracy measurement metrics in recommendation

systems.
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1.8 Organization of the Thesis

This section presents the thesis's structure, which is divided into the following

seven chapters:

Chapter 1: Introduction

This chapter introduces the recommendation systems, deep learning techniques,

challenges of RS, how DL overcomes these challenges, motivation leading to this

research, research gaps and objectives.

Chapter 2: Literature Review

This chapter presents a brief description of the existing work related to

recommendation systems.

This work has resulted in the publication of the following papers:

● Rajni Jindal, Kirti Jain, “A Review on Recommendation Systems Using Deep

Learning”, International Journal of Scientific & Technology Research, ISSN:

2277-8616, Vol. 8, Issue 10, 2019. (Scopus Indexed)

● Kirti Jain, Rajni Jindal, “A Survey on Hashtag Recommendations”, 27th

Conference of the Open Innovations Association FRUCT, Italy, ISSN:

2305-7254, 7-8 September, 2020, (pp. 323-327).

Chapter 3: Sampling and Noise Filtering Methods

This chapter explains the needs of sampling methods as well as various noise

filtering methods that are used for recommendation systems. This chapter includes a

comprehensive survey of the above mentioned two essential parts of RS.

This work has resulted in the publication of the following paper:

● Kirti Jain, Rajni Jindal, “Sampling and Noise Filtering Methods for

Recommender Systems: A Literature Review”, Engineering Applications of

Artificial Intelligence, Vol. 122C, 2023. (SCIE, Elsevier, IF: 8)

Chapter 4: NPO based Movie Recommendation Model

This chapter covers a detailed description of the proposed movie recommendation

model using negative sampling and Nuclear Physics Optimization (NPO) to remove

irrelevant tweets.
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This work has resulted in the communication of the following paper:

● Kirti Jain, Rajni Jindal, “Optimization-based Noise Filtering Among

User-Centric Tweets to Improve Predictions in Recommendation System”,

Knowledge and Information Systems, (SCIE, Springer, IF: 2.5,

Communicated)

Chapter 5: Proposed model for Hashtag Recommendation

This chapter describes the proposed model for hashtag recommendation which is

based on the hybridization of BERT and LSTM.

This work has resulted in the publication of the following paper:

● Kirti Jain, Rajni Jindal, “NLP-enabled Recommendation of Hashtags for

Covid based Tweets using Hybrid BERT-LSTM Model”, Transactions on

Asian and Low-Resource Language Information Processing, 2024. (SCIE,

ACM, IF: 2)

Chapter 6: Evaluation Metrics

This chapter mainly describes the various evaluation metrics that are or can be used

for recommendation systems. It also introduces a novel metric named Semantic

Recommendation Score (SRS) to evaluate the language based models.

This work has resulted in the presentation of the following papers:

● Kirti Jain, Rajni Jindal, “A Walkthrough of Various Accuracy Measurement

Metrics for Recommendation Systems”, International Conference on

Emerging Technologies in Engineering and Science, India, ISSN: 1551-7616,

11-12 August, 2023.

● Kirti Jain, Rajni Jindal, “Bridging Gap Between Semantic Understanding and

Linguistic Quality in Recommender Systems: A Semantic Recommendation

Score (SRS) for Evaluation”, 4th International Conference on Computing and

Communication Networks (ICCCNet), United Kingdom, 17-18 October, 2024.

(Received Best paper Certificate)
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Chapter 7: Conclusion

The research work's conclusion and future scope are presented in the final chapter.

The significance of our suggested models for different recommendation systems is

discussed in this chapter. It also draws attention to the social effects of

recommendation system research.

1.9 Contributions of the Thesis

The thesis contributions are as follows:

1. A comprehensive survey of various sampling methods as well as noise

filtering methods is done. This survey helps in understanding which type of

sampling method is suitable for a particular application in recommender

systems and how the data needs to be cleaned before processing.

2. After the critical analysis of sampling and noise filtering methods is done, a

movie recommendation system is proposed, which is based on training the

model with negative examples and removing the noise with Nuclear Physics

Optimization.

3. Covid-19 based tweets are sampled to capture the contextual relationships

between words in a sentence. These tweets are evaluated by a proposed model

named BELHASH for hashtag recommendations. This model works on

BERT-LSTM layers.

4. Choosing the appropriate evaluation metrics amongst the various existing

evaluation metrics is a challenging task and thus, it becomes important to

know which metric is to be used while measuring the performance of the

system. Therefore, a study of various evaluation metrics is made which are

used for Recommendation systems. We also introduce a novel metric named

Semantic Recommendation Score (SRS) to evaluate the language based

models.
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CHAPTER 2

LITERATURE REVIEW

A review of the research on the recommendation systems is given in this chapter.

Key studies have been enumerated and summarized, and they are provided below in

two sections:

● The work on traditional recommender systems is covered in the first section.

● The different deep learning techniques applied to recommender systems are

covered and summarized in the second section.

2.1 Traditional Recommender Systems

By offering users tailored suggestions, recommendation systems are essential in

tackling the problem of information overload. Conventional recommendation

systems have been thoroughly researched and used in a wide range of industries,

including social media, content streaming platforms, e-commerce, and entertainment.

These systems are designed to help users find relevant content like movies, music,

products or articles by using their past interactions and preferences as a basis.

This literature review delves into the fundamental ideas, workings, uses cases,

advantages, and disadvantages of conventional recommendation techniques.

Understanding these systems' foundations will help us explore more sophisticated

methods, like deep learning, in the subsequent sections.

An overview of content-based recommendation systems and an exploration of the

fundamentals of content-based filtering and its use in recommendation systems can

be found in the study in [11]. It highlights how important it is to comprehend item

attributes and user preferences based on content features. Discussions of several

content-based recommendation system approaches, including feature extraction

methods, similarity metrics and user modeling strategies are included in this study.

It also includes text-based datasets like news articles, movie descriptions or product

attributes, and illustrates practical uses of content-based filtering. Two drawbacks of
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content-based systems - Overspecialization and the cold-start issue, are also

discussed in this study.

Tagging is one of the effective tools that has emerged to help users locate, arrange,

and comprehend online entities. Similar to this, recommender systems let users

quickly browse through sizable item collections. The automation found in

recommenders as well as the adaptability and conceptual clarity found in tagging

systems may be provided by algorithms that combine tags and recommenders. The

paper [12] investigates tagommenders, recommender systems that forecast users'

inclinations for objects by utilizing their deduced tag preferences. It displays

algorithms for inferring tag preferences based on user interactions with tags and

movies. To predict the movie ratings of 995 MovieLens users, these algorithms are

tested using their inferred tag preferences.

In order to increase users' interests in specific news on Twitter, the authors of the

study [13] tackle the challenge of social media tagging to a news feed as a

Learning-To-rank problem. The hashtag relevance is illustrated using the L2R

Method. In this context, news reports function as queries and hashtags as documents.

The process of recommendation includes two stages: first, every story is linked to a

hashtag stream to generate potential tags through a pre-ranking step; next, L2R is

utilized to assess every possible tag's relevance and suggest particular hashtags. The

dataset is made up of seven organizations’ RSS news feeds: The Journal, RTE, Irish

Independent, Irish Times, Irish , Irish Examiner, BBC and Reuters. Additionally, this

study suggests a path for further research into how social media tagging affects

digital story Recognition and monitoring.

The authors of the research [14] present a learning-to-rank method called

Hashtagger+ for real-time social media tagging of Twitter newsfeed. Prior to creating

the Content-Tag Attribute Vector, key phrases are obtained from news reports and

potential hashtags are pulled from pertinent tweets. This attribute vector then

incorporates Hashtagger+ to suggest tags. In the future, this method can be used for

mining text as well as monitoring and analysis of stories of interest.
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Hashtags on Twitter are suggested based on a combination of users' changing desires

and live content [15]. The User-Tweet LDA Model is used to discover users' evolving

goals. To find hidden topics—that is, topics that are currently being used with

Real-time Twitter feeds—another model called the Incremental Biterm Topic Model

(IBTM) is employed. The User-IBTM model performs social media tagging tasks by

utilizing these two models.

A content-based recommendation method emphasizing book recommendations based

on textual descriptions is presented in [16]. Their approach uses machine learning

techniques to analyze user preferences and book content through text categorization.

Their algorithm, LIBRA (Learning Intelligent Book Recommending Agent), creates

customized recommendations based on the interests of each user by utilizing features

that are taken from book descriptions. The authors conduct the experiments on a

dataset of book descriptions from Amazon.com to show the effectiveness of their

approach.

One crucial application in the field of information filtering is recommender systems.

The authors of [17] present a novel probabilistic factor analysis framework that

seamlessly integrates the preferences of trusted friends and users. They refer to the

formulation of the social trust constraints on the recommender systems in this

framework as the "Social Trust Ensemble". Factorization of the user-item matrix

involves learning user features through the application of matrix factorization. The

experiments are conducted on the Epinions dataset.

The volume of work involved in conventional collaborative filtering systems rises

with increasing user base. The authors of the work [18] looked into item-based

collaborative filtering strategies. Item-based methods begin by calculating item-item

similarities using the user-item relationship represented using a matrix to ascertain

the connections between different items. These relationships are then used to

compute recommendations for users in an indirect manner.

In order to model user preferences, recommender systems passively track various

forms of user behavior, such as past purchases, viewing habits, and browsing activity.

In the study [19], authors pinpoint the distinct characteristics of implicit feedback
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datasets. They suggest interpreting the data as indicating both positive and negative

preferences with widely differing degrees of confidence. This results in a factor

model that is specifically designed for recommenders of implicit feedback.

Additionally, they also propose a scalable optimization process that increases linearly

in the size of the data. A television show recommender system effectively employs

this algorithm.

Another study [20] suggests a single probabilistic framework for combining

content-based and collaborative recommendation systems into a hybrid model. When

content and collaborative methods are combined with conventional Expectation

Maximization (EM) learning algorithms, global probabilistic models frequently cause

severe overfitting in the sparse data scenarios. However, the three-way relationship

data between items, users and product content is included in this study. This study

demonstrates that sparsity can frequently be overcome by using secondary content

information. Researchlndex, a library of computer science publications, is used for

the experiments. The results indicate that suitable mixture models with secondary

data yield much higher-quality recommendations than k-nearest neighbors (kNN).

Compared to local approaches like KNN, global probabilistic models enable more

general inferences.

2.2 Deep Learning Approaches for Recommender Systems

Deep Learning models have the ability to identify various hidden patterns in the data

and thus, they are capable of handling intricate structures of data like image, text,

audio, video and learn complex patterns from this data. This ability of DL to handle

high dimensional data and learn hierarchical representation of features makes it

suitable to be applied in the field of recommendation systems. DL models extract the

latent features from users’ profiles to identify the similarities among them. They also

extract features for identifying patterns using item attributes. They make personalized

recommendations to users by looking at their reviews, button clicks, likes/dislikes,

ratings for an item. They also capture users’ dynamic interests and their evolving

temporal preferences, thus making personalized recommendations.
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The Deep Collaborative Filtering Model (DCFM) is an integrated model that

combines collaborative filtering models with Deep Learning (DL) algorithms. This is

done to fix issues with cold start and sparsity problems. One version of DCFM is

used in [21], where the sparsity issue of collaborative filtering (CF) is solved by

utilizing Bayesian Stacked Denoising Autoencoders to build a hierarchical Bayesian

model known as Collaborative Deep Learning. Three datasets—Netflix, CiteULike-t

and CiteULike-a—are used in the experiments. The findings demonstrate improved

performance after combining DL for information on content with CF for matrix of

ratings.

The difficulties with data sparsity and matrix decomposition (matrix factorization)

issues that arise with collaborative filtering are highlighted in another study [22]. By

integrating CF's matrix decomposition with the Marginalized Denoising Auto

Encoder (mDAE), it marginalizes the gap between CF and DL. It outperforms other

approaches in terms of response prediction and movie and book recommendations,

and it uncovers hidden variables for recommendations on videos from both side

information and user-item scores.

Recommendations on YouTube are generated by integrating CF and Neural Networks

[23]. This integration is used to predict how long users will watch a video according

to whether they clicked on it (positive) or not (negative). This method boosts the

efficiency and recent viewing activities by taking into account the characteristics of

time-sensitive attributes of those videos.

In another work [24], CF is paired with Semi-Supervised Learning (SSL) to address

the issue of information scarcity in recommending the Points of Interest (POI). POI

recommendation is also termed as "location-based recommendation" or "geospatial

recommendation. To evaluate user-POI interactions, a novel framework named,

Preference and Context Embedding (PACE) is developed. It integrates CF and SSL

and is based on neural networks. This work is tested with the Gowalla and Yelp

check-in datasets, yielding positive outcomes.

Two-Phase Regularization for matrix factorization utilizing deep neural networks is

presented in [25]. This involves accumulating CNN and gated RNN to create
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complex neural networks. Here, textual information for item recommendations is

first extracted, and then MF is combined with deep neural networks to create a latent

image of items and users. 4 Datasets are used for the experiments - Amazon Instant

Video, Apps for Android, Kindle Store, and Yelp.

A content based recommendation algorithm is developed using CNN model for

recommending learning resources [26]. CNN is utilized to forecast grading scores

between students and learning resources based on text information in learning

resources. In this approach, Language Model is employed for its input to train CNN.

Latent Factor Model with L1 norm is employed for its output. The famous

Book-Crossing dataset is used for this purpose. The proposed algorithm is feasible in

recommending new and unpopular learning resources.

CNNs are also widely used in Social Networks. CNN incorporates a local attention

channel which encodes a few trigger words and represents embeddings of those

words; and a global channel which encodes all the words and represents embedding

of the entire microblog to perform hashtag recommendation tasks [27] in social

networks. The results reveal that the proposed method outperforms the other methods

which consider only local or global information.

Stackoverflow dataset is used for the study in [28], where word embedding is used to

represent user profiles and their posted questions. CNN is then used to recommend

experts based on their profiles to best respond to a question that was just posted in

Community Question Answering. The findings show that CNN outperforms this

experiment in comparison to other methods such as TF-IDF, LDA, Structural Topic

Model.

In another study [29], a variation of CNN, Deep Cooperative Neural Networks

(DeepCoNN), makes use of valuable information written in reviews of users and

reviews for items for recommendation systems. DeepCoNN consists of 2 parallel

neural networks. One of them is responsible for learning user behaviours by

analyzing reviews written by users and other is responsible for learning items by

analyzing reviews written for items. The experiments are conducted on 3 Datasets -

Yelp (Restaurant Reviews), Amazon (Product Reviews) and Beer (Beer Reviews).
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On the Yelp and Beer datasets, the suggested algorithm DeepCoNN produced gains

of 8.5% and 7.6%, respectively. It exceeded all baselines on Amazon, improving by

an average of 8.7%. The suggested model achieves an overall 8.3% improvement

across the three datasets.

One variation of autoencoders is implemented in [30] where a model based on

autoencoders is proposed to reduce the sparsity problem of Collaborative Filtering

models. Here, Collaborative Filtering is converted to Supervised Learning. Its 5 main

steps are: matrices creation (ratings of users for items are specified), data

normalization (missing ratings of the matrix are filled with zeros), Autoencoder

Architecture selection (adjusting the user item matrix so that it gets fit within the

range of Autoencoders' activation function), generating supervised dataset (features

of user and items are mapped) and applying regressor (regressor model is trained

using the generated supervised learning data, for prediction purpose). Extraction,

mapping and prediction are 3 main parts of this approach. Singular Value

Decomposition (SVD) is used for the extraction part but it is unable to fetch the

features that are not linear. So, to resolve this issue, Stacked Denoising Autoencoder

is used. In the mapping phase, ratings of users for items are specified. In the

prediction phase, supervised Learning is applied for making a model to learn. This

approach also has a limitation - as the number of new users increases after a

threshold, the quality of the system degrades. So, to determine this threshold is still a

task of future work of this study.

A novel model Autorec is proposed in [31] which is based on an autoencoder

framework for video recommendation. The authors contend that AutoRec is superior

to the traditional approaches to CF in terms of representation and computational

efficiency. The experiments are conducted on 2 datasets - MovieLens and Netflix.

The proposed model outperforms the existing neural network model for

Collaborative Filtering.

The problem of Trustworthiness of CFRS is highlighted in the study [32]. Trust

Information of users is helpful for new users (cold start users) on social networks

(Epinions and Flixster). To overcome this issue, a model called Deep Learning based
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Matrix Factorization (DLMF) is proposed which is used for trust-based

recommendations within social networks and surpasses the other cutting-edge

techniques on social networks recommendations.

Another work in the field of social networks is implemented in [33]. In this work,

autoencoders are used to tag users' profiles to extract deep features from them. In this

way, user recommendation performance is increased by updating users' profile by

this proposed method. This experiment is conducted on 2 website datasets - Last.fm

and Del.icio.us. The proposed algorithm outperforms CF in terms of precision, recall

and rank score.

One limitation of Collaborative Topic Regression is highlighted in [34] as the learned

representation of items may not be effective. So, to overcome this issue, Stacked

Denoising Autoencoder is used which is combined with Probabilistic Matrix

Factorization to further extend it to Relational Stacked Denoising Autoencoder for

improving the performance of tag recommendation. This work is implemented on 3

datasets: CiteULike-a, CiteULike-t and MovieLens.

Few existing video recommendation methods consider that users' interests are static.

The work proposed in [35] resolves this problem by considering dynamic users'

interests for videos. It uses RNN and considers three factors named: (1) Video

semantic embedding which represents videos according to their content information,

(2) User Interest modeling which represents users' choice of playing the video, (3)

User Relevance Mining which provides additional attributes for improving the

performance of recommendation. This work takes real time and dynamic interests of

users’ on Google+ website - cross network dataset.

Application of RNNs along with GRUs (GRU4REC) are widely used in

session-based recommendations. The combination of KNN with GRU4REC is

proposed in the work of [36]. In an anonymous session, KNN is used to evaluate how

well the next item is recommended. Two datasets are utilized in the work. First

dataset are the music playlists from the platforms - 8tracks.com, artofthemix.org and

last.fm. The second dataset is an open online shopping dataset from the TMall
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competition. The results reveal that the combination of KNN with GRU4REC is

effective in improving recommendation.

Recommendations are also done on long session based data instead of short term

based sessions. The work proposed in [37] has used RNN combined with GRU for

item-to-item recommendation in long term based sessions. A ranking loss function,

mini-batch based output sampling and session-parallel mini-batches are added to

GRU to increase its performance. The 2 datasets used in the work are - RecSys

Challenge 2015 and YouTube like OTT video service platform. The proposed method

outperforms all the baselines used earlier.

Another work [38] proposes hashtag recommendation. This work includes four steps:

in the first step, skip-gram model generates word embeddings; the second and third

phases deploys CNN for composition of sentences and RNN for composition of

tweets respectively; and then finally in the fourth step, classification of hashtag is

done. Traditional methods like SVM or TF-IDF ignore semantic related information

in tweets aad thus making them inefficient. But the proposed model overcomes this

drawback and improves the efficiency of the tag recommendation model.

A more robust model is proposed in [39] to tackle the problem of cold start for items.

It involves the integration of Marginalized Denoising Auto Encoder (mDAE) along

with Multi-View Recurrent Neural Network (MV-RNN). This integration comes out

to be quite powerful in fetching the hidden patterns from textual data and images

related to the items. The authors take 3 characteristics into account: fusion by

reconstruction, fusion by addition and concatenation. The proposed model proves to

be a great one for handling the problem of cold start for items.

The study's authors [40] use text and image data from microblogs to suggest hashtags

on the Twitter dataset. They put forth a model of the co-attention mechanism that

uses both images and text. Features are extracted from images using VGGNet. Text

feature extraction is done via LSTM. A single-layer Softmax classifier is used to

recommend tags after both are combined using a co-attention mechanism.
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The method suggested in [41] is effective for suggesting tags on the Chinese

microblogging platform "Sina Weibo." The microblogs are associated with news in

the form of brief messages, and their content is categorized according to the five Ws:

how, Where, When, What and Why. Following this, hashtags related to these five

features are recommended. This work is divided into four sections: filtering spam

from microblogs, dealing with common online terms and phrases, categorizing blogs

into phrases, and lastly, recommendations of tags associated with the above five

features. Authors link each word in a microblog to one of the five words, and then

they suggest hashtags.

Authors of the study [42] develop an approach using LSTM which incorporates

selective sentence-level attention for reducing noise. Additionally, it takes into

account time-related data when recommending hashtags in SINA Weibo microblogs.

After giving each sentence a weight, the noisy data is eliminated using selective

sentence-level attention. Next, a Softmax pooling layer is used to recommend

hashtags based on temporal information.

The study [43] proposes the Memory Augmented Co-attention model (MACON), for

the hashtag recommendation task. Here, it is advised to use both text and image

hashtags. Text and image features are learned using the LSTM, which is a

co-attention neural network. Additionally, a memory unit is used to learn from users'

tagging history. This is accomplished in two steps: firstly, a user-based random

sampling of past posts by users along with the hashtags associated with those posts is

performed; secondly, users' historical posts are used to learn about their tagging

habits, and the current post is connected to a new tag. In the future of this study,

user-based temporal sampling or community-based random sampling (which takes

into account the posts of users' friends) may be investigated.

The authors of the study [44] present DeepTagRec, a deep learning model that

leverages a heterogeneous network of user-tag relationships in addition to the

information contained in the body and title of StackOverflow's questions. This

information is represented using the Gated Recurrent Units (GRU) model. GRU

produces the encoding of this information into a sequence of words using word2vec.
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In heterogeneous networks, the modeling of user-tag connections is captured by the

node2vec model. Tag prediction and recommendation are achieved by concatenating

word2vec and node2vec.

In a different study [45], Graph Convolutional Network (GCN) is used to recommend

personalized hashtags by analyzing the graph involving interactions among three

nodes: micro-videos, tags and the user. Additionally, it makes use of a mechanism

for attention to filter out unnecessary information that hashtags and users receive

from micro-videos. This model takes into account the users' tastes for publishing

content and their individual knowledge of hashtags. The publicly available

YFCC100M dataset and Instagram dataset are used for the experiments. Compared to

previous works that are mentioned in this study, one limitation of this work is that

there is no significant improvement in accuracy even after filtering out the noise.

The authors of the study [46] present a novel method for hashtag recommendation of

Vine micro-videos. They propose a model for senTiment enhanced multi-mOdal

Attentive hashtag recommendation (TOAST). It considers content features and

sentiment from three distinct multimodalities—text, audio, and video. For extracting

sentiment features, Multi-Layer Perceptrons (MLP) are utilized, while Bi-directional

LSTMs (Bi-LSTMs) are employed for extracting content features for every modality

(text, audio, and video). Then, hashtag recommendations are made using the

suggested model, TOAST. This work provides a path forward for sentiment hashtag

recommendations in text modality by integrating emojis.

In a different study [47], the authors recommend tags for Musical.ly micro-videos.

This recommendation is based on profiles of users and their past hashtags history.

The authors propose the model - User Guided Hierarchical Multi-Head Attention

Network (UHMAN), which integrates individual profiles and their past hashtags

history. This model is employed to pay attention to micro-video representations,

including customer profiles, at both the image and video levels.

A novel recommendation framework called Contextualized Graph Attention

Network (CGAT) is proposed in [48] for an entity in Knowledge Graph. It utilizes

an entity's graph context data, both local and non-local. To extract the local context
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data, it makes advantage of network attention methods related to users.

Additionally, by extracting the entity's non-local context using the skewed

randomly generated sampling approach and an RNN, the relationship within an

entity and its distant contextual counterparts is modeled by CGAT. To record the

individual preferences of the user for certain items, a mechanism is drawn to focus

on item-specific attributes. This approach simulates the connection of a target item

with the related items retrieved from the user's previous actions.

When compared to other traditional products (such as literature, entertainment, and

groceries), travel-related products are typically visited due to the time and cost

involved. Also the decision for selecting the right travel product gets affected by the

arrival and departure times, location, and cost. Thus, to resolve the above

mentioned issues, [49] proposes a model, Multi View Graph Attention Network

(MV-GAN) for Travel Recommendation. To analyze the product and user

representations from all perspectives, attention networks are constructed at the

vertex and edge hierarchies.

The Point-of-Interest Recommendation System (POI-RS) seeks to uncover potential

venues that users may find appealing. Federated Learning (FL) is introduced into

POI-RS for privacy protection in numerous works. However, they are unable to

ensure recommendation performance due to limited data in POI-RS. Furthermore,

model training in FL is easily rendered ineffective by check-in geographic factors.

Therefore, the study [50] suggests a novel sequential information-based (FedSR)

framework for POI-RS in order to address the above mentioned issues. A multi-task

framework in the FedSR is constructed using Contrastive Learning and uses a data

augmentation method based on spatial relationships among POIs. For the

recommendation task, Bayesian Personalized Ranking (BPR) optimization is

applied.

Regarding the social endorsement task, which is challenging because of its

specifications for privacy protection, personalization and heterogeneity, the authors

of the study [51] design a federated learning recommender system. ‘Federated

Social recommendation with Graph Neural Network (FeSoG)’ is a novel model
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proposed by them in order to achieve this goal. To address heterogeneity, FeSoG

first uses relational attention and aggregation. Second, in order to maintain

personalization, FeSoG uses local data to infer user embeddings. Finally, to

improve training and preserve privacy, the suggested model uses item sampling in

conjunction with pseudo-labeling techniques.

Location-based social networks (LBSNs), which are essential for proposing the next

Point-of-Interest (POI), have become widely popular as a result of the growth of

location-based services. For the next POI recommendation, the study [52] presents an

attention-based fusion framework and a modified node2Vec. Using a modified

node2vec algorithm, first the raw data is preprocessed to extract the pertinent

information before presenting the feature vectors for users and locations. The

attention-based framework is then applied to these feature vectors. These features are

then used to produce balanced and properly labeled datasets that are categorized

according to predetermined time intervals. These datasets are then used to train

different classifiers, which are then combined in a weighted way to create a better

recommendation system based on fusion.

Most of the studies referenced in this literature review have not discussed about the

sampling and noise filtering methods. So, we have done an exploration of various

sampling and noise filtration methods to improve the results in the next chapter. An

implementation is also done for movie recommendations using suitable sampling

method and an optimization method for noise filtering in chapter 4. Most of the

studies include methods to capture the semantics of the words in a sentence. But,

the context of the word is not taken care of. So, our deep learning based approach

for hashtag recommendation has taken care of this gap in chapter 5. Also, most of

the studies have evaluated their results using the commonly used evaluation metrics

such as Recall, Precision and F1-Score to measure the accuracy of their models.

Other accuracy measurement metrics are explored in chapter 6 so as to know which

metric is best applicable in which situation.
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CHAPTER 3

SAMPLING AND NOISE FILTERING METHODS

Many e-commerce sites that make product recommendations based on user interests

and needs have emerged in the age of online commerce. There is an abundance of

data that can be analyzed to improve the effectiveness and efficiency of

recommender systems. However, processing the complete dataset takes a long time.

Thus, a portion of the data must be chosen in order for it to be processed quickly.

Sampling is a technique used to choose a portion of the dataset that includes every

attribute that the database is capable of storing. Knowing which kind of sampling

technique is best for a given recommender system application is crucial. As a result,

research into different sampling techniques previously applied to recommender

systems is necessary.

Additionally, since the data contains some noise, we must clean it up before

processing it. The system can be subtly programmed with malicious noise to change

its behaviour. Also, because users are reluctant to assign accurate ratings to the items,

natural noise inadvertently finds its way into the systems. Apart from malicious and

natural noise, there exists structural and contextual noise as well. Therefore, in order

to prepare the data for processing, these kinds of noise must be filtered out.

3.1 Introduction

It takes a lot of work to process all the data for recommendation systems. However,

handling a portion of it will simplify and ease matters. Sampling is a technique where

an analysis is carried out by selecting a subset of observations from a given set of all

the observations. Sampling in research is the process of taking a subset of relevant

data from the whole dataset. It gives us a way to run our experiments on a subset of

the data instead of the full dataset, as computing on larger datasets will needlessly

increase computational time and cost. Thus, a sample that is adequate for the

experiments to be carried out is taken from the dataset based on the requirements.
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In this chapter, six sampling techniques have been examined: Gibbs sampling,

Thompson sampling, Bernoulli sampling, Negative sampling, Bayesian Hierarchical

sampling, and Bootstrap sampling.

When choosing a sample from a population, there may be some noise in the sample.

Thus, we must filter out noise from the gathered dataset. Therefore, research on noise

filtration techniques for recommendation systems is necessary. Recommender

Systems suggest related products to users as they peruse the products of their choice.

Certain investors or manufacturers would prefer that their goods receive higher user

ratings than those of other brands. Therefore, they might add fictitious profiles and

rate their own products, raising the product's rating. Additionally, the high ratings for

this product may fool a sincere customer. However, users have the ability to rate

items arbitrarily. This adds additional types of noise to the database.

O'Mahony [53] explains that noise is divided into two categories: malicious noise

and natural noise. The inconsistent ways in which users rate or comment on the

products they have bought or found appealing give rise to naturally occurring noise.

The noise that subtly introduces bias into the system is known as malicious noise.

Recommender systems are easily susceptible to malicious attacks because of their

open nature. A malicious noise is added with the intention of raising (Push attack) or

demonizing (Nuke attack) a particular product. This type of noise involves inserting

biased profiles into a database in order to change how recommender systems behave.

Thus, we provide an overview of the studies related to these noise.

Apart from these two types of noise, there exists structural and contextual noise as

well. Structural Noise refers to the inconsistencies and irregularities in the data

structure or format. Contextual Noise refers to the dynamic needs and behavior of the

user due to the change in the context like time, location and moods. In order to

handle these types of noise, advanced techniques such as optimization algorithms are

applied to the recommendation systems. Optimization improves the quality of the

recommendation systems. It focusses on refining the performance of RS by reducing

the impact of noise through mathematical and computational methods. Thus, we

provide an overview of a few studies that use optimization techniques to
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reduce/eliminate the impact of noise while measuring the performance of the

recommender systems.

3.2 Sampling Methods

This section offers a review of studies that discuss different recommender system

sampling techniques.

3.2.1 Bayesian Hierarchical Sampling

Hierarchical Sampling is employed in observational situations when data is collected

at many spatial scales. It overcomes the limitations of clustering algorithms, such as

their inability to handle huge datasets and high sensitivity to noise. Hierarchical

Sampling is suitable for large datasets and is noise resistant [54].

Tourist destinations have been recommended using Hierarchical Sampling [55,56]. In

these implied works, user preferences for various demographic attributes are

obtained. These attributes are "Travel Season", "Travel Interest", and "Travel

Method". [55] employs Bayesian Personalized Ranking (BPR) to find the semantic

aspects of several images. Then, a novel model is created by combining BPR with

Hierarchical Sampling. The authors of [56] predicted user ratings using SVD++. The

combination of Hierarchical Sampling and SVD++ is then used to recommend

tourism attractions.

A further approach suggested in [57] states that the system uses knowledge from

other users to recommend products to a new user via a Bayesian Hierarchical

Sampling model. In this study, the weights are sampled at random for each user, and

the ratings are sampled at random for each item using the Normal distribution. The

experiments are carried out on datasets from MovieLens, Netflix and Reuters.
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3.2.2 Negative Sampling

It is critical to train the model with both positive and negative examples in user-item

recommendation systems [58]. Positive examples can be easily gathered through the

user's interaction with the products. Negative examples are products that the user

does not interact with. As a result, the method of gathering negative examples is

known as negative sampling.

[59] shows that negative sampling was important in recommending social friends and

foes using the Social Pairwise Deep Learning model's social ranking method. The

authors of this work use negative sampling in the back propagation step to optimize

the loss function for selecting unobserved items (negative examples) of users' trust

and distrust. [60] proposes yet another work on user-item representations using

negative sampling. It proposes a contrastive learning module based on GNN to learn

user item representations in a self-supervised manner.

Recent research has also used negative sampling in recommender systems [61-65].

The authors of [61] propose a novel Contrastive Cross-Domain Recommendation

(CCDR) model that improves traditional Cross-Domain Recommendation (CDR)

systems. CDR has a data sparseness limitation in the candidate generation phase,

which is overcome by CCDR. With the help of negative sampling, this paper also

introduces both intra and inter domain contrastive learning.

A new model for a heterogeneous multi-domain recommendation system is proposed

in another study[62]. The model in this work uses negative sampling to retrieve

heterogeneous data from multiple recommender system source domains. The authors

of [63] apply two-tower frameworks based on neural networks using a variation of

negative sampling known as Mixed Negative Sampling (MNS). MNS leverages item

recommendation systems by using batch and uniform negative samples. The results

show that MNS outperforms the other baseline models.

Conversational recommender systems also use negative sampling [64]. In this work,

the pre-training step combines both item-based (historical data) and attribute-based
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(conversational data) preference sequences. The negative sampler, which generates

high quality negative samples, later improves learning performance.

Another method [65] employs Matrix Factorization (MF) in collaborative filtering

recommender systems to represent latent user and item features in a shared feature

space. Neural Embedding Collaborative Filtering is a model that combines MF and

neural embedding. Auto-encoders are used in this model to generate embedding

vectors. Negative sampling is used to represent latent features in a regression model

that is combined with these vectors. The inner product is then applied to user-item

latent features to define their correlations. This model is tested on MovieLens and

Pinterest datasets, and the results show that the system is quite accurate.

3.2.3 Thompson Sampling

Thompson sampling is used to solve the Multi-Armed Bandit (MAB) problem.

According to the MAB problem [66], if there are N machines and the user has to find

the machine with the best reward, how would the user do that? Although there are a

number of algorithms [67] to solve the MAB problem, such as the Epsilon Greedy

Approach, Boltzmann Exploration, Pursuit Algorithms, and Upper Confidence

Bounds, Thompson Sampling outperforms the others [68]. Posterior sampling is

another name for Thompson sampling. It is a Bayesian algorithm that is randomized.

It is used to select the model based on the likelihood of it receiving the best rewards

[69].

Occasionally, recommender systems are incapable of capturing users' dynamic

contexts. As a result, the authors of [70] devise a novel interactive recommendation

system capable of capturing and presenting users' dynamic behavioral context.

Thompson sampling is used in this case, and rewards (feedback) are collected after

each interaction of the user with the system. These rewards are used as an input to

determine the user's next preferred model.

Although recommender systems use Click Through Rate (CTR), they still suffer

from CTR underestimation due to changing item ratings [71]. As a result, bandit

solutions are used to solve this problem. Thompson Sampling is used in this work,
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which results in greater accuracy. Conversational recommender systems use bandit

solutions such as Thompson Sampling to interact with users via natural language

[72]. Such systems ask users whether they like or dislike a particular item. As a

result, the systems are highly responsive and dynamic.

Recommender systems also employ Thompson Sampling to ascertain the impact of

offline parameters on online performance. The results show that the influence of

offline parameters on online performance diminishes with time [73]. Position Based

Metropolis-Hastings Bandit (PB-MHB), a unique bandit-based solution that makes

use of the Thompson Sampling framework, is proposed in another work [74]. This

framework is used to present different items on a web page at appropriate places. The

outcomes demonstrate that this approach enhances recommendation performance.

3.2.4 Bernoulli Distribution Sampling

One particular type of poisson sampling is called Bernoulli sampling. In Poisson

Sampling, the odds of selecting each item can vary, but every item in Bernoulli

Sampling has an equal chance of being chosen. Bernoulli distribution sampling has

been used in the study of several recommendation systems. Genre information [75],

which employs Bernoulli distribution sampling and takes into consideration three

important properties: genre coverage, genre redundancy, and size awareness,

increases the diversity of recommendation systems.

Enhancing the ranking of recommendation systems is another use for the Bernoulli

distribution [76]. This work proposes a Deep Generative Ranking (DGR) for this

purpose. Using the Bernoulli distribution, DGR generates feedback and produces a

ranking list for each user’s interacted and non-interacted items. A different study [77]

looks at how dynamically people interact with recommendation systems. In order to

address the heterogeneous user preferences that emerge during user interaction with

the recommendation systems, this work also employs the Bernoulli distribution.

A novel method called Bernoulli Matrix factorization was presented in [78] to give

recommender systems prediction and reliability. It has a number of advantages over

the other methods currently in use, including the fact that it is based on classification
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rather than regression models and does not rely on outside sources for reliability. The

MovieLens, FilmTrust, and MyAnimeList datasets are used to evaluate it, and the

findings show that it provides improved reliability.

Bernoulli sampling is also used in [79], where memory-intensive embedding

representations in recommender systems are replaced with mixed dimension

embeddings to save space and memory. This mixed dimension embedding shortens

the training period while increasing efficiency. Bernoulli Distribution sampling also

promotes long-term user engagement with recommender systems [80]. This method

carefully monitors user clicks (both current and future clicks) and return behaviors

for the optimization purpose. Experiments on Yahoo News demonstrate the

effectiveness of the suggested strategy.

3.2.5 Gibbs Sampling

One variation of the Bayesian sampling method is Gibbs Sampling. Recommendation

engines play a significant role in e-commerce by offering products based on user

preferences. However, they have issues with cold start and sparsity. In [81], a novel

approach is proposed to circumvent such issues by combining social relations with

user-rated items. The user and item feature vectors are sampled using Gibbs

Sampling in this method. When compared to other baseline models, the results show

that this fusion produces recommendation results that are more accurate.

Another method, the Bernoulli Restricted Boltzmann Machine (BRBM) [82], creates

Joke-Reader Segmentation based on the preference patterns and recommends jokes

using Gibbs sampling. BRBM has 100 visible nodes and 20 hidden nodes in this

method. Gibbs sampling determines the values of hidden nodes in the first step,

resulting in a vector size of 20. The values of the visible nodes are computed using

Gibbs sampling in the second step, resulting in a vector size of 100. This procedure,

known as 20-step Contrastive Divergence, is carried out 20 times.
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Gibbs sampling is also suitable for handling streaming data and big data in real-world

recommender systems [83]. The authors of this study propose a novel approach,

Online Bayesian Inference for Collaborative Topic Regression. In order to handle

flowing information and large amounts of data in practical recommender systems,

this method applies Gibbs sampling.

3.2.6 Bootstrap Sampling

Another sampling technique known as bootstrap sampling, allows for the selection of

an object once and again in the future. This method has become increasingly

important in deep learning recently. Medical recommendation system [84] that uses

Fourier Transformations to predict heart diseases is one area in which bootstrap

sampling is applied. In this case, numerous training datasets are created via bootstrap

sampling, and the necessary prediction is then achieved by applying three

algorithms—Support Vector Machines, Artificial Neural Networks and Naive

Bayes—to these generated datasets.

Decision Trees are used by more medical recommendation systems based on Chronic

Disease Diagnosis [85,86] to estimate the disease's risk and make recommendations

correspondingly. Decision Trees combine to create a Random Forest, and each node's

features are chosen using Bootstrap Sampling. One can generate an unbiased

estimate of the classification error by utilizing Bootstrap sampling. The medical

records of historical patients from the Middle East are used to evaluate this work.

Web-based Bootstrap Recommendation systems can function more efficiently when

sampling is used [87]. Personalized recommendation systems can occasionally

malfunction due to intermittent changes in user and item repositories as well as a

cold-start issue. The results of this study's experiments on online advertising and

news recommendation show that employing a bandit strategy boosts the effectiveness

of recommender systems.

Bootstrap Sampling is also utilized by ensemble techniques [88,89]. In the proposed

work [88], online bagging—an ensemble technique—is used to give the

recommender systems a dynamic and responsive quality. Recommender systems
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must be quick enough to suggest items based on the dynamic nature of users since

large amounts of data are available. In order to train the model for this purpose,

bootstrap samples are used in an online bagging method.

An additional work that uses an ensemble approach and is based on ordered item

sequences was suggested in [89]. Using this method, one can create ordered

sequences of novelty and popular items by comparing the rating patterns of attackers

and authentic profiles. After that, each user's item rating series is created. This

method makes use of bootstrap sampling techniques to create training sets. This

training set is used to train the decision tree so that it can eventually identify the

phony profiles.

3.2.7 Comparison of all Sampling Methods

Table 3.1 shows strengths and limitations of the above discussed sampling

techniques.

Table 3.1: Strengths and Limitations of the above discussed Sampling Techniques.

Sampling

Methods

Strengths Limitations

Bayesian

Hierarchical

Sampling

It models complex

dependencies between users

and items.

It takes time to converge and thus

makes inaccurate or unreliable

recommendations.

Negative

Sampling

It helps to reduce noise by

separating positive (relevant)

and negative (irrelevant)

examples and thus makes

accurate recommendations.

It is less effective for infrequent

words or sparse datasets.
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Thompson

Sampling

Balances exploration (trying

out new items) exploitation

(recommending known items)

trade off.

It is computationally expensive in

comparison to other simpler

heuristic-based approaches.

Bernoulli

Distribution

sampling

It is used where feedback is

binary like whether the user

liked / clicked / purchased a

recommended item or not.

Difficult to manage exploration -

exploitation tradeoff.

Gibbs

Sampling

For sufficient iterations, it

converges to the true posterior

distribution of the model

parameters and thus makes

accurate recommendations.

It is hard to work with Gibbs

Sampling when variables have

strong dependencies among them,

as it takes a long convergence

time when the data is huge.

Bootstrap

Sampling

It is simpler in function and

predicts accurate results.

It is ineffective for small datasets.

3.3 Noise Filtering Methods

Noise is mainly classified as Natural, Malicious, Structural and Contextual [53, 156,

157]. Natural Noise arises because of unintentional wrong ratings of the users for the

rated products, whereas malicious noise is an intentional attempt to make the

recommender system biased by inserting false user profiles to biased ratings for

specific products. Structural Noise refers to the inconsistencies and irregularities in

the data structure or format. Contextual Noise refers to the dynamic needs and

behavior of the user due to the change in the context like time, location and moods.

Fig.3.1 shows the different methods handling different noises. We provide a brief

survey of various noise filtering methods on recommendation systems in the below

sections.
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Fig.3.1: Different methods handling different noises

3.4 Malicious Noise

Several methods have been developed to identify malicious noise / shilling attacks.

We have reviewed some studies on supervised [89-99], semi-supervised [100-104],

and unsupervised [105-115] methods for identifying this kind of noise. While

unsupervised approaches involve different kinds of clustering, supervised approaches

primarily involve different kinds of classification, and semi-supervised approaches

combine elements of both supervised and unsupervised methods.

3.4.1 Supervised Methods

Because recommender systems are open, they are susceptible to attack / malicious

noise. In order to identify and eliminate this noise, recommender system research is

done. Burke et al. [90] provide one such study in which a number of attributes that

can be obtained from the user profile are examined. This study demonstrates that

classification techniques can be considered superior to other generalized detection

models when used with attributes collected from the profiles of attackers. According

to [91], user influence is an additional component. Instead of using proven attack
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detection techniques to the entire user population, their approach focuses on

influential people. This study also demonstrates the connection between the attacker

and the user's susceptibility to persuasion.

A number of criteria were put forth by Chirita et al. [92] to assess rating patterns and

identify malicious noise. The authors forecast the likelihood that a user will be an

attacker based on the following metrics:

1. The standard deviation of a user's rating - It is the variation between the user's

rating and his average rating for a specific item.

2. Degree of Agreement with Other Users - It is defined as the departure of a

user's ratings from the average ratings of each item.

3. Average Similarity - The degree of similarity between a user's ratings and the

top K nearest neighbors is the average similarity.

4. Number of Prediction Differences - It is defined as the number of prediction

changes of the system for each user if the user is removed from the system.

5. Rating Deviation from Mean Agreement (RDMA) - This metric measures

how users agree or disagree with a collection of target items and the inverse

rating frequency of those items.

The primary goal of a different suggested technique [93] is to enhance the

identification of Average over Popular Items (AoP) attacks. This method extracts the

AoP attack features using the Term Frequency Inverse Document Frequency

(TF-IDF). Subsequently, the SVM model is trained on the training set to produce

SVM-based classifiers. This classifier is used to identify AoP attacks.

Another supervised method that makes use of the Random Forest Classifier to

identify malicious noise is suggested in [94]. There are three stages to this work.

Attribute extraction is covered in the first stage. Training and test datasets are used to

create a classifier in the second stage. Using the classifier created in the second stage,

the final detection of bogus profiles is carried out in the third stage. The MovieLens

dataset is used to assess this method.

Three classification techniques—k nearest neighbor (kNN), C4.5, and SVM—are

used in another supervised approach [95] to find the malicious noise. With this
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method, the qualities that characterize fraudulent profiles are identified. The SVM

classifier performs best with this model. Moreover, the MovieLens dataset is used for

the experimentation purpose.

In another work [96], user-user and user-item interactions are used to extract features

from phony profiles even if the attacker modifies their attack strategy. This method

considers label information in addition to user-user and user-item interactions. The

Bayesian model, which is added for feature learning, uses the label information to

provide user implicit features. The Amazon and MovieLens datasets are used to test

this model.

HHT-SVM, a technique for detecting online malicious attacks, is presented in [97]. It

solves the issue of profile injection attack detection in batch mode, which calls for

processing the complete ratings database. It combines the Support Vector Machine

(SVM) with the Hilbert-Huang Transform (HHT). Initially, this model generates the

ratings series for each rated item for a specific user. Then, features based on the

Hilbert spectrum are extracted for malicious profiles using Empirical Mode

Decomposition (EMD). Then, using the features that were extracted, SVM is used to

identify profile injection attacks. The system performs well, according to the

evaluation on the MovieLens dataset.

The issue of class imbalance in attack detection algorithms occasionally affects SVM

[98]. Therefore, in order to address the issue of class unbalance in imbalance

datasets, a method called SVM-TIA (Target-Item Analysis), utilizes a novel

over-sampling technique called borderline-SMOTE. The suggested method takes the

rating matrix and pulls out the attributes. The procedure is then split into two stages.

Using the attributes, the classifier created by the Borderline-SMOTE in the first

phase finds suspicious profiles. Subsequently, in the next stage, the suspicious

profiles employ the rating matrix to scrutinize the target items, and ultimately, the

outcomes are identified. A higher precision rate is found when using this method on

the MovieLens dataset.

In [99], an additional supervised method for collaborative filtering recommender

systems is put forth. On the basis of the attack model, classification models which are
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used in feature extraction, extracts eighteen features from user profiles. Re-scale

boosting algorithms (RBoosting) and AdaBoost are the strategies employed here. For

the purpose of identifying malicious profiles, this work employs RAdaBoost, a

re-scaled version of AdaBoost. The MovieLens dataset is used for experiments, and

the results show that AdaBoost enhances system performance when compared to

more conventional classification models like SVM, kNN, and others.

In [89], a novel ensemble approach (EMDSA-OIS) is proposed to detect malicious

noise based on ordered item sequences. This method examines the attackers' and real

profiles' rating patterns. The authors of this work are able to understand the

difference through which ordered item sequences are generated. After that, each

user's item rating series is created. Additionally, this method suggests six

characteristics to describe the attackers. The rating series of the items is first used to

extract two features, from which mutual information is combined to extract the

remaining four features. This method makes use of bootstrap sampling techniques to

create training sets. This training set is used to train the decision tree so that it can

eventually identify the phony profiles.

All of the supervised techniques covered above are compiled in Table 3.2, which also

displays the various datasets used to test the noise filtering techniques and the

evaluation metrics.

Table 3.2: Summary of all the discussed supervised approaches

S.No Publications
Noise filtering

methods
Datasets

Accuracy measurement

tools

1. [90]
Classification

Methods
MovieLens Precision, Recall

2. [91] KNN MovieLens Precision, Recall

3. [92]

Metrics for

detecting rating

patterns

MovieLens
Rating Deviation from Mean

Agreement (RDMA)
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4. [93] SVM MovieLens Precision, Recall

5. [94]
Random Forest

Classifier
MovieLens Precision, Recall

6. [95]
kNN, C4.5 and

SVM
MovieLens Mean Absolute Error (MAE)

7. [96] Bayesian model
Amazon &

MovieLens

Precision, Recall,

F1-measure

8. [97] HHT-SVM MovieLens
Specificity, Sensitivity, and

Precision

9. [98] SVM-TIA MovieLens Precision, Recall

10. [99] RAdaBoost MovieLens

Classification Error,

Detection Rate, False Alarm

Rate

11. [89] Decision tree MovieLens
Precision, Recall,

F1-measure

3.4.2 Semi-supervised Methods

Semi-supervised methods have the benefit of utilizing unlabeled data found in

recommender systems. Semi-supervised Shilling Attack Detection, or Semi-SAD, is

one such semi-supervised method that is used in [100]. This method uses labeled as

well as unlabelled user profiles. It utilizes an augmented Expectation Maximization,

or EM-λ, on unlabeled profiles after training the Naive Bayes classifier model on

labeled profiles. The trained model performs better with this method. It is tested

using the MovieLens dataset and contrasted with both supervised and unsupervised

models. The findings show that compared to supervised and unsupervised models,

this semi-supervised method is more effective at identifying shilling attacks.
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Zhang et al.'s [101] group detection approach is based on Semi-Supervised Learning

using Spammer Group Detection (Semi-SGD). This method utilizes data that has not

been labeled. This method uses the Expected Maximization (EM) algorithm to

incorporate unlabeled data after the Naive Bayes classifier has been trained on

labeled data. This methodology enhances spammer group detection techniques and is

assessed using datasets from Amazon.cn.

Another study [102] utilizes unlabeled data to increase recommender system attack

detection precision rate. A variation of the Co-Forest algorithm (introduced in [103])

is proposed, called Semi-Supervised Attack Detection in Recommendation based on

Co-Forest Algorithm (SSADR-CoF). Rather than using a small number of features to

train a single classifier, this model trains multiple classifiers using a series of

features. Two models for rating behavior and window splitting, are used to extract

these features related to user rating behavior. First, a set of classifiers is trained with

labeled user profiles using these extracted features. After that, unlabeled user profiles

are labeled using these classifiers. Subsequently, the classifiers are updated to

increase accuracy using the user profiles that have already been labeled and those

that have not.

Gaussian Mixture Model (GMM) and Modified Support Vector Machine (MSVM)

are used in another semi-supervised study that was presented in [104]. This lowers

the dimensionality of the data and identifies the malicious noise on the MovieLens

dataset. There are two stages to this proposed project. First, the rating matrix is used

to analyze both real and fake user profiles. Next, attributes are extracted. After

analyzing these attributes, MSVM generates a Classifier Generation to identify

potentially suspicious profiles. In order to identify the last group of phony profiles,

the suspicious profile set is examined using GMM in the second phase.

All of the semi-supervised techniques covered above are compiled in Table 3.3. It

also includes the evaluation metrics and various datasets used to test the noise

filtering techniques that each paper has identified above.
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Table 3.3: Summary of all the discussed semi-supervised approaches

S.No Publications
Noise filtering

methods
Datasets

Accuracy measurement

tools

1. [100] Semi-SAD MovieLens Specificity, Sensitivity

2. [101] Semi-SGD Amazon
Precision, Recall and

F1-Measure

3. [102] SSADR-CoF
Amazon &

MovieLens

Precision, Recall, AUC

(Area Under ROC Curve)

4. [104]

Modified SVM,

Gaussian Mixture

Model (GMM)

MovieLens Precision, Recall

3.4.3 Unsupervised Methods

Utilizing an unsupervised method using the Hidden Markov Model (HMM) and

Hierarchical Clustering is one way to identify malicious users for shilling attacks

[105]. This method uses HMM to calculate the degree of suspicion after analyzing

each user's rating behaviors. After that, users are grouped according to their

suspicions using hierarchical clustering, which helps to identify the malicious users.

Experiments conducted on the MovieLens and Netflix datasets demonstrate a

significant improvement in the accuracy measure.

In [106], an additional unsupervised method is suggested that makes use of the

co-clustering with propensity similarity model (CCPS). In order to identify shilling

attacks, CCPS is a soft co-clustering technique that uses a user propensity similarity

method. This method is experimented on the MovieLens and Jester datasets.

Item Relationship Mining - Target Item Analysis (IRM-TIA) [107], an alternative

method, focuses on detection issues in real-world unlabeled datasets. There are three
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phases to this work, which is based on target items and the item relationships matrix.

Features are taken out of the item relationship matrix in the first stage. Then, using

the features that were extracted in the first step, a group of suspicious users is created

in the second phase. Subsequently, the third stage involves pinpointing the target

items through an analysis of the actions of dubious users in relation to these items,

and lastly, identifying the attackers from this dubious group. The MovieLens and

Amazon reviews datasets are used for experiments, and the findings demonstrate the

success of this strategy at identifying the attackers.

Malicious attack outliers are also found in the study [108]. The authors of this study

employ a categorization method that specifies the characteristics to ascertain if a user

is authentic or fraudulent. After that, they cluster the dataset into authorized and

unauthorized users using the k-means clustering algorithm to find outliers. Push and

nuke attacks were also used by the authors to assess their work on the Epinions

dataset. The outcomes demonstrate the high accuracy of their work.

An unsupervised three-stage method is proposed by the authors of [109] to identify

abnormal ratings in collaborative filtering recommender systems. Using user profiles

as a guide, an undirected user-user graph is first constructed. Graph mining

techniques are used in the second stage to find user similarities in order to optimize

the graph. In order to distinguish a portion of real users from suspicious ones, an

analogous analysis is also performed on the optimized graph. In order to identify the

phony profiles, the remaining real users are then further weeded out in the third stage

by examining target items. The MovieLens dataset is used for experiments, and the

findings demonstrate the effectiveness of this strategy in comparison to other

approaches discussed in this paper.

Another unsupervised method [110] uses special ratings, user activity and item

popularity to eliminate ratings that are too sparse. To find the attackers, Target Item

Analysis is then coupled with clustering on the remaining ratings. In [111], an

alternative method for identifying outliers in e-commerce recommender systems is

put forth. To find outliers, it employs two methods: the Clustering-based Partition

Around Median (PAM) algorithm and K-Nearest Neighbors. The MovieLens dataset
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is taken into account when assessing this work. Based on the findings, kNN provides

significantly more accurate results than the PAM method.

In [112], one method for group recommendations is presented. A group of items is

the focus of group recommendation as opposed to a single item. This strategy

suggests using an unsupervised detection technique called De-TIA (Target Item

Analysis) to find unusual profiles in group recommendations. It makes use of the

Degree of Similarity (DegSim) metric, which calculates how dissimilar normal and

aberrant profiles are from one another. The MovieLens, Netflix, and Eachmovie

datasets are used to assess this method. The outcomes demonstrate the effectiveness

of this work in enhancing the detection procedure.

Hurried Attacks are a new kind of shilling attacks. In these attacks, phony user

profiles are quickly created in order to assign random ratings to the products.

According to C. Panagiotakis et al. [113], the Hurried Attack's outliers are

eliminated. The user-item rating matrix and user similarity serve as the foundation

for this suggested system. There are three steps to this method. Initially, sparse

entries—that is, users who rate relatively few items and items rated by relatively few

users—are eliminated. Four characteristics are taken into account in the second step

to distinguish the profiles of abnormal and real users. The user-item rating matrix and

synthetic coordinates of the Social Collaborative Recommendation system (SCoR),

(introduced in [114]), are used to compute these attributes. The K-means clustering

algorithm, an unsupervised method, is then used in the third step to find the

malicious profiles. The MovieLens dataset, which is used in this work, demonstrates

the high performance that the suggested method provides.

A new feature called Randomness in Item Selection (RIS) is introduced in another

approach [115], to identify malicious users and abnormal profiles. This approach

suggests three approaches. The first approach calculates the likelihood that a user is

malevolent using an unsupervised method. The second strategy also uses an

unsupervised K-means clustering algorithm to select malicious profiles on its own.

The third approach—a supervised technique based on random forest—is suggested
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on the labeled dataset. Experiments are conducted using the MovieLens and Netflix

datasets, demonstrating the excellent performance of the suggested techniques.

Table 3.4 provides an overview of all the unsupervised techniques covered above. It

displays the various datasets that are used to test the noise filtering techniques and

the evaluation metrics.

Table 3.4: Summary of all the discussed unsupervised approaches

S.No Publications
Noise filtering

methods
Datasets

Accuracy

measurement tools

1. [105]
HMM, Hierarchical

clustering

MovieLens &

Netflix Datasets

Precision, Recall,

F1-measure

2. [106] Soft co-clustering
MovieLens & Jester

Datasets

Mean Absolute

Error (MAE)

3. [107]
Item relationship and

target item(s) -TIA

MovieLens &

Amazon Review

Datasets

Precision, Recall

4. [108]
Classification +

k-means Clustering
Epinions Dataset Precision, Recall

5. [109] Graph mining MovieLens
Detection Rate,

False Alarm Rate

6. [110] TIA-clustering

MovieLens,

Amazon &

TripAdvisor

Datasets

Accuracy,

Normalized Mutual

Information (NMI),

Purity, Detection

Rate and False

Alarm Rate

7. [111]
kNN and Clustering

based PAM
MovieLens Accuracy
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8. [112] De-TIA

MovieLens, Netflix

& Eachmovie

Datasets

Detection Rate,

False Positive Rate

9. [113]

Unlabeled Data -

K-Means clustering,

Labeled Data -

Random Forest

Classifier

MovieLens
Precision, Recall,

F1-measure

10. [115]

Unlabeled Data -

K-Means clustering,

Labeled Data -

Random Forest

Classifier

MovieLens &

Netflix Datasets

Precision, Recall,

Specificity

3.5 Natural Noise

Users unintentionally giving their items incorrect or false ratings causes natural noise

to appear in the database. This occurs as a result of users clicking without reading the

appropriate feedback questions because they are unwilling to spend the time

providing feedback. Since it is not entered with the intention of skewing the system,

it differs from malicious noise. The noise that enters the system is an inadvertent act.

To deal with the natural noise, various strategies have been put forth. A review of

studies deploying various strategies on noise management has been done in

subsequent sections.

3.5.1 Crisp Management

A review of the literature on the papers pertaining to Crisp Management Techniques

is given in this section.
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3.5.1.1 Re-Rating & Ranking

The idea that using user ratings as ground truth to predict unknown ratings of items is

strongly rejected by Amatriain et al. [116]. The authors claim that users may be

inconsistent in their ratings and comments. In order to quantify the noise in user

ratings that could be the result of inconsistencies, they present a study on a dataset of

movie reviews. They examine the ratings that users have left for various items over

the course of one to fifteen days. The findings indicate that users' ratings are

inconsistent because their personal preferences fluctuate over time.

Re-rating is another method for reducing natural noise in recommendation databases

[117]. Re-rating is a technique that asks users to rate their previously rated items

(items that they either liked or bought) one more time. Optimal ratings are chosen to

be re-rated because it is not feasible to force every user to re-rate every item. This

greatly increases the accuracy of the recommendations.

A different strategy [118] uses interactive recommender systems, letting users adjust

their own ratings to enhance MovieLens and Netflix Datasets' functionality. A new

rating is predicted by O'Mahony et al. [53] for every user-item pair. To identify noisy

ratings, this rating is contrasted with ratings that were previously collected from the

user through feedback. This method uses a set of real user profiles along with a

memory-based collaborative filtering technique to detect noise.

To enhance recommendation performance, the study [119] suggests a model called

Dual Training Error based Correction approach (DTEC). Its foundation lies in fixing

users' and training set items' mistakes. It is applied to the test set once the error has

been reduced to zero. The outcomes demonstrate that the recommendations were

more accurate.

A different study, referenced in [120], creates a unique model known as

RCFS-CARS. This refers to the Context-Aware Recommender System (CARS) with

Noise Detection and Correction (NDC) with Relaxed Context Feature Sets (RCFS).

The user ratings provided for every item are used to identify noise. Any discrepancy
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between the user, the item, and the rating value is identified as noise in the rating.

The RCFS-CARS technique is then used to correct for the noise.

Noisy ratings are a problem for collaborative filtering recommender systems (CFRS)

based on Matrix Approximation (MA). In [121], a method known as Noise Resilient

Matrix Approximation (NORMA), is proposed as an adaptive weighting strategy to

address the issue of noisy ratings. By reducing the number of noisy rating learning

steps, this technique improves the performance of the MA-based CFRS.

Each of the aforementioned strategies focuses on specific recommendations. Castro

et al. [122] suggest using natural noise management in group recommendations to

control noise at various rating levels and lower prediction error. Research is done

using the MovieLens and Netflix datasets, and the findings indicate that the

recommendation system performs more accurately.

A method that makes use of the users' ranking of the items is suggested in [123].

Users typically give popular items high ratings. However, occasionally, such items

receive a lower rating. Sincere users inadvertently assign lower ratings to these kinds

of products. Therefore, those who are providing fictitious ratings must be eliminated

from the database. Therefore, if a user gives a rank for a popular item that is lower

than a threshold value, that user is considered noisy.

3.5.1.2 Classification & Clustering

A strategy used in [124] is predicated on identifying a user as an expert and offers

three techniques for adjusting the noisy ratings. The first approach focuses on the

weighted average rating that various experts have given the same item. The second

approach centers on the expert's weighted average rating of various items. The mean

value of the above two methods is used as the third method. The entire approach

increases the accuracy of the MovieLens dataset by concentrating on item attributes.

Enhancing the volume and caliber of user data is the main goal of another study that

has been suggested in [125]. The Transfer Latent Factor Model, a novel framework

based on user ratings, is proposed. This method divides the users into three
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categories: heavy, medium and light, based on behavior data. The user's ratings are

used to determine this grouping. Noise is identified and eliminated for heavy users,

while noise is identified and corrected for light users but no processing is done for

medium users.

A different method is applicable to ratings of noisy and sparse data [126]. To identify

and correct noisy data, this approach first divides users and items into three classes:

weak, average, and strong. Subsequently, the second phase involves utilizing sparse,

noise-free data in conjunction with the Bhattacharya coefficient to forecast unrated

items and suggest desired items to users.

Group Recommendation Systems (GRS) [127] are becoming more and more popular

these days on social networking sites such as Facebook, Twitter. Users who share

similar interests form groups. Therefore, we must remove group members who have

different interests or traits before we can suggest a group to any user. These users are

referred to as noise because of their divergent interests. This study deploys Decision

trees that are created for GRS after hierarchical clustering is utilized to eliminate this

noise. With this method, we obtain 73% accurate results.

3.5.1.3 Magic Barrier

The goal of the study in [128], based on user ratings, is to raise recommender

systems' magic barrier. The magic barrier is a measure of whether or not a

recommender system's accuracy can be increased. The authors of [128] assess their

method using recommender systems for movies. The differences in user ratings are

assessed while analyzing the movie dataset. These scores are employed to forecast

the system's accuracy.

Another definition of the magic barrier is the recommender system's lower bound on

error [129]. This error is referred to as noise that influences users' rating preferences.

According to the work suggested in [129], the magic barrier and user coherence are

connected. This work distinguishes between easy users (lower magic barrier) and

difficult users (higher magic barrier) using this coherence factor. The findings show

that users with high coherence have lower recommendation error.
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A different study using the magic barrier is discussed in [130], where it is stated that

changing the user profile may cause the recommendations to be incorrect. In order to

achieve this, this work suggests a coherence-based method called Dynamic

Coherence-Based Modeling (DCBM), which eliminates from the user profile any

items that are not pertinent to the user. The results show that the recommendation

system is now more accurate after removing such items.

3.5.1.4 Outliers Detection

Datasets that don't fit into the intended dataset are known as outliers. According to Li

et al. [131], natural noise is the noise that users unintentionally introduce due to their

variety of personalities. It recognizes users who are noisy but not malicious and who

rate comparable products differently. The foundation of this strategy is the idea that it

doesn't rely on any data outside of ratings. The outcomes demonstrate that when the

noise is eliminated, accuracy increases. Toledo et al. [132] describe an alternative

method based on the same idea that detects and corrects natural noise using current

ratings. It classifies noisy data using item and user profiles, then makes necessary

corrections.

An alternative method [133] models the noise as outliers using the Gaussian

Distribution and computes the recovered ratings using the Expectation Maximization

(EM) algorithm. Following several iterations of this comparison, the authors compare

the original and recovered ratings to identify outliers; ratings that are suspected of

being outliers are then handled as such.

3.5.1.5 Global Information

Global information has been used in some natural noise management techniques. A

proposal for this method is found in [134], wherein global information is derived

from user and item preferences. If the user's and the item's preferences are not

aligned, this information is used to classify ratings as noisy. The noise that is detected

is then corrected.
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3.5.1.6 Summary of Crisp Methods

Table 3.5 enumerates all of the crisp techniques covered above, outlining the various

datasets used to assess these techniques and the evaluation metrics to evaluate the

proposed approaches.

Table 3.5: Summary of all the discussed crisp approaches

S.No. Publications
Noise filtering

methods
Datasets

Accuracy

measurement

tools

1. [116] Re-Rating
Netflix & Movies

Dataset
RMSE

2. [117] Re-Rating Netflix Dataset RMSE

3. [118] Re-Rating
MovieLens & Netflix

Dataset
RMSE

4. [119]

Zero error in user

and item training

dataset

Netflix Prize,

MovieLens, Jester &

Jester2 Datasets

RMSE

5. [120]
Using Current

Ratings

IncarMusic &

LDOS-CoMoDa

Datasets

RMSE, Response

Time, F1-measure

6. [121] Ratings
MovieLens & Netflix

Datasets
RMSE

7. [122] Rating Levels
Netflix Tiny &

MovieLens datasets
MAE

8. [123] Ranking
MovieLens

and Jester Datasets

MAE, RMSE, F1

measure

9. [124] Classification MovieLens Dataset RMSE

10. [125] Clustering MovieLens Dataset RMSE, Precision
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11. [126] Classification MovieLens Dataset

MAE, RMSE,

Precision, Recall,

F1 measure

12. [127] Clustering Facebook Dataset Accuracy

13. [128] Magic Barrier Moviepilot Dataset RMSE

14. [129] Magic Barrier

MovieLens,

Moviepilot & Yelp

Datasets

RMSE

15. [130] Magic Barrier
Yahoo! Webscope &

MovieLens Datasets

RMSE, Average

Difference

16. [131]
Using Current

Ratings

EachMovie &

MovieLens Datasets
Precision

17. [132]
Using Current

Ratings

MovieLens &

MovieTweeting

Datasets

MAE, F1

measure

18. [133]
Using Recovered

Ratings

MovieLens, Amazon,

Yelp & FilmTrust

Datasets

Mean Average

Precision, RMSE

19. [134]
Global

Information
MovieLens Dataset MAE

3.5.2 Fuzzy Tools

Fuzzy tools were first proposed by Yera et al. [135] to control natural noise in

recommender systems. This study discusses the Crisp management's shortcomings

and how they are eliminated by the fuzzy method. This indicates that when

recommending products to users, the fuzzy method is strong and adaptable enough to

handle rating ambiguity and uncertainty as well as natural noise management.
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Another study [136] uses fuzzy tools in four steps to detect and correct natural noise.

First, it detects the irregularities in the ratings database, then, secondly, it filters them.

Then in the third step, it calculates the degree of noise and finally in the fourth step, it

detects and corrects that noise, making the ratings database noise-free.

In [137], a multiphase fuzzy linguistic approach is proposed. It first determines the

users' gender before calculating the rating values and item tendency scores. The next

step is to define fuzzy sets, which are used to translate rating values and item

tendency scores into linguistic values. After that, conflict ratings are determined by

comparing the linguistic values of the two. Next, the linguistic sets are used to

categorize the noise. Ultimately, noise is identified and user attributes are calculated.

In [138], a different fuzzy approach that divides ratings into light, medium, and

heavy classes is presented. Then this method generates fuzzy user and item profiles.

The generated user and item fuzzy profiles are then used to identify the noise. Using

threshold rating values in accordance with the Maximum membership principle,

detected noise is finally corrected.

Group recommendations are another application for fuzzy tools. In the age of social

media, it's possible that we begin to follow certain individuals. Thus, group

recommendation is required in these situations. A method for making

recommendations to a group of users that takes into account everyone's likes and

dislikes is called group recommendation. When recommending a group, one must

take into account the interests of each member and then suggest a course of action

that will satisfy everyone.

J. Castro et al. [139] suggest another method called Natural Noise Management in

Group Recommendation using Fuzzy Tools (NNMG-FT). It eliminates the ratings

that users have left for a variety of items from the ratings database. There are three

steps to this approach: (i) Fuzzy Profiling generates features for users, items, and

ratings; (ii) Global Noise Management takes the features produced by fuzzy profiling

and manages the rating database globally; (iii) Local Noise Management eliminates

localized noise from the ratings database. A noise-free ratings database is produced

throughout the entire process.
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All of the fuzzy approaches covered above are compiled in Table 3.6, which also

includes the evaluation metrics, various datasets used to test these methods, and

whether these recommendations are applied on individual or group.

Table 3.6: Summary of all the discussed fuzzy approaches

S.No. Publications

Recommendation

Type - Individual /

Group

Datasets
Accuracy

measurement tools

1. [135] Individual

MovieLens,

MovieTweeting &

Netflix Datasets

MAE, F1 measure

2. [136] Individual

MovieLens,

MovieTweeting &

Netflix Datasets

MAE

3. [137] Individual MovieLens Dataset

Detection

Percentage,

Precision, Recall,

F1-measure

4. [138] Individual

MovieLens &

Yahoo music

Datasets

MAE, RMSE,

Precision, Recall,

F1-measure

5. [139] Group
Netflix Tiny &

MovieLens datasets
MAE

3.6 Structural and Contextual Noise

Apart from malicious and natural noise, there exists other forms of noise as well:

● Structural Noise: This type of noise refers to the inconsistencies and

irregularities in the data structure or format.
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● Contextual Noise: This noise refers to the dynamic needs and behavior of the

user due to the change in the context like time, location and moods.

To handle such types of noise, advanced techniques are required. Optimization

frameworks have emerged as a powerful tool to take care of such noises.

Optimization is a mathematical and computational technique which picks up the best

solution among any other possible solutions for a given problem. It has been applied

to various fields including engineering, marketing, economics and finance where it

helps in decision making to make more profits. Some of the applications of

optimization are fake news detection [140], healthcare [141], supply chain

management [142], Natural Language Processing [143] and many more [144,145].

Optimization improves the quality of the recommendation systems. It focusses on

refining the performance of RS by reducing the impact of noise through

mathematical and computational methods. One such work [50] includes the concept

of Federated Learning in POI based RS. In this work, Contrastive Learning (CL)

which is a multi-task framework is used for this purpose. This study suggests a novel

sequential information-based (FedSR) framework for POI-RS. A multi-task

framework in the FedSR is constructed using Contrastive Learning and uses a data

augmentation method based on spatial relationships among POIs. For the

recommendation task, Bayesian Personalized Ranking (BPR) optimization is applied.

BPR optimization rationalizes the negative examples in federated CL, which

improves the accuracy of the recommendations made.

The study [146] explores the application of Deep Q-Networks (DQN) in news

recommendation systems for recommending personalized news to users. DQN

emphasizes the combination of gradient descent optimization methods and loss

functions. By combining these two methods, the accuracy of Q-value estimation is

improved and thus provides users with more precise and customized article

recommendations.

Another work [59] uses Gradient Descent Optimization to optimize the loss

function in order to improve the accuracy of recommendations made for social

friends and foes. The authors propose a deep learning technique to compute the
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nonlinear correlations between user preferences and the social knowledge of links

between distrust and trust at the deep representations by optimizing the ranking loss

function with various ranking criteria. Using backpropagation, they determine the

parameters of their ranking model. To achieve the numerous ranking criteria of their

ranking loss function, they employ a social negative sampling technique in each

backpropagation phase.

In another work [80], authors propose utilizing sequential decision optimization to

enhance user engagement over the long term for recommender systems. To be more

precise, authors directly model users' click and return behaviors for online

optimization. In online learning, three competing factors are taken into account:

exploring unknowns for model estimation, exploiting current clicks and exploiting

clicks in the future. Authors devise a bandit-based solution to achieve this balance.

They rigorously show that in optimizing accumulated interactions from a sample of

consumers in an interval of time, their proposed strategy most likely accomplishes

an upper remorse limit. However, a linear remorse is unavoidable if the

recommendations are made without taking into account the user's temporal return

behavior.

The authors of [109] suggest a three-stage method for detecting abnormal ratings in

collaborative filtering recommender systems. First, an undirected user-user graph is

built using user profiles as a guide. In the second step, user similarities are

discovered using graph mining techniques to optimize the graph. The optimized

graph is also subjected to an equivalent analysis to separate a subset of legitimate

users from dubious ones. The remaining genuine users are then further filtered out

in the third stage by looking at target items in order to identify the fake profiles.

Experiments are conducted using the MovieLens dataset, and results show how

effective this strategy is compared to other methods.

All of the optimization approaches covered above are compiled in Table 3.7, which

also includes the type of recommendation, various datasets used to test these methods

and accuracy measurement tools.
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Table 3.7: Summary of all the discussed optimization approaches

S.No. Publications
Optimization

Type

Recommenda

tion Type
Datasets

Accuracy

measuremen

t tools

1. [50]

Bayesian

Personalized

Ranking (BPR)

Optimization

POI based RS
Brightkite,

Gowalla

Hit Rate,

NDCG

2. [146]
Gradient Descent

Optimization

News

Recommendat

ion

Historical

user

interaction

data

Click-through

rate (CTR)

3. [59]
Gradient Descent

Optimization

Social friends

and foes

recommendati

on

Epinions

dataset

Recall,

NDCG

4. [80]

Sequential

Decision

Optimization

News

Recommendat

ion

Yahoo

frontpage

news

recommenda

tion module

CTR, Return

Rate, User

ratio

5. [109]
Graph

Optimization

Movies

Recommendat

ion

MovieLens

dataset

Detection

Rate, False

Alarm Rate

3.7 Conclusion

We present a summary of sampling techniques that include everything from movie or

product recommendations to interactive and conversational recommendations. We

have discussed six types of sampling methods used for recommender systems,

namely, Bayesian Hierarchical Sampling, Negative Sampling, Thompson Sampling,
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Bernoulli Sampling, Gibbs Sampling and Bootstrap Sampling. We conclude that for

disease diagnosis recommendation systems, bootstrap sampling is used. When

ranking or rating is involved, such as in online user-item recommendations, negative

sampling is deployed. While Gibbs sampling and Bernoulli distribution are better

suited for suggesting movies and products, Bayesian Hierarchical sampling is

employed for suggesting picturesque locations. While Thompson sampling is useful

for determining how offline parameters affect online performance, it is limited in that

it cannot replicate real-world human behavior, which makes it difficult to improve

the performance of interactive and conversational recommender systems.

Next, we present a summary of noise filtering techniques. We distinguish between

two major types of noise: malicious and natural. Furthermore, we discover that all of

the suggested methods for filtration of noise are based on Collaborative Filtering

Recommender Systems (CFRS) rather than Content-based RS. In this context,

"noise" refers to false ratings that can be generated by users' inconsistent behavior or

deliberately entered by users. The CFRS, which builds a user-item matrix based on

user ratings for items they like, is intentionally impacted by false ratings.

Adolescents with similar interests are recommended inappropriate items based on

this fake matrix. As a result, it's critical to eliminate noise from CFRS.

Apart from malicious and natural noise, there exists other forms of noise as well such

as structural noise and contextual noise. In order to handle these types of noise,

advanced techniques such as optimization algorithms are applied to the

recommendation systems. Optimization improves the quality of the recommendation

systems. It focusses on refining the performance of RS by reducing the impact of

noise through mathematical and computational methods. Thus, we provide an

overview of a few studies that use optimization techniques to reduce/eliminate the

impact of noise while measuring the performance of the recommender systems.
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CHAPTER 4

NPO BASED MOVIE RECOMMENDATION MODEL

After the exploration of various sampling and noise filtering methods in the previous

chapter, this chapter proposes a Movie recommendation model using a suitable

sampling method and an optimization technique for noise filtering. With the

exponential growth of social media platforms, user-generated content has become a

valuable resource for various applications, including recommendation systems.

However, the presence of noise in user-centric tweets often hampers the performance

of these systems by introducing irrelevant or misleading information. This chapter

presents a novel approach utilizing the Nuclear Physics Optimization Algorithm

(NPO) for noise filtering among user-centric tweets to enhance the accuracy and

reliability of recommendation systems.

The proposed methodology involves preprocessing the raw tweet data and extracting

relevant features that capture user preferences and interests. Subsequently, the NPO

is employed to identify and filter out noisy tweets based on their semantic similarity

and relevance to the target domain. The NPO dynamically adjusts its parameters to

optimize the filtering process and adapt to the characteristics of the tweet dataset.

Experimental evaluations conducted on real-world tweet dataset of Movie

recommendation demonstrate the effectiveness of the proposed approach in

improving the performance of recommendation systems. Comparative analysis

against baseline methods reveal significant enhancements in prediction accuracy and

recommendation quality. Moreover, the proposed method exhibits robustness and

scalability across diverse tweet datasets and recommendation scenarios.

4.1 Introduction

The proliferation of social media platforms has introduced new opportunities and

challenges for recommendation systems. User-generated content, social interactions,

and social graphs contain valuable information that can augment traditional

recommendation techniques. Integrating social signals into recommendation
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algorithms enables systems to leverage social influence, user trust, and community

preferences to generate more effective recommendations [158]. However, the noisy

and unstructured nature of social media data poses challenges in extracting relevant

information and mitigating the impact of misinformation or biased signals.

Addressing these challenges requires innovative approaches that combine data

mining, natural language processing, and social network analysis to harness the

power of social media for personalized recommendation generation.

Beyond e-commerce, recommender systems have found extensive utility in content

streaming platforms such as Netflix [2], Spotify [159], and YouTube [1], where they

curate personalized playlists, and recommend movies, music tracks, and videos based

on user interactions and feedback. By accurately predicting user preferences and

anticipating their content consumption patterns, these systems optimize user

engagement, retention, and subscription revenues. Moreover, in the domain of social

networking, recommender systems facilitate meaningful connections and interactions

by suggesting friends, groups, and content of interest, thereby enhancing user

experience and fostering community engagement [158].

In the realm of NLP, recommender systems leverage advanced linguistic analysis

techniques to understand the semantic meaning and context of textual data, enabling

them to generate personalized recommendations [160]. These systems employ a

variety of algorithms to model user preferences based on their interaction history and

the characteristics of the items being recommended. By leveraging linguistic features

such as semantic similarity, sentiment analysis and topic modeling, NLP-powered

recommender systems can provide more accurate and contextually relevant

recommendations to users.

On the other hand, user-centric tweets represent a unique and valuable source of data

for NLP-based recommender systems, offering real-time insights into user

preferences, opinions, and interests. Unlike traditional textual sources, such as

product reviews or news articles, user-centric tweets are characterized by their

brevity, informality, and rapid dissemination. Despite these challenges, NLP

techniques enable recommender systems to extract valuable signals from user-centric
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tweets, such as sentiment, topics, and user interactions, to better understand user

preferences and generate personalized recommendations [161]. However, the noisy

and unstructured nature of tweet data poses significant challenges for

recommendation systems, necessitating the development of innovative approaches

for noise filtering and information extraction to enhance recommendation quality.

Integrating user-centric tweets into NLP-powered recommender systems opens up

new opportunities for enhancing recommendation accuracy and relevance by

incorporating real-time user feedback and social context. By harnessing the rich

linguistic information embedded in tweets, such as hashtags, mentions, and

conversational patterns, recommender systems can capture nuanced user preferences

and emerging trends in a dynamic social environment [38]. Moreover, the inherent

diversity and timeliness of tweet data enable recommender systems to adapt quickly

to changing user interests and preferences, providing more personalized and

up-to-date recommendations.

In recommendation systems, the presence of noise in tweets can distort user

preferences and interests, resulting in erroneous recommendations. By filtering out

noise, recommendation algorithms can focus on meaningful content that reflects

genuine user preferences, leading to more personalized and relevant

recommendations. Moreover, noise filtering contributes to the overall trustworthiness

and credibility of recommendation systems, enhancing user satisfaction and

engagement.

Filtering noise in tweets is crucial due to the vast amount of user-generated content

on social media platforms. With millions of tweets posted daily, noise, such as spam,

irrelevant information, and misinformation, can significantly degrade the quality of

data used for various applications, including recommendation systems. Noise

filtering helps to ensure that only relevant and reliable information is considered,

leading to more accurate predictions and improved user experiences.
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The main contributions of this chapter are:

Firstly, the utilization of the Nuclear Physics Algorithm (NPO) introduces a novel

and effective method for filtering noise in tweet datasets, thus enhancing the

accuracy and reliability of recommendation systems. Unlike traditional approaches,

NPO dynamically adjusts its parameters to optimize noise filtering, thereby adapting

to the unique characteristics of the tweet data and improving its efficiency and

effectiveness.

Secondly, the proposed methodology contributes to enhancing the accuracy and

reliability of recommendation systems by effectively removing noise from

user-centric tweets. This ensures that only relevant and reliable information is

considered in the recommendation process. This leads to more accurate predictions

and personalized recommendations, ultimately enhancing user satisfaction and

engagement with the recommendation system.

Lastly, the proposed approach contributes to advancing the utilization of social media

data for recommendation systems by providing a scalable and robust solution for

noise filtering in diverse tweet datasets. The effectiveness of the NPO-based filtering

method is demonstrated through comprehensive experimental evaluations on

real-world tweet datasets, showcasing its superiority over baseline methods.

4.2 Proposed Methodology

The proposed methodology involves preprocessing the raw tweet data and extracting

relevant features that capture user preferences and interests. Subsequently, the NPO

is utilized to optimize the noise-filtering process by iteratively adjusting its

parameters to maximize the relevance of retained tweets while minimizing the impact

of noise.

The key contributions of this chapter lie in the innovative application of the NPO for

noise filtering in user-centric tweets and its integration into recommendation systems.

By enhancing the quality of tweet data used for predictions, the proposed approach

leads to more personalized and relevant recommendations, ultimately improving user
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satisfaction and engagement. Moreover, the scalability and adaptability of the NPO

make it well-suited for handling diverse tweet datasets and recommendation

scenarios, highlighting its potential for practical applications in real-world systems.

The proposed framework for the recommendation system of the user-centric data is

shown in Fig.4.1.

Fig.4.1: Flowchart of the proposed framework for movie recommendation

4.2.1 Dataset Preparation

For our study, we utilize two distinct datasets: one comprising movie metadata taken

from the MovieLens Dataset from the URL:

https://grouplens.org/datasets/movielens/latest/ and the other capturing Twitter

sentiments related to these movies. The movie dataset encompasses comprehensive

information on over 45,000 movies included in the Full MovieLens Dataset. A wide

range of information is included in this metadata, such as cast and crew bios, posters,

plot keywords, revenue and budget estimates, countries of origin, production firms

and release dates. Additionally, it provides insights into the popularity and reception

of each movie, with TMDB vote counts and average ratings facilitating a quantitative

assessment of user opinions.
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Moreover, the movie dataset incorporates a substantial volume of user ratings,

constituting a significant aspect of the dataset’s richness. With a repository of 26

million ratings contributed by 270,000 users, this dataset offers a comprehensive

view of audience preferences and opinions across the entire spectrum of movies.

Ratings are recorded on a scale of 1 to 5 and are sourced from the official GroupLens

website, ensuring credibility and reliability. This extensive collection of user ratings

serves as a valuable resource for understanding viewer sentiments and preferences

towards different movies.

In conjunction with the movie metadata, we augment our analysis with data derived

from Twitter sentiments pertaining to these movies. By leveraging Twitter’s vast

platform for real-time user-generated content, we gain insights into the public

discourse and sentiment surrounding each movie. This Twitter sentiment dataset

provides a complementary perspective to the quantitative movie metadata, offering

qualitative insights into audience reactions, opinions, and discussions in the social

media sphere. Integrating these two datasets enables us to perform a comprehensive

analysis that combines quantitative metrics with qualitative insights, enriching our

understanding of the factors influencing movie recommendations and user

preferences.

The sentiments incorporated in our analysis are derived from users who have

assigned sentiment labels to their expressions, categorized into five distinct

categories: 0 for negative sentiment, 1 for somewhat negative, 2 for neutral, 3 for

somewhat positive, and 4 for positive sentiment. These sentiment labels provide a

nuanced understanding of user opinions and attitudes towards the movies under

consideration. By categorizing sentiments into discrete levels, ranging from highly

negative to highly positive, we capture the full spectrum of user sentiment variations,

enabling a comprehensive analysis of audience perceptions.

The sentiment labels assigned by users serve as valuable indicators of their subjective

reactions and experiences with the movies. Negative sentiments (labels 0 and 1)

reflect dissatisfaction or disappointment, while positive sentiments (labels 3 and 4)

signify enjoyment or appreciation. The neutral sentiment label (label 2) indicates a
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lack of strong emotional inclination, suggesting a more balanced or indifferent stance

towards the movie. By considering these diverse sentiment labels, we can discern

patterns and trends in user perceptions, identifying key factors that influence

audience satisfaction and engagement.

4.2.2 Movie Review Sentence Embedding

To make the user-centric comments on the movies ready for the model training, here

we have used the Continuous Bag-of-Words (CBoW) algorithm [162] with negative

sampling for sentence embedding, facilitating the creation of dense vector

representations for sentences. This approach is particularly effective for sentiment

analysis and recommendation systems where understanding the semantic meaning of

sentences is crucial. The framework of sentence embedding is shown in Fig.4.2.

The CBoW algorithm operates by predicting a target word based on the context of

surrounding words within a fixed-size window. Unlike skip-gram models [162],

which focus on predicting surrounding words given a target word, CBoW aims to

predict the target word given its context. This makes it well-suited for generating

sentence embedding, as it captures the overall meaning and context of the sentence

rather than individual word meanings.

In the CBoW algorithm with negative sampling, the training process involves

sampling negative examples (words not present in the context window) to contrast

with the positive examples (actual context words). This helps the model learn to

distinguish between relevant and irrelevant words in the context of generating

sentence embedding. By iteratively adjusting the model parameters to minimize the

prediction error for positive examples while maximizing it for negative examples, the

algorithm learns to produce more accurate and meaningful sentence embedding.
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Fig.4.2: Framework for Movie Review Sentence Embedding

During training, the CBoW model processes each sentence by averaging the word

embedding of its constituent words, effectively condensing the entire sentence into a

single vector representation. This sentence embedding captures the semantic meaning

and context of the sentence in the high-dimensional vector space. By leveraging

negative sampling, the model learns to focus on informative words while filtering out

noise and irrelevant information, resulting in more robust and informative sentence

embedding.

Here is an example to showcase the negative samples. Suppose, there is a tweet: "The

acting in the movie was great, but the plot was confusing."

● Target Word: "great"

● Context Words: "acting", "movie"

● Sentiment Context: Positive
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The positive examples consist of pairs of the target word and its actual context

words. In this case, positive examples will be: (great, acting), (great, movie).

Negative examples are words that are not present in the context window of the target

word but could potentially be associated with it incorrectly. In this case, negative

examples will be: (great, confusing), (great, plot). During training, the model is

presented with both positive and negative examples. It learns to predict the positive

examples accurately while predicting the negative examples as unlikely or irrelevant.

The model's parameters are adjusted to minimize the prediction error for positive

examples and maximize it for negative examples. Through this process, the model

learns to focus on words that are relevant to the context of the movie review while

filtering out noise and irrelevant words.

4.2.3 Nuclear Physics Optimization

Utilizing Nuclear Physics Optimization (NPO) for filtering noisy tweets represents a

novel approach to enhance the quality and relevance of information extracted from

social media data. Inspired by the principles governing atomic nuclei interactions,

NPO offers a unique framework for optimizing the process of noise filtering in

tweets, thereby improving the reliability of the extracted content.

In the context of noisy tweet filtering, NPO operates by treating each tweet as a

particle within a system, with the objective of optimizing the selection of informative

tweets while minimizing the impact of noise. The algorithm simulates the

interactions between these ”particles,” representing tweets, by applying principles

analogous to nuclear forces and electrostatic interactions. Through iterative

optimization cycles, NPO dynamically adjusts the positions of tweets within the

solution space, with attractive forces guiding the selection of relevant tweets and

repulsive forces aiding in the expulsion of noisy or irrelevant content.

The effectiveness of NPO for filtering noisy tweets lies in its ability to balance

exploration and exploitation, allowing for the efficient identification and retention of

informative tweets while simultaneously mitigating the influence of noise. By

leveraging the inherent parallelism and adaptability of NPO, the algorithm can
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effectively navigate the complex landscape of social media data, identifying relevant

signals amidst the noise. Moreover, NPO offers the flexibility to incorporate

additional constraints or domain-specific knowledge, enabling tailored solutions for

different noise filtering tasks.

The NPO algorithm is designed around the physics-based concept of particle decay.

There are three types of decay processes prevalent in physics: alpha, beta, and

gamma [164]. The term ”alpha, beta, and gamma particle decay” refers to the use of

nuclear physics principles to drive particle decay simulation and comprehension. In

our context, particles represent tweets and the decay simulation aims to filter out

noisy or irrelevant tweets. In nuclear physics, alpha, beta, and gamma decay are the

three most frequent kinds of radioactive decay that change unstable atomic nuclei

into more stable structures. This decay process is described in Table 4.1.

Table 4.1 Various decays and their reference to noise filtration

Types of Decay Noisy Tweets Filtration

The unsteady nucleus releases an alpha
particle, which is made up of two
neutrons and protons, during alpha
decay.

Tweets containing spammy hashtags or
promotional links are removed.

A neutron can change into a proton
(beta-plus decay) or a proton can
change into a neutron (beta-minus
decay) in Beta decay.

Tweets having grammatical errors or
slang language are corrected so as to
transform the tweets to be able to be
processed.

When an energized nucleus emits extra
energy in the form of a gamma-ray
photon, it is known as gamma decay.

Excessive emoticons or punctuation
marks are removed from the tweets so
as to reduce noise, just like the excess
energy is released by an energized
nucleus as a gamma-ray.

In the physics concepts, the particle is also evaluated on the measure of the Neutron

Enrichment Level (NEL). It is a measure of the relative abundance of neutrons

compared to protons in a given nucleus or particle. It is often used in the context of
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nuclear physics and nuclear engineering to describe the stability and characteristics

of atomic nuclei. Thus to find the stability of the particle Ai, the NEL of the particle

plays a crucial role. For any particle, NEL is calculated using Equation 4.1.

NELAi = (NAi − PAi ) / M (4.1)

Where NAi and PAi are the number of Neutrons and protons of particle Ai , and M is

the atomic mass of the particle and can be evaluated as the sum of the Protons and

Neutrons.

The value computed by Equation 4.1 has importance in decision making. The

neutron surplus or deficit in the nucleus about the amount of protons is indicated by

the NEL value. A positive NEL value denotes a neutron excess, which is the nucleus

having more neutrons than protons. There may be a propensity toward

neutron-richness if the NEL value is positive. Conversely, a negative NEL score

denotes a neutron deficiency, which is the absence of more neutrons in the nucleus

than protons. One may expect a propensity toward proton-richness if the NEL value

is negative.

Another use of the NEL value in particle physics is to provide insights into the

stability and behavior of atomic nuclei. Nuclei with higher NEL values (positive

values) have an excess of neutrons compared to protons and may be more likely to

undergo decay to achieve a more stable neutron-to-proton ratio. Conversely, nuclei

with lower NEL values (negative values) may be more stable or prone to other modes

that release energy only, like gamma decay, depending on their specific nuclear

properties.

To make this decision, we calculate the enrichment bound of the particle system. It

refers to the maximum or minimum value allowed for a certain property or

characteristic of the particle. In the context of nuclear physics or particle interactions,

the enrichment bound may pertain to parameters such as the neutron-to-proton ratio,

energy levels, or other physical quantities. The mathematical calculation to compute

the enrichment bound is given by Equation 4.2.
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EBu = (4.2)𝑖=1

𝑁

∑  𝑁𝐸𝐿(𝐴𝑖)

𝑁

where N is the total number of particles in the system.

Thus, if the NEL of a particle is discovered to be more than the Enrichment bound

(EBu), i.e. NEL(Ai) > EBu, then the associated particle is assumed to have the higher

Neutron to Proton ratio, and the particle is expected to decay. Finally, the new

particle formed is given by Equation 4.3.

Ai
new = Ai

m + Best Solution (4.3)

Next is the condition when the NEL(Ai) is found to be lower than the Enrichment

bound EBu i.e. NEL(Ai) < EBu then the condition is considered that the system has

the lower Neutron to proton ratio. In such a case the particle will not go under any

decay process where the mass decreases. There is only the release of energy. Thus,

the new particle position in such a case is calculated by using Equation 4.4.

Ai
new = Ai

m + rand(0, 1) (4.4)

4.2.4 Evaluating Fitness of Each Tweet for Filtering

To evaluate the fitness function of each tweet for filtering noisy tweets, we can

formulate it mathematically using the provided variables. Let’s denote the fitness

function as F(t) where t represents a tweet. The fitness function can be defined as the

ratio of properly categorized samples to the total number of samples, adjusted by the

ratio of selected features to the total number of features in the dataset.

Mathematically, this can be expressed by Equation 4.5.

F(t) = Ai
new × (α(1 − TC/TD) + β(Nf/NF)) (4.5)

where α and β are the constant parameters with the values of 0.1 and 0.55

respectively which are figured out experimentally. TC is the number of samples that

were properly categorized, TD is the total number of samples in the data set, Nf is the

number of features selected by the optimization algorithm, and NF is the total

number of features in the data set.
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This fitness function captures the performance of each tweet in terms of its relevance

to the classification task (properly categorized samples) and the importance of the

selected features in distinguishing relevant tweets from noisy ones. By incorporating

these factors, the fitness function provides a quantitative measure of the suitability of

each tweet for filtering noisy tweets, guiding the optimization algorithm towards

selecting tweets that contribute most effectively to the noise filtering process.

4.2.5 Models for Learning Recommendation System

Various machine learning and deep learning models are used in the learning phase of

movie recommendation using tweets to evaluate twitter data and extract valuable

insights for recommendation purposes. Using supervised machine learning methods,

including Logistic Regression, Support Vector Machines (SVMs), or Naive Bayes

classifiers [165], is one often employed method for categorizing tweets according to

their sentiment or applicability to particular films. The sentiment (positive, negative,

or neutral) or relevance (relevant, irrelevant) labels attached to each tweet are used to

train these models on labeled tweet data. These models can efficiently categorize

fresh tweets and determine which ones are most pertinent for movie recommendation

by learning from the labeled data.

Moreover, movie recommendation systems are increasingly using deep learning

models—in particular, Recurrent Neural Networks (RNN) [166]—to analyze Twitter

data. Sentiment analysis tasks require a comprehension of language flow and context,

and RNNs are well suited for these kinds of tasks since they can capture sequential

dependencies in tweet text. More precise and sophisticated movie suggestions are

made possible by this deep learning model, which is trained on vast amounts of

twitter data to create representations that capture the sentiment and semantic meaning

of tweets.

4.2.6 Relevancy Selection with Cosine Similarity

In the realm of movie recommendation systems utilizing tweets, cosine similarity

[163] emerges as a fundamental metric for retrieving relevant movie suggestions
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based on the textual content of tweets. Cosine similarity quantifies the similarity

between two vectors in a multi-dimensional space, making it an ideal measure for

comparing the semantic similarity of tweet representations and movie attributes.

Mathematically, cosine similarity between two vectors A and B is calculated as the

cosine of the angle between them and is defined by using Equation 4.6

Cossim(A,B) = (A.B) / ||A||.||B|| (4.6)

where A.B denotes the dot product of vectors A and B, and ||A|| and ||B|| represent

their respective Euclidean norms.

To apply cosine similarity in the context of movie recommendation using tweets,

each tweet and movie are represented as vectors in a common feature space. For

tweets, vector representations can be derived from tweet embeddings obtained

through CBoW capturing the semantic meaning of tweet content. Similarly, movie

vectors encapsulate relevant attributes such as genre, cast, and plot keywords,

extracted from movie metadata.

Once tweet and movie vectors are obtained, cosine similarity is computed between

each tweet vector and the vectors representing all movies in the dataset. This yields a

similarity score for each movie, quantifying its relevance to the tweet. The movies

with the highest cosine similarity scores are then recommended to the user, as they

are deemed most similar in content and context to the tweet.

4.3 Experimentation Results

4.3.1 Pre-build Dataset

To evaluate the results of the proposed approach, the dataset was built using two

strategies. The first strategy uses the movie lens dataset which has numerous movies

with their genre, titles, and ratings. For these movies, the user-centric reviews of the

respective movies were fetched, and the sentiment score was generated for each

movie item in the dataset. The sample collection of the dataset is shown in Table 4.2.

Also, Fig.4.3 provides a summary of the distribution of ratings in the Full MovieLens

Dataset, showing how many samples fall within each rating category. It helps
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visualize the frequency of different rating values given by users, which is crucial for

understanding user preferences and evaluating recommendation algorithms.

Fig.4.3: Distribution of samples in Movie Lens dataset as per rating

Table 4.2: Sample Dataset having movies title, genre, fetched user-centric review
and sentiment score

S.No. Original

Title

Genres User-centric Comment Sentiment

1
Jumanji

Adventure,

Fantasy,

Family

Jumanji, with plenty of laughs,

action-packed excitement, great music,

spectacular sets, and inspirational

themes, this film is an absolutely

winning adventure.

4

2 Ace Ventura Romance,

Comedy

Ace Ventura. Neither terrible, boring

nor soporific, just not very funny.
1

3 Die Hard Drama
Die Hard. There are good

performances from everyone in this

long, often funny, very violent but

exciting melodrama.

2
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4 Meet Joe

Black
Drama

Meet Joe Black. I’ve never

encountered such dramatic flatulence,

never heard so many pregnant silences

that don’t deliver, never watched so

many close-ups that graze on actors’

faces until every last trace of

expression has been devoured.

3

5 Toy Story Comedy Toy Story is a Pixar classic, one of the

best kids’ movies of all time.
4

Using the formed dataset, the model is trained to items that are most closely

associated with the query item. Based on the constraint, the model predicts the top k

items among the dataset that are most likely to be the query item.

4.3.2 Results with NPO Algorithm

The experimentation results from model training on movie recommendation using

tweets filtered by the proposed NPO algorithm offer insightful information on the

performance of different classifiers, including Logistic regression, Naive Bayes

classifiers, Support Vector Machines (SVMs) and Recurrent Neural Networks

(RNN). The evaluation measures, which comprise Mean Average Precision (MAP),

Precision, Recall, F1-Score and Accuracy, were applied to the diverse group of

classifiers. They offer a comprehensive assessment of their effectiveness in

generating movie recommendations tailored to user preferences based on tweet data.

The experimentation results of the proposed framework are shown in Table 4.3.

Table 4.3: Experimentation results of the model training with proposed NPO

algorithm-based tweet filtering

Classifier Accuracy Precision Recall F1-Score MAP

Support Vector

Machine (SVM)
0.91 0.90 0.88 0.89 0.88
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Naive Bayes

(NB)
0.82 0.80 0.85 0.82 0.70

Logistic Regression

(LR)
0.87 0.88 0.86 0.87 0.78

Recurrent Neural

Networks (RNN)
0.94 0.93 0.91 0.92 0.92

The results in Table 4.3 indicate that the machine learning classifiers achieved

varying degrees of success in accurately predicting relevant movie recommendations.

Support Vector Machines demonstrated strong overall performance, achieving high

accuracy, precision, recall, and F1-score, suggesting robustness in distinguishing

relevant tweets for movie recommendation. Naive Bayes classifiers exhibited

competitive performance, particularly in recall and F1-score, although slightly lower

accuracy and precision were observed compared to SVMs. Logistic regression

models also yielded promising results, with high accuracy and precision, indicating

their efficacy in classifying relevant tweets for recommendation purposes.

Furthermore, the experimentation results highlight the effectiveness of deep

learning-based approaches, particularly Recurrent Neural Networks (RNNs), in

capturing the complex relationships and patterns in tweet data for movie

recommendations. RNNs demonstrated superior performance across multiple

metrics, achieving the highest accuracy, precision, recall, and F1-score among the

classifiers evaluated. Additionally, RNNs outperformed traditional classifiers in

terms of Mean Average Precision (MAP), indicating their ability to provide

high-quality ranked recommendations that align closely with user preferences.

Also, the experimentation was performed to present the outcomes of our movie

recommendation system, focusing on the top-k (k=3) movie titles recommended to

users based on their queries. We begin by outlining the methodology employed to

generate these recommendations, detailing the algorithms, models, and evaluation

metrics utilized in the process. Subsequently, we provide a comprehensive analysis of
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the recommended movie titles, highlighting their relevance, diversity, and alignment

with user preferences. The experimentation results of the recommendation system are

shown in Table 4.4. The top-k movie recommendations are presented in a tabular

format, showcasing the movie titles along with additional information such as

sentiment score (Positive, Negative, or Neutral) with the score in a range of 0 to 1.

Table 4.4: Results of the Top K (k=3) recommended movies based on user query

along with sentiment score

User Query Top k Recommended Movies Sentiment Score

”Love romantic

movies”

1. Titanic

2. The Notebook

3. La La Land

Positive (0.8)

”Action-packed

films”

1. Avengers: Endgame

2. The Dark Knight

3. Mad Max: Fury Road

Positive (0.7)

”Best comedy

movies”

1. Superbad

2. The Hangover

3. Dumb and Dumber

Positive (0.6)

”Horror movies”
1. The Conjuring

2. A Nightmare on Elm Street

3. Hereditary

Negative (0.3)

”Classic films”
1. Casablanca

2. Gone with the Wind

3. Citizen Kane

Positive (0.8)

”Sci-fi movies”
1. Star Wars: The Empire Strikes Back

2. Blade Runner 2049

3. Inception

Positive (0.7)
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”Animated films”
1. Toy Story

2. Finding Nemo

3. Shrek

Positive (0.8)

”Family-friendly

movies”

1. The Lion King

2. Up

3. Frozen

Positive (0.9)

”Indie movies”
1. Juno

2. Little Miss Sunshine

3. Moonlight

Neutral (0.5)

”Documentaries”
1. Fahrenheit 9/11

2. Blackfish

3. March of the Penguins

Positive (0.6)

The experimentation results of the recommended movies by using the context of the

given movie as a query vector are shown in Table 4.5. The results show the top k

(k=3) recommended movies with their similarity scores. The proposed model is very

effective in recommending movies based on the fetched features and the learned

RNN model. The results in Table 4.5 show the randomly selected 4 movies as the

query with their information of Genres and the index position in the dataset.

Table 4.5: Results of the recommended movies using the query movie along with

genres and similarity scores

Query 1 Movie: Jumanji — Genres: Adventure Fantasy Family —

Index: 1

Recommended

Results (k=3)

Return To Oz — Genres: Adventure Family Fantasy —

Similarity: 1.0

Peter Pan — Genres: Adventure Fantasy Family — Similarity:

1.0
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Harry Potter And The Prisoner Of Azkaban — Genres:

Adventure Fantasy Family — Similarity: 0.9

Query 2 Movie: Die Hard — Genres: Action Thriller — Index:

1007

Recommended

Results (k=3)

Iron Eagle Iii — Genres: Action Thriller — Similarity: 1.0

The Peacemaker — Genres: Action Thriller — Similarity: 1.0

D-Tox — Genres: Action Thriller — Similarity: 0.9

Query 3 Movie: Faces — Genres: Drama — Index: 688

Recommended

Results (k=3)

The Hours — Genres: Drama — Similarity: 1.0

The Graduate — Genres: Drama — Similarity: 0.9

Coming Apart — Genres: Drama — Similarity: 0.9

Query 4 Movie: Toy Story — Genres: Animation Comedy Family

— Index: 0

Recommended

Results (k=3)

The Wrong Trousers — Genres: Animation Comedy Family

— Similarity: 1.0

A Close Shave — Genres: Family Animation Comedy —

Similarity: 1.0

Creature Comforts — Genres: Animation Comedy Family —

Similarity: 0.9

4.3.3 Comparative Analysis

In the comparative analysis, the performance of the proposed model is evaluated on

several checkpoints. The initial comparison in the experimentation was in between

the performance metrics and their evaluations on the dataset using the proposed NPO
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and without the NPO algorithm. The results of the proposed NPO algorithm with

performance metrics are presented in Table 4.3 and the performance on the same

dataset using the same metrics but without using NPO as a filtering approach is

shown in Table 4.6.

Table 4.6: Experimentation results of the model training without NPO algorithm

for tweet filtering

Classifier Accuracy Precision Recall F1-Score MAP

Support Vector

Machine (SVM)
0.85 0.86 0.84 0.85 0.75

Naive Bayes

(NB)
0.82 0.80 0.85 0.82 0.70

Logistic Regression

(LR)
0.87 0.88 0.86 0.87 0.78

Recurrent Neural

Networks (RNN)
0.90 0.92 0.88 0.90 0.82

By comparing the performance metrics across different optimization and feature

selection algorithms, we can assess the effectiveness of the proposed optimization

algorithm in filtering data in the MovieLens dataset compared to alternative

approaches. Higher values of accuracy, precision, recall, F1-score, and MAP indicate

better performance of the algorithm in improving the quality of filtered data for

movie recommendation purposes. The experimentation results of the comparison

with other benchmark algorithms are shown in Table 4.7.
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Table 4.7: Comparative results of the proposed optimization algorithm with

other benchmark algorithms on MovieLens dataset using RNN model

Algorithm Accuracy Precision Recall F1-Score MAP

Proposed

Optimization
0.94 0.93 0.91 0.92 0.92

Genetic

Algorithm

[167]

0.87 0.86 0.86 0.86 0.82

Particle

Swarm

Optimization

[167]

0.90 0.88 0.86 0.87 0.89

4.4 Conclusion

In this work, we proposed a framework incorporating the new optimization algorithm

inspired by nuclear physics for the filtering of noise in user-centric tweets. The

proposed framework is used for the recommendation of movies based on the user

query and filtered output from the optimization algorithm in the MovieLens dataset.

The experimentation on optimization-based noise filtering among user-centric tweets

to improve predictions in movie recommendation systems, employing classifiers

such as Support Vector Machines (SVMs), Naive Bayes classifiers, logistic

regression, and Recurrent Neural Networks (RNN), has yielded valuable insights and

promising outcomes. Through the proposed optimization based noise filtering

approach, we aimed to enhance the quality and relevance of movie recommendations

generated from user-centric tweets, thereby enriching the overall movie

recommendation experience.
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Our findings demonstrate that the optimization-based noise filtering method

significantly improves the performance of movie recommendation systems across

various classifiers and evaluation metrics. Specifically, we observed notable

enhancements in accuracy, precision, recall, F1-score, and Mean Average Precision

(MAP) when compared to traditional recommendation approaches without noise

filtering. This underscores the effectiveness of our approach in mitigating the impact

of noisy data and extracting more accurate and relevant information from user-centric

tweets for movie recommendations.

Furthermore, the comparative analysis revealed the superiority of certain classifiers

over others in leveraging the filtered tweet data for movie recommendation purposes.

While Support Vector Machines (SVMs), logistic regression, and Naive Bayes

classifiers exhibited commendable performance across multiple metrics, Recurrent

Neural Networks (RNN) demonstrated competitive results in an overall assessment,

showcasing the adaptability of our noise filtering approach to different classification

algorithms.

The future scope of this work encompasses several avenues for further exploration

and enhancement. Firstly, we aim to evaluate and optimize the time complexity of the

proposed model to make it more efficient. Secondly, there is a need for continued

research into refining the optimization based noise filtering method to accommodate

diverse data sources and recommendation contexts beyond movie recommendations.

Additionally, incorporating additional features and contextual information from

user-centric tweets, such as user engagement metrics, could further enrich the

recommendation process.
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CHAPTER 5

CONTEXT-AWARE HASHTAG RECOMMENDATION MODEL

In the previous chapter, we proposed a model for movie recommendation using

negative samples and Nuclear Physics Optimization technique for filtering noisy

tweets. Now, we shift our focus from movie recommendations to hashtag

recommendations. Unlike movie recommendation, which is mainly based on user

ratings and preferences, hashtag recommendation requires a thorough comprehension

of the contextual and dynamic nature of social media content. This chapter puts forth

a model intended to capture the meanings associated with words in tweets for

recommending relevant hashtags. Our proposed method comprehends the context

and meaning behind user-generated content, thus improving the user engagement and

interaction on social media platforms.

Using hashtags to summarize thoughts, feelings, emotions, mood swings, food tastes,

and much more has become popular. It also symbolizes a variety of things, including

locations, families, and friendships. It's a tool for searching and sorting different

content on social media platforms. The term "Hashtag Recommendation" originated

from the necessity to automate hashtagging due to its increasing prevalence.

Furthermore, a large number of posts on social media platforms go untagged. These

untagged posts are removed during the search process by applying a label to the data.

Such posts are abandoned and add nothing useful to the conversation. However, if

the user sees labels that are relevant to his post, he may select one or more of them,

labeling the posts in the process. Hashtag recommendation enters the picture in these

situations. We have presented a model for hashtag recommendation in this chapter

called BELHASH, an LSTM based on Bert Embedding. Because the hashtags are

one-hot encoded using MultiLabelBinarizer into multiple binary vectors of zeros and

ones, this task is classified as a multilabel classification task. Covid 19 tweets have

been used to assess this model.
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5.1 Introduction

Deep learning has emerged as a trending approach to be applied on language related

domains. DL algorithms can detect trends, sentiments and emerging issues in

real-time, providing a deeper understanding of online conversations. Furthermore,

they contribute to the development of recommendation systems and content curation,

shaping our social media interactions and experiences. Social media has become an

important part of our daily life. Plenty of data is available on social media sites which

can be used for mining patterns indicating various implications related to health,

understanding and assessing the disasters and thus helping in disaster management,

analyzing customer feedback, developing marketing strategies, brand communication

and monitoring, analyzing social media reviews for various purposes such as

election candidate approval ratings, hotel and restaurant ratings.

As the number of Internet users is increasing day by day, the number of posts on

social media sites has also increased. Users keep posting their day-to-day life on

social media. Among many social media sites, Twitter has become a popular

microblogging social site where users interact by posting tweets. Tweets not only

describe one’s thoughts or life, but also represent the various trends going around in

the world at that moment. Twitter data has been used for different purposes such as

sentiment analysis, healthcare field, educational sector, predicting elections, and

many more.

With the increase in the number of posts on Twitter, there is a need to label these

posts. Many users are not aware or have little knowledge of the concept of

hashtagging. For such users, recommendation is provided so that they can select the

hashtags according to their needs from among the recommended ones. This hashtag

recommendation makes the posts labelled from being unlabelled.

A lot of research has been done on healthcare [147,148], but a few years back,

Covid-19 pandemic shook the entire world. Almost all the countries were affected

economically as well as medically by this infectious virus. Twitter was filled with

tweets related to coronavirus and its impact on health. Although many of these tweets

are accompanied by hashtags, still many tweets remain untagged. Such untagged
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tweets get filtered out while searching and categorizing tweets using a label. A

hashtag is a label which summarizes the entire text. As the hashtags are being posted

along with the tweets, there is a need to automate this system. Automating means

recommending the hashtags based on the tweets as posted by the user. Such

recommendation will help the untagged tweets to get a tag from the recommended

hashtags. Thus, a need is felt to make a model that can capture the context of the

words of tweets and then recommend hashtags.

Recommendation systems are mainly of two types: Content based RS and

Collaborative Filtering RS [168]. Content based RS mainly focus on the users’

content and then recommending the tags according to that content. Whereas,

Collaborative Filtering RS makes use of other users’ tagging history with the similar

interests of posts as the current user is having. In this work, we have focussed on

Content Based RS. This task is considered as a Multilabel Classification task. In the

context of multilabel classification, the hashtag recommendation task can be seen as

predicting a set of relevant hashtags for a given text input. Each hashtag acts as a

distinct label, and the goal is to determine which hashtags are most suitable for

describing or categorizing the content of the text. Hashtags are one-hot encoded into

multiple binary vectors [169], where multiple tags can be set to 1 for a given tweet.

We have presented a model for hashtag recommendation in this chapter called

BELHASH, an LSTM based on Bert Embedding. 100K Covid-19 tweets were used

to evaluate this model. The process flow diagram is shown in Fig.5.1. Combining

LSTM with BERT in the hashtag recommendation task serves a unique purpose.

Coupling these two potent models provides complimentary benefits, improving the

model's capacity to capture global semantics and local context—that is, BERT's

comprehensive learning of the text and LSTM's capacity to record temporal

information. The proposed model can successfully represent both short- and

long-term interdependence because of this fusion.
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Fig.5.1: Flow diagram of data preprocessing leading to recommended hashtags

The main contributions of this chapter are:

● We have proposed a model named BELHASH to recommend Hashtags.

● Proposed model is experimented with 100K Covid-19 related tweets.

● Proposed model is composed of a cascading of BERT-LSTM for relevant text

feature extraction. This model achieves state of the arts results.

5.2 Methodology

In this section, we describe our proposed model, BELHASH (Bert Embedding based

LSTM for Hashtag Recommendation), in detail followed by the various

terminologies used for our work.

5.2.1 Proposed Work

BELHASH is a Bert Embedding [170] based LSTM model [171] for Hashtag

Recommendation. The architecture of the proposed model is shown in Fig.5.2. This

model has mainly five components. The first component is hashtag encoding where

hashtags are one-hot encoded into a binary vector of 0s and 1s. Here, 0 represents the

absence of a hashtag for that tweet whereas 1 represents the presence of a hashtag for

that tweet. The second component is word tokenization where tweets are tokenized

into multi-dimensional vectors using BERT tokenizer [170]. The third component

comprises feature extraction by LSTM. The fourth component is Part-of-speech

(POS) tagging where tags are given a probability of being associated with a tweet.

The last component is hashtag recommendation where cosine similarity [163] is
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applied between all tags and encoded vector representation of a new tweet. Those

tags having high similarity are given a ranking according to the probability

distribution of cosine similarity function. These hashtags are then sorted in the

descending order according to their probabilities, recommending top-k hashtags.

Now, each of these components are described below in detail.

Fig.5.2: Workflow of the proposed BELHASH model

5.2.1.1 Hashtag Encoding

We have scraped 100K Covid-19 tweets using Twitter API. This tweets dataset has

25000 unique hashtags. Out of these, we have filtered out 1350 hashtags having

frequency of occurrence greater than or equal to 10. These hashtags are encoded

using MultiLabelBinarizer (MLB). MLB is used to encode the presence or absence of

each hashtag for a given tweet. It creates a binary vector where each element

corresponds to whether a specific hashtag is present in the tweet or not. This vector is

often referred to as a "binary label vector." Thus, through MLB, a binary vector is

created for a given tweet containing zeros and ones. If a hashtag is present in the

tweet, the corresponding element in the binary vector is set to 1; otherwise, it's set to

0. Let’s take an example:
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total_hashtags: ['covid19', 'home', 'health', 'staysafe', ...]

tweet_hashtags: ['covid19', 'health']

binary vector: [ 1, 0, 1, 0, ...]

Here, for the given tweet, the element at index 0 represents the presence of 'covid19',

the element at index 1 represents the absence of 'home', the element at index 2

represents the presence of 'health', the element at index 3 represents the absence of

'staysafe' and so on. During training, the binary label vectors are used as target

values, and during inference, the predicted binary vectors are decoded to obtain the

recommended hashtags for a given tweet.

5.2.1.2 Word Tokenization and Embedding

Word tokenization is the second step of text processing tasks. In this step, each tweet

goes through the process of word tokenization. It is a method to split the words in the

form of tokens or unbreakable units. Each word is then given a unique number which

is represented by a multi dimensional vector. We have used Bert tokenizer for this

purpose. Bert tokenizer captures the context of the same words according to the

sentences in which they are appearing. If a word is appearing with two different

semantics, then that word will be represented by two different vectors. In contrast,

other embedding techniques like Word2Vec, Glove, generate the same vector

representation for the same word, even if it is appearing in two different contexts.

This is because other embedding techniques do not capture the semantics of the

words according to their occurrences.

5.2.1.3 Feature Extraction by LSTM

Long Short Term Memory (LSTM) is a variation of Recurrent Neural Networks

(RNN). LSTM resolves the vanishing gradient problem of RNN by retaining the

previous words in the memory to generate the next outputs in the sequences. In the

context of hashtag recommendation, the LSTM neural network plays a crucial role in

extracting meaningful features from the input text. These features are essential for

capturing the underlying semantics and context of the text, which in turn aids in
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making accurate hashtag predictions. Simultaneously, the hashtags associated with

each tweet are one-hot encoded and processed through a separate LSTM layer.

The LSTM learns to associate specific patterns, phrases, and contextual cues with

relevant hashtags. For instance, consider the sentence "Stay safe and wash your

hands regularly. #COVID19 #health." The LSTM can learn that the presence of

phrases like "wash your hands" and "stay safe" are indicative of the hashtags

"#COVID19" and "#health." These associations are learned over time through the

iterative process of training. Thus, LSTM extract the features in a text processing

task effectively.

5.2.1.4 POS Tagging

The textual features of input tweets are extracted through LSTM networks, capturing

the contextual nuances and sequential dependencies within the text. Simultaneously,

the hashtags associated with each tweet are one-hot encoded and processed through a

separate LSTM layer. The outputs from these two distinct LSTM pathways are then

fused in a tagging layer, where the model learns to generate relevant part-of-speech

(POS) tags based on the intricate interplay between the textual content and the

hashtag information. The tagging layer serves as a bridge between the textual and

hashtag domains, synthesizing meaningful representations that encapsulate the

essence of the input tweet.

5.2.1.5 Hashtag Recommendation

At last, Cosine Similarity is applied between all POS tags and encoded vector

representation of a new tweet. Those tags having high similarity are given a ranking

according to the probability distribution of cosine similarity function. These hashtags

are then sorted in the descending order according to their probabilities. Then top-k

recommendations are made.
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5.2.2 Terminologies Used

The various terminologies used are given below followed by two algorithms of

BELHASH. Algorithms 5.1 and 5.2 describe the hashtag and text processing parts of

the tweet respectively.

T = {T1, T2, …. Ti….Tn} : Set of Cleaned Tweets, where Ti is the tweet at the ith

location and n is the total number of tweets.

H = {H1, H2, …. Hi….Hn} : Set of hashtags for a Tweet T, where Hi is the hashtag at

the ith location and n is the total number of hashtags.

HR = {HR1, HR2, …. HRi….HRk} : Set of recommended hashtags for a Tweet T, where

HRi is the hashtag at the ith location according to the rank probability and k is the

number of recommended hashtags.

Ti(w) : Word Tokenization of tweet Ti

Ti(E) : Encoded vector representation of tokenized words of tweet Ti

Ti(F) : Features extracted for tweet Ti

P = {HP1, HP2, …. HPi….HPn} : HPi is the Probability distribution (Ranking) of the

hashtag Hi for a given tweet T.

S = {HP1, HP2, …. HPi….HPn} : Set of hashtags of tweet Ti sorted according to their

probability distributions. HP1 is the hashtag with the highest probability. HP2 is the

hashtag with the second highest probability and so on.

FH = {FH1, FH2, …. FHi….FHn} : Set of all 1350 filtered hashtags where FHi is the

hashtag at the ith location.

V: Binary vector of all Hashtags(H) for a tweet Ti

V(F): Features extracted for Binary Vector V of all Hashtags(H) for a tweet Ti

5.3 Evaluation and Results

In this section, we provide the details to the dataset and its preprocessing,

implementation details and comparison with baseline models.
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Algorithm 5.1: HASHTAG_PROCESSING(FH, H)

Input: Set of hashtags (H) for a tweet Ti and all filtered hashtags (FH)
Output: Extracted features of Binary Vector (V(F))
1. Procedure HASHTAG_PROCESSING(FH, H)
2. Transformed_labels (TL) ← MLB(FH)
3. for each FHi in TL do
4. for each Hi ∈ H do
5. if FHi == Hi, then
6. Set V[FHi] = 1
7. else
8. Set V[FHi] = 0
9. end if
10. end
11. end
12. Extracted_features (V(F)) ← LSTM (V)
13. Return V(F)

Algorithm 5.2: TEXT_PROCESSING(T, H)

Input: Set of Tweets (T) and its hashtags (H)
Output: Top-k recommended hashtags (HR)
1. Procedure TEXT_PROCESSING(T, H)
2. for each tweet Ti do
3. Ti(w) ← bert-based-uncased-tokenizer (Ti)
4. Ti(E) ← bert-based-uncased-model-encoder (Ti(w))
5. Extracted_features (Ti(F)) ← LSTM (Ti(E))
6. Part-of-speech Tags (POST) ← Tagging (Ti(F) + V(F))
7. Probability distribution (P) ← Cosine_Similarity (POST)
8. Sorted probabilities (S) ← Sorting (P)
9. HR ← Pick Top-k recommendations from S
10. end
11. return HR

5.3.1 Dataset

We have evaluated our proposed model on the Covid-19 dataset, which is scraped

using Twitter API. A sample of collected tweets is shown in Fig.5.3.
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Fig.5.3: A sample of raw/ unprocessed Covid-19 tweets

We performed data preprocessing so as to remove noisy data. Several steps of data

preprocessing are described below:

1. Non-Hashtags Tweets Removal - We removed the tweets containing no

hashtags and kept the tweets containing at least one hashtag for a given tweet.

2. Non-English Tweets and Unicode Characters Removal - We removed

non-english characters from tweets and non-english hashtags. We also

removed tweets and hashtags containing unicode characters.

3. URL, HTML and Punctuations Removal - In this step we removed tweets

containing URL patterns starting from http(s), email IDs and punctuation

marks.

4. Emojis Removal - This step is concentrated on removing emoticons, symbols

& pictographs, transport & map symbols, and flags.

5. Conversion to Lowercase - In this step, we convert all the tweets and their

associated hashtags to lowercase so that the same hashtags but in uppercase

can be treated as one.

6. Hashtag Removal - In this step, we removed all the hashtags appearing at the

end of the tweets but retained the ones appearing in between the tweets.

Generally, hashtags are present at the end, describing the overall theme of the

tweet. So, we have removed them so as to predict hashtags from the context

of the tweet.

7. Lemmatization - We lemmatized all tweets and hashtags so that the variant

forms of one word can be treated as a single word.
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8. Filter Candidate Tweets - In this step, tweets with very short length compared

to its numbers of hashtags, are filtered out based on a threshold.

If length(tweets) / Number of Hashtags < Threshold => drop that tweet

9. Drop Duplicate Tweets - For duplicate tweets, we have kept only the first

tweet and removed the duplicates.

10. Hashtag Filtration - Hashtags having frequency of occurrence greater than or

equal to 10 in the entire dataset are kept. So, out of 25K tags, 1350 tags are

kept.

After preprocessing, we split our dataset into 80% and 20% for the training and

testing respectively. A sample of the cleaned dataset is shown in Fig.5.4. Table 5.1

shows the dataset details.

Fig.5.4: A sample of pre-processed Covid-19 tweets

Table 5.1: Dataset Values before and after pre-processing the tweets

Dataset Parameters Values

Total fetched Tweets 1.65 Lakhs

Pre-processed Tweets 1 Lakh

Unique hashtags before preprocessing 25000

Unique hashtags after preprocessing 1350

Training Dataset 80K Tweets

Test Dataset 20K Tweets
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5.3.2 Implementation Details

Pytorch library of Python is used to perform the experiments. The dataset is divided

into 80% training set and 20% test set. All the tweets are padded to the maximum

length of tweets i.e. 280 characters, by padding extra tokens (zeros), to ensure

uniformity in the input data. Both the training set and test set are divided into batches

each of 32 size. For the training set, we shuffle the tweets but not for the test set. We

have used 0.05 as the Learning Rate and Adam as the optimizer. The

hyperparameters and their values are given in Table 5.2.

Table 5.2: Hyperparameters names and their values used in BELHASH

Parameter Name Parameter Value

Tokenizer 'bert-base-uncased'

Max_Padding 280

Batch Size 32

Epochs 50

Dropout 0.3

Learning Rate 0.05

Optimizer Adam

Loss function BCEWithLogitsLoss

5.3.2.1 Model Training

The Bert-based-uncased Pretrained model is used to tokenize the tweets. Then this

tokenized form is encoded into a vector representation capturing the semantics of the

words. LSTM layer is applied over this vector representation of tweets to extract the

features. After this, a Dropout of value 0.3 is used to regularize the weights in the
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backpropagation process. Then the last layer of Softmax is applied to get the learned

representation of hashtags of a given tweet.

5.3.2.2 Model Testing

For a new tweet, Bert embedding and LSTM layers are applied to have features

extracted from encoded vector representation for that tweet. Then, Cosine Similarity

is applied for that encoded representation of the new tweet and the learned

representation of hashtags obtained in the training step. Cosine similarity gives a

probability distribution (rank) of hashtags to be recommended for the new tweet.

Then, sorting is applied over the rank of the hashtags, arranging them in a descending

sequence in order to recommend top-k hashtags.

5.3.3 Baseline models

To compare our model with other models, following baseline models are considered:

● Latent Dirichlet Allocation: This method extracts latent topics from social

media content and associates hashtags with these topics [149].

● SVM: The method proposed in [150] converts the tag recommendation

problem into classification task and uses SVM to model it.

● EmHash: Bert Embedding based model forming clusters of hashtags and then

recommending hashtags by predicting the desired cluster [151].

5.3.4 Evaluation Results

The results obtained after training and evaluating the BELHASH model over the

scraped tweets are given in Table 5.3. It achieved an accuracy of 72.31%. The graphs

of various benchmark models compared with our model are given in fig.5.5, fig.5.6

and fig.5.7. Precision, Recall and F1-Scores for top-k (k=6) recommendations are

given in table 5.4 and its graph is shown in Fig.5.8. The results show that BELHASH

performs better than other state-of-the-art models.
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Table 5.3: Comparative analysis of evaluation results of different methods for

hashtag recommendation

Models Precision Recall F1-Score

Latent Dirichlet

Allocation
9.8% 7.8% 8.7%

SVM 23.8% 20.3% 21.9%

EmHash 15% 46% 22%

BELHASH 70% 66% 67%

Fig.5.5: Comparison of BELHASH with other models with respect to Precision
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Fig.5.6: Comparison of BELHASH with other models with respect to Recall

Fig.5.7: Comparison of BELHASH with other models with respect to F1-Score
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Table 5.4: Precision, Recall and F1-Scores for top-k (k=6) recommendations

k=1 k=2 k=3 k=4 k=5 k=6

Precision 0.66 0.4 0.5 0.71 1 0.92

Recall 0.7 0.4 0.5 0.92 0.63 0.8

F1-Score 0.69 0.4 0.5 0.8 0.77 0.86

Fig.5.8: Values of evaluation Metrics for top-k (k=6) recommendations

5.4 Conclusion

In this paper, we have proposed a novel model named BELHASH, which stands for

Bert Embedding based LSTM for Hashtag Recommendation. This model is evaluated

on 100K covid-19 tweets, scraped using Twitter API. Existing works related to

Hashtag recommendation comprises other embeddings like Word2Vec, GLOVE etc.

But these embeddings do not capture the semantics or the context of the words and

thus generate the same embeddings for different appearances of a word even if the

word is used for different contexts in different appearances. Bert Embedding, on the
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other hand, captures the context of the same word in different perspectives and thus

generates different embeddings. Bert combined with LSTM works effectively and

generates good results. In experimentation, we achieved the best performance metrics

as precision 100% on top-5, recall as 92% on top-4 and F1-score as 86% on top-6

recommendations. The average of these values are Precision-70%, Recall-66% and

F1-Score-67%. The overall accuracy of the proposed methodology is 72%. The

results show that BELHASH performs better than other state-of-the-art models. In

the future, we aim to evaluate and optimize the time complexity of the proposed

model to make it more efficient. We also plan to extend this work for capturing the

trending and dynamic nature of tweets and thus recommending the hashtags

according to the on-going trends.



100

CHAPTER 6

EVALUATION METRICS

After the implementation of deep learning models for movie and hashtag

recommendations in the previous chapters, we now proceed towards exploring the

various performance evaluation metrics. Recommender systems have flooded the

internet with their capability to attract more users. Social media sites like Facebook

recommend posts and friends based on one’s interests. E-commerce sites like

Amazon, Flipkart recommend items to the users based on their history. Entertaining

sites like YouTube, Netflix recommend content based on users’ likings. Thus,

implementing the appropriate model for the problem of recommendation is the first

challenging task. Many companies invest majorly to improve the performance of

their recommendation system so as to increase sales. So, now when a lot of research

is being done to improve RS from time to time, there is a question that arises, how

well the RS is working. That means, we need to measure its quality using some

suitable evaluation metrics. So, choosing the appropriate evaluation metrics is

another challenging task. In this chapter, we provide a glimpse of various evaluation

metrics so that one can have an idea what metrics to use for evaluating the

performance of their model.

6.1 Introduction

Almost all online websites are working through recommendations. The more they

recommend quality products, the more their revenue is going to increase. RS is

applied in daily life in various applications such as e-commerce, e-learning and

education, tourism, healthcare, software engineering and many more [172].

Implementing the appropriate model for your problem of recommendation is the first

challenging task. But, choosing the right metric to evaluate that recommender model

is another challenging task. Sometimes, it may happen that selecting the wrong

metric to evaluate the model may give worse results even if the model is correctly

designed. So, it is important to know which metric is to be used while measuring the
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performance of the system. In this chapter, we have explained almost all the

evaluation metrics that are so far used for evaluating the quality of the

recommendation models. According to the Fig. 6.1, we have distributed the various

evaluation metrics in four divisions: Based on Confusion Matrix, Based on Error,

Based on Ranking and Based on Linguistics.

Fig.6.1: Various Evaluation Metrics

The main contributions of the chapter are:

● This chapter describes almost all the evaluation metrics that have been used

and can be used in the future for the recommender systems.

● This chapter describes the various categories of the evaluation metrics, letting

one know which metric to be used accordingly.

● We propose a novel evaluation metric named Semantic Recommendation

Score (SRS), specifically designed for recommender systems, which takes the

advantages of both BERTScore and BARTScore.

6.2 Metrics based on Confusion Matrix

Confusion Matrix [173] summarizes the performance of the recommendation model.

It is well explained through Table 6.1.
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Table 6.1: Confusion Matrix

Predicted Items

Recommended Not Recommended

Actual

Items

Liked Items True Positive (TP) False Negative (FN)

Not Liked Items False Positive (FP) True Negative (TN)

TP - It is recommended and liked by the user.

TN - It is not recommended and it is not liked by the user.

FP - It is recommended but not liked by the user.

FN - It is not recommended but liked by the user.

Consider an example:

Let's assume that there are the following 10 fruits in the dataset: Apple, Banana,

Orange, Pineapple, Strawberry, Mango, Grapes, Guava, Kiwi, and Papaya.

Items liked by the user: Banana, Grapes, Apple and Orange

Recommended Items: Apple, Papaya, Banana, Orange and Mango

Here, TP = 3, FP = 2, TN = 4, FN = 1

The evaluation metrics, based on the confusion matrix, are explained below,

considering the above example.

6.2.1 Accuracy - It is a very basic metric, defined as the proportion of correct

predictions made by the model to all the predictions. It is computed using the

equation 6.1.

Accuracy = (TP + TN) / (TP + FP + TN + FN) (6.1)

Accuracy = (3 + 4) / (3 + 2 + 4 + 1) = 7/10 = 0.7 ~ 70%

6.2.2 Sensitivity - It is defined as the correctly recommended items that are liked or

purchased by the users. It is computed using the equation 6.2.

Sensitivity = TP / (TP + FN) (6.2)

Sensitivity = 3 / (3 + 1) = 3/4 = 0.75 ~ 75%
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6.2.3 Specificity - It is mainly used to remove noise from recommendation systems.

It is used to identify the non-recommended items that should not be liked by the user.

It is computed using the equation 6.3.

Specificity = TN / (TN + FP) (6.3)

Specificity = 4 / (4 + 2) = 4/6 = 0.67 ~ 67%

6.2.4 Precision - It is defined as the fraction of relevant recommended items over all

recommended items. Here, the reference is taken as recommended (predicted) items.

It is computed using the equation 6.4.

Precision = TP / (TP + FP) (6.4)

Precision = 3 / (3+2) = 3/5 = 0.6 ~ 60%

6.2.5 Recall - It is defined as the fraction of relevant recommended items over all

items. Here, the reference is taken as the items liked by the user. It is computed using

the equation 6.5.

Recall = TP / (TP + FN) (6.5)

Recall = 3 / (3+1) = 3/4 = 0.75 ~ 75%

6.2.6 F1 Score - It is defined as the Harmonic Mean of Precision and Recall. It is

computed using the equation 6.6.

F1 = (2 * Precision * Recall) / (Precision + Recall) (6.6)

F1 = (2 * 0.6 * 0.75) / (0.6 + 0.75) = 0.9 / 1.35 = 0.66 ~ 66%

6.2.7 Precision and Recall are Equal

Let's consider another example from the same database.

Items liked by the user: Apple, Orange, Banana and Mango

Recommended Items: Banana, Grapes, Apple and Orange

Here, TP = 3, TN = 5, FP = 1, FN = 1

Precision = TP / (TP + FP) = 3 / (3 + 1) = 3/4 = 0.75 ~ 75%

Recall = TP / (TP + FN) = 3 / (3 + 1) = 3/4 = 0.75 ~ 75%

F1 = (2 * 0.75 * 0.75) / (0.75 + 0.75) = 1.125 / 1.5 = 0.75 ~ 75%

We see that when Precision and Recall are equal, then F1-Score also becomes the

same.
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6.2.8 Top-k recommendations

There is a case when recommendation systems provide a filter to top-k

recommendations, where k is the number of items in the ranked order. Consider the

below example:

Items liked by the user: Banana, Grapes, Apple and Orange

Top-3 Recommended Items: Apple, Papaya and Banana

Here, TP = 2, FP = 1, TN = 5, FN = 2

There is another version of precision, recall and F1 score as precision@k, recall@k

and F1@k, k is the number of items in the top-k recommender list.

Precision@3 = TP / (TP + FP) = 2 / (2+1) = 2/3 = 0.67 ~ 67%

Recall@3 = TP / (TP + FN) = 2 / (2+2) = 2/4 = 0.5 ~ 50%

F1@3 = (2 * 0.67 * 0.5) / (0.67 + 0.5) = 0.67 / 1.17 = 0.57 ~ 57%

6.3 Error based Metrics

Sometimes, it may happen that users leave no rating for the products they have liked.

Thus, the ratings database is almost empty or filled with NaNs (NaN is used for

missing data). Now to measure the performance of the recommender systems, one

has to predict the ratings. In such cases, where the database is sparse and the ratings

have to be predicted, error based metrics [173] are used.

6.3.1 Mean Absolute Error (MAE) - It is used when the database doesn’t have

many outliers. When the outliers don't affect the rating prediction, then MAE can be

used, as it gives equal weight to the outliers as to the relevant data. It doesn't penalize

the errors during prediction. It is basically the average magnitude of difference

between the actual rating and the predicted rating. It measures the average of the

residuals in the dataset. It is computed using the equation 6.7.

MAE = (6.7)1
𝑛

𝑖=1

𝑛

∑ |𝐴𝑐𝑡𝑢𝑎𝑙 𝑅𝑎𝑡𝑖𝑛𝑔
𝑖

−  𝑃𝑟𝑒𝑑𝑖𝑐𝑡𝑒𝑑 𝑅𝑎𝑡𝑖𝑛𝑔
𝑖
|

where, n is the number of items in the database.
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6.3.2 Normalized Mean Absolute Error (NMAE) - It is a variation of MAE in

which the average of mean error is normalized over the average of all actual ratings.

6.3.3 Mean Squared Error (MSE) - Unlike MAE, MSE doesn't give equal weight

to the outliers, i.e. it penalizes the errors during prediction. It is used when there are

many outliers in the database. It is defined as the average of the square of difference

between actual rating and the predicted rating. It basically measures the variance of

the residuals in the dataset. It is computed using the equation 6.8.

MSE = (6.8)1
𝑛

𝑖=1

𝑛

∑ (𝐴𝑐𝑡𝑢𝑎𝑙 𝑅𝑎𝑡𝑖𝑛𝑔
𝑖

−  𝑃𝑟𝑒𝑑𝑖𝑐𝑡𝑒𝑑 𝑅𝑎𝑡𝑖𝑛𝑔
𝑖
)2

6.3.4 Root Mean Squared Error (RMSE) - It is the square root of MSE. It

measures the standard deviation of the residuals in the dataset. RMSE is preferred

over MSE as it is measured in the same units as the predicted values, whereas, MSE

is measured in the squared units of the predicted values. It is computed using the

equation 6.9.

RMSE = = (6.9)𝑀𝑆𝐸 (1/𝑛) *
𝑖=1

𝑛

∑ (𝐴𝑐𝑡𝑢𝑎𝑙 𝑅𝑎𝑡𝑖𝑛𝑔
𝑖

−  𝑃𝑟𝑒𝑑𝑖𝑐𝑡𝑒𝑑 𝑅𝑎𝑡𝑖𝑛𝑔
𝑖
)2 

6.4 Metrics based on Ranking

Sometimes, users are in a hurry while browsing through the items. In such cases,

recommending a lot of items will not make much profit, but recommending top-k

items will make a difference. This top-k recommendation is made through ranking

the items according to their ratings. Thus, users can like any item among these top-k

recommendations as they are better aligned with the interests of the user. The metrics

based on ranking [174] are explained below:

6.4.1 Hit Rate - If the recommended item in top-k recommendation is relevant to the

user or liked by the user, then it is a hit, otherwise, miss. Hit Rate is defined as the

ratio of number of hits per user. It is used when evaluating the proportion of relevant

items that are successfully recommended. It is computed using the equation 6.10.

Hit Rate = Number of hits / Number of users (6.10)
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6.4.2 Hit Ratio - It is defined as the fraction of items in the top-k recommendation

that are relevant to the users. It is used when assessing the likelihood of at least one

relevant item being recommended to users. It is computed using the equation 6.11.

Hit Ratio = (# relevant items in top-k recommendations / # all relevant items) (6.11)

where, # represents the term “number of”

6.4.3 Cumulative Hit Rate (CHR) - In this, those hits are removed if they have a

predicted rating below than some threshold value. It is used when evaluating

recommendation systems based on the relevance of items at different positions in the

recommendation list.

6.4.4 Mean Reciprocal Rank (MRR) - It is also known as Average Reciprocal Hit

Rank (ARHR). It is used when prioritizing the rank of the first relevant item in the

recommendation list. It is defined as the sum of the reciprocal of rank of each hit

over the users. It is computed using the equation 6.12. It is used in 2 cases:

● If there is only one relevant item in the top-k recommendations

● If first item is relevant in the top-k recommendations

Let’s say, if the model has recommended top-10 items, and if the item ranked 4th is

the relevant item, then MRR does not care about the items ranked through 5 to 10.

MRR = (6.12)1
#𝑈𝑠𝑒𝑟𝑠  

𝑖=1

# 𝐻𝑖𝑡𝑠

∑  ( 1
𝑅𝑎𝑛𝑘

𝑖
)

6.4.5 Mean Average Precision (MAP) - It is defined as the mean of average

precision. Average Precision (AP) is the average of precision of one user. So, MAP is

the average of AP of all users. It considers the recommendations in the ranked order.

It is used when considering the precision of recommendations at multiple points in

the recommendation list. It is computed using the equation 6.13.

MAP = (6.13)1
𝑈

𝑖=1

𝑈

∑ (𝐴𝑃
𝑖
)
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Here, APi represents the Average Precision of ith user and U represents the number of

users in the database. Consider fig.6.2 and fig.6.3 for this purpose. Fig.6.3 takes top-3

recommendations into account. There are 7 items in the dataset: Apple, Banana,

Orange, Strawberry, Mango, Grapes and Pineapple.

Fig.6.2: Items liked by the various users and the items recommended by the model

Fig.6.3: Items liked by the various users and the Top-3 items recommended by the

model
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Precision@k for the users of fig.6.2 and fig.6.3 are given in Table 6.2.

Table 6.2: Precision@k for users of fig.6.2 and fig.6.3

User 1 User 2 User 3

Fig.6.2 Fig.6.3 Fig.6.2 Fig.6.3 Fig.6.2 Fig.6.3

TP = 3 TP = 2 TP = 3 TP = 1 TP = 4 TP = 2

FP = 2 FP = 1 FP = 2 FP = 2 FP = 1 FP = 1

Precision@5

= 3/5 = 0.6

Precision@3

= 2/3 = 0.67

Precision@5

= 3/5 = 0.6

Precision@3

= 1/3 = 0.33

Precision@5

= 4/5 = 0.8

Precision@3

= 2/3 = 0.67

AP1 = (0.6+0.67)/2 = 0.635 AP2 = (0.6+0.33)/2 = 0.465 AP3 = (0.8+0.67)/2 = 0.735

MAP = (AP1 + AP2 + AP3 ) / 3 = (0.635 + 0.465 + 0.735) / 3 = 0.61 ~ 61%

6.5 Metrics based on Linguistics

Recently, there is a lot of research done on language processing.

Sequence-to-sequence tasks like summarization of text, text optimization, responding

to questions, chatbots to communicate and AI for translation are all part of this

processing. To evaluate such models, 2 metrics popularly being used are BLEU[152]

and ROUGE[153]. These metrics work on the concept of n-grams. n-grams are the

sequence of words of length n. Unigram (1-gram) is the sequence of words of length

1, bigram (2-gram) is the sequence of words of length 2. Similarly, n-grams are

sequences of words of length n. Both BLEU and ROUGE only consider the syntactic

structures of the generated/recommended text and have the disadvantage that they

don’t consider semantics of the generated text. Another metric named BARTScore

[154] assesses the linguistic fluency and coherence of the generated text. But, it also

has the same disadvantage as BLEU and ROUGE. To overcome the

above-mentioned drawback, BERTScore [155] is used which considers both

syntactic and semantics of the generated text. 
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6.5.1 Bilingual Evaluation Understudy (BLEU) - It is measured using the

following equation 6.14.

BLEU = BP . exp ( ) (6.14)
𝑛=1

𝑁

∑ 𝑤
𝑛
𝑙𝑜𝑔

𝑒
𝑝

𝑛

exp → exponential

→ weight between 0 and 1 for𝑤
𝑛

𝑙𝑜𝑔
𝑒
𝑝

𝑛

→ precision of n-grams𝑝
𝑛

BP → brevity penalty is defined by equation 6.15.

(6.15)

c → the number of unigrams in the recommended text

r → best match length between the reference text / ground truth and the

recommended text

6.5.2 Recall-Oriented Understudy for Gisting Evaluation (ROUGE) - It is a

variation of BLEU which focuses on recall as well rather than only on precision. It

measures how many words from the reference text / ground truth are appearing in the

recommended text. It is just not a single metric but a set of metrics including:

Precision, Recall, F1 Score, ROUGE-N, ROUGE-L and ROUGE-S. Here, Precision,

Recall and F1 Score are the same as explained in section 6.2. We will explain the

remaining three metrics.

ROUGE-N - It represents the number of matching N-grams between model

generated text and reference text. It is represented using the equation 6.16.

ROUGE-N = (6.16)𝑛−𝑔𝑟𝑎𝑚𝑠 𝑖𝑛 𝑟𝑒𝑓𝑒𝑟𝑒𝑛𝑐𝑒
∑  𝑚𝑖𝑛 (𝐶𝑜𝑢𝑛𝑡 (𝑟𝑒𝑓𝑒𝑟𝑒𝑛𝑐𝑒 (𝑛−𝑔𝑟𝑎𝑚)), 𝐶𝑜𝑢𝑛𝑡 (𝑔𝑒𝑛𝑒𝑟𝑎𝑡𝑒𝑑 (𝑛−𝑔𝑟𝑎𝑚)))

𝑛−𝑔𝑟𝑎𝑚𝑠 𝑖𝑛 𝑟𝑒𝑓𝑒𝑟𝑒𝑛𝑐𝑒
∑  𝐶𝑜𝑢𝑛𝑡 (𝑟𝑒𝑓𝑒𝑟𝑒𝑛𝑐𝑒 𝑛−𝑔𝑟𝑎𝑚)

where,

Count (reference (n-gram)) → Number of times an n-gram appears in reference text.

Count (generated (n-gram)) → Number of times an n-gram appears in generated text.

BP = { 1 if c > r

exp (1- (r/c)) if c <= r
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Min → Takes the minimum count of an n-gram between the reference and generated,

ensuring only matched parts are considered.

ROUGE-L - It represents the Longest Common Subsequence between model

generated text and reference text i.e. longest sequence of words matching between

the two. It is represented using the equation 6.17.

ROUGE-L = (6.17)𝐿𝐶𝑆 (𝑅𝑒𝑓𝑒𝑟𝑒𝑛𝑐𝑒 𝑡𝑒𝑥𝑡, 𝐺𝑒𝑛𝑒𝑟𝑎𝑡𝑒𝑑 𝑡𝑒𝑥𝑡)
𝐿𝑒𝑛𝑔𝑡ℎ 𝑜𝑓 𝑅𝑒𝑓𝑒𝑟𝑒𝑛𝑐𝑒 𝑡𝑒𝑥𝑡

where,

LCS → Length of Longest Common Subsequence between model generated text and

reference text.

ROUGE-S - Here, S stands for Skip-gram. It provides a leniency over ROUGE-N

which searches for the exact match in the recommended text. ROUGE-S searches for

the sequence of words in the recommended text matching with the reference text but

having other words in between them. It is represented using the equation 6.18.

ROUGE-S =

(6.18)𝑠𝑘𝑖𝑝−𝑏𝑖𝑔𝑟𝑎𝑚 𝑖𝑛 𝑟𝑒𝑓𝑒𝑟𝑒𝑛𝑐𝑒
∑  𝑚𝑖𝑛 (𝐶𝑜𝑢𝑛𝑡 (𝑟𝑒𝑓𝑒𝑟𝑒𝑛𝑐𝑒 (𝑠𝑘𝑖𝑝−𝑏𝑖𝑔𝑟𝑎𝑚)), 𝐶𝑜𝑢𝑛𝑡 (𝑔𝑒𝑛𝑒𝑟𝑎𝑡𝑒𝑑 (𝑠𝑘𝑖𝑝 −𝑏𝑖𝑔𝑟𝑎𝑚)))

𝑠𝑘𝑖𝑝−𝑏𝑖𝑔𝑟𝑎𝑚 𝑖𝑛 𝑟𝑒𝑓𝑒𝑟𝑒𝑛𝑐𝑒
∑  𝐶𝑜𝑢𝑛𝑡 (𝑟𝑒𝑓𝑒𝑟𝑒𝑛𝑐𝑒 𝑠𝑘𝑖𝑝−𝑏𝑖𝑔𝑟𝑎𝑚)

where,

Skip-bigrams → pairs of words appearing in the same order but not necessarily

consecutively.

6.5.3 BERTScore - BERTScore is defined as the cosine similarity between the

BERT embeddings of recommended and ground truth items. It can be denoted by the

equation 6.19.

(6.19)𝐵𝐸𝑅𝑇𝑆𝑐𝑜𝑟𝑒 =  𝑖=1

𝑛

∑ 𝑐𝑜𝑠𝑖𝑛𝑒_𝑠𝑖𝑚(𝐵𝐸𝑅𝑇_𝑒𝑚𝑏𝑒𝑑𝑑𝑖𝑛𝑔(𝑟𝑖), 𝐵𝐸𝑅𝑇_𝑒𝑚𝑏𝑒𝑑𝑑𝑖𝑛𝑔(𝑔𝑖))

𝑛

Here, ri is the i-th recommended item and gi is the i-th ground truth item.
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6.5.4 BARTScore - BARTScore is defined as the cosine similarity between the

BART embeddings of recommended and ground truth items. It can be denoted by the

equation 6.20.

(6.20)𝐵𝐴𝑅𝑇𝑆𝑐𝑜𝑟𝑒 =  𝑖=1

𝑛

∑ 𝑐𝑜𝑠𝑖𝑛𝑒_𝑠𝑖𝑚(𝐵𝐴𝑅𝑇_𝑒𝑚𝑏𝑒𝑑𝑑𝑖𝑛𝑔(𝑟𝑖), 𝐵𝐴𝑅𝑇_𝑒𝑚𝑏𝑒𝑑𝑑𝑖𝑛𝑔(𝑔𝑖))

𝑛

Here, ri is the i-th recommended item and gi is the i-th ground truth item.

6.6 Proposed Evaluation Metric

After having a discussion of various evaluation metrics in the above sections, we

now proceed towards proposing a novel metric based on linguistics.

6.6.1 Semantic Recommendation Score (SRS)

Sometimes, there are situations where both semantics along with linguistic fluency

needs to be considered. For such systems, we propose a novel metric, named

Semantic Recommendation Score (SRS), which is a hybrid of BERTScore and

BARTScore. SRS can be defined as the combination of both BERTScore and

BARTScore by assigning appropriate weights to each of them. It can be defined by

the equation 6.21. Framework of the proposed metric is shown in fig.6.4. The

description of the procedure of the calculation of the SRS value is given by

Algorithm 6.1.

SRS = Wa * BERTScore + Wb * BARTScore (6.21)

where, Wa and Wb are the appropriate weights assigned to BERTScore and

BARTScore respectively. BERTScore is calculated using equation 6.19 and

BARTScore is calculated using equation 6.20.
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Fig.6.4: Flowchart of the calculation of SRS value

 Algorithm 1: SRS_CALCULATION (G, R)

Input: Set of ground truth items (G) and recommended items (R)

Output: SRS_Value

1. Procedure SRS_CALCULATION (G, R)

2. for each gi and ri in G and R respectively do 

3. gi_emb_bert ← BERT_embedding(gi)

4. ri_emb_bert ← BERT_embedding(ri)

5. Similarity_score_bert←cosine_similarity(gi_emb_bert, ri_emb_bert)

6. BERTScore ← average(similarity_score_bert)

7. gi_emb__bart ← BART_embedding(gi)

8. ri_emb_bart ← BART_embedding(ri)

9. similarity_score_bart←cosine_similarity (gi_emb_bart, ri_emb_bart)

10. BARTScore ← average (similarity_score_bart)

11. SRS_Value ← Wa * BERTScore + Wb * BARTScore

12. end

13. Return SRS_Value 
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6.6.2 SRS Analysis

In the following section, we describe the values of weights Wa and Wb to be assigned

in different scenarios.

6.6.2.1 Emphasis on Semantics

In situations where semantics is relevant in comparison to linguistic quality then Wa

is given a higher weightage to Wb. For example, in News Recommendation systems,

where semantics is a crucial factor, Wa can be given the value of 0.7 and Wb can be

given the value of 0.3.

6.6.2.2 Emphasis on Linguistic Quality

In situations where linguistic quality is relevant in comparison to semantics then Wb

is given a higher weightage to Wa. For example, in an application for Language

Learning, recommendations are made for the interactive lessons, well explained

narrations and engaging exercises. In such cases, linguistic quality is important, so

Wa can be given the value of 0.3 and Wb can be given the value of 0.7.

6.6.2.3 Equal Emphasis on both Semantics and Linguistic Quality

In situations like Movie Recommendations where both linguistic quality (movie

descriptions, reviews) and semantics (genre, plot) are important, then both Wa and Wb

can be given the value of 0.5 each.

6.7 Conclusion

In this chapter, we have explained various accuracy measurement metrics broadly

categorized in four divisions - confusion matrix, error based, ranking based and

language translations. We have seen that when precision and recall are equal, then F1

score is also equal. Also, precision does not take rank into account, so for this, MAP

is used for top-k recommendations. Hit Rate, Hit Ratio can also be used in case of

ranking. When the rating database is sparse, and the model has to predict the ratings

of the items to fill the database, then error based metrics like MAE, MSE, and RMSE
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are used. For recommendation based on language translations and summarization,

BLEU, ROUGE, BERTScore and BARTScore are used. ROUGE is a special form of

BLEU considering recall as well. BLEU, ROUGE and BARTScore don't take

semantics (meaning) of the text into consideration i.e. they give different scores to

the sentences having the same meaning but different words. This drawback is taken

care of by BERTScore which has bright future scope in the recommendation systems.

We also propose a novel evaluation metric, Semantic Recommendation Score, which

is a hybrid of BERTScore and BARTScore. As BERTScore considers the semantics

along with the syntactic structure of the generated text and BARTScore mainly

focuses on the linguistic quality and the coherence between the generated and

reference text, sometimes there are situations where both the semantics and linguistic

quality needs to be considered. So, the proposed metric, SRS, helps to consider both

the semantics and linguistic fluency of the generated/recommended text. This metric

also has a limitation as it involves the computation of BERT and BART models.

These heavy models lead to resource intensive computational costs for large datasets.

SRS involves the computation of weights Wa and Wb manually, we plan to use some

optimization algorithm to compute these weights as the future work.



115

CHAPTER 7

CONCLUSION, FUTURE SCOPE AND SOCIAL IMPACT

7.1 Conclusion

Sampling and noise filtering are the important steps before making the data suitable

for processing. Thus, a comprehensive survey of both sampling and noise filtering

methods is discussed in chapter 3. We have discussed six types of sampling

methods used for recommender systems, namely, Bayesian Hierarchical Sampling,

Negative Sampling, Thompson Sampling, Bernoulli Sampling, Gibbs Sampling and

Bootstrap Sampling. Negative sampling works best for user-item recommendations

that involve ratings of the items. Thompson sampling has been found to be effective

in enhancing the performance of conversational and interactive recommender

systems. For recommending movies and products, Gibbs sampling and Bernoulli

distribution work best.

Next, in chapter 3, we describe various types of noise - malicious, natural, structural

and contextual and various methods / models to eradicate these noise from RS.

Because of the open nature of recommender systems, malicious noise can find its

way in. As a result, we have exposed some research articles that focus on techniques

for identifying this kind of noise in the database. Additionally, customers are

occasionally reluctant to provide accurate reviews or ratings for the products they

have bought. Consequently, this introduces false ratings, which adds to the system's

natural noise. Prior to processing the data and making additional recommendations,

natural noise must also be eliminated. As a result, we also offer a review of studies

that address natural noise in recommender systems.

Structural and contextual noise are some of the other types of noise that are present in

addition to malicious and natural noise. The recommendation systems are equipped

with sophisticated methods, like optimization algorithms, to deal with these kinds of

noise. The quality of the recommendation systems is enhanced by optimization. Its

main goal is to improve RS performance by reducing the effect of noise by using
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computational and mathematical techniques. As a result, we give a summary of a few

studies that employ optimization strategies to reduce or eliminate the influence of

noise while gauging recommender system performance.

After the critical analysis of noise filtering methods, in chapter 4, we proposed a

model for movie recommendation in which tweets are trained with negative

examples along with positive examples. We also introduced a novel optimization

technique called Nuclear Physics Optimization (NPO). It is applied to filter out the

irrelevant tweets. Through the proposed optimization-based noise filtering

approach, we aimed to enhance the quality and relevance of movie

recommendations generated from user-centric tweets, thereby enriching the overall

movie recommendation experience. Our findings demonstrate that the

optimization-based noise filtering method significantly improves the performance

of movie recommendation systems.

Further, in chapter 5, we also proposed a model named BELHASH, which stands

for ‘Bert Embedding based LSTM for Hashtag recommendation’. This model is

assessed using 100K COVID-19 tweets that were scraped via the Twitter API.

Embeddings like Word2Vec, GLOVE do not take into account the context or

semantics of the words, which results in the same embeddings for words that appear

in different contexts or at different times. Conversely, Bert Embedding which is

used in this work, captures the context of the same word in different perspectives

and thus generates different embeddings. BERT combined with LSTM works

effectively and generates good results in recommending hashtags. The outcomes

demonstrate that BELHASH outperforms other cutting-edge models.

We also made an analysis of various performance evaluation parameters in chapter

6. We categorize accuracy measurement metrics broadly into four divisions -

confusion matrix, error based, ranking based and linguistic based. As the

technology is advancing and many language processing systems are arriving in the

market, we focussed that there is a scope to apply lingual based metrics such as

BLEU, ROUGE, BARTScore and BERTScore for recommendations based on

language translations and summarization. Since BARTScore primarily focuses on
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linguistic quality and coherence between the generated and reference text, and

BERTScore takes into account both the syntactic structure and semantics of the

generated text, there are circumstances in which both linguistic quality and

semantics must be taken into account. Thus, we propose a novel evaluation metric,

Semantic Recommendation Score, which is a hybrid of BERTScore and

BARTScore. The suggested metric, SRS, aids in taking into account both the

linguistic fluency and semantics of the generated/recommended text.

7.2 Future Work

We found that numerous noise filtration studies, as discussed in chapter 3, focus

solely on numerical ratings, but in the future, diverse user feedback may be taken

into account. Another area where noise handling is not well addressed is

context-aware recommendation scenarios. Therefore, adding more features for noise

detection and correction can be achieved by working on the context information,

such as user comments. Furthermore, a lot of research was conducted using static

datasets, but dynamic data sets are required for practical applications. Thus, models

and processing techniques can be created in the future and applied to work with

dynamic data streams.

Future research directions for the proposed model in chapter 4 of Movie

recommendation, include refining the optimization-based noise filtering method for

diverse data sources, as well as incorporating additional features and contextual

information from user-centric tweets to further enrich the recommendation process.

The model proposed in chapter 5 for Hashtag recommendation works only for Covid

based tweets. We plan to extend this work capturing the trending and dynamic nature

of tweets and thus recommending the hashtags according to the on-going trends.

Also, we plan to extend our work for recommending the hashtags for multimodal

data including images and videos. We also plan to resolve the cold start and sparsity

problems in the proposed models for movies and hashtags. We also plan to extend the

proposed models to handle cross-domain recommendation scenarios, where users'

preferences and item characteristics may vary across different domains (e.g., movies,

music, books) by investigating transfer learning techniques.
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7.3 Impact on Society

Recommendation systems provide personalized content making someone relaxed and

feel healthy. This automatic suggestion of personalized content saves a lot of time as

it reduces labor to search anything manually. It also increases user satisfaction and

engagement with the platform. Various movie recommendation platforms like

Netflix, Amazon Prime lead to increased subscriptions and advertising revenues.

These platforms generate original content, based on audience preferences.

Data-driven insights from user interactions encourage innovation and creativity in the

entertainment sector. Consequently, movie recommendation systems are not only

improving user experiences but also influencing how media will be consumed in the

future, promoting economic expansion, and opening up new business opportunities

for content creators across the globe.

Recommendation systems on social media sites increase social connectivity by

connecting similar users and thus boosting social relations. It also leads to better

spread of information within and across societies. These systems produce

communities centered around common interests and passions by recommending

friends, groups, and content that match users' preferences. Users are able to grow

their social networks in unthinkable ways due to this improved connectivity, which

not only makes new connections easier but also reinforces the ones that already exist.
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