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Design and Analysis of Video Summarization Approaches using Artificial

Intelligence Techniques

ABSTRACT

The enormous increase of digital video data in today’s fast-paced digital landscape has
highlighted the importance of rapid and efficient data analysis and video retrieval ap-
proaches. Choosing a worthwhile video is not possible due to the vast amount of con-
tent. Time constraints also make it impossible to watch all videos through to the end.
The process of condensing a video while maintaining its essential ideas and meaning
using important keyframes, content and scenes is known as video summarization. The
goal is to save time and effort by giving a succinct synopsis of the most crucial parts of
the video rather than having to watch the whole video. Video summarization finds ap-
plications in various fields, such as surveillance, education, entertainment, and content

browsing, enhancing accessibility and efficiency in video consumption.

The expansion in video content by the enhancement in multimedia technologies ne-
cessitates the development of novel browsing and understanding strategies. Design and
Analysis of Video Summarization approaches using Artificial Intelligence Techniques
is a thorough investigation that focuses on the creation and assessment of techniques
for automatically producing succinct and informative video summaries. ~Video sum-
marization” is the process of distilling long video footage into shorter versions while
keeping the most important details and pertinent information by removing redundant
frames. “Artificial intelligence (Al) techniques” refer to a wide range of approaches
and algorithms that make it possible for computers to carry out tasks that would typ-
ically require human intelligence. Al approaches are applied in the context of video
summarization to automatically construct meaningful summaries, discover key aspects,

and evaluate and comprehend the content of videos.

This research work contributes in providing video summary that makes video con-
tent easier to access by providing a more user-friendly entry point to complex video
content. Multiple strategies are investigated to meet the various requirements of video
summarization, such as key frame extraction and multimodal techniques. This helps a
larger audience that has time or resources.

Firstly, efficiently discovering and navigating through a large number of videos is a big
problem in smart cities, where security cameras add to the volume of video data and
make efficient indexing and retrieval systems necessary. Video summarization appears
as a critical solution that allows large-scale video collections to be stored, retrieved, and

browsed while maintaining important aspects. With an emphasis on real-time applica-
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tions, this research work offers a thorough overview of video summarizing approaches.
After that analysis of real-time video is done using subtitles. Text summarizing tech-
niques LSA and TextRank are used to assess the retrieved subtitles. The analyzed text
is used to create a summary. This could be a brief text snippet emphasizing the impor-
tant points, a list of key subjects presented, or even keywords that describe the video’s
content. The created summary is displayed alongside the video stream, allowing the
user to follow along and understand the gist of the information as it unfolds.

Secondly, in a video, each frame represents a single point in time. However, several
frames may include redundant information or slight differences. Keyframe extraction
seeks to select a subset of these frames that best represent the visual content through-
out the video. A method called TC-CLSTM Auto Encoder with mode-based learning
is proposed for automatically selecting the keyframe, The autoencoder learns to recog-
nize the most relevant elements in a video frame. These attributes can then be utilized to
choose keyframes. Frames are rated based on extracted features and mode values, and
the top-ranking frames are selected as keyframes. Thirdly, VEM a hybrid model is pro-
posed for video summarization. this multimodal video summarization model presents
a video summary using different multimedia modalities like text, audio and frames. To
tackle text aspect subtitles are used. For audio component files are obtained in .wav for-
mat and from audio chunks From these audio chunks MFCC (Mel-frequency cepstral
coefficients), Mel Spectrum, area Under the audio Curve, and audio peak after average
cut-off were obtained and for the third aspect Mean Absolute Difference (MAD) is used
to find important frame. Combining all aspects final summary is obtained. Another
method TAVM using multimodal summarization is also presented. The BEiT vision
transformer is used to identify items within the selected frame. For audio processing,
speech-to-text converters are used to transcribe the audio content. Finally, in the final
stage, the Summary Builder uses the GPT-3-based OpenAl API to build a summary of
the information.

Lastly, Artificial intelligence (AI)-driven methods incorporating human presence
detection and face identification lead to automatic summarization utilizing text and au-
dio cues. The suggested framework intends to improve the efficacy and efficiency of
video summarization by synthesizing various approaches, enabling quick understanding
and retrieval of pertinent content amid the torrent of video data in the digital world.

Video summary provides timely insights to individuals in a variety of areas, includ-
ing market research, surveillance, and media monitoring. This helps them to identify
trends, anomalies, or crucial occurrences effectively. Additionally, by reducing the need
to store, process, and transmit massive amounts of video data, these strategies aid in re-
source optimization. Video summarizing reduces costs and increases the effectiveness
of systems that handle this type of data by condensing videos into brief representations.

By utilizing different Al techniques, this research work seeks to produce different meth-



ods of video summarization. The study advances our knowledge of Al-driven methods
for video summarization and offers suggestions for potential areas of research and use-

ful applications to improve the administration and exploitation of video data.
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CHAPTER 1

INTRODUCTION

1.1 Introduction

Video is the most challenging multimedia, as it incorporates all other media data (in-
cluding text, pictures, graphics, and audio) into a single data stream. It is difficult to
access video effectively due to its unstructured format and changing format length (1).
Video information is a sequential data type that gives unlimited data through its mov-
ing content (2). Every minute, a large number of videos are uploaded to YouTube,
IMDB, tourism sites, Flickr, and other video-sharing sites. Millennial video cameras
are installed in public spaces, public transportation, banks, airfields, and other loca-
tions, resulting in a tremendous amount of data that is difficult to analyze in real-time.
Social media stands as one of the most widely utilized applications globally, which al-
lows users to communicate with each other and share media like pictures and movies.
When a person is planning a vacation or wants to learn about a new subject, the first
thing he does is look for available videos. There will be hundreds of suggestions for
each search topic; navigating through these lengthy videos to find the essential video
takes time, and also difficult to efficiently obtain this much data in such a short amount
of time. To make effective use of video data, it must be accessible in a user-friendly
manner. The challenge of analyzing video content to extract valuable or intriguing in-
formation is difficult and time-consuming. For this reason, it is critical to provide users
with a brief video depiction of video material that allows them to get a sense of what
the video is about without having to watch it in its entirety, allowing them to decide
whether to watch the complete video. To address these concerns, work is underway to
construct a video summary that summarizes the entire video in a short period of time.
This is the purpose of a rapidly developing study field called video summarization (3).
The generated video summaries may vary depending on the application, and the same
video may have multiple summaries depending on the user’s or application domain’s
requirements (4). The concept of video summarization is to make exploring a huge
collection of video data faster and more efficient, as well as to achieve efficient access

and representation of video content (5).



1.2 Need of Video Summarization

Besides time efficiency, video summaries are helpful in many ways:

* Content promotion: A video editor and marketer may use summaries as teasers or
promotional material to attract viewers to watch the full video.

* Learning aid: In educational settings, video summaries can help students to review
complex topics or lectures more efficiently.

* Content accessibility: Summaries make content more accessible to individuals with
disabilities or those who prefer shorter, more concise versions.

* Recap and memory aid: After watching a lengthy video, a summary can serve as a
recap to reinforce key takeaways and aid in the retention of information.

* Content curation: In video-sharing platforms and social media, users may curate

video summaries to create playlists or compilations of related content.

1.3 Video Summarization

A video abstract, also known as video summarization, is a condensed version of the
video’s content. The five main foundations for accessing video content: multimodal
analysis, video representation, summarization, browsing, and retrieval, have all ad-
vanced significantly in recent years (6). Video representation is concerned with the
video structure. Summarising unscripted information (such as surveillance camera
video) necessitates a highlights” extraction structure that only catches the summary’s
most noteworthy events. whereas scripted information (such as news, and movie) uses
a key-frame representation for each of the shots in a story.

Video representation is a crucial step in summarization for maintaining visual coher-
ence, which in turn affects the overall quality of a summary. It consists of two main
steps, namely, temporal segmentation, and feature representation.

A good video summary strikes a balance between the amount of information retained
from the original video and the length of the resulting summary. A video summary must
meet several criteria to be useful. Failure to follow these standards may have a signif-
icant impact on how a video event is understood (7). Video summarization helps us to
quickly review lengthy videos by removing pointless and unnecessary frames. The goal
of video summarization is to extract the most significant and instructive segments from
the full-length video in order to create a comprehensive and succinct description (4).
The produced summary is a collection of representative video frames (also known as
video key-frames) or video fragments (also known as video key-fragments) which are
stitched together chronologically to create a shorter video comprised of the generated

summary



1.3.1 Steps of Video Summarization

To identify which parts of videos are to be removed, video summarization algorithms

must rely on video content. There are three steps to video summarization (8) as indi-

cated in Fig. 1.1.

Segmentation Temporal alignment

Keyframe Extraction

l ,,

Feature Extraction

Length Constraint

Y
Y

F
L A Y

Ranking and
Semantic Analysis Selection Post Processing
Examine Video Data Select Relevant Frames Output Synthesis

Figure 1.1: Steps to Video Summarization

1. Examine Video Data: The first step is to examine video data to determine the

most important features, structures, or processes within the components visual,

audio, and textual (audio and textual component if exists). It further consists of

three parts.

i

i

il

Segmentation: The video is divided into its components called shots or seg-
ments. A shot is a series of uninterrupted frames constantly recorded by a

single camera.

Feature Extraction: Significant features are extracted from the video. Visual
features like color, motion, and object recognition, as well as auditory aspects

like sound analysis and speech recognition, can be included in this.

Semantic Analysis: This stage involves analyzing each segment’s content to
determine its semantic meaning. It consists of two important parts: object
and activity recognition and detection. The content of the video is compre-
hensively comprehended by object detection and recognition, which provide
a snapshot of static features, and activity and action recognition, which cap-
ture dynamic aspects, resulting in an extensive overview of the video’s main

aspects.

2. Select Relevant Frames: This phase is to select relevant frames that represent

the video’s content.



i

keyframe Extraction: This phase selects a representative frame that best ex-
presses the essence of the segment and after that ranking and selection of
keyframes are done. Appropriate frames are chosen by ranking the keyframes

according to their significance, relevance, or aesthetic qualities.

3. Output synthesis: The last phase is output synthesis, which involves assembling

the frames/shots into the original video.

i

i

1l

Temporal Alignment: The coherent sequencing of significant frames or seg-
ments, the reflection of the chronological order and flow of events, and the
preservation of temporal context and continuity are all dependent upon tem-

poral alignment, which is an essential component of video summarization.

Length Constraint: A major factor in deciding the summary’s ultimate format
and runtime is its length restriction. The length of the summary depends on
the user’s requirements. This limitation is put in place to make sure that the
generated summary successfully communicates the key points of the original

video while staying manageable and accurate.

Post Processing: Post-processing is a crucial step in the output synthesis
phase of video summarization which involves modifying and fine-tune the
generated summary to improve its quality, coherence, and usability. This
stage concentrates on refining the summary to make it more effective for its
intended purpose and usually comes after the initial content selection and or-

ganization processes.

1.4  Video Summarization Techniques

The criteria for relevant frame selection (score prediction and keyframe selection) may

differ for different users and application domains, a general framework for a video

summarizing will not work for everyone. There are many approaches to video sum-

marization static, dynamic, hierarchical, multi-view, image, and text summaries (9) as
indicated in Table 1.

1.4.1

Summary Based

Summary based video summarization can be further classified into static, dynamic,

hierarchical, multi-view, image, and text summaries (9).

14.1.1

Static Summary

Static summary is also known as keyframing or storyboard presentation. It’s a montage

of keyframes taken from the authentic video. A static summary is more suitable for



Approach Type SubTypes
Summary Based 1. Static
2. Dynamic

3. Hierarchical
4. Multi-view

5. Image
6
1
2

. Text

. Domain-specific
. Query Based 2.1 Generic

2.2 Query Focused

Preference based

. Semantic Based
. Event Based

. Feature Based

. Pixel

. Compressed

. Internal

. External

. Hybrid

. Real Time

. Static

. Supervised

. Unsupervised

. Semisupervised

Domain Based

Information Source Based

Time Based

Training Strategy Based
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Table 1.1: Video Summarization Techniques

indexing, browsing, and retrieval (10). To assess video static summaries, Avila et al.(9)
used a two-stream deep learning architecture that combined the k-means clustering al-

gorithm with color information collected from video frames.

1.4.1.2 Dynamic Summary

It is also known as video skimming. Short dynamic sections (video skims) or audio
and the most relevant video shots are chosen. The goal of video skimming techniques
is to choose pictures or scenes from the full video and compile them into a relevant
summary. Zhong et al. (11) offer a novel dynamic video summarization approach.

In static summaries, the motion component is lost. However, the technology makes
video storage and retrieval easier, particularly in large video repositories. Storyboard
layouts lack audio cues and may lack continuity, yet they are efficient in terms of cal-

culation time and memory.

1.4.1.3 Hierarchical Summary

It represents a scalable and multi-level summary. It has several levels of abstraction,

with the highest level having the fewest keyframes and the lowest level having the



most. V-unit (12) model for shot detection is used to structure videos following the

hierarchical model to remove junk frames.

1.4.1.4 MVS (MultiView Summary)

MYVS considers multiple points of view to create an informative summary. Smart [oT-
based architecture with an embedded vision for detecting incredulous articles, and ex-

changing traffic volume statistics are proposed by the author (13).

1.4.1.5 Image summary

A single image or a collection of images is typically used for this type of summary.
Images serve as synopsis rather than frames or shots. Authors (14) presented a paradigm
that extends the single-image captioning transformer-based architecture to multi-image

captioning.

1.4.1.6 Text Summary

These are summaries that consist solely of a paragraph-length textual summary of a
video sequence. It is created utilizing Natural Language Processing (NLP) techniques
and does not include any audio or visual descriptions. Text summaries are cost-effective
in terms of storage and calculation, but they are unable to communicate all of the infor-

mation since they lack the audio and visual components of the video sequence.

1.4.2 Preference Based

It is broadly divided into 5 categories listed video summarization is domain-specific,

query-based, semantically based, event-based, and feature-based

1.4.2.1 Domain-Specific

Domain-specific video summarizing is a potential strategy for creating informative and
targeted summaries that meet the specific needs of various areas. This technique has the
potential to greatly improve information availability and comprehension across multi-
ple disciplines by exploiting domain knowledge and personalizing the summarizing
process. Kaushal et al. (15) provide a summary based on what is relevant to that do-
main, as well as other desirable domain features like representativeness, coverage, and

diversity, for a given video of that domain.

1.4.2.2  Query-focused

It aims to create a diversified selection of video frames or segments that are both con-

nected to the query and contain the original video data. While customizing video sum-



marizers appears to be a promising direction (16). It can be divided into two categories
7).

1. Generic
2. Query-focused

In the case of Generic video summarization, when a substantial scene transition oc-
curs in a video, a broad summary is constructed by choosing keyframes. The keyframes
are extracted when the cluster number for a frame changes. The visual components of
the video are extracted using a pre-trained Convolutional Neural Network (CNN) which
is then clustered using k-means, and a sequential keyframe-generating procedure fol-
lows. Query-focused summarization enables users to enter a search query or question

about the video, and the summary is prepared to specifically answer that query.

1.4.2.3 Semantic-based

These are summaries that are generated based on the video’s content and are mostly
based on objects, actions, activities, and events, with a high level of interpretation based

on domain expertise (18) (19).

1.4.2.4 Event-based

The objective is to develop and maintain succinct and coherent summaries that describe
the current state of an event. Event-based video summarization is preferred over key
frame-based summarization for surveillance video summarization. Many different ap-
plications use intelligent video surveillance systems to track events and conduct activity

analysis (20).

1.4.2.5 Feature-Based

Features like motion, color, dynamic contents, gestures, audio-visual, voice transcripts,
objects, and many others are used to classify feature-based video summarization tech-
niques. Apostolidis et al. (21) used relevant literature on deep-learning-based video

summarization and covered protocol aspects for summary evaluation.

1.4.3 Domain Based

It tailors the summary method to the video’s domain or genre. It can be divided into

pixels and compressed:



1.4.3.1 Pixel domain video summarization

It works by collecting information from the pixels of the frames in a video to summarize
it. In most applications, a video is compressed, and decoding the video to summarize it

takes a lot of time and space.

1.4.3.2 Compressed domain video summarization

It includes extracting features from compressed video by partially decoding. Fei et
al.(22) devised a method for compressing a shot’s most significant activities into a sin-
gle keyframe in a compressed video stream in the compressed domain. It can provide
a brief and colorful summary of video information. The original footage is represented
by many keyframes created from one rich keyframe from each shot. Phadikar et al.
(18) proposed a DCT (Discrete Cosine Transform) compressed domain image retrieval
scheme. A feature set was created using edge histograms, color histograms, and mo-

ments. The best feature vector is then constructed using GA (Genetic analysis).

1.4.4 Information Source Based

Information source-based video summarizing is a technique that uses information sources
other than the video to provide more thorough and insightful summaries. It is further
classified as internal, external, or hybrid. At various phases of the video life cycle, a
video summarizing algorithm evaluates a range of information sources to abstract the
semantics associated with a video stream’s content and then extract the various audio-
visual cues. Based on the information sources they examine, the various methodologies

reported in the literature can be divided into three groups (23):

1.4.4.1 Internal

Examine internal data extracted from the video stream generated during the video life
cycle’s production step. These methods extract semiotics from a video stream’s image,

audio, and text at low-level data for use in a video summary.

1.4.4.2 External

External information is any data source other than the video footage itself that can be
used to supplement the comprehension and summary process. To look at data that isn’t
generated right away from the video stream, external summarization approaches are
used. External information can be divided into two types: Contextual (not directly from
a user’s point of view) and User-based information (derived from a user’s direct input).

For contextual Hussein et al. (24) presented a video graph that is used to simulate



the long-term temporal structure of human activities. The semantic gap that internal

summary approaches confront can be solved using external summarization techniques.

1.4.43 Hybrid

During any point of the video lifecycle, hybrid summarization algorithms examine both
the movie’s internal and external data. Hybrid summarization algorithms can leverage
the semantics of the text to a greater extent, resulting in higher levels of semantic ab-
straction. This method is very well suited to summarizing domain-specific data. Kane-
hira et al. (25) devised a broad video summarizing approach that seeks to estimate the
underlying perspective by taking video-level similarity into account, which is supposed

to be obtained from the related viewpoint.

1.4.5 Time based Video Summarization

Time-based video summarizing selects and condenses video content based on temporal
parameters, resulting in a succinct version that maintains the most important informa-
tion or events. Depending on whether or not it is done on a live video, summarization

can be classified as real-time or static, or on a video recording, respectively.

1.4.5.1 Real-time

In these circumstances, selecting crucial frames while the video is being captured de-
pending on the context of the video, will be quite valuable. It’s challenging, to sum
up a video in real time because the output needs to be supplied quickly. In real-time
systems, a late output is a bad output. This strategy is critical in situations requiring
quick feedback or decision-making, such as live broadcasting, surveillance, and video

conferencing.

1.4.5.2 Static based

A frame from the unified collection of frames collected from the source video is used to
show the input video in a static summary (26). The most crucial elements of the original
video are included in keyframes, which are a subset of frames. Static video summariza-
tion entails producing summaries after the complete video has been recorded. This

method is utilized when immediate summarizing is not required.

1.4.6 Training strategy Based

Due to insufficient feature extraction and model selection, machine learning-based ap-
proaches can occasionally result in poor video summary quality. For example, a model

with too few features may be inaccurate, whereas a model with too many features may



be overfitted (27). The following are some broad categories for a deep-learning-based
video summarizing algorithms: Supervised approaches, Unsupervised approaches, and
Semi-supervised approaches (21). The summary should keep keyframes from the orig-
inal video. The same frames may be important for some at the same time and unin-
teresting for another viewer, thus, making a video summary a highly subjective word
(28).

1.4.6.1 Supervised

These approaches are used to train a model using labelled data before generating video
summaries. Deep neural networks have recently been used in video summarization.
The temporal information is extracted using recurrent neural networks (29). For each
video, these supervised approaches necessitate a huge number of frame- or shot-level

labels. As a result, gathering many annotated films is expensive.

1.4.6.2 Unsupervised

There are no labeled data samples available in an unsupervised approach, so the frames
are classified into several categories based on content similarity. Fajtl et al. (30) pro-
posed a new soft attention-based simple network for sequence-to-sequence transforma-
tion, which is more efficient and less difficult than the current Bi-LSTM-based encoder-
decoder network with soft attention. In an unsupervised manner, a deep summarizer
network is used to reduce the distance between training films and the distribution of
their summarizations. A summarizer like this can then be used to estimate the best

synopsis for a new video (31).

1.4.6.3 Semi-supervised approach
This contains both labeled and unlabeled data. This mixture will often have a small bit

of labelled data and a significant amount of unlabeled data.

Different video summarization techniques are available, so developers and con-

sumers can choose the most suited one for their specific needs.

1.5 Video Summarization Framework

Selecting the right video summarization model depends on several factors (32):

1 Who is the target audience?
Generic: Summarization caters to a broad audience without specific preferences.
Personalized: Summarization tailors to individual users based on their interests or

viewing history.
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i1 What format is the desired output?
Text: Summarization generates a written summary of the video content.
Audio: Summarization creates an audio summary, potentially using spoken lan-
guage or sound effects.
Video: Summarization produces a condensed video capturing key moments from

the original.

iii What type of summary is needed?
Static: Summarization involves a set of representative images (key-frames) that
showcase the video’s content.
Dynamic: Summarization utilizes short video segments (key-segments) stitched

together to represent the video’s essence.

iv How many videos are involved?
Single Video Summarization (SVS): Summarization focuses on a single video.
Multiple Video Summarization (MVS): Summarization analyzes and summarizes

multiple videos.

v How are the factors determining the summary derived?
Internal: Summarization relies solely on the content of the video itself.
External: Summarization incorporates additional information like captions, titles,

or user preferences .

1.6 Applications of Video Summarization

Video summarization has become a game-changer across numerous fields, offering a
powerful tool to condense and extract valuable information from vast amounts of video

data. Here’s a glimpse into its diverse applications:

* Enhancing Security and Surveillance:
Security personnel can quickly scan through hours of footage, identifying suspi-
cious activities or events with ease thanks to concise video summaries.

* Revolutionizing Content Exploration:

Video platforms and databases leverage video summarization, allowing users to
efficiently browse extensive video collections and preview their content without

committing to full viewing.

* Shaping the Way News and Media Consumed:

News outlets utilize video summarization to create bite-sized highlights of key
events, keeping viewers informed on the go. Similarly, broadcasters can summa-

rize sporting events or live broadcasts for viewers who missed the original airing.
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* Transforming Education and Learning:

Students and educators can leverage video summarization to navigate lengthy
educational videos, gaining quick access to key concepts, lectures, or demonstra-

tions.

* Streamlining Legal and Forensic Processes:

Lawyers and investigators can efficiently review video evidence, such as secu-
rity footage or body camera recordings, by utilizing video summaries to pinpoint

critical moments or relevant details.

* Empowering Medical Professionals:

In the medical field, video summarization assists in analyzing medical imaging
sequences or surgical videos, allowing healthcare professionals to review proce-

dures and monitor patient progress more efficiently.

* Automating Video Editing:

Content creators and filmmakers can leverage video summarization to automate
the editing process, identifying highlights and key moments for trailers, promo-

tional videos, or social media content.

* Preserving Personal Memories:

Individuals can use video summarization tools to create condensed summaries of
their personal videos, capturing significant events or experiences from wearable

cameras or other sources.

* Real-Time Event Detection and Monitoring:

Video summarization algorithms can be deployed for real-time event detection
and monitoring in various applications, including traffic surveillance, crowd man-

agement, and environmental monitoring.

* Enhancing Human-Computer Interaction:

In human-computer interaction research, video summarization helps analyze user
behaviour by summarizing interactions with user interfaces or digital environ-

ments, facilitating usability studies and interface design improvements.

In conclusion, video summarization plays a crucial role in managing and extract-
ing actionable insights from the ever-growing volume of video data. This technology
enhances efficiency, empowers informed decision-making, and revolutionizes how we

interact with and utilize video content across various domains.
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1.7 Motivation

Video summarization is the process of condensing and compacting a video, or creating
an abstract or summary of the video. The main motive for doing video summariza-
tion research is time conservation. Watching a complete video of more than 1 minute
would take a significant amount of time and effort, which is unacceptable. Additionally,
summarized videos demand less bandwidth and storage, which makes them ideal for sit-
uations where network bandwidth or storage are limited. All things considered, video
summarization is an essential tool for effective content consumption. As the amount of
video content increases, it becomes more difficult to browse and retrieve it. As a result,
effective methods for video summarization have to be developed to automatically re-
duce long videos into shorter ones .

Artificial intelligence techniques provide significant advantages in video summariza-
tion by adeptly managing the inherent uncertainty, imprecision, and complexity present
in video data. Moreover, these techniques also integrate multiple modalities of infor-
mation like visual, audio, and textual data, thereby enabling more comprehensive video
summarization. Artificial intelligence techniques generate summaries that capture the
richness in several aspects of the underlying video footage by efficiently combining in-
formation from many sources. Video Summarization embrace life long learning as it
opens doors to diverse learning experiences, enabling us to explore a wider range of

topics and perspectives without feeling overwhelmed by time.

1.8 Problem Statement

With the rapid growth of user-generated videos, being able to browse them effectively
is becoming increasingly vital. Video summarization is seen to be a potential method
for effectively realizing video content by identifying and selecting descriptive frames
from the video. An automatic video summary would be advantageous for everyone who
wants to save time and learn more in less time as video content continues to grow at a
rapid rate. Currently, most techniques primarily rely on visual features. However, incor-
porating audio analysis (e.g., speech recognition, sentiment analysis) and text analysis
(e.g., captions, subtitles) can provide a richer understanding of the video’s narrative and
context.

Secondly, Understanding the temporal evolution of information within a video is crucial
for capturing important events and their progression.

Real-time applications require efficient processing to ensure summaries are generated
without significant delays. This involves designing lightweight algorithms that mini-
mize computational resources without sacrificing accuracy.

Based on this, the problem statement is defined as follows:
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“Can the summaries generated by video classification approaches be automated using
artificial intelligence techniques to generate time and memory-efficient summaries?”

While artificial intelligence techniques have demonstrated encouraging outcomes in
tackling the issues in video summarization, further efforts are required to enhance and

improve their functionality for broader use.

1.9 Research Objectives

Developing efficient algorithms and techniques for reducing large video content into
shorter, more digestible summaries while maintaining the most pertinent and signifi-

cant information is the main goal of video summarization.

The research objectives of this thesis are as follows:

* RO1: To investigate the video summarization techniques and how these tech-

niques are used in different applications.

* RO2: To propose and implement a video summarization model for use in real-

time scenarios using multimedia components (Audio and Text).

* RO3: To Propose a model for summarizing a video that establishes a spatiotem-

poral relationship that generates a time and memory-efficient summary.

* RO4: To evaluate and compare the performance of the proposed method with

existing state-of-the-art methods.

This research focuses on the significance of assessing video summarizing methods,
investigating their applicability in many fields, developing a real-time processing algo-
rithm that is effective, and emphasizing memory and time efficiency. It also emphasizes
the necessity of using multimedia elements, having a thorough comprehension of video

content, and striking a balance between efficiency and accuracy.

1.10 Thesis organization

This thesis is organized into eight chapters, each focused on specific aspects of the
research and contributing to the understanding and evaluation of the proposed nature-

inspired optimization models. Finally, the configuration of the thesis is as follows:

14



Table 1.2: Mapping of ROs to Publications

Research Objectives(ROs)

Publications

RO1

e Shambharkar, Prashant Giridhar, and Ruchi Goel.
”From video summarization to real time video
summarization in smart cities and beyond: A survey.”
Frontiers in big Data 5 (2023). Vol. 5, 1106776

DOI: 10.3389/fdata.2022.1106776

RO2

e Shambharkar, Prashant Giridhar, and Ruchi Goel.

”Analysis of Real Time Video Summarization using Subtitles.’
In 2021 International Conference on Industrial Electronics
Research and Applications (ICIERA), pp. 1-4. IEEE, 2021.
DOI: 10.1109/ICIERAS53202.2021.9726769

9

RO3

e Shambharkar, Prashant Giridhar, and Ruchi Goel
“VSEM: A Hybrid Model for Video Summarization”
Journal of Information Science and Engineering.

e Shambharkar, Prashant Giridhar, and Ruchi Goel

"TAVM: A Novel Video Summarization Model Based on Text,
Audio and Video Frames.” In 2023 3rd International Conference
on Technological Advancements in Computational Sciences
(ICTACS),pp. 878-882. IEEE, 2023.

DOI: 10.1109/ICTACS59847.2023.10389978

RO4

e Shambharkar, Prashant Giridhar, and Ruchi Goel
”Auto encoder with mode-based learning for keyframe
extraction in video summarization.” Expert Systems 40,
no. 10 (2023): e13437.

Dol: https://doi.org/10.1111/exsy.13437
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e Chapter 1: Introduction
This chapter offers a comprehensive examination of video summarization, in-
cluding a basic overview, importance, and key components. It explores a range
of methods, models, and applications related to video summarization, elucidating
the motivations driving research in this field. The chapter also clearly defines
the problem statement, research questions, and research objectives. Finally, the

layout of the thesis is also discussed.

* Chapter 2: Literature Review
Chapter 2 establishes the foundation for the research. A thorough summary of
pertinent papers and current work in the field of video summarzation is provided
in this chapter to help put the study in perspective. It also provides an extensive
survey of various datasets commonly employed in video summarization research,
as well as an exploration of evaluation metrics used to assess summarization per-

formance.

* Chapter 3: Analysis of Real Time Video Summarization using Subtitles
Chapter 3 presents that essential components of a video can be summarized by
the summation of subtitles in a video using text summarization and video map-
ping algorithms. The audio-generated version of the summary subtitle file will
be played with the summarized video. Real-time image and video processing
involve producing output while simultaneously processing input. To improve
the summary process, text retrieved from subtitles is integrated with the ongoing
video processing in real-time video summarization analysis. Specifically, when
subtitle files are used, the Latent Semantic Analysis (LSA) technique performs
better than the Text Rank method. On average, using the Text rank method saves
65-70% and the LSA method saves the user 75-80% of their time. This tech-
nique not only saves the viewer’s time but also provides relevant content in a

short amount of time.

* Chapter 4: Auto Encoder with Mode-based Learning for Keyframe Extrac-
tion in Video Summarization
Chapter 4 illustrates a hybrid algorithm to handle constrained optimization prob-
lems. It uses a self-adaptation strategy and a parameter-free penalty function, with
substantial experiments and comparisons with other techniques. A novel super-
vised learning method, "TC-CLSTM Auto Encoder with Mode-based Learning,”
is proposed for automatically choosing keyframes or important sub-shots from
videos, where TC stands for Time Distributed convolutions and CLSTM stands
for convolution-long short-term memory. Mode-based learning is the use of an-

notation mode for deciding key frame or frame importance. The key is to find the
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importance of frames based on the importance score provided in the annotation
file. Those frames are combined to form a video summary. An encoder is used to
reduce the number of frames. The key frames chosen should uniformly represent
the entire video, minimizing redundant or missing data. Convolutional LSTM
is used to classify frames accurately and finally decoder is used to reconstruct
the frame. F- Measure is employed as the quantitative metric for assessing the

outcomes of the experiments performed on the TVSum dataset.

Chapter 5: VSEM: A Hybrid Model for Video Summarization

Multimedia features (text, audio, and image) play an essential role in a video sum-
mary; combining these can be effective. In this chapter a hybrid model (VSEM)
for the video summarization is proposed. Audio and image features are combined
with text, and a hybrid model is proposed. The first part concerns the subtitles in
a video. Hybrid text summarization is proposed using text and frequency sum-
marization and is compared with the state-of-the-art methods. To tackle the audio
aspect of the multimedia, sound chunks are taken and from these audio chunks
MFCC (Mel-frequency cepstral coefficients), Mel Spectrum, area under the audio
curve, and audio peak after average cut-off were obtained. The third aspect of im-
ages or video frames is traversed by considering the changes in each frame using
Mean Absolute Difference. The experimental results on TVSum show that the
multimedia components—text, audio, and image—can offer the summary task

more information and accuracy than a single visual feature.

Chapter 6: TAVM: A Novel Video Summarization Model based on Text, Au-
dio and Video Frames

In this chapter a novel method TAVM (text, audio, and video mode) is proposed
that will provide the video summary using different multimedia elements of text,
audio, and frames. The proposed method is separated into three parts. The pro-
cess begins with video processing, where the BEIT vision transformer is em-
ployed to recognize objects within the chosen frame. Following that, Audio Pro-
cessing comes into play, which uses speech-to-text converters to transcribe the
audio content. Finally, in the last step, the summary builder utilizes the GPT-
3-based OpenAl API to generate a summary of the content. The experimental
analysis on the benchmark dataset SumMe demonstrates the effectiveness of the

proposed approach.

Chapter 7: Keyframe Extraction via Peak Wave Analysis with Integrated
Human Presence and Face Recognition In this chapter an innovative artifi-
cial intelligence (Al)-driven approach to address the challenges of identifying

keyframes and summarizing video content efficiently is proposed. The method-
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ology involves the integration of three models: Model 1 for human presence de-
tection (HPD), Model 2 for face presence detection (FPD) using Peak Wave Time
analysis (PWT) and Model 3, an advanced YOLO V face recognition model. The
synergistic integration of these approaches is intended to meet the issues faced
by the growing volume of video data. The proposed approach on TVSum dataset
aims to contribute to the field of video summarization by enhancing accuracy and
reducing time requirements through a multi-model approach combining audio

and video.

* Chapter 8: Conclusion and Future Scope
The last chapter covers the results of the suggested study, provides a summary,

and suggests potential directions for further research.

1.11 Chapter Summary

Video summarization addresses the growing demand for efficient information access,
content discovery, and personalized learning experiences in information-rich world.
This chapter provides an overview of the research work done for thesis. It describes
the fundamental components of the research statement, the goals of the study, and the
effective techniques for video summarization. A succinct explanation of the important
terminology used throughout the thesis is also provided. Lastly, It provides a synopsis
of the thesis organization and structure.
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CHAPTER 2

Literature Review

The massive data uploads on social sites have raised the interest and need for video
summarizaton and also spurred the rapid growth of Automatic Video Summarization
(AVS).(33). Al-powered software can analyze videos and extract vital information,
resulting in succinct summaries that highlight the most relevant topics. Video sum-
marizing, or the act of reducing video footage into a succinct and instructive style, is
becoming more important in today’s information-rich culture. Researchers have investi-
gated many approaches to attain this goal, each with its own strengths and weaknesses.
Video summarization is broadly divided into static and dynamic summary (34). Dy-
namic summaries, also known as video skims, are created by analyzing the audio and
visual information of a video. A static summary or keyframe-based summary is a group-
ing of the necessary keyframes that are required to construct the desired summary and
are chosen in a sequential order (3).

Video summary approaches can be classified into the following groups based on the

methodology used for summarization.

2.1 Feature based Summarization:

This method focuses on extracting significant elements from video, such as:

* Visual features: Color, texture, action, and recognizing objects are used to iden-

tify key frames or segments (13).

* Audio features: Analyzing voice, music, and other aural cues to better under-

stand the video’s narrative flow.

» Text features: Using captions, subtitles, and other textual information about the

video.

These features are then used to select representative frames or segments for the sum-
mary.
To identify keyframes in a video, zhong et al. (35) has extracted higher-level visual fea-

tures in their proposed approach. A technique called Graph Attention Network (GAT) is
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used to analyze the visual features of each frame and transform them into more mean-
ingful, high-level features. This is achieved through a mechanism called Contextual
Features-based Transformation (CFT). Within GAT, a new “Salient area size based”
spatial attention model is introduced. This model is based on the observation that hu-
mans naturally pay more attention to larger and moving objects in a scene. By focusing
on these salient areas, the model extracts more relevant visual features from each frame.
The high-level visual features extracted by GAT are then combined with semantic in-
formation processed by a Bidirectional Long Short-Term Memory (Bi-LSTM) network.
Bi-LSTM analyzes the sequence of frames in the video, capturing the overall context
and meaning. By combining these two sources of information (visual features and se-
mantic context), the system can more accurately determine the probability of each frame
being a keyframe. This helps identify the most important and informative frames that
best represent the video content.

The authors (26) proposed approach that first extracts features from unique video frames
(after redundancy removal) using a two-stage process. In first stage leverages pre-
trained Deep Convolutional Neural Networks (CNNs) proven effective in image/video
analysis. Four such models (AlexNet (36), GooglLeNet (37), VGG-16, and Incep-
tion ResNet v2) are employed in a "Multi-CNN” approach. This method combines
the strengths of each CNN by concatenating their extracted features into a richer, uni-
fied representation. The specific models were chosen based on a previous study that
analyzed individual CNN performance for this task. This approach is efficient and
scalable but might miss semantic relationships and context within the video. Rani et
al. (38) proposed a static video summary method combining four distinct visual fea-
tures—correlation, mutual information, color histogram, and color moments. Through
the use of several visual elements, the approach seeks to minimize information loss by
capturing all the details required for evaluating changes in the visual content of frames.
After the frames are fused, they are grouped using Self-Organizing Maps (SOM), and
the euclidean distance between the frames is used to determine which frames are the

most representative within each cluster.

2.2 Search-based Summarization:

This approach treats video summarization as a retrieval task:

Query-based summarization: A major hurdle in video summarization research is
user subjectivity. People have diverse tastes and priorities when it comes to what they
find important in a video. This subjectivity makes it difficult to create a single “one-
size-fits-all” summary that will satisfy everyone. What one viewer might find crucial,
another might skim over entirely. This emphasizes the challenge researchers face in

creating summaries that cater to individual preferences. This allows users to specify a
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specific query or topic related to the video, and the system retrieves relevant segments
that address the query.

Authors (16) developed a system that utilizes a "memory network’ to focus on different
parts of the video (frames and shots) based on the user’s query. This allows the summary
to be tailored to the user’s specific interests within the video. To train and evaluate their
system, they created a new dataset called UT Egocentric (UTE). This dataset includes
detailed annotations that label concepts present in each video shot. Authors proposed a
new method for evaluating video summaries based on the concept annotations in their
dataset. This method allows for a more precise assessment of how well the summary
captures the relevant information based on the user’s query.

Using a three-layer generative network, Zhang et al.(39) presented a novel method of
video summarization in 2018 . This technique is based on the Generative Adversarial
Network (GAN) model known as TPAN. Generative adversarial networks are a type
of deep learning system where two neural networks compete against each other. One
network (generator) tries to create something realistic (like a video summary), while the
other (discriminator) tries to identify if it’s real or artificially generated. Through this
competition, both networks improve their abilities. In 2020, Xiao (40) proposed a video
summarization method named CHAN, which consists of two parts: a feature encoding
network and a query-relevance computing module. CHAN employs a convolutional
network with local self-attention mechanism and query aware global attention mech-
anism to learn the visual information of each shot. To solve video description issues,
authors (41) develops a Query-biased Self-Attentive Network (QSAN). The network
creates a generic summary and a query-focused summary based on semantic informa-
tion. It computes query-relevant scores for each shot using a hierarchical model, a
query-aware scoring module, and a library of video captions to produce the summary
that is query-focused.

Authors (42) have proposed Query-based Deep African Vulture Learning (QDAVOL)
tackles challenges in MultiVideo Summarization (MVS) and aims by understanding
user queries and aims to create user-specific, informative, and well-organized MVS
summaries. In order to ascertain user intent, choose keyframes, and guarantee cogent
flow, the summary makes use of query and online image analysis, event-based object de-
tection, African Vulture Optimization Algorithm (AVOA), and similarity-based frame

closeness.

2.3 Similarity-based summarization:

identifies segments in the video that are similar to pre-defined summaries or reference
videos, providing summaries based on existing knowledge or user preferences. This

approach offers flexibility and personalization but requires well-defined queries or ref-
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erence summaries and can be computationally expensive. The relevant studies that we

mainly review are divided into four areas.

* Clustering-based approaches

In 1998, Zhuang et al. (43) first proposed a clustering approach for video sum-
marization. Video is divided into smaller units based on scene changes. After
that K-means clustering was used within shots to group frames within each shot
based on their color similarities (using color histograms). The center frame of
each cluster is used to represent the visual content of that shot in the summary.
Avila et al. (9) in 2011 built upon existing clustering methods to improve video
summarization. The authors first identified potentially informative frames by re-
moving irrelevant ones. This step helped focus on the most valuable content.
The remaining candidate frames were then grouped based on their visual similar-
ities using the k-means clustering algorithm. To ensure a concise and informative
summary, they filtered out redundant frames within each cluster. The remaining
frames were considered the final video summary. Authors (44) determined the
optimal number of clusters based on the variations in visual content between ad-
jacent frames. This approach allowed for a more flexible and adaptable summary
creation process.

Clustering-based video summarization encompasses various types, including par-

titioned, spectral, K-means, and similar methods (3).

» Shot segmentation-based techniques:
A technique known as ”shot segmentation-based video summarization” breaks a
video into shots or segments according on shifts in the audio or visual content.
After that, these parts are dissected and chosen to provide a synopsis that includes
the main ideas of the video. A key phase in the summarizing process is shot seg-
mentation, which aids in locating important scenes or events in the video. Shot
segmentation can be done using a variety of techniques, such as those based on
color histograms, motion analysis, or audio features. The resultant synopsis at-
tempts to offer a streamlined rendition of the original video while maintaining its
main ideas and organization. Authors (45) have used zero-shot action recognition
for considering the correlation of action-action, label-label and action-label at the

same time.

» Sparse subset selection-based methods:
Sparse subset selection is a technique used in video summarization that focuses on
identifying a small, representative subset of elements from the original video that
effectively captures its essence. These elements can be individual video frames

(keyframes), short video segments (subshots), or even features extracted from
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the video content. Authors (46) have used block-sparsity based sparse dictio-
nary selection method for video summarization and designed greedy algorithms
called SBOMP. Video frame are treated individually and the relationship among
frames plays an important role in keyframe extraction. The authors proposed
a method called Multi Scale Deep Feature Fusion Based Sparse Dictionary Se-
lection (MSDFF-SDS). This method allows for adjusting the contribution of each
scale of features through a balance parameter. Moreover, it leverages row-sparsity
consistency of the simultaneous reconstruction coefficient to select a minimal

number of keyframes.

* Graph Based Video Summarization Graphs help the model understand the gen-
eral organization and flow of the content by simply capturing the relationships
between the various segments of the video. A potential method that makes use of
graph structures to represent and analyze video footage in order to produce sum-
maries is called “graph-based video summarization. A frame, shot, or section
of the video is represented by each node. These nodes are connected by edges,
which are frequently created by temporal proximity, semantic content, or visual
feature similarity. The authors (47) developed a new graph-based structural dif-
ference analysis model and a graph-based metric to assess how two frames are
different from one another. Median graphs are obtained as the corresponding
keyframes, and this graph’s structural difference can reflect any potential dispar-
ities between continuous frames. The authors (48) have proposed SumGraph a
recursive graph modelling network for video summarizing that depicts a relation

graph with frames as nodes linked by semantic relationships.

2.4 Deep Learning based Summarization:

This approach utilizes deep learning architectures like Convolutional Neural Networks
(CNNs) and Recurrent Neural Networks (RNNs) to automatically learn features and
representations from the video. The main methodologies used are:

End-to-end learning: directly maps raw video frames to summary representations, by-
passing the need for explicit feature extraction.

Attention mechanisms: focus on specific parts of the video deemed crucial for under-
standing, enabling the model to prioritize important information.

Generative models:create new video summaries like text descriptions or highlight
reels, allowing for more creative and flexible summarization formats. Mahasseni et
al. (49) introduced a method for video summarization that combined three key compo-
nents: LSTM-based key-frame selector is used to identify the most important frames in
the video based on their content and sequence. Variational AutoEncoder (VAE) com-

pressed the selected keyframes into a lower-dimensional representation, capturing the
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essence of the video and trainable discriminator acts as a judge, trying to distinguish
between the original video and the reconstructed video generated from the summarized
keyframess. The key innovation lies in an adversarial training process. The key-frame
selector and VAE try to “fool” the discriminator by creating a summary so good that it
appears indistinguishable from the original video. Meanwhile, the discriminator contin-
uously learns to better differentiate between the real and summarized versions. Through
this competition, the system progressively improves its ability to generate informative
and accurate video summaries. Building upon this idea, Apostolidis et al. (50) fur-
ther refined the training process by introducing a step-by-step, label-based approach.
This optimization led to even better summarization performance in their experiments.
Deep learning approaches offer promising results in capturing complex relationships
and generating diverse summaries but require large datasets for training and can be
computationally expensive. Yuan et al. (51) employed a deep-learning approach to
automatically summarize videos. They used 3D-CNN to extract both low-level and
high-level features from the video frames. These features were then combined using a
specific technique to create a comprehensive representation of the video content. Next,
they employed a recurrent neural network called a convolutional LSTM to capture the
relationships between different parts of the video across time. This allowed the model
to understand the flow and progression of events within the video. Finally, they devised
a novel loss function, called the Sobolev loss, to guide the training process. Impor-
tant scores assigned are matched to each video frame by the model with the ground
truth scores provided by human experts. Secondly the temporal structure of the video
is exploited by considering the importance of frames in relation to their neighbors in
the sequence. Deep learning techniques include reinforcement learning, unsupervised,
supervised, and weakly supervised methods (34). It is anticipated that deep learning
models will advance in intelligence and produce improved video summarizing methods
as research on the subject progresses. Models have proven a considerable improvement

in recognizing crucial moments and producing relevant summaries.

2.5 Multimodal Summarization:

This approach combines information from multiple modalities (visual, audio, and text)
to create a more comprehensive understanding of the video content. The creation of a
multi-modal summary by humans necessitates the utilization of their pre-existing un-

derstanding and external knowledge to generate the content (52).

* Jointly analyzing visual features and speech recognition: provides a richer under-

standing of the video’s narrative and context.

* Integrating captions and subtitles: leverages pre-existing textual information to
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enhance summary accuracy and informativeness.

Authors (53) has done text summarization of subtitle file using LSA then video
mapping is accomplished by selecting a video from the subtitle file that corre-
sponds to the sentence. The authors (54), suggested a model for summarising
subtitles based on LDA. LDA-generated keywords list was used to summarise
the subtitles of instructive videos. The authors (55) treated each sentence as a
document and created a sentence summary with a threshold equal to the total of
all sentences TF-IDF values. Extractive text summarization was found to lower
the original content by 60%. Moreover, removing stop-words has no bearing on
the final report. Authors (56) proposed a architecture in which a movie includ-
ing subtitles is taken as input, and divided into various scenes. Each scene is
described in a single sentence, and the descriptions and subtitles are merged to
provide a final summary. Three of the video’s four main scenes/storylines are de-
scribed in the summary. For scene description generation, the S2VT (Sequence
to Sequence—Video to Text) algorithm is used, and for extractive text summa-
rization, MUSEEC (MUltilingual SEntence Extraction and Compression is used
(56).

Multimodal summarization can improve summary quality but requires sophisticated

techniques to effectively handle and integrate information from different sources.

2.6  Video Summarization Evaluation

Measuring the effectiveness of video summarization frameworks can be tricky. Unlike
other fields, there’s no single gold standard for quantitative evaluation. By combining
quantitative and qualitative approaches, researchers can gain a more comprehensive un-
derstanding of a video summarization framework’s effectiveness. Here’s a breakdown

of some common metrics used:

2.6.1 Information Retrieval Metrics:

* Precision: This measures how much of the information in the summary is actu-
ally relevant to the original video. A high precision means the summary avoids
including irrelevant details. A formula to calculate precision is given in Eq. (2.1)

as given below.

Total Number of Relevant frames() Retrieved frames

Retrieved frames

Precision =

2.1)

* Recall: This measures how much of the key information from the original video

is captured in the summary. A high recall indicates the summary doesn’t miss
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important points. Recall is calculated as given in Eq. (2.2) below.

Total Number of Relevant frames() Retrieved frames

Recall =

2.2)

Relevant frames

F-Score: This combines precision and recall into a single metric, providing a

balanced view of the summary’s performance. F-measure is as given in Eq. (2.3).

_2><P><R

1 2.
PR x 100% (2.3)

2.6.2 Additional Metrics:

2.6.3

Accuracy: This is a more general measure of how accurately the synopsis rep-
resents the original video’s content. It can be difficult to specify accurately for a

video summary.

Computational Time: This metric assesses the efficiency of the summarization
process, measuring how long it takes to generate a summary. Faster processing is
desirable in real-time applications.

Number of Keyframes: This statistic measures the efficiency of the summariza-
tion process by determining how long it takes to produce a summary. Real-time

applications benefit from faster processing.

Compression Ratio (CR): This compares the original video’s size to the size of
the summary, demonstrating how much data has been compressed. A higher CR
indicates a more effective summary. A formula to calculate compression ratio is
given in Eq. (2.4)

Number of keyframes

. i 2.4
ompressionratio Total number Of frames ( )

Area Under Curve (AUC): This metric is used in some studies to assess the
overall performance of a summarization model based on its ability to distinguish

relevant and irrelevant information.

Metrics for Neural Network-based Summarization:

Classification Accuracy: In some neural network approaches, summarization
is treated as a classification task. This metric measures the model’s ability to

correctly classify frames or segments as important or not for the summary.

Training Time: This measures how long it takes to train the neural network

model used for summarization. Faster training times are generally preferred.
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* Error Rate: This metric assesses the number of mistakes made by the sum-
marization model, such as including irrelevant information or missing important

parts.

While these metrics provide valuable insights, it’s crucial to remember that quantitative
evaluation alone may not tell the whole story. Human judgment plays a vital role in
assessing the quality of a video summary. Factors like coherence, informativeness, and

engagement are often evaluated through qualitative methods like user studies.

2.7 Datasets

Video summarizing datasets are essential for training, assessing, and comparing vari-
ous methodologies, as well as for promoting cooperation and reproducibility. Below
mentioned datasets as mentioned in Fig. 2.1 are crucial for advancing innovation and
advancement in the area.

A generic video summarization dataset consists of a varied selection of movies with

TVSum
Sumile
VSUMDM
YouTube-8MAI UT Ego
VISIOCITY Cross Task
Med Summaries x
Egocentric B
. Instructional
Genric
Y News Movies
MSRVIT Video LSMDC
NII TV-RECS Summarization | ———»
Datasets
Sports
Survelliance
Olympic Sport SVW ™ VIRAT

Figure 2.1: Video Summarization Datasets

accompanying summaries or annotations that cover a range of subjects, styles, and du-

rations.

*» SUMME: The SumMe dataset comprises 25 videos on various subjects like cui-
sine, travel, sports, and so on. The majority of these are unedited videos. For
each video, 15- 18 users are employed to choose key shots and write video de-
scriptions with a total of 41 subjects participating. The annotation is binary, indi-

cating whether or not a frame should be included in the summary. Each video is
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between 1 to 6 minutes in length.

* TVSum: 50 different kinds of videos, including news, documentaries, and vlogs,
along with 1,000 annotations of shot-level relevance scores that were gathered
through crowdsourcing (20 of each video) at 30 frames per second are included
in the TVSum dataset (57). Without requiring (expensive) user study, the video
and annotation data allow an automatic evaluation of different video summarizing

approaches.

* YouTube-8M: The YouTube-8M dataset (58) comprises millions of YouTube
videos, each tagged with one or more categories, however it is not specifically
created for summarization. Video summarization can be achieved through its

application in large-scale unsupervised or weakly supervised learning methods.

* VISICOSITY: is a vast compilation of 67 lengthy videos that cover six distinct
categories: sports (soccer), TV shows (Friends), education (tech-talks), birthday

celebrations, and weddings (15).

« MED SUMMARIES: A new dataset for the assessment of dynamic video sum-
maries is called "™MED Summaries”. It has 160 videos with annotations in total:
60 videos for validation and 100 videos for testing. Within the test set, ten event

categories are present.

Video Surveillance systems produce vast amounts of video data, it is not possible
to maintain and check whole data manually. The domain of video summarization
techniques are vital because it facilitates the effective assessment and identification of
prospective incidents by automatically extracting the essence of surveillance videos. In
Video Surveillance domain VIRAT dataset is used.

* Compared to previous action recognition datasets, the VIRAT (Video Image Re-
trieval and Analysis Tool) video dataset (59) is intended to be more realistic, nat-
ural, and difficult for video surveillance domains in terms of quality, background

clutter, scene diversity, and human activity/event categories.

For Instructional videos Cross Task dataset is used .

* Cross Task dataset(60) of 4.7K movies and 83 jobs about house repairs, cooking,
handicraft, and auto maintenance. These exercises and their methods are taken
from wiki How, a website that offers solutions to a variety of problems, and the

videos are from YouTube.
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Sports Videos in the Wild (SVW) is a Video Dataset for Sports Analysis.

* A collection of videos called Sports Videos in the Wild (SVW) (61) that were
taken while participating in sports or watching games by users of Coach’s Eye,
the top sports training app on mobile devices. The dataset comprises 4100 videos
that were chosen after examining about 85,000 recordings. It includes 30 sports

categories and 44 actions.

2.8 Research Gaps

With the rapid growth of user-generated videos, being able to browse them effectively
is becoming increasingly vital. Video summarization is seen to be a potential method
for effectively realizing video content by identifying and selecting descriptive frames
from the video. An automatic video summary would be advantageous for everyone who
wants to save time and learn more in less time as video content continues to grow at a
rapid rate. The following research gaps have been identified through a comprehensive

literature review:

* Most video summarization techniques primarily rely on visual features. However,
incorporating audio analysis (e.g., speech recognition, sentiment analysis) and
text analysis (e.g., captions, subtitles) can provide a richer understanding of the

video’s narrative and context.

* Secondly, understanding the temporal evolution of information within a video
is crucial for capturing important events and their progression. Real-time appli-
cations require efficient processing to ensure summaries are generated without
significant delays. This involves designing lightweight algorithms that minimize

computational resources without sacrificing accuracy.

* A set of characteristics is required for video analysis in order to describe visual

information (Features are usually taken from the pixel values of video frames).

* To give a meaningful summary in real-time video summarization, both the spatial

and temporal relationships among data must be captured.

* Currently it is difficult to create summaries that are customized to the preferences
of the user, such as varying length and content focus, due to the methods’ lack of

adaptability and user control.

* Al models may have difficulty summarizing videos with abstract concepts or nar-
ratives. They may struggle to understand the underlying theme or story arc, re-

sulting in summaries that lack important details.
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* Efficient algorithms are required for summarizing videos while they are being
received or transmitted. Due of their high computing costs, complex approaches

may not be viable for real-time applications.

2.9 Overview of Relevant Studies and Research Work done

Summarizing multimedia content has not received as much attention from researchers
as text summarization has over the years (62). In (63), authors provide an extractive
summary using two text summarization algorithms and video mapping algorithms. The
information in the video can be effectively condensed by using multiple keyframes or
key-shots (26). In contrast to the discipline of computer vision, there has been a sig-
nificant advancement in the evaluation of text summaries in the NLP community. First,
NLP approaches were developed to assess the caliber of text that had been machine-
translated from one language to another. Authors (64) employed an existing text sum-
marising evaluation and map a video summary into text. This has the benefit of al-
lowing semantic comparisons to be made between outlines. However, it also means
that the judgement does not include visual elements like shaky cameras, as long as a
specific piece of content is portrayed. By measuring the number of sub-shots that over-
lap between a given video summary and a ground-truth video summary, authors (65)
develop VERT. This system assesses video summaries compared to a provided video
summary. The drawback of pixel-based distance is another drawback of this technology.
Additionally, individuals frequently struggle to create a video synopsis that accurately
reflects the video instead of writing, which they find easier to produce. Asynchronous
text, image, audio, and video-based summary of the video was suggested by Haoran Li
et al.(66). After analysing each asynchronous component separately and using several
optimization techniques on the summary, a more accurate final textual summary is gen-
erated. Salience matching is also carried out to improve the relevance of the summary.
A temporal and spatially driven method was put out in (67) in which the number of
keyframes were automatically determined and extracted using Optimum-Path Forest
(OPF) clustering before being utilized to create the final summary. Finding important
frames in video summarization is an important and tedious task. A deep learning-based
approach for learning video representation was proposed by Michele Merler et al. (68).
Deep learning models like Convolutional Neural Networks (CNN), Long Short-Term
Memory (LSTM), etc., are used to process the audio and visual content to learn the
representation. A video that serves as the final summary is produced. To understand
the spatiotemporal representations from video, the authors (69) recommended using a
ranking-based method to summarise the video in many stages. Ali Javed et al. (70)
suggested a technique for enumerating the cricket video’s audio-visual components.

The final summary for the cricket match videos is prepared by identifying the critical
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frames for the audio and visual content. To increase the effectiveness of summarization,
authors used an Audio-Visual Recurrent Network (AVRN) to include audio and visual
information in video summary tasks (71). Utilizing the latent consistency between au-
dio and visual data is possible with the audio-visual fusion LSTM. The self-attention
video encoder can detect global dependencies throughout the entire video stream. In
(72), abstractive summaries of narrated instructional are generated on several subjects,
including sports, cooking, and gardening, using transfer learning. A pre-trained BERT
encoder and a transformer decoder with random initialization are used in the trans-
former design. Auto-generated instructive video scripts using the BertSum abstractive
summarization model have a quality level comparable to descriptions chosen randomly
from YouTube user submissions.
Videos include a wealth of information in the form of vision, text, and audio, and this
information learning has been investigated in video summarization. Video summariza-
tion effectively and efficiently speeds up video processing, storage, administration, and
retrieval, making comprehending and analyzing certain circumstances or occurrences
in long recordings easier(67).
Zhang et al. (73) define video summarising as a technique of selecting a subset of video
shots and used Long Short Term Memory (LSTM) units to generate video summaries.
To extract video summaries, Zhao et al. (74) used a layered structured adaptive net-
work to enhance the LSTM network. To combine audio and visual information into the
video summarising job, authors in (75) propose an AudioVisual Recurrent Network.
The suggested model makes use of two-stream LSTM for sequential audio and visual
feature encoding, dynamic multimodal information fusion, and a self-attention mod-
ule for global video data gathering. Because recurrent neural networks are unsuitable
for analyzing the complicated structure of lengthy films. The authors (76) proposed a
video summarization technique based on the merging of three modalities(text, audio,
and image) and the recognition of significant video portions. For each frame, the au-
dio, visual, and text saliency ratings are linearly integrated to get a multimodal saliency
score. A method is proposed for automatically generating soccer highlights based on
segmented images and audio-visual characteristics (77). The strong audio information
improves the performance of the summarization system. The sports scoring mechanism
combines descriptions and provides bespoke highlights based on end-user preferences.
Deep learning algorithms are being used to automatically create an internet trailer
for any movie based solely on its subtitle (78). The proposed method looks for im-
portant textual components in the movie subtitle file that can be used to classify the
movie into the right genre. Authors (63) have used Text Rank and LSA algorithm to
produce a video summary using subtitles, audio, and frames. The extractive summary
is produced using the proposed approach. The LSA approach outperforms the text rank

method when used to a subtitle file. The authors (56) provide a structure for segment-
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ing a movie with subtitles into scenes, giving one-sentence summaries of each, and
then putting them all together into a summary. While MUSEEC ((Multilingual Sen-
tence Extraction and Compression) is used for extractive text summarization, the S2VT
(Sequence to Sequence—Video to Text) algorithm provides scene descriptions. Jangra
et al. (79) have proposed a video summary generation method using Joint Integer Linear
Programming. By expanding and manually annotating the multi-modal summarization
dataset, the author has generated their own text-image-video dataset. The suggested
approach extracted the most relevant video with 44% accuracy.

Overview of research work done is as below:

1. Video Summarization using Subtitles:
This method focuses on summarizing videos by evaluating the subtitles or closed
captions. Text summarizing techniques are used on the extracted text to highlight
key points and provide a short summary. This method is efficient for videos with
accurate subtitles, but may not work well for videos without subtitles or with

incorrect ones.

2. Video Summarization using Autoencoders:
This method uses autoencoders, a form of deep learning model, to extract key
features from video frames. One study proposes an autoencoder that uses mode-
based learning (TC-CLSTM Auto Encoder). This model is intended to learn use-
ful representations of video data, possibly focusing on the most informative parts
for keyframe selection. This technique has the advantage of being able to capture

complex visual aspects while using minimum training data.

3. Hybrid Summarization:
This study suggests a method for combining standard text summary and frequency-
based summarization. It generates a summary by analyzing textual material from
the video, most likely subtitles or transcripts, and identifying keywords or com-
mon phrases. According to the study, this hybrid strategy beats other methods in

terms of evaluation measures.

4. TAVM: A Novel Video Summarization Model (Text, Audio, and Video Frames):
This approach delves into multimodal summarization, which incorporates data
from several sources. It uses text (captions, subtitles), audio (speech recognition),
and video frames (visual features) to produce a more comprehensive overview.
The suggested TAVM model employs various strategies for processing each data
type before combining the extracted information to produce a summary. This
method provides a more thorough knowledge of the video information than ap-

proaches based on a single modality.
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5. Keyframe Extraction via Peak Wave Analysis with Integrated Human Presence
and Face Recognition:
This approach describes an innovative Al-driven technique for addressing the hur-
dles of effectively recognizing keyframes and summarizing video information.
This methodology combines three different models. This integrated technique
combines human presence detection (HPD), face presence detection (FPD) using
Peak Wave Time analysis (PWT), and an enhanced YOLO V face identification
algorithm. It is intended to address the challenges caused by the growing vol-
ume of video data. By combining these approaches, the proposed model aims
to improve accuracy and reduce time requirements in video summarizing. Addi-

tionally, it incorporates both auditory and video cues to enhance its performance.

2.10 Chapter Summary

By enabling users to more effectively and perceptively explore the immense ocean of
video content, video summarizing has the potential to completely transform how we in-
teract with and comprehend the ever-expanding video landscape. This literature survey
chapter explores the range of approaches used by scholars studying video summariza-
tion. It describes the various approaches investigated as well as the plethora of strate-

gies, datasets, and assessment standards applied in order to accomplish this goal.

Publication
The Literature survey work is published in:
Shambharkar, Prashant Giridhar, and Ruchi Goel. ”From video summarization to real
time video summarization in smart cities and beyond: A survey.” Frontiers in big Data
5(2023): 1106776.
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CHAPTER 3

Analysis of Real Time Video Summarization using Subtitles

The ever-increasing volume of user-generated material need more intelligent video nav-
igation and discovery methods. Video summarization is seen to be a potential method
for effectively realizing video content by identifying and selecting descriptive frames
from the video. An automatic video summary would be advantageous for everyone who
wants to save time and learn more in less time as video content continues to grow at a
rapid rate. The essential components of a video can be summarized by the summation
of subtitles in a video using text summarization and video mapping algorithms. To im-
prove the summary process, text retrieved from subtitles is integrated with the ongoing

video processing in real-time video summarization analysis.

3.1 Introduction

Whether a live stream on a personal blog or a security camera in a manufacturing facil-
ity, video data is a common asset used daily. Smart cities face various complicated chal-
lenges from managing transportation networks to securing people to enhancing emer-
gency response times. Smart camera video data provides a rich, time-based record of
urban surroundings, but its sheer volume and complexity make it challenging to anal-
yse and use. It is necessary to provide smart cities with fast and accurate information to
increase efficiency and quality of life. The volume of digital video data has expanded
dramatically in recent years due to the growing use of multimedia applications in do-
mains such as education, entertainment, commerce, and medicine (80). Smart video can
collect rich data in almost real-time, these datasets can also be very large, expensive to
transmit and store, and labor- and time-intensive to analyze. Secondly, This task is far
more complex than analyzing text documents because of the video’s multimodal charac-
ter, which sends a wide range of semantics in various formats, including sound, music,
static images, moving images, and text (81). The enormous video data must be man-
aged correctly and efficiently to maximize the usability of these huge recordings. As a
result, video summarization is an important and rapidly expanding study field. Users
may manage and explore large videos more effectively and efficiently with the help of

a video summary (82). This work aims to identify and establish the video summarising
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approaches that have been discovered in the literature, with a particular emphasis on
real-time video summarization. The phrase “real time” refers to the amount of elapsed
time to summarise a video that is smaller than the original video’s duration. Real time
video summarization aids in the indexing and retrieval of videos from a library. It also
aids the consumer in deciding whether or not to view the complete video (83)
Real-time image and video processing involve producing output while simultaneously
processing input. The typical frame rate is connected to real-time image and video pro-
cessing. The current capturing standard is typically 30 frames per second. To process
all the frames in real time, they would have to be processed as soon as they were cap-
tured. So, if the capture rate is 30 frames per second, 30 frames must be processed in
one second.

Existing methods for a video summarizing generally take either an offline (27) or an
online (29) approach. To generate a summary, offline techniques require knowledge of
and access to the complete video stream. Such solutions, on the other hand, necessitate
storing the entire video at the same time, which is resource-costly and/or unfeasible (for
example, for unboundedly long video streams).

Alternatives to the aforementioned include online or streaming video summarizing
tools. An online summarization method takes a video stream and generates a sum-
mary on the go and at any time as the data stream elements come, without relying on
any future data. Because they simply maintain a small piece of the previous video
stream (or information related to it) in memory, such approaches can be made to use
less memory. This situation is particularly interesting because online methods are com-
putationally less expensive than their batch counterparts when batch processing a video
is too resource-intensive on a device, then an application needs access to the historical

summary, or for unboundedly long video streams.

3.2 Application of Real Time video Summarization

Applications for real-time video summarization are diverse and span many different
fields where it is essential to have immediate access to summarized video data. A real-
time video summarization system can process videos online, eliminating the possibility
of backlogs. Fig. 3.1 shows the application of real time video summarization in differ-
ent fields.

Real-time feedback and processed images from sensors are required for a variety of

real-time applications as shown below.

* Video Surveillance: Real-time video summarization allows surveillance systems
to quickly identify and highlight significant events such as breaches, unapproved

access, or dubious activity. These occurrences can be summarized in real time,

35



Video
Surveillance

Millitary
Applicaions,
Drone and
Robots

Realtime Video
Summarization

Medical
Videos

Figure 3.1: Real Time Video Applications

allowing for timely notifications to law enforcement or security staff.

Traffic Monitoring: Allows for better mobility and efficiency on roads by help-
ing authorities to efficiently manage traffic operations, increase road safety, and
optimize traffic flow. Real-time traffic incident, accident, or road danger detection

and highlighting is possible with summarization algorithms.

Medical Videos: Real-time video summarization from medical recordings im-
proves patient care, medical education, research, and quality control in healthcare
environments by giving users prompt access to vital data and insights from treat-
ments and procedures. Decision-making and necessary modifications are made
easier for surgeons and healthcare teams by summaries of live video feeds from
operating rooms or medical operations, which give them instant insights into the

procedure’s progress.

News and Media: By using real-time video summarization, news organizations
and broadcasters can swiftly take the most important points from recorded or live
news pieces. Then, in real-time, viewers can get succinct summaries of significant

occurrences or breaking news, enabling quicker information transmission.

Sports and Internet Videos: Broadcasters may instantly deliver highlights and
significant moments from live sporting events, including basketball games, tennis
tournaments, or soccer matches. Short recaps of games can be shared by fans on

social media, which sparks conversation and interest among followers.

Militray Applications, Drones and Robots: The successful and safe execution

of military operations and missions are done. It also helps to improve situational
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awareness, decision-making, and operational efficacy in a variety of mission-

critical scenarios.

3.3 Stategies Employed in the Architecture

Automatic text summarization methods are desperately needed to deal with the ever-
increasing amount of text data available online, to improve both the discovery and
consumption of relevant information. One of the main reasons for implementing text
summarization into our system is that it improves the efficiency of the text summa-
rizing process. Text summarization can be accomplished in two ways: extractive and
abstractive. In extractive summarization, only the key sentences or phrases are taken
from the original content whereas new sentences are created from the source material
in abstractive summarization. Depending on whether it is done on a live video or a
recorded video, video summarization can be characterized as real time or static. Video
frames are frequently generated at such a quick rate in real-world circumstances that
longer segments make sense (84). Subtitle summarization is analogous to document
summarization in that it focuses on significant information to include in the summary,
such as a sentence or not. For text summarization, LSA and TextRank algorithms are
used. TextRank is a graph-based text processing ranking model that may be used to
determine the most relevant phrases in a text as well as keywords (85). LSA is a text
summarising method that uses statistical approaches to assess a text’s semantic struc-
ture. This technique prioritizes keywords in a phrase over linguistic features and word
order . The proposed architecture includes the following major steps as shown in Fig.
3.2

3.3.1 Conversion and Summarization of Text File

The challenge with video summarization is determining which video parts are “essen-
tial” and extracting them (86). The system accepts any URL video as input. This
technique is intended for videos that only include subtitles. The system starts by down-
loading the video and then timestamp-based caption is checked from the extracted file
and subtitle files from the user’s provided link. To apply summarization techniques, the
subtitle file is converted to a text file (.txt). Cleaning of the subtitle file is done in the
preprocessing step in which stop words, lemmatization, and stemming are done. In the
next step summarization of the converted text file is done using Latent Semantic Anal-
ysis (LSA) and TextRank approach. TextRank is a technique for extracting information
from documents. It is founded on the premise that words that appear more frequently
have greater significance. As a result, sentences with a high frequency of words are
crucial. The system then assigns ratings to each sentence in the text based on this. Un-

like Latent Semantic Analysis (LSA), which is an unsupervised method for extracting
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a representation of text semantics from observed words. LSA is based on the idea that
words with similar meanings are more likely to appear in comparable situations (87).
The model then guesses which words should appear as incomparable documents (i.e.,
contexts) and hence be close to each other in the semantic space based on a study of
the words that do and do not co-occur in the corpus. The LSA method begins by con-
structing a term-sentence matrix, in which each row represents a single word from the
input (n-words) and each column represents a phrase (m sentences). The entry aij in
the matrix represents the weight of the word 1 in sentence j. The weights of the words
are calculated using the TFIDF technique, and if a phrase does not contain a word, the
weight of that word is 0. The matrix is then transformed into three matrices by us-
ing Singular Value Decomposition (SVD). The summary includes the highest-scoring

sentences.

3.3.2 Video Generation

The time range of the individual summarised sentences is estimated once the subtitle
file’s summary has been prepared. The number of seconds each sentence in the video
takes is referred to as the time range. After then, for each sentence, the start and finish
segments of the time range are determined separately. The start and end segments of
a sentence refer to the start and finish times in seconds. The system then collects the
highlights that correspond to the time range using these start and end segment times,
resulting in several short pieces of video in line with the summarised subtitle text file.
These crucial frames were matched with the summarised subtitle text sentences, and
the final video is created by adding them to the video. The system then extracts tokens
from the summary text that can be mapped to the frames in the videos Various essential

frames are extracted and when combined, summarized video is obtained.

3.3.3 Audio Generation

The audio, when combined with the video, allows for a thorough understanding of the
information presented in the video. Because the frames have been concatenated, the
audio in the summary video will be inconsistent. Speech recognition is a key compo-
nent in a variety of applications, including home automation, artificial intelligence, and
so on. In Python, there are numerous APIs. For converting text to speech., used for
converting text to speech. A simple pyttsx3 library of python programme is used in
this architecture that translates entered text into audio that can be saved as an mp3 file.
There is no need for an internet connection or any kind of delay when using this pro-
gram. The audio, in addition to the video, aids in a thorough grasp of the information

offered in the film. As a result, the system’s final result is absolutely clear.
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3.3.4 Creating final Summarized File

A video summary is created by sampling video clips and combining them with descrip-
tions. Titles, subtitles, descriptions, inquiries, comments, and other forms of data are
associated with an original video (88). After the audio and video highlight were gener-
ated next step is to combine video with audio. The semantic video record is created by
deconstructing any video’s caption document without sacrificing the content and video
quality. Following the voice and text preprocessing, the video and generated audio are

combined and synchronized to produce a nice and clean video and audio output.

3.4 Experiment Result and Analysis

Nowadays, many people use online video streaming services. YouTube is today’s most
popular and frequently utilized online video platform. Various videos of differing
lengths were selected from the popular video sharing network YouTube and adapted
for use on the suggested system. TextRank and LSA are used to calculate the exper-
imental outcomes of the original video and the summary video. This is also noticed
that the runtime of the original video and the summary video differ significantly. On
average, using the Text rank method saves 65-70% and the LSA method saves the user
75-80% of their time. LSA technique will save more time as compared to TextRank.
These techniques not only save the viewer’s time but also provides relevant content in
a short amount of time. Different educational videos for kids are taken for testing. First
Input video and their corresponding subtitle file are downloaded. Initially, the video
consists of sentences 62 sentences which is summarized into 20 sentences in total. In
the next step to apply LSA and TextRank algorithms, extractive summarization tech-
niques are used. The subtitle file is converted to the text file and then preprocessing is
done. Video is obtained after getting highlights from the summarized text. We obtained
various highlights from the video as shown in Fig. 3.3.

Then summarized video is given voice using python pyttsx3 and at last, the final
summarized file is obtained. It is observed that the original video was of 156 seconds
and the summarized video is of 108 seconds. Total time saved is 65- 70% using Tex-

tRank algorithm.

3.5 Summary

The growing prevalence of video content on the internet necessitates a more efficient
method of expressing or managing it. The summary of videos can be used as a means
of accomplishing this. Video summaries can be generated automatically with subti-

tle files by utilizing NLP-based algorithms. Instead of training algorithms with large
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Figure 3.3: Various Highlights of Summarized Video

video datasets, this strategy makes use of text processing, which is quicker and easier
to understand

The suggested method’s main contribution is:

1. To improve the summary process, text retrieved from subtitles is integrated with

the ongoing video processing in real-time video summarization analysis.

2. Specifically, when subtitle files are used, the Latent Semantic Analysis (LSA)
technique performs better than the TextRank method.

In general, real-time video summarization has advantages in terms of accessibility and
immediacy, but it also has drawbacks in terms of processing effectiveness, content com-
plexity, and summarization accuracy. Algorithms for real-time summarization could
find it difficult to adjust to dynamically changing content, including scenes that change
quickly or unexpected events. As a result, summaries may become out of date or ir-
relevant to the situation at hand. This can be solved with our next suggested approach,

detailed in the next chapter.

Publication

The work discussed in this chapter is published in:

Shambharkar, Prashant Giridhar, and Ruchi Goel. ”Analysis of Real Time Video Sum-
marization using Subtitles.” In 2021 International Conference on Industrial Electronics
Research and Applications (ICIERA), (pp. 1-4). 1IEEE, 2021.
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CHAPTER 4

Auto Encoder with Mode-based Learning for Keyframe Extraction

in Video Summarization

The exponential increase in video consumption has created new difficulties for brows-
ing and navigating through video more effectively and efficiently. The proliferation
of advanced photographic devices and the improvement of internet connectivity have
brought exponential growth in technology. Computers use their magic to create these
video summaries. The original video is automatically analyzed, and crucial compo-
nents—Ilike important frames or brief video snippets are extracted. The most important
elements of these selected segments are then combined to create a brief video synopsis.
Selecting video frames that best convey the main ideas of the information is known as
key frame extraction. Usually, selection criteria like diversity, significance, or visual
originality are used to determine these frames. Key frame-based summarization tech-
niques choose a subset of frames to produce a condensed version of the video. A novel
supervised learning method, "TC-CLSTM Auto Encoder with Mode-based Learning,”
is proposed for automatically choosing keyframes or important sub-shots from videos,
where TC stands for time-distributed convolutions and CLSTM stands for Convolution
Long-term Memory. Mode-based learning is the use of annotation mode for deciding
key frame or frame importance. Without the need for text like subtitles, autoencoders
are able to learn rich representations directly from the visual content of videos. This
makes it possible to comprehend the video information more thoroughly, taking into
account aspects like motion patterns, spatial relationships, and visual characteristics
that might not be adequately conveyed by subtitles alone. The key is to find the impor-
tance of frames based on the importance score provided in the annotation file. Those
frames are combined to form a video summary. Encoder is used to reduce the number
of frames. The key frames chosen should uniformly represent the entire video, hence
minimizing redundant or missing data. Convolutional LSTM is used to classify frames
accurately and finally decoder is used to reconstruct the frame. Convolutional layers
can recognize the same pattern regardless of where it appears in the input since they
are translation-invariant. The same set of filters are used over the whole input area to

accomplish this characteristic.
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4.1 Introduction

Video summaries condense lengthy videos into shorter clips packed with the most valu-
able information. This saves viewers time by letting them grasp the essence of the
video quickly. Video is the most widely used type of visual information, which has
grown in popularity swiftly. The task is to analyze the video’s multi modal data in
search of relevant cues (such redundant information) that can guide a conclusion (89).
High computational power and advanced vision techniques have increased the scope
of video summarization techniques. Video summarization helps us to quickly review
lengthy videos by removing pointless and unnecessary frames.

Choosing a frame plays an important role (90) so the main idea is to summarise the im-
portant sections of the frames. Consider the video ”Teacher leaves home in the morning
for college and returns home after taking lectures and leaves again for taking lectures
and returns to home in the evening” as an example. Even if the frames associated with
the ”in college” and ”at home” sequences may look similar aesthetically, the semantic
flow of the film dictates that none of the frames should be removed and that they are
all crucial. The decision of whether or not to label a frame as summary-worthy de-
pends on nearby frames, which makes video summarising by nature a sequential task.
If a specific frame has been given a high value by the summarizer system, the nearby
frames should also be given higher importance. Using an excessive number of nearby
frames can lengthen the summary and reduce its usefulness. Additionally, the process
of creating summaries might get more laborious as a video gets longer.

This chapter formulates video summarising as a key frame selection technique from the
video. Every time a significant change in the scene occurs in the video, the intention
is to automatically give a video summary in the form of key frames. The proposed
model differs in terms ofthe Encoder and Decoder that have been used to lavish the
information in the best method possible. It helps in better and faster learning compared
to state-of-the-art models. It is shallow and hence requires lower resources.

The video provides both spatial and temporal information in the form of the appearance
of each frame and the motion between frames (91). The collection of all the frames that

make up the video constitutes a video summary.
V:{Fl,FQ,Fg —————— Fs} (41)

Eq. (4.1) represents sequential video frames: where *V’ is the video, F; shows i" frame
and the number of frames in the entire video is s. The goal of the video summary by

keyframe is to choose a portion of V that is shorter in length and covers almost all of
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V’s crucial frames. The task of summarising videos requires the use of spatiotemporal
features (92).

4.2 Application of Keyframe Extraction in Video Summarization

Keyframe extraction plays an important role in video summarization because it identi-
fies representative frames that accurately convey the essence of the video information.
Keyframes act as visual foundations, allowing users to move through videos more ef-
fectively. By using keyframes as reference points, users can easily navigate to specific
areas of the video that are of interest to them without having to watch the entire video.
Keyframe extraction methods improve the usefulness and accessibility of video footage
in a variety of applications. Keyframe extraction is used in surveillance systems to de-
tect significant events or actions caught in video footage. By picking keyframes that
reflect noteworthy activities or anomalies, security professionals can quickly evaluate
footage and respond to potential threats in real time.

Keyframe extraction can also be used in video recommendation systems to evaluate
video content and suggest similar or relevant videos to consumers based on their inter-
ests. By comparing keyframes retrieved from multiple videos, recommendation systems

can find commonalities and offer videos that are relevant to the user’s interests.

4.3 Stategies Employed in the Architecture

Temporal characterization uses correlations between images to monitor changes. When
we examine one image, spatial characterization is relevant. It includes but is not limited
to the coordinates, intensity, gradient, and resolution. An approach to accomplish this
goal is to give each frame a score based on importance, then the frames with the highest
scores should be chosen. The development of the summary and the prediction of the
importance score appear to be the two main components of this activity.

Maz, = X0 |x (4.2)

7

X is the score that is given to frames and based on that final frames are selected. Score

x 1s decided based on the annotation file that was used in the data.
‘/s = {Sl, SQ —————— Sn}and ‘/3 cV (43)

where s represents the video summary and n is the number of selected frames from
the summary based on x. frames are taken as input and X is estimating significance
ratings of frames at the frame level. The significantt frame scores assess the relationship

between the matching frames and the original video, with “important” referring to the
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relationship between the video content and the high-level semantics. The frame with
the highest frame-level relevance score is more representative.

For each frame of the video in regular intervals of time, The following steps are
followed
Step 1: Frames were extracted from the videos using the open cv library.
step 2: The mode of the importance of each frame was taken from the annotation file.
step 3: A new dataset consisting of frame path and frame importance was created.
step 4: Frames are fed to CLSTMAE (Convolutional Long Short Time Memory Auto
Encoder model)(93).
Step 5: Using the mode of importance the target model is trained and monitored for a

loss (sparse cross entropy) and accuracy.

4.3.1 Model Architecture

The proposed architecture is shown in Figure 4.1. The model consists of three sections:
An encoder, a ConvLSTM section, and a decoder. The frames from videos were first
extracted using the OpenCV module. These frames were then fed into the encoder. The
encoder consists of two convolution blocks each consisting of three layers namely the
convolution layer, batch normalization layer, and activation layer (ReLLU activation is
used). The extracted tensor is passed to the ConvLSTM layer which captures temporal
and spatial features. The input is reconstructed at output using the decoding segment
consisting of two de-conv blocks. Each de-conv block consists of a Conv-Transpose
Layer, Batch Normalization, and Activation Layer (ReLU activated). The final tensor
is flattened and fed to Dense, which returns the probability or importance of the frame
score. Any frame having an importance score greater than 3 is considered important,

the rest frames are discarded.

4.3.2 Feature Extraction

Understanding and determining the most representative video frames depend on feature
extraction. The suggested approach uses Conv layers for feature extraction. It is 21 21-
layer deep residual network. To extract image information from each frame of the input
video, residual neural networks are used(94). Convolutional networks often consist
of multiple convolution layers stacked on top of each other. As the network deepens,
higher-level features are extracted, which capture more abstract and complex patterns.
Lower layers detect simple features, while deeper layers detect more global and high-
level structures. Convolutional layers capture local patterns such as edges, corners, and
textures. These low-level features are obtained by detecting variations in intensity or
color gradients within small receptive fields. The proposed approach is implemented

using the TensorFlow library.
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Figure 4.1: Proposed Architecture

4.3.3 Frame Extraction

Keyframes are digital pictures that give users of video retrieval systems the most com-
prehensible information summary. The summary should, as much as feasible, convey
the shot’s primary message so that the viewer is aware of the video’s intended message
from the outset. The videos were mp4 and extracted frames were in png format. From
the given set of videos, frames were extracted using an open cv. The size of the frames
was kept constant at 244 X 244. The frame rate is 25 fps which matches the original
frame rate. This is done to match the annotations provided. As the annotations given for
the data are based on a 2-second sequence, a frame rate differing from the pre-defined
rate will result in anomalous and incorrect results. Spatial features take about the fea-
tures that are collected and learned from the current frame that is being processed by
the model. As video is a sequence of frames, the frames present before and after the
current frames play a crucial role, thus, temporal features help in learning these features
across the time dimension, i.e., the effect of different frames across time. These features
in general are the weights that determine the excitation or inhibition level of neurons.

sample image of frames is shown in Figure 4.2.
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Figure 4.2: Frame Extraction

4.3.4 Data Creation

Provided annotation files consist of 20 judges data which contain the importance of
each frame at a scale of 1-5 depending upon the individual’s opinion like

1: Not Important;

2: Less Important;

3: Neither Important nor Redundant;

4: Important;

5: Very Important

The mode of this data was taken, resulting in one importance value for each frame. The
arithmetic mode gives an insight into which frames are important in terms of multi-
ple viewer experiences rather than forming the hypothesis based on a single user. This

above process was carried out using Python and SciPy modules.

4.3.5 Model Training
The frames were fed to the proposed architecture. It underwent three different steps:

1. Encoding The size of frames was reduced in this step using time-distributed con-

volution layers.

2. Conv LSTM The memory of previous frames and current frames were combined
to gain a better transformation of experience for the machine and thus classify

frames more correctly.

3. Decoding The tensors were then used for reconstructing the frames, which were

finally used for obtaining the importance of each frame on a scale of 1-5.
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ConvLSTM is fundamentally similar to LSTM, but the difference is that it can also
extract spatial information, much like CNN, in addition to learning the temporal corre-
lation of input. ConvLSTM can therefore be used to extract spatiotemporal characteris-
tics. The usage of this feature is required for video data modelling. The following are

the pertinent formulas:

Ji = oWy [h—1, x4, Croa] + s¢) 4.4)
by = oWy [hy_1, 2, Cr_1] + Sp) 4.5)
¢y = tanh(We x [hy_1,bs] + b.) (4.6)
G=fiBc1+b D 4.7

op = o(Wi * [hy_1, 24, ci-1] + by) (4.8)
Hy = o, @ tany(¢y) 4.9)

where * denotes the convolution operation, t represents the time step, h is the forget
layer, w weights, tan, represents the activation function, & is Hadamard product and b
represents the input gate layer.

The extracted frames are first loaded into the memory using an open CV. The frames
are loaded in the form of a 3-D array with dimensions as H X W X Channels. These
frames are then appended to a list which is later converted to a numpy array. This array
is then fed to the model during training. The first layer of the model, as evident in model
architecture is the input layer, which accepts tensors (in our case image array) as input.
This layer consists of a perceptron with dimensions H X W X Channel. Accuracy
is used as the training performance metric in a cross-entropy loss model. Learning
(determining) good values for all of the weights and the bias from labeled samples is
what training a model is all about. A loss is the result of an incorrect prediction. Loss
is greater if the model’s forecast is imperfect; else nil. The Model training aims to
identify weights and biases with low loss. For every model, a higher loss is worse (poor

prediction).

4.3.6 Frame Analysis

Our model predicts a frame’s importance equal to the mode of its importance as scored
by judges, it is considered as right prediction otherwise it s considered as wrong pre-
diction. The O represents less important frames and 1 represents important frames.
Dynamic programming maximizes scores of highlight segments using the knapsack
problem. Figure 4.3 shows some video frame analysis of the video we have taken as a
reference from the dataset. The reference shared was based on the fact that the summary

generated by them is not similar to the one present in the annotations. The one we have
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created is based on the similarity between the mode of annotations and our generated
summary. The variables at the current state are fed to the model to get the accuracy and

loss at each training epoch.

frame target

0 framewideo\-esJrBW)2d8\0 png 1.0
1 framewideo'-esJrBW)2d5\1 png 1.0
frame'wideo‘-esJrBW)2d8\2.png 1.0
frame'wideo'-esJrBW)2d8\3 png 1.0

= k2

frame'wvideo\-esJrBW)2d8'4 png 1.0

Figure 4.3: Video Frame Analysis

4.3.7 Removing Redundant frames

The superfluous frames make the generated video summary longer than necessary and
less effective as a result. The mode operation is used to eliminate duplicate frames;
Frames with a score less than 3 are discarded and higher than that are considered. As a

result, there are fewer frames, which results in a more effective summary.

4.3.8 Summary Generation

Despite the fact that the significance of the final nominated skims is sufficient it is pos-
sible that some visually comparable sequences will be chosen as summarised skims.
The production of the final summary is difficult because of this issue, which is over-
come in the suggested technique by only choosing the final summary frames whose
probability is highest for the informativeness class. In order to create a diversified and
representative summary, the frames with the highest probability are considered in the
post-processing phase and are combined to create a single video. The final summaries
are displayed with probability ratings in 3, and they include the frames from a sequence

with the highest probabilities.
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Algorithm 1 Algorithm for Generating a Summary
Process of Video Summarization V
Input: Video V,

Mode O

Output:

Video summary SV

Start Process:

Extract(V,0)

X<+No. of frames(V)

Fori=0to X1, do

Observe the current frame F[i]

Pred Mode Train (f[i], Mode(O))
Discard the frame

end for V

saved SV

4.4 Experimental Result and Analysis

4.4.1 Dataset Used

TVSum (95) contains 50 videos in a variety of genres. (such as news, how-to videos,
and user-generated material), with crowd-sourced annotations of their shot-level rele-
vance scores. Each shot is scored by 20 annotators, who use binary labels and 5-level
significance rankings to describe their annotations. Most of the videos last between
one and five minutes. The main advantage of using TvSum is its capacity to provide
summaries of any length. TVSum is a great tool for segmentation and importance score
(96).

4.4.2 Evaluation Metrics

F- Measure will be employed as the quantitative metrics for assessing the outcomes of
the experiments performed on the datasets.

for one video on TvSum Number of frames = 1740

Number of frames selected as important 240

Video shorten = (1 - (240/1740)) * 100 = 86%

Average Shortened - 84.37%

The number of frames in one video of the dataset was 1740 and our approach will
shorten the original video by 86% in length.

Table 4.1 shows five videos of different genres from the TVSum dataset and the time

saved during each video.

Given a generated summary G and a ground-truth summary GTj, the precision P

50



Table 4.1: Comparison of Different Genre Videos

Sr. No
Original video duration (in min) Summarized video duration (in niliine saved (in

1 2:28 01:05 01:23
2 8:30 03:01 05:29
3 03:09 00:42 02:27
4 03:53 01:34 02:19
5 04:36 00:53 03:43

Table 4.2: Comparison with Different State of Art Techniques

Author Model Name F_Score(%)
Liu et al. (97) 3DST 58.1
Lan et al. (98) Adv-Ptr-Der-SUM 58.3
Apostolidis et al. (21) AC-SUM-GAN 60.6
Fajtl et al. (30) VASNET 62.37
Sreeja et al. (99) Bi-convolutional 69

LSTM GAN

Proposed Method TCCLSTM 84.35

and recall R are computed as

p_ overlapped duraz?ion of G5 and GT; % 100% (4.10)
Duration of Gy

overlapped duration of G4 and GT
= 1 4.11
h Duration of GTs X 100% 4.11)

F-measure is

_2><P><R
~ P+R

Table 4.2 shows a comparison with different state of art methods. Our approach

x 100% (4.12)

achieves an F-score of 84.35 which is mentioned in bold in the table.

To determine how well the model is doing for these two sets, the loss is computed
for both training and validation sets. A loss, unlike accuracy, is not expressed as a per-
centage. Each sample’s training and validation set errors are added together to create
this value (100).

For computer vision applications, CNN is the most widely used artificial neural network
and is also used in various applications in real-time video applications. convolutional
neural networks (CNN) prioritizes particular visual features to distinguish between im-

ages. The effectiveness of the suggested strategy is tested using a few of the most well-
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Figure 4.4: Comparison With Different CNN Techniques. (a) Loss, (b) Accuracy

liked CNN architectures as shown in Table 4.3. Their loss and accuracy were evaluated

and debated and also shown in Figure 4.4.

52



Table 4.3: Comparison With Popular CNN Architecture

Loss F1
Different CNN Techniquesccuracy Score
ResNet50 0.5973 0.4026 0.59
VGG16 0.6783 0.3216 0.65
ResNet101 0.6925 0.3074 0.69
Inception 0.7442 0.2575 0.73
Proposed Method | 0.92 0.2391 0.84

4.5 Summary

To summarize, automated video summary techniques shorten the time required to browse
and view the entire video. The whole video should be represented in a succinct and clear
video summary, and it is also important that the video’s semantic information should be

preserved. The suggested method’s main contributions are:

1. The created summary using TCCLSTM gives an overview of all the main ac-
tions in a little amount of time, making the concise representation of large video

streams extremely crucial.

2. By shortening the time needed for overall navigation and video retrieval, it will
also enable administrators and other stakeholders to make decisions about the
selection of desired material more quickly and effectively. According to the au-
toencoder architecture (TC-CLSTM), the model may be able to capture temporal
information between frames because it uses a Long Short-Term Memory (LSTM)
network. This might help locate keyframes in a video sequence that indicate im-

portant changes or transitions.

The Auto Encoder with Mode-based Learning method appears to be a solution that
holds potential for keyframe extraction in video summary. Its capacities to operate with
minimal data, learn useful representations, and maybe utilize temporal information are
all advantageous features.

Although the Auto Encoder with Mode-based Learning for Keyframe Extraction has
benefits like ease of use and computational efficiency, its primary reliance on visual
features can limit its ability to fully capture the complexity and richness of video con-
tent, which could result in potential flaws in the quality of the summaries that are pro-
duced.This can be solved with our next suggested approach, detailed in the next chapter.

Publication
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CHAPTER 5

VSEM: A Hybrid Model for Video Summarization

Examining several media modalities, including text, audio, and visual information, is
necessary for video representation (66). The video format encodes audio or text infor-
mation that describes the order, structure, and content of each frame in a moving video
image. A modality in the multi-modal space depends on how particular media and asso-
ciated elements are organized inside a conceptual architecture. These modalities involve
specific techniques or methods to encode heterogeneous information harmoniously and
may include textual, visual, and aural modalities. Multi-modal learning, especially au-
diovisual learning, has recently garnered a lot of attention and has the potential to make
many computer vision tasks (101). However, current video summarization techniques
only consider the visual data and ignore the text and audio data. Text and audio modal-
ity can help the visual modality comprehend the structure and content of the video more
effectively, which will also help the summary process. Assumption is that models may
generate a better and more comprehensive knowledge of the underlying data, reveal
new insights, and allow a wide range of applications by combining information from

varied sources such as text, pictures, voice, and video.

5.1 Introduction

Technology development has caused a quick increase in multimedia data on the in-
ternet, making it difficult for consumers to access crucial information quickly (102).
Video is the most challenging multimedia (including text, pictures, graphics, and au-
dio), as it incorporates all other media data into a single data stream and is difficult to
access effectively due to its unstructured format and changing format length(1). Video
information is a sequential data type that gives unlimited data through its moving con-
tent (2). Think about using YouTube to look for educational or tourist videos. Most
people wouldn’t want to watch or listen to these lengthy recordings, but a video clip
may offer a streamlined and palatable recap. It is inefficient to browse through the mil-
lions of returned results. It would be much simpler to view a brief description of each
result. Secondly, because of the limited storage space, it is also necessary to summarise

videos without losing much information. These issues can be solved by summarizing
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the essential information from the vast amount of available content. Video summariza-
tion methods pique the viewer’s interest by choosing exciting scenes from the original
video (8). By highlighting significant portions of the original video, video summarising
techniques can grab the audience’s attention (103). The viewer can comprehend the
information without watching the clip. To extract specific critical frames from a video,
video summarization creates a representative summary with a smaller file size. Both the
identification of the various activity sequences across time and the accurate summary
of each series with the next are necessary for adequate video description approaches
(104).

Additionally, eliminating redundant and useless video content may have uses in video
retrieval, storage, and indexing (105). It will also increase the effectiveness of asso-
ciated video analysis tasks, including action recognition and video captioning (106).
Manually summarising and editing videos requires a lot of time and work. An auto-
matic summarizing strategy is required to identify relevant incidences in the original
video content. Video summary is said to be good if it possesses high recall, high preci-
sion, and low redundancy rate (4). Creating a good video summary requires thoroughly
comprehending the video’s structure and semantic content.

One of the significant challenges involved with the video summarizing problem is the
decreasing processing costs associated with producing consistent video summaries from
large amounts of data. Another challenging task is the effective fusion of multimedia
resources, such as audio, text, image, and video (107). The significant occurrences can
be automatically identified by evaluating the text, audio, and visual elements. Retriev-
ing information from audio or visual content is still tricky because high-level semantic
information needs to be recovered from low-level audio or visual data.

Video-based applications are used in various fields, such as security and surveillance,
personal entertainment, medicine, sports, news videos, educational programs, movies,
etc. The video is made up of a succession of images and some pertinent informa-
tion. Textual information comprises the information’s linguistic shape, whereas audio
consists of speech, music, and numerous different noises. Rich media includes video,

frequently combining other media forms, including text and audio (108).

5.2 Application of using Hybrid Model in Video Summarization

Hybrid architectures represent a major improvement in video summarization. Hybrid
models develop more thorough and informative summaries by combining information
from numerous sources, capturing the depth of video content.

A hybrid model, combines voice recognition and visual analysis, can identify essential

news parts, speaker changes, and important graphics for a short summary. Secondly
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analyzing both spoken and visual content can aid in identifying key concepts, examples,

and explanations for a more comprehensive video overview in education.

5.3 Application of using Multimodal Architecture in Video Summariza-

tion

Multimodal architecture focuses on using information from many modalities (text, au-
dio, and video) to provide summaries that are more useful and accurate than previous
methods. Multimodal integration can be used in numerous applications like movie sum-
marization, news summarization, lecture notes summarization in education field. Mul-
timodal analysis may extract essential scenes, plot lines, and even emotional clues from
language and music, resulting in summaries that reflect the full movie experience.

Multimodal summaries can help users with vision impairments (audio descriptions) or

hearing impairments (text summaries created by voice recognition).

5.4 Strategies Employed in the Architecture

It is observed that multimedia features (text, audio, and image) play an essential role in
a video summary, and combining these can be effective. Video summaries on YouTube
are currently based on the relevance of the frames in each video. To accurately sum-
marise a video, a three-pronged approach is followed, as shown in Fig. 5.1. Thus,
the problem statement is divided into three parts. The first part concerns the subtitles
in a video and for this a text summarization tool is employed to convert the subtitles
into a shorter version that includes complete sentences. Each line of the subtitles of
importance is considered. Thereby, the whole list of sentences in the subtitle file acts
as a corpus. Each line in the corpus is already mapped to the timestamp relative to the
video. The summarization results are then divided and mapped into a list of sentences

based on the timestamp.
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Figure 5.1: Video Frame Analysis

To tackle the audio aspect of the multimedia, files are obtained in .wav format,
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and for 0.1 seconds (Persistence of Hearing) of the video, an array of audio samples
are taken. These samples can be considered separate sound waves with their troughs
and crests. From these audio chunks MFCC (Mel-frequency cepstral coefficients), Mel
Spectrum, area under the audio curve, and audio peak after average cut-off was ob-
tained. The multimedia, files in the .wav format are used, and a variety of audio samples
are taken for each frame of the video. These samples can be considered separate sound
waves with their troughs and crests. The amplitude of each such change is compared to
obtain the magnitude of that wave. This list of magnitudes is linked to timestamps in
the video and is used to determine the frames where the video is silent and where it is
lively.

The third aspect of images or video frames is traversed by considering the changes in
each frame. In a video, the fps (frame rate per second) used to be 24 (generally)(109).
Still, with the advancing technology, it is often 120, 240, or even 300. For this high
frame rate, the change in a video frame is minute and insignificant upon regular inspec-
tion. It is necessary to consider the picture array (pixel arrangement within the image)
to determine the precise changes in the next frames. Thus images are treated as an n-
dimensional array rather than an image. Mean Absolute Difference (MAD) is used to
track changes over a few n-dimensional arrays with the same dimensions. This allows
us to find the crucial frames in the video and spot changes.

The accuracy of our summarized video is compared to the gold standard of the video

summarization dataset. The redundancy could affect how accurate the video is.

Cps = [{Ti+To+T3——+ T }U{A + Ay + — —+ A U{FL + Fy+——+Fn}] (5.1)

n=Total no
TI....... Tn Text in each frame of the video
Al....... An Audio of each frame of the video
Fl....... Fn Number of frames in the video

Cos =Ts UA; U Fy 5.2)

Where Cvs = Total Combined video Summary, which is the combination of Ts (Text
Summary), As (Audio Summary), and Fs (Image summary). Final summary Cvs keeps
the length of the summary to a minimum while omitting none of the crucial informa-
tion from the original data. If we have original video V, then the length of Combined

summary LCvs is less than the length of original video summary Vs.

|LC,| < |LV}| (53)
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5.5 Steps Followed

Video summarization has developed to meet the demands of massive video data. The
main goal of video summarization is to identify pertinent and significant video (110).
For each video, the following steps are followed:

1. Download the video transcript and then video

2. Apply the MAD on the video frames and find changes in frames and keyframes.

3. Apply the text summarization algorithm to the video transcript.

4. Extract the .wav file from the .mp4 file to extract the audio features.

5. Combine all the 3 types of Scores to get a unified score.

(The clips with the value above cut-off from that score is the summary)

The design of the proposed VSEM system consists of stages as shown in Fig. 5.2.

5.5.1 Preparation of Text File

In video summarization, main challenge is the key frame selection approach that takes
into account the keyframes relevance as well as the temporal relationships between the
frames in the video. The next difficult task is to create a system to evaluate the accuracy
and completeness of the chosen keyframes.

Text summarization systems extract brief information from a document. By the sum-
mary generated by a system, the user can determine whether a document is relevant to
his or her needs without reading the entire document.

There are two methods of producing automatic text summaries extractive and abstrac-
tive (38). The extractive approaches evaluate each sentence’s relevance before choosing
the best-scoring ones with the least amount of redundancy. The methods for abstrac-
tive text summarization take the original text’s location and extract its most important
details. Abstractive techniques are more accustomed to the human summary, which is
more precise, logical, and expressive. Since the captions dialogues cannot be altered in
a video, extractive summarization is used. For the extractive summarization approach,
a hybrid of text rank summarization and frequency summarization is implemented.

An unsupervised graph-based content extraction technique called text rank employs the
Bag of Words via Word2Vec to give words a numerical value and then uses a cosine
similarity matrix, a page rank implementation, and a sentence graph to assess the value
of sentences.

The drawback of text rank is that it omits keywords that, despite being relevant in con-
text, have a lesser chance of appearing. The obvious approaches to increase text rank
are to use terms that are semantically related to one another and to avoid selecting in-
correct vital keywords (111).

The premise of frequency summarising is straightforward: sentences with high-frequency

words in the paragraph, excluding stop words from the nltk toolkit, are rated highest. It
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Figure 5.2: Flow Chart of Proposed VSEM Model

is possibly the most straightforward and most often used summarization technique.

In the frequency summarization algorithm, a dictionary with the frequency of occur-
rence of that word is taken, ignoring the stop words from nltk. In the text rank sum-
marization algorithm, a graph is initialized with the weights corresponding to similarity
matrix values. For the hybrid, alongside the similarity matrix values, the occurrence
frequency of the words is also considered, as shown in Fig. 5.3. In Hybrid summa-
rization, frequency and text rank summarization are considered. Input is a transcript

of the video, and then scores of each sentence are taken using text algorithms. After
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Figure 5.3: Hybrid Summarization

that, scaling is done as shown in an Algorithm 2. Minimum and maximum are taken in
scaling; after that, iterations are saved. Sentences are chosen with a threshold.

To verify the effectiveness of the above summarization method, it was tested against

Algorithm 2 Scaling Algorithm
Scale_3(Ist:list): Input Variable Name - Ist , type - list
Result: Scaling values
min_val = min(1st): //The current minimum value in the list
if (min_val < 0) then
for i in range(len(lst)): do
| Ist[i] = Ist[i] - min_val
end
end
min_val = min(Ist)
max_val = max(Ist)
if (max_val == min_val) then
for i in range(len(lst)): do
| Ist[i] = 0.5
end

return 1st
end

diff_val = max_val - min_val //Gap between max val and min val
for i in range(len(lst)): do
| Ist[i] = (Ist[i]-min_val)/diff_val

end

return 1st

Bert-extractive-summarizer from CNN-daily mail news text summarization.

Rouge | Frequency | Text Rank | Hybrid | Bert extractive Text Summarizer
Rouge-1 0.2854 0.2114 | 0.3207 0.2876
Rouge-2 | 0.1012 0.0563 | 0.1272 0.0998
Rouge-1 0.2577 0.1924 | 0.2955 0.2652

Table 5.1: Rouge Score

Table 5.1 depicts the average rouge score for the algorithms with Bert-extractive-summarizer
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for the first thousand instances in cnn-dailymail test data set, where the reference sum-
mary is highlighted. Here, it can be seen that the hybrid summary score (rounded up
to the 4th decimal place) has the best value here as compared to its components of text
rank summarization and frequency summarization, as well as BERT Extractive Text
summarization with the threshold of 0.80. Fig. 5.4 illustrates how different algorithms
will produce different results for a sentence, with some being more focused on one as-

pect of the paragraph than others.
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Figure 5.4: Text Score by Hybrid along with its origin algorithms

5.5.2 Audio Separation

Another crucial aspect of a video is its audio, which can be combined with its visual
elements to create a powerful summary (112). According to Coutrot et al., (113), the
sound will affect viewers visual attention while watching videos, and the strength of
this influence varies over time. Subjects will glance in different directions with and
without the audio, and the eye fixations gathered during the audio-visual test condition
are more concentrated. In comparison to just visual features, audio-visual elements can
produce greater results.

To isolate the audio data from the video, the MoviePy toolkit is employed. As each

presentation’s timeline indicates the alignment of the video, audio and slides, the entire
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audio file is divided into a series of audio segments following the timing of the slide
switch, ensuring that each audio clip is correctly aligned to a slides page, originally
MP4 speech. After obtaining the wave file Mel Spectrogram, Mel Frequency Cepstral
Coefficients, area of audio displayed, and audio amplitude are extracted from an au-
dio chuck of length 0.10 sec (Persistence of Hearing is 0.10 sec.), then the value is
distributed over frames. The time vs frequency graph over decibel for the MEL spec-

trogram of video is shown in Fig. 5.5.

In Mel Spectrogram, the Hertz value is converted to Mel Scale, i.e. instead of tak-

ing a regular interval of frequency, the regular interval of pitch is taken, which is better
suited when working with human perception models. this is the only reason that audio
chunks of 0.10 seconds were picked, as to co-inside with the persistence of hearing.
The time versus frequency graph varies over MFCC as shown in Fig. 5.6.
MEFCC, as the name sounds, are the coefficients that makeup MFC. They are represen-
tations of an audio chunk’s cepstral. The nonlinearity of the human hearing system
about various frequencies is also taken into account by MFCC. An audio sequence can
be divided into separate segments based on the temporal shift of the MFCC, each of
which contains music in the same genre or speech from the same individual.

The Mel-frequency cepstrum (MFC) mimics the response of the human auditory system
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more accurately than the linearly spaced frequency bands included in the conventional
spectrum because the frequency bands of the Mel scale are evenly spaced. To repre-
sent the basic signal two properties of the signal were taken, namely Area Under Curve
(AUC) and audio peak with audio average as threshold are taken as shown in Fig 5.7.
The AUC graph gives a rather scaled version of the actual audio signal, as the ac-
tual signal often contains very high peaks near either extremity due to the abrupt ends,
causing noise to take over the signal. If the initial value of the signal is low, then the
noise error can be very significant.
The average value of the signal is 0.49968383 after scaling it; due to noise variations
in the signal, the end part got an unwanted boost, dwarfing the rest of the signals and
making the signal seem flat-line as shown in Fig. 5.8
Though these noise signals (when faced with a low value) can be significant, they are
more like an impulse than an actual signal; thus, taking AUC makes them a minor error.
Working on this, a max value to represent all the signal chunks (sampled at 0.10 sec.)
can be taken to represent the peaks of the signal after removing an average signal value
component. An audio peak graph is useful for detecting silence in the given audio file.
The audio peak represents the crests, thus the amplitude of the audio signal, and also

gives an idea of a zoomed-in top of a sound wave as shown in Fig. 5.9.
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5.5.3 Frame Analysis

A video is essentially moving images with audio; the part moving images is traversed
by the term Frames Per Second (FPS). It is independent of image resolution, and audio
sample rate (66). It is related to the speed of the video. Thus, a clip with a high rate
of change in the frame is more interesting than a clip with a low rate of change in the
frame. It should be noted that when recording a video, if the video has a real frame rate
of 30 (i.e., 30 frames per second), there is frequently a delay (i.e., 1 percent), making
the video’s actual frame rate 29.97 (approx.). This frame rate should be rounded back
to 30 when processing the video.

For the images (Video Frames), it is to be noted that they can be classified into two
types
1) 3D-like colored images which have pixel arrays of form 'm x n x 3’
2) 2D-like grayscale or black-and-white images which only consist of either black pix-
els or white pixels and have an array of form m x n
In a video, since all the video frames are of the same size, it can be assured that all the
video frames are of the same dimensions. Due to this postulate, instead of treating the
video frames as an image, they can be treated as an n-dimension array. Finding alter-

ations between two n-dimensional arrays is easier and more precise; For this, the Mean
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Absolute Difference (MAD) algorithm is used.

Due to the high frame rate, two adjacent frames are often practically a copy of the other,
but on closer inspection, they are not, and every frame is distinct, some more than the
other, and to find those distinctions, MAD is applied as shown in Fig.5.10.

This MAD is then again used to identify key frames in the video, keyframes are those
where there is a rather abrupt change in the image, the object in the spotlight changes,
and a new object is introduced. This significant change can be identified by setting a
threshold to see when the change spikes. This method is similar to Jenks natural breaks
algorithm (114), which in itself is like a variation of the K-mean algorithm. Here, the
threshold is the sum of mean and standard deviation over MAD, and it is set as a classi-
fier to detect if there is a keyframe. A higher frequency of keyframes denotes a higher

degree of change and movement in the video, as shown in Fig. 5.11.

5.6 Experiment Result and Analysis

5.6.1 Dataset

The experiment is carried out on the TV SUM dataset (95), which is a benchmark

data set of video summarization. Fifty structured videos on ten distinct topics were

66



acquired from YouTube for the TVSum dataset. Videos are professionally edited about
news, cookery, education, and others. All videos are of the length of fewer than 10
minutes. The shots are produced by evenly dividing the video into 2-second chunks,
and 20 annotations of shot-level relevance scores are included. Fig. 5.12 dataset shows

a partial image of the data set.

5.6.2 Evaluation Measure and Results

The TVSum dataset, as previously mentioned, is used to assess the performance of our
approach. ROUGE scores are used to evaluate the textual summary. The dataset TV-
Sum is split in a ratio of 20:7 for training and testing, the first 20 for training and the
latter for testing. In TVSum, for each video, there are 20 individual human evaluations
given. Only the first human evaluation is picked up for all the summaries to avoid am-
biguity in the model. The video compression threshold taken is 0.80.

The outcomes of VSEM were compared to those of the following video summaris-
ing techniques, which likewise use the TVSum data set. Calculating the F1 measure
between the predicted and reference summaries is the most used evaluation strategy.
Indicating which frames from the original movie are chosen for the summary, let y;

signify a label with the values 0 or 1 (y; = 1 if the i-th frame is selected, otherwise 0).
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Figure 5.9: Audio Peak
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To evaluate the summary’s quality, the F-score (F1) is computing as given in Equation
(5.4).
F1=(TP+TN)/(TP+TN+ FP+FN) (5.4

Where

F1 = Accuracy

TP — True Positive, Frames selected by both predicted and human summary

TN — True Negative, Frames rejected by both predicted and human summary

FP — False Positive, Frames rejected by human summary but accepted by predicted
summary.

FN — False Negative, Frames rejected by predicted summary but accepted by human

summary.

Mean is the F1 score on TVSum dataset.

The F1 score using different models is shown in Table 5.2. F1 score is found on
dataset video and from tresults, it is found that Stochastic Gradient Descent Regression
is the most suitable Regression available, with the highest mean score of 0.69136 (out

of 1.0) and ridge regression with a mean score of 0.68946 (out of 1.0). So, we have
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Figure 5.12: Partial Image of Dataset

used a combination of these two regression algorithms in the hybrid model. SVM and
decision tree classifiers are not used in this. SVM performs worse when more features

than training sets are available; hence, it is not appropriate for large datasets. Due to
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Model Maximum | Mean | Minimum
Linear Regression 0.73175 | 0.68529 | 0.65467
Stochastic Gradient Descent Regression | 0.78787 | 0.69136 | 0.60714
Elastic Net Regression 0.70909 | 0.67458 | 0.64285
Ridge Regression 0.73333 | 0.68946 | 0.65467
Lasso Regression 0.70909 | 0.67344 | 0.64285
Random Forest Regression 0.71794 | 0.67584 | 0.62524
Gradient Boosting Regression 0.73214 | 0.68542 | 0.64891

Table 5.2: Average F-measures using Different Models

the abundance of trees, the performance of the summarization approach employing the
decision tree classifier is poor. So, even a minor alteration to the decision tree could

significantly impact prediction accuracy. Average F_measures is shown in Fig 5.13
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Figure 5.13: Average F measures

The F-measures for each approach using a machine learning model for the video’s sum-
mary in the database are shown in Table 5.3. The table shows that VSEM outperforms
the assessed methodologies, delivering competitive outcomes while retaining a balance
between pace, duration, and quality.

The proposed algorithm is applied to different videos of the TVSum dataset, and it is
found that there is a significant difference in the run time of the original video and video
summary. The original video was 5 minutes and 54 seconds long, while the summarised
video is 72 seconds long. Instead of watching the entire video, the consumer may see
the summary, which saves time. It is found that VSEM saves 75-80 percent of the user’s

time.
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Method Year | F-Measure
M-AVS (115) | 2017 61.0
VASNet (30) | 2018 61.42
DSNet (116) | 2020 62.1
PGLSUM (21) | 2021 61.0
RRSTG (117) | 2022 63.0

VSEM 2022 69.6

Table 5.3: Average F-measures of the Summaries Generated by each Technique

5.7 Summary

To improve the effectiveness of the summary, a hybrid model (VSEM) for the video
summarising problem is proposed in this study. The suggested method’s main contri-

bution is:

1. Hybrid text summarization is proposed using text and frequency summarization
and is compared with the state-of-the-art methods. The proposed hybrid text

summarization shows better results.

2. Audio and image features are combined with text, and a hybrid model is pro-
posed. The experimental results on TVSum show that the multimedia compo-
nents—text, audio, and image can offer the summary task more information and

accuracy than a single visual feature.

The performance of hybrid method can be achieved by providing more contextual un-
derstanding and reducing the possibility of evaluation bias. As these constraints could
lead to video summaries that are less coherent, useful, and flexible than methods that
make use of various modalities, as we cover in our upcoming chapter.
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CHAPTER 6

TAVM: A Novel Video Summarization Model based on Text, Audio

and Video Frames

In the contemporary digital landscape, the task of video summarization has gained im-
mense importance within the realm of multimedia analysis. This relevance is largely
driven by the exponential expansion in multimedia content consumption, encompassing
audio, video, and images, which is readily available on-demand through various digi-
tal platforms. Automatic video summary is the process of creating a brief synopsis that
summarises the video by displaying its most useful and relevant elements, so consumers
may rapidly comprehend the primary concept of a video without having to watch the
entire material. Currently, the selection of the video segments to be included in the
final summary is done in a variety of ways. The task is to analyze the video’s multi-
media data in search of relevant clues that will aid in decision-making. The proposed
method TAVM (Text, Audio, and Video mode) will provide the video summary using
different multimedia elements of text, audio, and frames. The proposed TAVM method
can be separated into three parts. The process begins with video processing, where
the BEIT vision transformer is employed to recognize objects within the chosen frame.
Following that, Audio Processing comes into play, which uses speech-to-text converters
to transcribe the audio content. Finally, in the last step, the Summary Builder utilizes
the GPT-3-based OpenAl API to generate a summary of the content. The experimental
analysis on the benchmark dataset SumMe demonstrates the effectiveness of the pro-

posed approach.

6.1 Introduction

The fast expansion of multimedia data transmission over the internet requires the sum-
marization of all the data. Multiple information modalities are used in video streams
to communicate information. It can be challenging for users to efficiently gather cru-
cial information since, for instance, visual events can comprise objects, gestures, and
scene changes, auditory events might be changes in audio sources, and textual events
can contain conversations, subjects, and key phrases. It is difficult for humans to get im-

portant information from all the data effectively. Manually extracting interesting parts
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from video footage and processing them are time-consuming operations. Thus, there is
a need for automated approaches to reduce duplication and extract usable information
(13). Video summarization has emerged as a challenging challenge that aims to auto-
matically analyze video footage. Video summarization gives the viewer a condensed
version of the video that, incorporates all crucial details for comprehending the subject
matter (118).

With the rise of video content as the primary source of data consumption for informa-
tion, automation of the video summary process has taken centre stage. Video summary
applications can be helpful in creating highlights for sporting events, movie trailers,
medical diagnoses, and many other real-life applications (119). Different media orga-
nizations, such as sports or entertainment videos, develop teasers or previews for films
and TV shows using highlights of events. Furthermore, video search engines can lever-
age video summarization for video indexing, browsing, retrieval, and recommendation
(120).

Multimedia data are diverse and include more complicated information than plain text
also it has a difficult time bridging the semantic gap between various modalities (34).
A video has a hierarchical structure that records spatial and temporal data as frames,
shots, and scenes. It is not possible to watch a video all the way as it would take a
lot of time and effort. The process of producing a video summary from one or more
raw videos is automated by video summarization. Whether static or dynamic, a video
summary represents standardized content or user preferences (32).

Text and audio modality can help the visual modality comprehend the video’s structure
and content more thoroughly. To put it another way, the text, audio, and vision sup-
port the actions that are being done in the various modalities. For instance, the subtitle
file as text helps to understand the video better, the wedding music conveys the festive
mood of the setting, while the roars of support during cricket denote a successful run.
However, videos frequently experience audiovisual and text inconsistencies as well. An
illustration would be that the sounding item is not visible. The fundamental difficulty in
text audiovisual video summarization will be exacerbated by interference with the vi-
sual modality. As a result of the potential and difficulties mentioned above, we suggest
using a Text, Audio, and Visual model (TAVM) to combine text, audio, and visual data

for video summarization.

6.2 Strategies Employed in the Architecture

Fig. 6.1 shows the proposed architecture in which video frames, text, and audio are
taken from the input video. Audio and video processing are done separately, and map-
ping is done finally. The goal of the proposed approach is to choose the most informa-

tive video frames using text, audio, and keyframes. Given a video sequence X = [x1,
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x2,..., xn], where x is the whole video and n is the total number of frames, The idea is

to find a video summary.

Y = [(yl +y2) + y3] 6.1

where y1 is selected text, y2 is audio, and y3 are important and non redundant keyframes.
Combined Y1 and y2 processing is done, and y3 processing is done separately, and fi-
nally, all are combined to form Y. Y is a total video summary whose duration is less
than X.

Algorithm 3 Steps for Proposed Approach

1. Input Video:

-Separating audio and video frames

2. Video Processing:

-Break the video into video frames.

-Extract the frames and remove redundant frames.

-Select candidate frames for summarization.

-Apply a vision transformer(e.g. BEiT) to identify objects in selected frames.

-Apply a Sparse Encoder to extract important features from the frames.

-Use K-means geometric filter to cluster similar frames based on object features.
-Obtain the object type, start time and end time of keyframes.

3. Audio Processing:

-Use a speech-to-text converter to transcribe the audio.

-Preprocess the text to remove stop words and extract important keywords for a
summary generation.

4. Summary Builder:

-Use GPT-3 based OpenAl API to summarize the extracted content and keywords.

5. Mapping:

-Map the keyframes and summarized text to generate a concise and informative video
summary.

6.2.1 Input Video

Videos are often regarded as the most informative and appealing way of data/content
display. The input video is taken in MP4 format from the SumMe dataset and audio and
video frames were extracted from the video. The input video’s frames are divided into
subsets by the shot segmentation algorithms, and each subset is made up of a collection
of related frames that appear one after the other. Each subset’s beginning and last frames
signify a shift in content between shots. A significant content shift can be seen by

keeping an eye on the size of the motion vectors between adjacent frames (121).

74



Frame Extraction

Sampling
Remove
Redundant Frame

Candidate Frame

video
Frames

Audio+Text

Input
Video

k. Y

Preprocessing BEIT Vision Transformer
(Remove Stop Words) (Trained on 1 K images)
v l
Important Score Sparse AutoEncoder

Estimation

v ‘L

Summary Builder
{Using Open Al API K Means Geometric Filter
GPT-3)
Audio Processing Video Processing

Figure 6.1: Proposed Architecture

6.2.2 Video Processing

More efficient methods are always urged because video summarising consumes a lot
of computing time. If every frame in a video is looked at for possible selection, the
summarising process can take a while, and processing resources are lost on redundant
or similar frames. To expedite the process frame consideration is important. The video
is broken into video frames. The video contains duplicate frames and these redundant
frames needlessly lengthen the output video summary, making it less efficient. The
amount of individual frames displayed to viewers is represented by frame rate, which
is measured in frames per second (FPS). The sampling process seeks to remove su-
perfluous frames by picking specific frames from the available video (122). Frames
were extracted, redundant frames were removed and candidate frames were selected for
summarization. Candidate frames are chosen from the resulting collection of frames
using local thresholding of the magnitude of displacement vectors between successive
frames. BEIT (BERT Pre-Training of Image Transformers) Vision Transformer is ap-
plied to identify objects in selected frames. Vision Transformer breaks a picture into
fixed-size patches, embeds, adds positional embeddings and feeds the resultant vector
sequence to a conventional Transformer encoder (123). BEiT models predict visual to-
kens using supervised pre-training from OpenAl’s DALL-E codebook (124). A sparse
encoder is applied to extract important features from the frames. The sparse Auto en-

coder provides a composite representation of feature vectors taken from CNN (125).
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The SAE encoder feature vector contains 500 dimensions. K means geometric filter
was applied to cluster similar frames based on object features and the object type, start
time, and end time of keyframes are obtained. The K means method employs compara-
ble pixel clustering and median placement (126). Similar frames were clustered based

on object type, start, and end time.

6.2.3 Audio Processing

When the audio is merged with the video, it is possible to fully comprehend the infor-
mation in the video. Audio and summarization account for elements of an audio stream
that are helpful, attract human attention and offer the overall notion or concept of the
stream. For audio processing audio and text are combined. A speech-to-text converter
is used to transcribe the audio. First, preprocessing is done, in which stop words are
removed and an important score is estimated. The input text is split into smaller chunks
and a request for a summary is made. The length of the summary can be controlled
using max_tokens. The audio summary is beneficial and helps people with visual diffi-

culties.

6.2.4 Summary Builder

The audio-visual textual format of a video summary attracts the user’s attention because
it is more descriptive, simple to grasp, and graphic in nature (32). The video summa-
rization method is used to extract important information from a video and construct a
summary using keyframes or key shots.

The resulting video summary comprises multi-modal information and might be static or
dynamic in nature. Summary of text data is built using GPT-3 based open Al because
it needs a modest quantity of text as input to produce huge amounts of accurate and
complex machine-generated text. Preprocessing of text is done and summary generated
for each input chunk can be controlled and output summaries are concatenated to form

a single string.

6.2.5 Mapping

Keyframes, summarized text, and audio are mapped to generate a concise and infor-
mative video summary. A video’s start and end times are calculated, along with the
time range of each statement. This data produces video chunks, which are subsequently

assembled into the whole video.
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6.3 Experimental Result and Analysis

Experiments were carried out using the benchmark dataset SumMe (127). The SumMe
dataset comprises 25 videos on various subjects like cuisine, travel, sports, and so on.
The majority of these are unedited videos. For each video, 15-18 users are employed
to choose key shots and write video descriptions, and a total of 41 subjects participate.
The annotation is binary, indicating whether or not a frame should be included in the

summary. Each video is between one to six minutes in length.

6.3.1 Evaluation Metrics

Precision, Recall, and F-score are used to assess the efficacy and efficiency of the pro-
posed strategy and to assess the summary quality by comparing the temporal consis-
tency of produced versus human-created summaries as shown in Eq. (6.2), Eq. (6.3),
Eq. (6.4). The following metrics are defined using the temporal overlap of the predicted
summary Ps and the actual summary As. The F-measure is a metric that combines both

Precision and Recall into a single value, providing insight into the accuracy of the ex-

periment (128). Overlan( Pe. A
Precision(P) = Ufern(;fé(;;) s) (6.2)
Recall(R) = O”Zé;f]fj;;“) 6.3)
F=2P+R/(P+R)*100 (6.4)
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Figure 6.2: Precision

We have the following model performance on the SumMe dataset. Precision=0.974
as shown in Fig. 6.2 and Recall=0.977 as shown in Fig. 6.3 score and F1 Score=0.975
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as shown in Fig. 6.4 for 200 Epoch was achieved on the proposed model. The exper-
imental analysis of the SumMe dataset demonstrates the effectiveness of the proposed

approach with an F1 score of 0.975. A higher F-measure indicates greater accuracy.

6.4 Conclusion

In a new technological era, it is simple for people to express their thoughts on various
platforms. These platforms enable individuals to express themselves using a variety
of representations, such as text, photographs, videos, and audio. Due to the subjec-
tive nature of video summarization, people have different preferences for summaries,
which is the biggest challenge in video summarization. Automatically creating a sum-
mary for asynchronous data can assist consumers in keeping up with the increase of
multi-modal content on the Internet. Due to the significance of video summarization
in numerous domains, the study is growing rapidly, motivating scholars to investigate
and create novel concepts and techniques to achieve the desired outcome. Travel videos
are one of the most important choices made by consumers. uploaded videos address
natural tourism, culture, gastronomy, and other things that may relate to the viewer on
several levels. The narrative and visual presentation of tourist places using high-quality
video increases the possibility of the audience developing good connections with the
destination. Due to time constraints, it is not possible to watch the whole video, so
the proposed model’s performance on the SumMe dataset, will be applied in the travel

department in real-time scenarios. The suggested method’s contributions are:

1. The proposed model on the SumMe dataset demonstrates how the combined text,

image, and audio aspects improve summarising information.

More accurate and comprehensive summaries can be obtained by combining different
models and taking into account a broader range of multimedia elements and cues as
discussed in the next chapter.
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CHAPTER 7

Keyframe Extraction via Peak Wave Analysis with Integrated

Human Presence and Face Recognition

Automatic video summarization serves the purpose of generating a concise and infor-
mative overview of lengthy video content. This summary plays a significant role in
effectively categorizing and organizing videos within a video database. In this work, an
innovative artificial intelligence (Al)-driven approach to address the challenges of iden-
tifying keyframes and summarizing video content efficiently is proposed. The method-
ology involves the integration of three models: Model 1 for human presence detection
(HPD), Model 2 for face presence detection (FPD) using Peak Wave Time analysis
(PWT) and Model 3, an advanced YOLO V face recognition model. The synergistic
integration of these approaches is intended to meet the issues faced by the growing vol-
ume of video data. The proposed model aims to contribute to the field of video summa-
rization by enhancing accuracy and reducing time requirements through a multi-model

approach combining audio and video.

7.1 Introduction

The worldwide video market is becoming more and more prominent. Massive vol-
umes of data are being generated on various social media platforms, such as Instagram,
Facebook, YouTube, and others. Additional platforms, including news, sports, enter-
tainment, and CCTV footage, further enhance this data flood. Videos have several du-
plicate events that viewers might not find interesting.The installation of CCTV cameras
for tracking, security, and monitoring purposes has made this especially pertinent to
many sectors. The massive volumes of data collected by surveillance videos—captured
around the clock—make it difficult to identify individuals or incidents. Large volumes
of video data bring on two main issues: 1) The incredibly high cost of data storage; and
2) The challenge of retrieving important information from video. Removing this extra
content and concentrating on the important stuff will help viewers organize their memo-
ries and save time. The continuous surge in video data necessitates efficient video sum-
marization methods. In the modern world, it is essential to summarise the main points

of a long video. To overcome this difficulty, video summarization offers a condensed
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summary that saves time and memory (129). Video summarization aims to provide
a condensed depiction of the original video while maintaining its key elements (130).
The user can efficiently organize and navigate large amounts of videos with the help
of a video summary (131). Video summarization is conducted through two methods:
static, which concentrates on important frame extraction, and dynamic, which involves
video skimming by uniform sub-sampling (132). Authors (133) have proposed an ap-
proach that enhances content protection efficiency by combining deep learning models.
In order to generate static keyframes, one or more sample keyframes from each original
video shot must be chosen. Alternatively, time-ordered picture sequences with corre-
sponding auditory information are combined with dynamic video skimming. The goal
of these common techniques for video summarising is to produce summaries that are
appropriate for every viewer.

Keyframes capture main objects and events, while video skimming, particularly
through fast-forward methods, adjusts the frame rate for quicker content review. In
contrast to keyframe extraction, video skimming can result in a more realistic and infor-
mative summary, but it can also create artifacts, distortions, or inconsistencies in audio
synchronization, narrative flow, or video quality. Static summarization offers a more
condensed and synchronized output, which is beneficial for browsing, indexing, and
video analytics applications, addressing the challenge of processing numerous videos
(134). Selecting the most important semantic frames or scenes from the source video
while keeping the particular domain, like a person or object, in mind is necessary to cre-
ate a representative video summary. A good video summary sums up the main points
of the video and offers a concise synopsis as an alternative to seeing the entire thing
(46). Efforts are focused on generating summaries that are both objective and com-
prehensive. Using summaries improves the effectiveness, usability, and accessibility of
visual information. It makes it more controllable, which benefits both content producers
and consumers. Important information in a video is represented by keyframes. They are
also referred to as R-frames, representative frames, still-image synopses, and a group of
noteworthy images that were extracted from the video (135). The process of choosing
keyframes is important in video summarization because key moments, such as a player
scoring a goal or the crowd applauding, are highlighted in sports video summaries. On
the other hand, in schools or colleges, lengthy videos have been made by authorities
during any event in campus. Every parent wants to see their child’s performance or
picture in that lengthy video. Every family member also wants to see their child’s per-
formance only instead of watching whole videos.

In short, people have different preferences for video content. The main difficulty lies in
selecting keyframes so that redundant frames are not chosen, as crucial frames for one
individual may not be relevant to others. A good video summary must be non redundant

relevant and coherent (136).
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This research proposes an Al-driven solution to automate key frame identification, in-
troducing advancements in human presence and facial recognition using peak wave
analysis. Peak wave analysis is a signal processing technique used to identify and an-
alyze significant points, or peaks, in a waveform. It is commonly employed in various
domains, including image processing and video analysis, to detect salient features. The
analysis involves identifying points where the amplitude or intensity of a signal reaches
a maximum, indicating points of interest. In the context of video summarization, peak
wave analysis plays a crucial role in identifying keyframes—frames that capture impor-

tant moments in the video.

7.1.1 Key Contributions
7.1.1.1 Precision in Keyframe Identification

The sequential application of models ensures precise identification of keyframes, re-
ducing false positives and enhancing the accuracy of the summarization output.
Models focusing on human presence, face presence, and facial recognition collectively

contribute to a comprehensive understanding of video content.

7.1.1.2 Efficient Time Utilization

The selective frame extraction process, combined with dynamic peak wave function
analysis optimizes computational resources. The efficient utilization of time is further
emphasized by the sequential and hierarchical application of models, streamlining the

summarization process.

7.1.2  Combining Audio and Video

The inclusion of audio-visual features is a crucial aspect of the proposed model. Com-
bining the two modalities, the approach aims to provide summaries that are more en-
gaging and informative than those generated by traditional video summary techniques,

which primarily focus on visual cues (75).

7.2 Strategies Employed in the Architecture

It’s crucial to choose and combine representative and significant video segments in or-
der to remove redundancy from the original video while summarizing it. One of the
biggest challenges in artificial intelligence is automatically identifying keyframes using
person detection or key part detection in any video. To effectively identify key parts in
video footage, this effort involves both programmers and machines working together to

train the system. This will help in building more efficient approaches for summarising
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video content. The proposed approach can be broadly categorized into the following
stages: a) Frame Extraction b) Audio Extraction c) Summary Generation. In the pro-
posed approach, input video is taken from the benchmark dataset TVSum. Frames and

audio are extracted from the input video. The whole approach is shown in Fig. 7.1.
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Figure 7.1: Video Frame Analysis

Selective frames are traversed at particular intervals. First, human presence and then
facial presence are checked for that specific video. Peak wave rounds flagged frames
are generated using weights and thresholds in the timeline. The peak wave is used to

identify the frames where the particular face has been detected. For audio, that audio
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is selected where weight 0. The uniqueness of the proposed approach is that voice-to-
text engines are used, and then text is summarised using the GPT API. The tempo is
adjusted to match the video duration. The final audio and video make a combined video

summary.

7.2.1 Frame Extraction

Key-frame extraction is the process of identifying and preserving only those frames that
accurately represent the video’s original content (137) (138). The main idea behind key
frame extraction is to reduce the enormous number of video frames from the whole
video to only a few relevant frames (139). For the given video, frames were extracted
at intervals from the input video.The frame extraction process as shown in Fig 7.2 in-

volves utilizing the OpenCV library to capture frames. The cv2.videocapture function
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Figure 7.2: Frame Extraction from Sample Video

is employed to open the video file, and then frames are read using the read() function.
The selective extraction is achieved by traversing the video at particular intervals and
specifying the desired frame rate. Frames selected from the extracted frames are used
as primary frames, as shown in Fig. 7.3. Here every fifth frame is chosen for reference,
and frame selection criteria can be set by the user. The selective extraction of frames at
specified intervals optimizes computational resources.

Secondly It allows for efficient processing, focuses on relevant segments, and reduces
redundancy in frame analysis. Model 1 is applied to detect human presence, filtering
positive frames. Subsequently, Model 2 refines positive frames by checking for face
presence. Finally, Model 3, utilizing YOLO V, performs face recognition on the refined

frames, flagging frames where a face is detected. Peak waves are generated around
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flagged frames using weights and thresholds, facilitating efficient identification. It can
be quickly trained to recognize diverse objects and has great generalization capabili-
ties (140). The default weight is set to 0, and frames are traversed in threshold ranges
for further analysis. If new frames are present, the process iterates, ensuring compre-
hensive coverage. Positive frames from the first iteration of frames through all three
models sequentially (these frames are marked with positive weights in the peak-wave-
time analysis) are shown in Fig. 7.4. A visualization of peak wave analysis is shown
in Fig 7.5. Peak wave analysis is a signal processing technique used to identify and
analyze significant points, or peaks, in a waveform (141). Peak wave analysis plays a
role in enhancing the efficiency and effectiveness of video summarization by identify-
ing and prioritizing significant moments within the video content. “peak wave” refers
to the peaks or high points in the visual or content-related aspects of the video. By
analyzing peaks in the signal generated from video frames, the algorithm can pinpoint
frames where specific events, such as the presence of a person or a recognizable face,
occur.

The frame rate in the final output video has been adjusted to 24 frames per second
(FPS). The number of video frames captured in a second is known as frames per second
or FPS. This adjustment aims to balance visual quality and storage efficiency, ensuring

essential frames are retained for a concise summary.

7.2.2 Audio Extraction

The audio processing phase of the proposed approach plays a crucial role in enhancing

the overall video summarization experience. This phase involves extracting meaningful
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Figure 7.5: Peak Wave Analysis

information from the audio track of the video and incorporating it into the summarized
content. Audio is extracted from video frames, where the associated weight is greater
than 0. This weight parameter acts as a filter, ensuring that only relevant audio segments
are considered for further processing. The audio extraction process is facilitated by
leveraging OpenCV library, which enables the extraction of audio frames corresponding

to the identified positive video frames.

7.2.2.1 Voice-to-Text Conversion

Once the relevant audio frames are extracted, voice-to-text engines are employed to
convert the audio content into textual form. This conversion allows for the transforma-

tion of spoken words into a format that can be analyzed and summarized effectively.
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7.2.2.2 Text Summarization using GPT API

The extracted text undergoes a summarization process using the GPT API. The reason
for using it is that the model is able to anticipate words and produce cohesive writing
by using the system to guess which word will best fit the context given on the left
(142). The GPT API’s natural language processing capabilities contribute to creating

meaningful and contextually relevant textual summaries.

7.2.2.3 Translation

The summarized text can be further translated into the required language using the GPT
API. This step ensures that the generated textual content is accessible to a broader au-
dience, overcoming language barriers.

Translation enhances the inclusivity of the video summarization output, catering to di-

verse viewership.

7.2.2.4 Tempo Adjustment for Synchronization

To achieve synchronization between the audio and video components of the summary,
tempo adjustment is implemented. The tempo is dynamically adjusted to match the
duration of the video. This ensures that the audio narration aligns seamlessly with the
visual content, providing a coherent and synchronized viewing experience.

The audio processing phase adds a layer of richness to the video output by incorporating
spoken content into the textual summary. Voice-to-text conversion, language models,
and translation services enhance the accessibility and global appeal of the summarized
content. The tempo adjustment ensures a harmonious fusion of audio and visual ele-

ments in the final video summary (143).

7.2.3  Summary Generation

The final summary is created by combining keyframes and audio.

7.3 Experiment Results and Analysis

The effectiveness of the proposed approach is assessed using the TVSum dataset.

7.3.1 Dataset

50 different kinds of videos, including news, documentaries, and vlogs, at 30 frames
per second are included in the TVSum dataset (57) The section demonstrates the effi-
cacy through various experiments and comparisons conducted to validate the suggested

method. The average video length is 4.2 minutes, with a range of 2 to 10 minutes.
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In the experiments, all videos undergo down-sampling every 5 frames. Each video is
summarized by 20 users for TVSum, which is annotated by 1000 responses on Amazon
Mechanical Turk (46). Users rate the videos’ relevance on a scale of 1 to 5, with seg-
ments lasting two seconds each. The Yahoo! WebScope application provides access to

the human-annotated TV Sum significance scores.

7.3.2 Result, Evaluation and Analysis

Quantitative metrics are employed that align with the criteria utilized in previous studies
to ensure a fair comparison. The F-score, precision, and recall assessment criteria are

used for the same.

NKmatched
P=——— 7.1
NGs (7.1

NKmatched
R = —_maered 7.2
NMs (7.2)

F-Score is
2x Px R

= — x 100 7.3
prgr < 100% (7.3)

Where NKmatched represents the number of keyframes matched between the summary
generated from the proposed algorithm and the ground truth summary in the dataset,
and NGs and NM; show the number of keyframes in the generated summary and man-
ual summary. Precision represents the ratio of true positive frames to the total generated
frames, while recall indicates the ratio of true positive frames to all ground truth frames.
Consequently, the F-score is utilised to gauge the averages of recall and precision. The
F-score serves as a balanced measure, assessing the overall performance of video sum-
marization. 85.8% F-Score is achieved using the proposed approach. The proposed
approach is evaluated against a number of representative techniques on TVSum dataset,

as shown in Table 7.1

Approach TVSum (F_Score)
AC-SUM-GAN (144) 60.6%
ADSum (145) 64.3 %
CA-SUM (146) 61.4%
MHSCNET (147) 69.3%
Bi-Convolutional-LSTM-GAN (148) 71.6 %
Proposed Approach 85.8%

Table 7.1: F_Score
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Figure 7.6: F_Score Analysis

The proposed approach has successfully condensed a 1-minute Full HD video into
a 20-second summary, resulting in a storage reduction of approximately 60%. This
reduction demonstrates the project’s efficiency in optimizing storage space. Fig. 7.6
shows the F_ Score analysis of the proposed approach with other approaches. The
chosen resolution, codec, and compression algorithm contribute to the storage reduction
without compromising visual and audio quality. Despite the reduction in duration and
frame rate, the final output video maintains high visual quality at 1920x1080 resolution.
The advanced face recognition models contribute to the preservation of essential frames

with significant facial presence, ensuring the coherence of the summary.

7.4 Conclusion

Anyone who wants to learn more in less time can benefit from watching video sum-
maries. They facilitate the process of swiftly determining the value of a certain video
for learning about a particular subject and assist in overcoming language obstacles.
With the current proliferation of huge video data over the Internet, more and more au-
tomatic video summary extraction is needed to provide more effective and interesting
viewing experiences. Video summarization simplifies this process, so it has garnered
much interest in recent years. The Al-based video summarization approach presented
in this research demonstrates a significant advancement in the field, effectively identi-
fying keyframes, contributing to both accuracy and time efficiency. The multi-model
strategy, incorporating human presence detection, face presence detection, and facial
recognition, enhances the overall summarization process by providing a nuanced and
contextually rich analysis of video content. Peak wave analysis is essential for locating

keyframes, or frames that record significant moments in the video, When it comes to
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a video summary. Through the process of peak analysis, the algorithm is able to iden-
tify specific events, such the presence of a person or a recognizable face, in the signal
created from video frames. Future research directions may explore the incorporation
of additional modalities, such as sentiment analysis of audio content or context-aware
summarization. Future directions for this video summarization approach may involve
the adaptation of models for real-time applications. Implementing real-time summa-
rization capabilities could enhance the system’s utility in scenarios where immediate
insights or Summaries are required. Fine-tuning and updates to the models based on
evolving datasets and technological advancements can contribute to further improve-
ments in accuracy.

Publication

The work discussed in this chapter is communicated in:

Shambharkar, Prashant Giridhar, and Ruchi Goel, ‘“Keyframe Extraction via Peak Wave
Analysis with Integrated Human Presence and Face Recognition, Journal of Visual

Communication and Image Representation, Elsevier (2024).
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CHAPTER 8

CONCLUSION, FUTURE WORK and SOCIAL IMPACT

8.1 Summary of the Research Work

This research work focused to improve the video summaries in lieu of solving challeng-
ing video summarization problems. Proposed methods show a variety of approaches
and strategies for video summarization, such as subtitles, autoencoders, hybrid models,
multi-modal fusion, and integrated analytic methods. Each method has various benefits

and contributes to the efficacy and efficiency of video summarization algorithms.

8.2 Contributions and Major Findings

A thorough assessment of the literature on video summarization identifies several im-
portant conclusions that influence the state of the field today and point to intriguing

avenues for further research.

* Video summarization analyzes videos, dividing them into meaningful segments,
highlighting significant components, and producing textual summaries. This is
done using techniques such as shot segmentation, feature extraction, keyframe

extraction, machine learning and Al, and textual analysis.

* Deep learning, semantic understanding, and user personalisation are innovations
in video summarization that aim to enhance the user experience, efficiency, and

accuracy of user.

* Beyond saving viewers time, there are other uses for a video summary. It is ap-
plicable to many fields as it improves content management, and accessibility and
has application in many fields like surveillance, hospital surgery, Research labs
and education By enhancing search and organization systems. Spotting possible

issues and producing succinct summaries for easier comprehension and review
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can be applied to many fields.

* To assess the efficacy of video summarization techniques, precise measurements,

succinctness, and human assessment are necessary.

* While multi-modal video summarization algorithms are still in stages of develop-
ment, they mostly concentrate on audio text and visual data. For efficient train-
ing and assessment, the systems now in use lack the ability to integrate various

modalities and a multimodal video summarizing dataset.

* The user-interaction-focused strategy is inadequate. However, user involvement
or preference-based techniques are still in development. The system designed to

gather online user preferences is quite complicated and has very little functional-
ity.

* Many existing methods struggle to adapt to videos from specific domains. For
example, summarizing a sports game requires a different approach than summa-

rizing a scientific lecture.

* Existing techniques for summarizing videos are not adaptable enough to accom-
modate different user requirements. Frameworks are required that are able to
produce summaries of different lengths according to user preferences and that

can efficiently adjust to the distinctive features of various nature videos.

8.3 Implications of the Research

Video summarizing research has the opportunity to revolutionize how we deal with data
from videos. It can help users explore the large ocean of video content more effectively,
resulting in a more informed and simplified video experience. However, addressing
ethical concerns and potential biases is still critical for the responsible development
and deployment of this powerful technology. Video summarization research has major
implications for a variety of domains. This can improve efficiency in industries like
education, journalism, and research, where users must quickly discover important con-
tent among enormous video archives. In education, video summaries are an efficient
way for teachers to extract key concepts and highlights from instructional videos. This
promotes active learning approaches by allowing students to quickly comprehend key
information and focus on important topic portions. In Smart Cities and Surveillance,
it can speed up the analysis of large amounts of video data, allowing authorities to
concentrate on anomalies or crucial occurrences more effectively. Video summarizing

approaches enable individuals to manage their personal collections by automatically
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creating condensed versions of their recordings. This makes it easier to organize and
review personal memories and experiences captured on video. Summarized videos also
improve accessibility for people with disabilities by offering alternative forms for view-
ing video content, such as text-based summaries or audio descriptions. This encourages

diversity and ensures equal access to information and entertainment resources.

8.4 Limitations and Challenges

While the video summary provides interesting prospects, it currently encounters several
constraints and challenges. Summarizing videos as they are taken or streamed neces-
sitates efficient algorithms. Complex approaches may not be appropriate for real-time
applications due to significant processing expenses. A live video summary for secu-
rity purposes must be rapid and efficient. Second, people’s preferences for significant
frames differ from one another. One family member may be essential to one person
while being unimportant to another. This lack of interpretability makes it impossible to
improve the summarization process or confirm that the model is capturing the correct
data.

8.5 Future Directions for Research

Video summary is a rapidly expanding field with promising prospects. Here are some

important areas where future study is anticipated to focus:

1. Techniques should capture the semantic meaning of videos rather than merely
visually appealing frames. This involves a greater understanding of complex in-

formation and storytelling.

2. Personalized customizing summaries to meet user preferences and information
demands is an ongoing problem. Summarization systems could employ user pro-

files, video genres, or even real-time attention to personalize content.

3. The utilization of sensor data, such as heart rate in exercise videos, could yield

valuable insights for specific summarization tasks.

4. Video summarization, especially in surveillance applications, raises issues related
to privacy. More research can be done to look at ways to balance the advantages

of summarization with user privacy.

5. Users can improve and personalize the videos with interactive summaries and
augmented reality overlays, allowing them to focus on certain elements or provide

opinions.
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6. Developing robust evaluation metrics or more nuanced ways to assess the quality
of video summaries. This could involve measuring how well summaries capture
semantic meaning, factual accuracy, user satisfaction, and suitability for different

tasks (e.g., browsing vs. in-depth understanding).

7. Techniques for producing real-time video summaries are being investigated to

assist applications such as live streaming, and event monitoring.

8.6 Conclusion

Techniques such as subtitle analysis provide a practical solution for videos with correct
captions, allowing for real-time summary. Autoencoders with mode-based learning
demonstrate promise in automatically extracting keyframes that represent the primary
content. Hybrid models, such as VSEM and TAVM, illustrate the ability to combine
textual information with audio or video elements to produce deeper summaries. TAVM
promotes a multimodal approach that incorporates text, audio, and video frames. Re-
search on keyframe extraction looks into combining additional elements like as human
presence and face recognition, which could be useful for a specific video summarizing
jobs. Overall, this research illustrates the continued development of various video sum-
mary approaches, pointing to increasingly effective and complete methods for summa-
rizing video content. This study sets the path for further advancements in summarizing

different video summarization techniques and adapting to different user needs.
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Auto encoder with mode-based learning for keyframe
extraction in video summarization
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Delhi, India The exponential increase in video consumption has created new difficulties for
Correspondence browsing and navigating through video more effectively and efficiently. Researchers
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Email: ruchigoel_phdco2k18@dtu.ac.in

are interested in video summarization because it offers a brief but instructive video

prehending relevant content. Key frame extraction is a method of video summariza-
tion that only chooses the most important frames from a given video. In this article, a
novel supervised learning method ‘TC-CLSTM Auto Encoder with Mode-based
Learning’ using temporal and spatial features is proposed for automatically choosing
keyframes or important sub-shots from videos. The method was able to achieve an
average F-score of 84.35 on TVSum dataset. Extensive tests on benchmark data sets

show that the suggested methodology outperforms state-of-the-art methods.

KEYWORDS
computer vision, keyframe extraction, NLP, spatiotemporal features, video summarization

1 | INTRODUCTION

The proliferation of advanced photographic devices and the improvement of internet connectivity have brought exponential growth in technol-
ogy. We rely on social media websites for everything because they have become so pervasive in our daily lives. This includes daily news and
updates on significant events, entertainment, attaching with dear ones, ratings and recommendations of products and services, discovering new
places to travel, finding jobs, etc. Multimedia content is being produced and consumed at an increasing rate. Huge volumes of data have been gen-
erated as a result of this progression and all real-time practical applications require such vast data to be processed effectively. A typical computer
vision task created for video analysis is the video because visuals convey new information regarding action, video enables a more in-depth analy-
sis of the instance. Video is the most widely used type of visual information, which has grown in popularity swiftly. The task is to analyse the
video's multimodal data in search of relevant cues (such redundant information) that can guide a conclusion (Moraes et al., 2022). High computa-
tional power and advanced vision techniques have increased the scope of video summarization techniques. Video summarization helps us to
quickly review lengthy videos by the removal of pointless and unnecessary frames. The goal of video summarization is to extract the most signifi-
cant and instructive segments from the full-length video in order to create a comprehensive and succinct description (Haq et al., 2022). A good
video summary would condense the main points of the original video into a concise, viewable overview.

Video summarization is broadly divided into static and dynamic summary (Saini et al., 2023). Dynamic summaries also referred to as video
skim, are produced by video segments that analyse the audio and visual content of the video. A static summary or keyframe-based summary is a
grouping of the pertinent keyframes that are needed to produce the desired summary and are chosen in a sequential sequence (Tiwari &
Bhatnagar, 2021). These can also be referred to as representative frames (R-frames), or a group of standout images gleaned from the video data.

This kind of summary is static because the key-frames, which are spatially separated and distributed unevenly, prevent an adequate

Abbreviation: CLSTM, convolution Long short-term memory.

Expert Systems. 2023;40:e13437. wileyonlinelibrary.com/journal/exsy © 2023 John Wiley & Sons Ltd. 1 of 10
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In today’s fast-moving digital era, video technology plays an important role. An effec-
tive video summarising approach is urgently needed to handle a lot of video data due to
the ever-growing number of video content. In this paper, the authors have proposed, A hy-
brid summarization methodology for video summary evaluation using multimedia features
(Text, Images, and Audio) that assess how well a video summary can keep the ranking of
vital video frames, semantic data, and audio present in the original video. Video summary
can be evaluated by ranking text, audio, and semantics of video frames, giving more accu-
rate summarisation results. The proposed methodology works in three phases: The first part
takes the text in the video, the second phase takes the audio to the file, and the last phase
focuses on the video frames rather than images in the video. TVSum dataset has been used
for the experimentation. F1 has been used as the evaluation metric for checking the efficacy
and efficiency of the proposed methodology. The result shows that the proposed hybrid
model achieves the highest F1 score of 69.9% and saves 75-80% of user time in watching
video summaries instead of the whole video.

Keywords: video summarization, NLP, multimedia features, computer vision, multimodal
representation

1. INTRODUCTION

Technology development has caused a quick increase in multimedia data on the In-
ternet, making it difficult for consumers to access crucial information quickly [1]. Video
is the most challenging multimedia (including text, pictures, graphics, and audio), as it
incorporates all other media data into a single data stream and is difficult to access effec-
tively due to its unstructured format and changing format length [2]. Video information
is a sequential data type that gives unlimited data through its moving content [3]. Think
about using YouTube to search for educational or tourist-related content, many individu-
als prefer not to invest their time in watching or listening to lengthy recordings. Instead,
they often seek out concise video clips that provide a condensed and more digestible sum-
mary. It is inefficient to browse through the millions of returned results. It would be much
simpler to view a brief description of each result. Secondly, because of the limited storage
space, it is also necessary to summarise videos without losing much information. These
issues can be solved by summarizing the essential information from the vast amount of
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From video summarization to
real time video summarization in
smart cities and beyond: A
survey

Prashant Giridhar Shambharkar and Ruchi Goel*

Department of Computer Science and Engineering, Delhi Technological University, New Delhi, India

With the massive expansion of videos on the internet, searching through
millions of them has become quite challenging. Smartphones, recording
devices, and file sharing are all examples of ways to capture massive amounts
of real time video. In smart cities, there are many surveillance cameras, which
has created a massive volume of video data whose indexing, retrieval, and
administration is a difficult problem. Exploring such results takes time and
degrades the user experience. In this case, video summarization is extremely
useful. Video summarization allows for the efficient storing, retrieval, and
browsing of huge amounts of information from video without sacrificing
key features. This article presents a classification and analysis of video
summarization approaches, with a focus on real-time video summarization
(RVS) domain techniques that can be used to summarize videos. The current
study will be useful in integrating essential research findings and data for quick
reference, laying the preliminaries, and investigating prospective research
directions. A variety of practical uses, including aberrant detection in a video
surveillance system, have made successful use of video summarization in
smart cities.

computer vision, video summarization, real time video summarization (RVS),
keyframes, summary

1. Introduction

Analyzing video content to extract valuable or intriguing information is difficult and
time-consuming. Many videos are uploaded to YouTube, IMDB, tourism sites, Flickr,
and other video-sharing sites every minute. Every minute, 300 h of video are posted
to the YouTube channel and about one billion hours of video are watched every day
(You Tube Stats, n.d). Millennial video cameras are installed in smart cities including
public spaces, public transportation, banks, airfields, and other locations, resulting in a
tremendous amount of data that is difficult to analyze in real time. There will be hundreds
of suggestions for each search topic; navigating through these lengthy videos to find the
essential video takes time, and also challenging to efficiently obtain this much data in a
short amount of time.

Secondly, due to the abundance of videos, users must rely on metadata such as title,
image, description, and remark to locate the video they want to see. This metadata,

01 frontiersin.org
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Analysis of Real Time Video Summarization using
Subtitles
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Abstract— With the rapid growth of user-generated videos,
being able to browse them effectively is becoming increasingly
vital. Video summarization is seen to be a potential method for
effectively realizing video content by identifying and selecting
descriptive frames from the video. An automatic video summary
would be advantageous for everyone who wants to save time and
learn more in less time as video content continues to grow at a
rapid rate. In this paper, essential components of a video can be
summarized by the summation of subtitles in a video using text
summarization and video mapping algorithms. The audio-
generated version of the summary subtitle file will be played
with the summarized video. The system's final output would be
a summary video accompanied by a summarized audio-
generated version.

Index Term—Subtitle, Video summarization, Real Time
Summarization

I. INTRODUCTION

With the advancement of the Internet and multimedia, an
increasing number of videos are being produced. Video has a
one-of-a-kind and significant effect on websites and social
media platforms. Today, video is an extensively utilized
multi-medium in a variety of applications (digital
broadcasting, interactive television, video on demand,
computer-based training, and multimedia devices) and video
data is becoming increasingly significant used by a wide range
of people. Managing, storing, and indexing massive amounts
of video has become a pressing issue that must be addressed.
By using keyframes or video skim to express the essential idea
of videos, video summarization can solve this problem. As a
result, in recent years, Proposing video summarization
algorithms has sparked a great deal of research.

Video summarization is a technique for extracting
important frames or sequences of frames from a video; it
allows for quick browsing by condensing the original video
into a synopsis and maintaining only the most important
information [1]. In other words, the approach for constructing
a summary of a video is video summarization, which might be
in the form of a series of still images (keyframes) or moving
images (video skims). Frames from a video are retrieved and
processed into a static image in the keyframing technique [3].
Video skimming also means speeding up the frame rate or
compressing a lengthier movie into a shorter one. The skims
include audio and video parts., and dynamic summaries are
formed by processing both the visual and auditory content of
the video stream. [4] It is accomplished by deleting alternate
frames or, in some cases, by employing an expression
dependent on the trailer or summary's required length. Video
summarization is classified into two types based on the
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amount of time it takes to summarise it: real-time and static,
depending on whether it is performed on a live (real time
videos) or recorded video [2]. Selecting critical frames when
the video is being shot based on the video's context will be
extremely useful in real-time circumstances.

This work focuses on selecting frames by summarising an
automatically generated subtitle text file and mapping the
summarised text to the video frames. The video's end output
is a created audio track that plays in the background of the
summary footage.

The next section discusses the literature survey. The
proposed system is described in the III section, Part IV
presents the experimental details and outcomes, while section
V concludes the approach.

II. LITERATURE SURVEY

Even though the number of videos produced and indexed
is rapidly increasing, the amount of time required to watch
these video remains limited.

In [5] authors describes a video indexing and summarising
method based on data taken from a DVD/DivX video's script
file. The approach divides the script into segments, each of
which is represented as a TF-IDF vector. Script matrix refers
to the collection of these vectors. Two applications, video
retrieval, and summarization are explained using machine
learning techniques applied to the script matrix.

The necessity for semantic video indexing approaches has
grown as the amount of available multimedia data repositories
has grown. The authors of [6] presented a method for
categorizing unsupervised video information using natural
language processing techniques on the subtitles. It is also
determined which WordNet domains correlate to the correct
word senses.

Deep learning algorithms are being used to automate the
creation of an internet trailer for any movie based just on its
subtitle in [7]. The framework examines the movie subtitle
file for significant textual elements that are utilized to
categorize the film into its appropriate genre.

In [8] Authors has done text summarization of subtitle file
using LSA then Video mapping is accomplished by selecting
a video from the subtitle file that corresponds to the summary
sentence.

In [9], the authors suggested a model for summarising
subtitles based on LDA. LDA-generated keywords list was
used to summarise the subtitles of instructive videos.
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Abstract—In today’s digital world, the task of video
summarization has gained immense importance within
the realm of multimedia analysis. This relevance is largely
driven by the exponential expansion in multimedia content
consumption, encompassing audio, video, and images, which
is readily available on-demand through various digital
platforms. Automatic video summary is the process of creating
a brief synopsis that summarizes the video by displaying its
most useful and relevant elements, so consumers may rapidly
comprehend the primary concept of a video without having
to watch the entire material. Currently, the selection of the
video segments to be included in the final summary is done in
a variety of ways. The task is to analyze the video’s multimedia
data in search of relevant clues that will aid in decision-
making. The proposed method TAVM (text, audio, and video
mode) in this paper will provide the video summary using
different multimedia elements of text, audio, and frames. The
proposed TAVM method can be separated into three parts.
The process begins with Video Processing, where the BEIT
vision transformer is employed to recognize objects within the
chosen frame. Following that, Audio Processing comes into
play, which uses speech-to-text converters to transcribe the
audio content. Finally, in the last step, the Summary Builder
utilizes the GPT-3-based OpenAl API to generate a summary
of the content. The experimental analysis on the benchmark
dataset SumMe demonstrates the effectiveness of the proposed
approach.

Keywords: Video Summarization, Multimedia Analysis, Key-
frames, BEIT(BERT Pre-Training of Image Transformers)
vision transformer

1. INTRODUCTION

The fast expansion of multimedia data transmission
over the internet needs the summarization of the whole
data. Multiple information modalities are used in video
streams to communicate information. It can be challenging
for users to efficiently gather crucial information since, for
instance, visual events can comprise objects, gestures, and
scene changes, auditory events might be changes in audio
sources, and textual events can contain conversations,
subjects, and key phrases. It is difficult for humans to get
important information from the whole data effectively.
Manually extracting interesting parts from video footage and
processing them are time-consuming operations, thus there
is a need for automated approaches to reduce duplication
and extract usable information [1]. Video summarization
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has emerged as a challenging challenge that aims to
automatically analyse video footage. Video summarization
gives the viewer a condensed version of the video that,
incorporates all crucial details for comprehending the
subject matter [2].

With the rise of video content as the primary source of
data consumption for information, automation of the video
summary process has taken centre stage. Video summary
applications can be helpful in creating highlights for
sporting events, movie trailers, medical diagnosis, and many
real-life applications [3]. Different media organizations,
such as sports or entertainment videos, develop teasers or
previews for films and TV shows using highlights of events.
Furthermore, video search engines can leverage video
summarization for video indexing, browsing, retrieval,
and recommendation [4]. Multimedia data are diverse and
include more complicated information than plain text also
it has a difficult time bridging the semantic gap between
various modalities [5]. A video has a hierarchical structure
that records spatial and temporal data as frames, shots,
and scenes. It is not possible to watch a video all the way
as it would take a lot of time and effort. The process of
producing a video summary from one or more raw videos
is automated by video summarization. Whether static or
dynamic, a video summary represents standardized content
or user preferences [6].

We contend in this work that the text and audio
modality can help the visual modality comprehend the
video’s structure and content more thoroughly. To put it
another way, the text, audio, and vision support the actions
that are being done in the various modalities. For instance,
the subtitle file as text helps to understand the video better,
the wedding music conveys the festive mood of the setting,
while the roars of support during cricket denote a successful
run. But videos frequently experience audiovisual and text
inconsistencies as well. An illustration would be that the
sounding item is not visible. The fundamental difficulty in
text audiovisual video summarization will be exacerbated
by interference with the visual modality. As a result of the
potential and difficulties mentioned above, we suggest using
a text, Audio, and Visual model (TAVM) to combine text,
audio, and visual data for video summarization. Figure 1
depicts the overall structure of our approach. The literature
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