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ABSTRACT 

 

Nanotechnology term signifies a novel realm of scientific exploration focused on 

fabricating devices that harness the extraordinary properties of materials at the 

nanoscale, typically ranging from 1 to 100 nanometres. Due to quantum confinement 

effect, semiconductor nanostructures offer a great promise by exhibiting superior 

optical & electronic properties as compared to that of bulk semiconductors & have 

diverse applications in the field of optical sensors, photo catalysts for environmental 

protection, flat panel displays, storage devices, laser diodes, and LED’s (light emitting 

diodes). Semiconductor sensor and photo catalyst nanostructures are found to be of 

more particular importance out of all the applications due to their intricately connection 

with the appraisal of environmental clean-up technologies. 

Nonlinear processes, including multiphoton transitions, have been explored extensively 

both theoretically and experimentally in atomic and molecular systems, as well as in 

bulk matter. However, the emergence of quantum nanostructures which includes 

quantum wells, quantum wires, and quantum dots, has given birth to a new class of 

nonlinear materials for studying multiphoton phenomena and nonlinear optical 

properties. These nanostructures have found applications in optoelectronic devices such 

as optical switching, THz multi-photon quantum well infrared photodetectors, multi-

photon bioimaging, and frequency up-conversion. 

Moreover, the field of semiconductor physics has witnessed a shift towards 

investigation of external perturbations including hydrostatic pressure, temperature, 

electric field & magnetic field as well as spin-dependent phenomena due to its wide 
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range of potential applications, including spin transistors, spin filters, and quantum 

computing. The study of spin-related effects in semiconductor nanostructures often 

involves considering the spin-orbit interaction. Understanding the spin-orbit interaction 

is crucial for studying its impact on nonlinear optical processes in quantum 

nanostructures. Theoretical investigations of various physical phenomena arising from 

the interaction between quantum nanostructures and strong fields, in the presence of 

spin-orbit interaction, have become paramount. Such studies allow us to gain insights 

into fundamental physics and optimize spin-based devices in nanostructures. 

Consequently, external parameters such as static magnetic fields, static electric fields, 

photon energy, hydrostatic pressure, temperature and laser intensity have also become 

vital aspects in exploring the linear and nonlinear properties associated with inter 

subband transitions in nanostructures like quantum dots and quantum wells. 

In this thesis, the linear and nonlinear optical properties of quantum nanostructures 

mainly  quantum dots & quantum well have been explored within the presence of 

hydrostatic pressure, temperature, electric field and magnetic field, as well as Rashba 

spin-orbit interaction. To observe nonlinear processes, high laser intensities are 

required, necessitating the use of non-perturbative methods for their study. 

Chapter 1 provides a brief introduction about the nanostructures, external 

perturbations, linear & nonlinear properties, and multiphoton processes. A brief 

discussion about the desired characteristics of nanostructures i.e., Quantum well and 

quantum dots, as well as about the chosen material by highlighting their unique 

properties is given in this chapter.  
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The effects of external perturbations that includes hydrostatic pressure, temperature, 

electric field & magnetic field on the behavior of low-dimensional semiconductors are 

enlightened in the chapter, as these perturbations can significantly influence the optical 

and electronic properties of these systems. Understanding these effects is crucial for 

studying their behavior and potential applications. Next, the chapter discusses about the 

specific types of low-dimensional semiconductor structures, including quantum dots, 

quantum well. Each structure is defined and explained, highlighting their unique 

properties and characteristics. 

Furthermore, the introduction section of Chapter I provides definitions and 

explanations of various optical properties and nonlinear optical properties. The behavior 

of materials while interacting with light, such as absorption, reflection, and transmission 

denotes the optical properties. Nonlinear optical properties, on the other hand, describe 

the response of materials to intense light, where the relationship between the input and 

output light is nonlinear. 

Overall, Chapter I serves as an overview, setting the foundation for the subsequent 

chapters by introducing the key concepts, structures, and properties associated with 

low-dimensional semiconductors and their optical behavior. 

In Chapter 2, we investigate the optical rectification coefficient of a GaAs quantum 

dots under the influence of radius, hydrostatic pressure & temperature for an excitonic 

system. A detailed discussion about the mathematics to find out the eigenvalues and 

eigen-energies using density matrix approach under effective mass approximation is 

presented in chapter 2. Our findings indicate that an increase in the radius, hydrostatic 

pressure & Temperature as well as excitons strongly play a role in affecting the peak 
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position as well as blue/red shift is observed in optical rectification coefficient. The 

results are presented as functions of incident photon energy for different parameter 

values. Our findings reveal that the hydrostatic pressure causes a red shift in the ORC 

(optical rectification coefficient) peaks, while the temperature shift these peaks towards 

the blue end of the spectrum. Furthermore, an increase in the quantum dot radius is 

found to induce a red shift in the peaks.  

Chapter 3 of the study focuses on investigating the (THG) third harmonic generation 

coefficients of InxGa1−xAs quantum dots in the presence of confining potential, 

magnetic field, hydrostatic pressure & temperature with Rashba spin-orbit interaction. 

Density matrix procedure within the effective mass approximation have been employed 

to determine the energy levels and wave functions. 

The study reveals that the THG coefficients depend on several factors, including the 

confining potential, -orbit interaction strength, magnetic field strength, Rashba spin, and 

photon energy. The consequences reveal that increasing the Rashba spin-orbit 

interaction coefficient has a strong impact on the THG peak positions. Additionally, it 

can be observed that the coefficient of THG is significantly enhanced by 

increasing/decreasing the magnetic field or confinement potential. 

This feature makes them valuable for optical control in spintronics, indicating potential 

applications in spin photodetectors and ultra-sensitive spintronic devices. 

Overall, Chapter 3 provides a detailed investigation of the THG coefficients in 

InxGa1−xAs quantum dots under the influence of THz laser fields with Rashba spin-orbit 

interaction and a magnetic field. The results highlight the importance of various 
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parameters in controlling the spin dynamics and optical properties of quantum dots, 

paving the way for potential advancements in spintronics and bioimaging devices. 

Chapter 4 of the study focuses on the investigation of the linear and nonlinear 

absorption coefficients, as well as the change in refractive index in a semi-harmonic 

potential spherical GaAs excitonic quantum dot (QD). The chapter begins by discussing 

the Hamiltonian, applied potential & density matrix formalism employed to obtain the 

linear and nonlinear optical properties of the quantum dots. This formalism allows for a 

detailed analysis of the effects of various parameters on the optical behavior of the QD. 

The study analyzes the linear and nonlinear absorption coefficients, as well as the 

refractive index change, under the influence of external hydrostatic pressure and 

temperature. Additionally, the influence of the excitons is also investigated, and a 

comparison is made between the cases of with and without excitonic effects as well as a 

detailed comparison is carried out between theoretical observed results and 

experimental data.  

The results are expressed as functions of the incident photon energy for dissimilar 

parameter values. The findings reveal that the application of hydrostatic pressure leads 

to a red shift in the absorption peaks, both for linear and third-order processes. On the 

other hand, temperature causes a shift of these peaks towards the blue end of the 

spectrum. Similar effects are observed in the dispersion regions of the refractive index 

change. Also, it can be noticed from the results that the results obtained using taking 

excitons in consideration are found to be more prominent than the case of where 

excitons are not taken into account.  
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In summary, Chapter 4 provides a detailed analysis of the linear and nonlinear 

absorption coefficients, as well as the refractive index change, in a GaAs excitonic 

quantum dot under the influence of hydrostatic pressure and temperature. The results 

highlight the effects of these external parameters on the optical properties of the 

quantum dot and provide valuable insights into the behavior of inter subband 

transitions. 

Chapter 5 delves into the investigation of the effect of transverse electric field, 

hydrostatic pressure & temperature on a quantum dot with finite square well potential. 

We focus on determining the nonlinear optical rectification as well as nonlinear 

refractive index changes for a finite well. Our findings reveal that the transverse electric 

field as well as temperature blue shifts the peaks of the optical rectification coefficient 

as well as nonlinear refractive index changes, while hydrostatic pressure shift these 

peaks towards the red end of the spectrum. These findings suggest the potential to 

control the electronic and optical properties. 

In conclusion, this study is expected to stimulate both experimental and theoretical 

investigations, contributing significantly to the understanding of nonlinear optical 

properties in nanostructures particularly for quantum dots and quantum well with 

external perturbations such as electric field, magnetic field, hydrostatic pressure & 

temperature and Rashba spin-orbit interaction. By investigating the influence of 

external perturbations such as electric field, magnetic field, hydrostatic pressure & 

temperature and Rashba Spin Orbit interactions, the thesis explores the possibility of 

tuning the effective band gap and other material properties in the studied system. This 



 xvii 

tunability is particularly relevant for optical applications in devices utilizing narrow-

bandgap semiconductors. 

The attained results are anticipated to be highly advantageous for gaining an 

advancement in optical applications in narrow-bandgap semiconductor devices. 

Furthermore, the outcomes of this research are anticipated to inspire further 

experimental studies in this field in the near future. 

Finally, we provide a summary and concise conclusion of the work presented in the 

preceding chapters of the thesis, along with an outline of future aspects to be explored 

in this research. The references are provided in numbers within square brackets, 

appearing in the order in which they appear in the text, and a bibliography is presented 

at the end of each chapter. The equation numbers are indicated within small brackets. 
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CHAPTER 1 

INTRODUCTION 

 

1.1 Nanoscience and technology 

In recent times, an extraordinary advancement has been observed in the field of 

technology giving escalation to an empowering situation of production of semiconductor 

structures at nano-meter size. Primarily the growing attention that has been given to the 

semiconductor nanostructures is mainly governed by the factor that semiconductor 

nanostructures are striking from both technical and methodological point of view as they 

are capable of offering  production of  non-natural potentials for electrons-hole carriers in 

semiconductors at a scale of comparable or smaller than the de Broglie wavelength [1-5]. 

As a consequence of it, quantum confinement effects become substantial as well as highly 

designable. In semiconductor nanostructures, many ideas that were once only theoretical 

models are now allowed for the investigation of their properties such that they can be 

realised physically. Also, quantum mechanics is another  crucial element that governs the 

system by its application with more practical approach [6-8] as well as scholarly interest. 

By utilising confinement effects, new gadget concepts are made possible and given more 

design latitude. New device concept, which has received additional degree of freedom in 

design become feasible by utilizing the confinement effect. For use in nano- and 

optoelectronics, semiconductor nanostructures in particular have a lot of potential [9–11]. 

Due to the capacity to tune their energy spectrum by adjusting their size and geometry, 

they differ from natural atoms. These characteristics are thought to make them strong 

contenders for use in quantum optoelectronic devices, which can process quantum 

information and serve as an interface between quantum bits and quantum optics [12,13]. 
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Quantum well, quantum wire, or quantum dot's ( Figure. 1.1 represents the Confinement 

of dimensions and density of states in 3D, 2D, 1D and 0D) can be manipulated the energy 

spectrum (the collection of discrete eigen-energies) by adjusting (i) the confinement 

region's size and form and (ii) the confinement potential's potency. These structures are 

constrained into low dimension, which causes the emergence of discrete energy levels 

(sub-bands), which drastically alters the absorption spectra and gives rise to numerous 

unique features [14-15]. The quantum dot (Figure. 1.2 represents the band gap variation 

with the size of the material where the energy levels are discrete in case of quantum dots) 

and quantum well are the two nanostructures that are the subject of the current thesis. 

 

Figure 1.1: The Confinement of dimensions and density of states in 3D, 2D, 1D and 0D [14] 

 

Figure 1.2: The band gap variation with the size of the material where the energy levels are 

discrete in case of quantum dots [14] 
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1.2  Compound semiconductors   

Semiconductor materials namely small band gap insulators, can have their electronic 

properties modified by doping with impurities. This controllable alteration of properties 

allows for changes in the optical properties of the semiconductor. Such doped 

semiconductors are crucial for the production of devices like transistors and lasers, with 

various applications. Therefore, the exploration of novel semiconductor materials and 

the improvement in the existing ones are significant areas of study. The majority of 

semiconductor materials used today are crystalline inorganic solids, categorized based 

on the constituent atoms' periodic table groups.  

Elementary semiconductors consist of single types of atoms, such as silicon (Si), 

germanium (Ge), and tin (Sn) from column IV, as well as selenium (Se) and tellurium 

(Te) from column VI of the periodic table. On the other hand, complex semiconductors 

are composed of two or more elements. Compound semiconductors consist of elements 

from different periodic table groups, often belonging to groups III-V or IIb-VIb. 

Examples include gallium arsenide (GaAs) from group III and group V elements, and 

cadmium sulfide (CdS) from group IIb and group VIb elements. The development of 

compound semiconductors has led to the emergence of heterostructure devices, which 

combine two different semiconductors and enable high-speed operation and novel 

device concepts [16]. Ternary alloys involve three constituent elements, while 

quaternary alloys involve four. The composition of ternary derivatives can be 

represented as AxB1-xC (e.g., AlxGa1-xAs), where elements A and B are randomly mixed 

in group III sublattices and element C occupies group V sublattice sites. Another 

composition is AB1-xCx (e.g., GaAs1-xPx), where element A fills all group III sublattices, 
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and elements B and C occupy group V sublattices randomly (Figure 1.3 illustrates the 

details of these semiconductor materials). 

For example, LEDs (Light Emitting Diodes) are indeed made of compound 

semiconductors rather than elementary semiconductors. While elementary 

semiconductors like silicon and germanium have band gaps that result in emitted light 

with wavelengths in the third infrared region, making them unsuitable for LEDs, 

compound semiconductors are designed to emit light in the visible spectrum. The band 

gap of compound semiconductors can be tailored to produce light in the visible range, 

allowing for the creation of LEDs that emit light in various colors, including red, green, 

blue, and other colors. This property makes compound semiconductors ideal for 

applications such as lighting, displays, and optoelectronics. 

 

Figure 1.3: Group II, III, IV, V and VI basic materials for semiconductor (compounds)[16] 

1.2.1 Compound III-V  

III-V semiconductors are widely used in optoelectronic applications and offer potential 

advantages in terms of higher speed operation compared to silicon semiconductors, 
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particularly in areas like wireless communications. These compound semiconductors 

which are fashioned by atomic elements from different groups on the periodic chart are 

consist of crystal lattices . The composition of III-V semiconductors takes place when 

an element A belonging to Group III and an element B belonging to Group V combines. 

Each atom from Group III  is bonded to four Group V atoms, and vice versa. The 

bonding involves electron sharing, resulting in a filled valence band with eight electrons 

for each atom. The nature of the bonding is mainly covalent, although there is a 

component of ionic bonding due to the transfer of valence charge from Group V to 

Group III atoms. This contrasts the elemental semiconductors having purely covalent 

bonds. Examples of compound semiconductors belonging to III-V group includes GaP, 

GaAs, GaSb, InP, InAs, and InSb [17]. 

1.2.2 Direct and indirect bandgap semiconductors 

In the realm of semiconductor physics, semiconductor's bandgap concept is majorly 

categorized into two distinct types: the direct bandgap and the indirect bandgap, as depicted 

in Figure 1.4 [18,19]. These two bandgap types are associated with specific k-vectors in the 

Brillouin zone, where the minimum energy state of conduction bands and the maximum 

energy state of valence bands becomes active. Direct bandgap comes into play when the k-

vectors of both the bands match with each other. In such conditions, an electron can 

transition from the conduction band to the valence band with minimal energy change and 

without altering its k-value, thereby emitting the energy difference as a photon of light. 

Conversely, for the cases where the k-values are different, hence referred to as an 

“indirect gap.” This implies that a change in momentum (k) is required for a transition 

from the lowest point in the conduction band to the highest point in the valence band. In 
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indirect gap transitions, both a phonon (resulting from lattice vibration) and a photon 

are involved. Energy in such transitions is typically dissipated as heat into the lattice 

rather than being emitted as a photon. 

Direct gap semiconductors exhibit unique characteristics that are advantageous for optical 

and electronic applications, especially in the context of interband optical transitions, such 

as infrared radiation detectors and emitters. GaAs-based structures, for instance, are 

widely utilized in the near-infrared region and are considered narrow-gap semiconductors 

in the mid-infrared (MIR) spectral regions. The bandgap, expressed in terms of 

wavelengths, holds significant importance because different applications of group III-V 

compound materials depend on various wavelengths in the field of optoelectronics. 

 

Figure 1.4: Direct and indirect bandgap [18] 

1.2.3 Properties and applications of GaAs, InGaAs & AlGaAs    

GaAs (gallium arsenide) is a semiconductor belonging to III-V group and having a 

direct bandgap (as shown in Figure 1.5) having a zinc blende crystal structure as shown 

in Figure 1.6. It is widely used in various devices such as microwave frequency 

integrated circuits (ICs), infrared light-emitting diodes (LEDs), laser diodes, solar cells, 
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and optical\windows. GaAs can be used as a substrate material for epitaxial growth of 

other III-V semiconductors, including AlxGa1-xAs and InxGa1-xAs. 

 

Figure 1.5: Band structure of GaAs 

 

Figure 1.6: Zinc blende crystal structure of GaAs showing tetragonally oriented bonds 

Compared to silicon, GaAs exhibits superior electronic properties. It has a higher electron 

mobility of 8500 cm2/V-s at 300K, enabling GaAs transistors to operate at frequencies 

exceeding 250 GHz. GaAs devices are less sensitive to heat due to their wider bandgap 

compared to silicon junctions. Additionally, GaAs devices generally exhibit lower noise, 
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particularly at high frequencies, due to higher carrier mobility. GaAs finds applications in 

various fields, including mobile phones, satellite communications, microwave point-to-

point links, and higher frequency radar systems.  

The lattice constant of GaAs (5.6532 Å) is nearly identical to that of AlAs (5.6611 Å). 

This allows for lattice-matched growth of mixed crystal compositions, such as AlxGa1-xAs 

and InxGa1-xAs, on GaAs substrates. This feature is advantageous as it enables the growth 

of ternary crystals without strain effects or the generation of dislocations. 

The basic parameters of GaAs, AlxGa1-xAs and InxGa1-xAs, including crystal structure, 

lattice constant, band gap, electron mobility, thermal conductivity, and common uses, 

are summarized in Table 1.1. It is important to note that the values for AlxGa1-xAs and 

InxGa1-xAs vary depending on the specific composition (x) of the alloy [20-24].  

Table 1.1: Basic Parameters of GaAs, A1xGa1-xAs & InxGa1-xAs 

Basic Parameters (300 K) GaAs AlxGa1-xAs InxGa1-xAs   

Energy gap 1.424 eV For x<0.45   1.424+1.247x eV 

x>0.45          1.9+0.125x+0.143x2  eV 

(0.36+0.63x+0.43x2) eV 

(0.4105+0.6337x+0.475x2) eV 

Energy separation (EΓL) 

between Γ and L valleys 

0.29 eV 0.29 eV (1.37-0.63x+1.16x2) eV 

Energy separation (EΓX) 

between Γ and X valleys 

0.48 eV 1.424+1.155x+0.37x2 eV (1.08-0.02x+0.65x2) eV 

Energy spin-orbital splitting 0.34 eV 0.34-0.04x eV *** 

Intrinsic carrier 

concentration 

2.1*106 cm-3 For x=0.1     2.1*105 cm-3 

x=0.3            2.1*103 cm-3 

x=0.5            2.5*102 cm-3 

x=0.8            4.3*101 cm-3 

4.82 *1015 * [(0.41-0.09x)3/2 

+(0.027+0.047x)3/2]1/2 

x(0.025+0.043x)3/4 

[ T3/2 exp(-ν/2)(1+3.75/ν 

+3.28/ν2 -2.46/ν3)1/2 ] (cm-3)  

Intrinsic resistivity 3.3*108 Ω·cm x=0.3            1*1012 Ω·cm 

x=0.5            1*1014 Ω·cm 

x=0.8            5*1014 Ω·cm 

*** 

Effective conduction band 

density of states 

4.7*1017 cm-3 x<0.41       2.5*1019*(0.063+0.083)3/2 cm-3 

x>0.45       2.5*1019 *(0.85-0.14x)3/2 cm-3 
4.82 *1015 

*(0.023+0.037x+0.003x2)3/2 

T3/2 (cm-3)  

Effective valence band 

density of states 

9.0*1018 cm-3 2.5*1019*(0.51+0.25x)3/2 cm-3 4.82 *1015 * (0.41-0.1x)3/2 

T3/2 (cm-3) 
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1.3 Quantum confinement 

Quantum confinement is a unique characteristic observed in nanostructures such as 

quantum wells, wires, and dots & occurs when the exciton Bohr radius exceeds the 

physical dimensions of the system, leading to confinement effects on both the electron and 

hole. Consequently, the energy levels of the carriers along the confined direction become 

discrete, in contrast to the continuous energy distribution in bulk materials without 

confinement. The emergence of discrete states is a fundamental characteristic of 

nanomaterials. These confined systems or we can say low-dimensional systems or 

nanostructures, are quantum systems having charge carriers moving freely in two, one, or 

even zero dimensions. In nanostructured semiconductors, quasiparticles such as electrons, 

holes, and excitons play a significant role. The degree of confinement is determined by the 

effective excitonic Bohr radius, symbolized as 
*

Ba , which can be greater than the lattice 

constant 
la . Consequently, mesoscopic structures can be fashioned with dimensions 

comparable to or smaller than 
*

Ba , but still larger than 
la , where the elementary 

excitations experience quantum confinement. This confinement leads to finite motion 

along the confinement axis and infinite motion in other directions. These nanostructured 

systems are broadly categorized as quasi-2-D systems (e.g., single heterostructures, 

quantum wells, multiple quantum wells, and superlattices), quasi-1-D systems (e.g., 

quantum well wires), and quasi-zero-dimensional systems (e.g., quantum dots) [25,26]. 

1.3.1 Weak confinement 

In the context of quasi-particles, the degree of confinement is determined by the 

magnitudes of 
*

Ba  and the quantum confinement size, denoted as “ l .” There are two 
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distinct regimes: (i) regime of weak confinement and (ii) regime of strong confinement. 

The regime of  weak confinement arises when the size of nanostructure confinement “ l

“is smaller but still a few times higher than 
*

Ba . Mathematically, this condition can be 

stated as 
*

Ba << l . In this regime, the correlation of electron and hole is exhibited, and 

the excitons are conceptualized as a quasiparticle moving within the nanostructure with 

minimal energy increase resulting from confinement. This behaviour can be described 

reasonably well by the infinite potential well model, assuming the single-band effective 

mass approximation. This model provides a reasonable explanation for the observed 

shift in the ground state energy of the exciton in experiments. 

1.3.2 Strong confinement  

The strong confinement regime occurs when the confinement effect surpasses the 

influence of the Coulomb potential i.e., 
*

Ba
 
is comparable to l . In this regime, the 

electron and hole are considered as individual particles predominantly occupying their 

respective single-particle ground states, with minimal spatial correlation between them. 

The confinement effects become significantly pronounced in this regime, and the 

exciton in the nanostructure is strongly influenced by the boundary effects. It becomes 

crucial to include a finite height for the confining potential barrier to accurately describe 

the unique optical properties observed in small nanostructures. The ordering and 

spacing of discrete energy states in confined systems can be investigated by solving the 

Schrödinger equation for carriers using appropriate boundary conditions. Notably, the 

progression of states in a quantum wire differs from that in a quantum dot (or nano 

crystal) and also differs from a quantum well [27,28]. 
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1.4 Effects of perturbations 

In the context of the discussed study, the effects of various external perturbations on the 

electronic and optical properties of quantum nanostructures are explored. The following 

effects are mentioned: 

Pressure: Electronic properties of nanostructures can be varied by changes in the 

electronic band structure of compounds with pressure. The pressure dependence of 

these properties has been interpreted by studying the pressure-induced changes in the 

electronic band structure. Hydrostatic pressure, which does not destroy the cubic 

symmetry of the crystal, has been observed to have minimal effects on the properties of 

the valence band [29-31]. 

Temperature: Changes in temperature can result in several effects in the lattice of 

semiconductors. The lattice can expand or contract, and the oscillations of lattice atoms 

around their mean positions can increase or decrease. The electron-lattice interaction is 

also temperature-dependent. Temperature variations can affect impurity potentials, 

although the ionization energy of the impurities remains relatively constant. The 

bandgap of compound semiconductors can change with temperature, influencing their 

optical properties. The specific dependence of the bandgap on temperature varies across 

different temperature ranges [32]. 

Electric field: Quantum confinement in quantum dots results in discrete energy levels. 

The application of an electric field can significantly influence the excitonic states in 

quantum dots, leading to the quantum confined Stark effect. The effect includes the 

contribution of strain and the built-in electric field induced by spontaneous and 

piezoelectric polarizations. Additionally, the combined application of electric and 

magnetic fields induces Stark shift and diamagnetic shift, respectively [33]. 
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Magnetic field: Electronic orbits in atoms are associated with a magnetic moment. 

When atoms have multiple electronic orbits with non-parallel orientations, an external 

magnetic field can induce a rotating action on the individual electronic orbits. This 

rotation produces an induced magnetic moment, leading to a diamagnetic action. 

Substances composed of such molecules are referred to as diamagnetic substances [34]. 

Spin-orbit interactions: When an electron moves in the orbital of an atom, it 

experiences a magnetic field due to its own motion. This interaction between the 

electron's orbital motion and the magnetic field is acknowledged as spin-orbit 

interaction (as shown in Figure 1.7). In materials, the dispersion relation describes the 

relationship between the energy and momentum of electrons. In a simple scenario, the 

dispersion relation for electrons in materials is assumed to be parabolic, with a 

curvature determined by the effective mass. The effective mass represents the mass of 

the electron in the material, which can differ from its free electron mass due to 

interactions with the crystal lattice [35,36]. However, it has been observed that the spin-

orbit interaction introduces modifications to the dispersion relation, leading to a non-

parabolic behaviour in certain materials. These modifications are material-dependent 

and can result in a dispersion relation that deviates from the simple parabolic form. The 

presence of spin-orbit interactions introduces an additional coupling between the 

electron's spin and its orbital motion, influencing the electron's energy-momentum 

relationship. As a result, the dispersion relation becomes more complex and can exhibit 

non-parabolic features. The extent of deviation from the parabolic dispersion relation 

depends on the strength of the spin-orbit interaction in the specific material. This non-

parabolic dispersion relation is particularly important for systems with strong spin-orbit 

coupling, as it affects various electronic properties and phenomena, such as energy band 
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structures, electronic transport, and optical properties. Understanding and characterizing 

the non-parabolic dispersion relation is crucial for accurately describing the behaviour 

of electrons in materials with significant spin-orbit interactions [37-39].  

 

Figure 1.7: Schematic diagram showing many realizations of spin orbit interaction [36] 

1.4.1 Rashba and Dresselhaus spin-orbit interactions 

The Rashba effect, also known as the Rashba-Dresselhaus effect, refers to the 

momentum-dependent splitting of spin bands in two-dimensional condensed matter 

systems, specifically heterostructures. This splitting is a result of the combined effects 

of atomic spin-orbit coupling and the asymmetry of the potential in the direction 

perpendicular to the two-dimensional plane. The effect is named after Emmanuel 

Rashba, who first discovered it. 

Spin-orbit interaction, which arises from the coupling between the electron's spin and its 

orbital motion, plays a crucial role in transitions involving a change in spin due to the 

Lorentz force. Rashba originally introduced this interaction to explain the absorption of 

radio waves in semiconductors with a wurtzite lattice structure [40]. 
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In diamond or zinc-blende semiconductors, there exists a spin-orbit split-off band, and 

the bulk inversion asymmetry contributes to the spin-orbit interaction, known as the 

Dresselhaus term. This term alters the symmetry of the dispersion relation within a 

specific energy band [41]. 

The presence of both Dresselhaus and Rashba terms in the Hamiltonian modifies the 

dispersion relation of the energy bands in two-dimensional systems, resulting in spin 

splitting and giving rise to interesting phenomena such as spin Hall effect, spin 

precession, and spin manipulation. These effects have important implications for 

spintronics and the development of novel electronic devices. 

In two-dimensional systems, there are two spin-orbit interactions that influence the 

dispersion within an energy band. The first contribution arises from the inversion 

asymmetry of the zinc-blende crystal structure in the bulk host material, leading to the 

Dresselhaus term (
DH ) in the Hamiltonian. The second contribution, known as the 

Rashba term (
RH ), is not related to bulk properties [42] but is present only in 

semiconductor heterostructures where there is a lack of inversion symmetry in the 

growth direction. Hence the complete Hamiltonian is given by: 

 0 D RH H H H= + +        (1.1)          

where 
0H is the Hamiltonian of the system without spin-orbit interactions. 

The Dresselhaus spin-orbit interaction, arising from the bulk inversion asymmetry of 

the semiconductor material, can be described by the following expression: 

 
.D cH k 

→ →

=       (1.2) 
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where 
c represents the strength of the interaction depending on the material parameter 

and Pauli vector matrices is given by .  

The Rashba spin orbit interaction between the interface of two semiconductors which is 

asymmetric in nature, and taking gate voltage in z-direction is given by [42] 

 
( )R R y x x yH k k  = −                   (1.3) 

&x yk k are the components of the electron wavevector in the x and y directions, 

respectively. &x y  are Pauli matrices representing the electron spin components in 

the x and y directions. 

The Dresselhaus term in the Hamiltonian modifies the dispersion relation of the 

conduction electrons and leads to a nontrivial spin splitting in the energy bands. This 

effect is particularly significant in semiconductor materials with a zinc-blende crystal 

structure, where the bulk inversion asymmetry plays a prominent role in the spin-orbit 

interaction. The Dresselhaus spin-orbit interaction is one of the contributions to the 

overall spin dynamics and behaviour in these materials. 

1.4.2 Application of spin-orbit interaction 

The inclusion of spin-orbit interactions in low-dimensional semiconductor 

heterostructure studies is crucial because these interactions significantly impact the 

electronic properties of the system. Even though spin-orbit effects may be considered 

small corrections to the band structure of the two-dimensional metallic state, they give 

rise to a wide range of novel phenomena. 

Spin-orbit interactions introduce unique properties and behaviours in materials, such as 

spin splitting, spin precession, and spin manipulation. These effects can be harnessed to 
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develop innovative electronic devices known as spintronics. Unlike conventional 

electronic devices that rely on the manipulation of charge, spintronic devices utilize the 

manipulation of the electron's spin degree of freedom. 

Spintronic devices offer several advantages over traditional electronic devices. They 

can provide increased functionality, higher processing speeds, lower power 

consumption, and improved data storage capabilities. By utilizing the spin degree of 

freedom, spintronic devices enable new possibilities for information processing and 

storage, as well as enhanced sensitivity in sensing and detection applications. 

Incorporating spin-orbit interactions in the study and design of low-dimensional 

semiconductor heterostructures allows researchers to explore and exploit these spin-

related phenomena. It opens up avenues for developing spin-operated electronic devices 

with improved performance and novel functionalities, leading to advancements in areas 

such as data storage, computing, communication, and sensing. 

These effects highlight the importance of external perturbations, such as pressure, 

electric and magnetic fields, and temperature, in modulating the electronic and optical 

properties of quantum nanostructures. Understanding these effects is essential for 

tailoring the properties of these materials and optimizing their applications in 

optoelectronic devices. 

1.5 Methods and approximations 

1.5.1 The variation method  

The variation method is a powerful approximate method widely used in quantum 

mechanics to determine approximate solutions to the Schrödinger equation. It offers a 
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flexible and systematic approach to obtain approximations for wavefunctions and 

energies of quantum systems. The central concept of the variation method is to start 

with a trial wavefunction that depends on a set of adjustable parameters, known as 

variation parameters. The trial wavefunction is chosen based on physical intuition, 

symmetry considerations, or by following a specific ansatz. The trial wavefunction is 

then used to calculate the expectation value of the Hamiltonian operator, which 

represents the total energy of the system. The variation parameters are adjusted 

systematically in order to minimize the expectation value of the Hamiltonian. This 

adjustment process is typically performed using numerical optimization techniques, 

such as gradient descent or minimization algorithms. By finding the optimal values of 

the variation parameters that minimize the energy, the trial wavefunction is optimized to 

approximate the true wavefunction of the system. The resulting trial wavefunction, 

obtained after minimizing the energy, serves as an approximation to the exact 

wavefunction of the system. The corresponding energy is an approximation to the true 

energy eigenvalue of the system. 

The variation method is particularly useful in the situations where it is challenging to 

determine a good unperturbed Hamiltonian or when perturbation theory is not 

applicable. By allowing for flexibility in the choice of trial wavefunctions, the variation 

method can provide accurate approximate solutions to a wide range of quantum 

mechanical problems. However, in cases where a good unperturbed Hamiltonian is 

known, perturbation theory may offer a more efficient and straightforward approach. 

Overall, the variation method is a valuable tool in quantum mechanics, offering a 

systematic and adjustable approach to approximate wavefunctions and energies, making 

it a versatile and robust method for solving complex quantum mechanical problems. 
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Ritz theorem is the main theorem, which states that, a time-independent Hamiltonian, 

H, with a set of eigenvalues, En and eigenvectors, |n> satisfying the equation is given 

as: 

 | |n n nH E =   
(1.4) 

Now, in the Hilbert space for any arbitrary ket vector |   and an exact ground state 

energy
0E , H  must satisfy the ket as:    

 
0

H
H E

 

 
 = 

  
(1.5) 

     

When 
0  | |      =  then the equality holds      (1.6)          

By expanding |   in the eigenstates of H we get 

 
| | n n nC  =                                       (1.7)     

When 
2

0nC  and 
0nE E , then we get                        

 
0

H
E

 

 
=

 

 (1.8)                                                                                    

Hence, we can conclude that 
0E is a lower bound on the H  , which means that we 

can approximate 
0E by a minimization of H with respect to any parameters that

 | might depend on. The lower the value of H  , the closer it is to 
0E . Therefore, 

H   can be minimized by varying   and take the minimum value of H   in an 

estimate for 
0E . The variation of  is performed by first choosing for a suitable 
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functional form depending on a number of parameters say , , ......    Then, 

minimization of the Hamiltonian is accomplished by finding values of , , ......    for 

which the condition 

 
0

( )
dH

d
 


=

  (1.9)                                                                                                                       

is satisfied. Thus, 
o gives the minimum value of H  [43]. 

1.5.2 Density matrix approach 

The density matrix is considered as a highly valuable concept in quantum mechanics, as 

it extends the notion of a quantum state from a simple vector in a Hilbert space to a full-

fledged operator, offering a more comprehensive description of a quantum system. This 

generalization is particularly significant because it enables the treatment of composite 

systems in a natural and efficient manner, especially when focusing on specific 

properties of one subsystem within the larger quantum system. 

In essence, the density matrix is a mathematical representation that provides a complete 

description of a quantum system's quantum states, as well as information about the 

statistical distribution of those states. It allows us to consider the probabilities of 

different quantum states in a system and, as a result, is highly useful in various quantum 

mechanical calculations. 

One key advantage of the density matrix is its versatility. It can be employed to describe 

mixed states, which represent situations where a quantum system is not in a pure state 

but rather exists in a statistical mixture of multiple states. This is particularly relevant in 

the study of open quantum systems or systems that interact with their environment, as 

they tend to evolve into mixed states. 
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Furthermore, the density matrix is instrumental in the study of subsystems within a 

larger quantum system. By tracing out or partial tracing over the degrees of freedom of 

other subsystems, one can extract information and calculate properties of the subsystem 

of interest. This property makes it a powerful tool for addressing complex quantum 

systems, such as those encountered in quantum information theory, quantum 

thermodynamics, and many-body physics. 

In summary, the density matrix is a fundamental and versatile tool in quantum 

mechanics that allows for a comprehensive description of quantum states and their 

statistics. Its ability to handle composite systems and focus on subsystem properties 

makes it an indispensable tool in various areas of quantum physics and quantum 

information science. 

The density matrix formalism is frequently employed because it offers the ability to 

handle broadening of resonances caused by collisions, a phenomenon that is not readily 

addressed using traditional theoretical approaches based solely on wave functions. 

The state vector |  comprises of the maximal information about a quantum system.  

Definition of the projector ˆ   |  =  is possible due to its alignment to any state 

vector |  ,. Let’s consider that the density matrix or density operator of the system is 

symbolized by the symbol ̂ . This operator is basically a generalization of the projector

p̂ . Considering only the discrete case in which the system admits a wave- function 

described as ˆ p̂ = . Then, for a normalized |  , ̂ possesses the important 

properties, which follow as 

 
2 2ˆ ˆ ,  ,p p  = =   (1.10) 
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and 

 
( ) 1ˆ( )1,   Tr p Tr = =

 
 (1.11) 

where ˆ ˆ( ) | | j j

j

Tr b bo o=    is the trace of the operator ô and  jb an orthonormal 

basis on the Hilbert space of the system. If a density operator ̂  is not normalized, i.e., 

1ˆ( )  Tr   , but finite then it is normalized as follows: 

 

^
^

^
,

( ) ( )

p
p

Tr p Tr






= =

 

 (1.12) 

If the density operator can be expressed as a single projector, then 1ˆ( )Tr  = . Density 

matrices fall into two major classes: pure states ρ̂ which satisfy the equation 2ˆ ˆ = . 

mixtures ρ̂ which satisfy the equation, 2ˆ ˆ( ) ( )Tr q Tr q . The introduction of the density 

operator leads to two important statistical features of quantum mechanics: 

i. From the knowledge of the density operator, it is probable to compute the mean 

value of any observable; and. 

ii. The density operator itself progresses with time, which aids to study time 

dependent system [44]. 

The Schrödinger equation for a quantum mechanical system with time evolution is 

denoted by a wave function 
k and is given as: 

 
( , )k ki H r t

t
 


=


 (1.13) 

Here, complete system’s Hamiltonian ( , )H r t is given as: 
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 0( , ) ( ) ( , )IH r t H r H r t= +  (1.14) 

Where ( , )IH r t represents the interaction part of the Hamiltonian and 
0 ( , )H r t  

represents the unperturbed part of the Hamiltonian with eigen values and eigenfunction 

as 
nE & 

nu respectively. These eigenfunctions are assumed to be orthonormal such 

that 
n m nmu u =  & 1n nu u = . Hence the wavefunction for the system can be 

written as: 

 

( ) ( )k

k n n

n

c t u =  (1.15) 

Here, the expansion coefficients are represented by 
( ) ( )k

nc t which is the probable 

amplitude of the system having a wavefunction 
nu . From equation (1.13) & (1.15), 

we have: 

 

( ) ( )( ) ( , ) ( )k k

n n n n

n n

d
i c t u H r t c t u

dt
=   (1.16) 

By taking the inner product of the above equation with 
mu  and applying the 

orthogonality condition, the equation reduces to: 

 

( ) ( )( ) ( )k k

m n nm

n

d
i c t c t H

dt
=  (1.17) 

Where  
0nm m n m I nH u H u u H u= +  (1.18) 

At a given instant of time, the solution of the equations (1.18) & (1.16) may be used to 

determine the wavefunction 
k of the system. 
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Also, the expectation value of any observable quantity such as Hermitian operator ‘A’ 

may be obtained at any instant to time ‘t’ by using this wave function 
k and is given 

as:  

 0k kA H =  (1.19) 

The expectation value of A can be determined by using (1.19) & (1.15) such that  

 

( ) ( )*( ) ( )k k

n m nm

k

A c t c t A=  (1.20) 

If the initial & final states are known then the above two equations are very useful in 

determining all the physical quantities associated with the system. But for the case of 

electron-phonon interactions, these equations are not sufficient in determining the exact 

energy of the state. Hence for this particular case, we have to apply density matrix 

formulation such that the combination of 
1 2 3, , ......   with k kk

k

p  =  

gives: 

 
1 2 3 ...... 1k

k

p p p p+ + + = =  (1.21) 

As no quantum mechanical effect is able to explain why the probability is classical in 

nature, hence, can’t be written as square of some probability amplitude. Hence, a 

density operator
kp is introduced such as   

 
k kk

k

p  =  (1.22) 

such that the density matrix elements are: 
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k kk

k

p  =  (1.23) 

Here, the ensemble average is represented by summation over ‘k’. The diagonal 

elements 
nn  of the density matrix gives the probability of the system being at the 

energy eigenstate and 
nu & 

mu energy eigenstates at coherent superposition gives the 

of diagonal elements. The expectation value is given as: 

 

( ) ( )*[ ( ) ( )]k k

k k k k n m nm

k nm k

A p A p c t c t A = =    (1.24) 

Which can also be written as: 

 
nm nm

nm

A A=  (1.25) 

Again, simplifying equation (1.25), the equation becomes: 

 

( ) ( )nm

m

A A Tr A = =  (1.26) 

The time derivative of (1.23) helps in obtaining the of any observable quantity 

associated with the system which is given as: 

 

[ { } { }k k k k k k k k k

k

d d d
p p p

t dt dt dt


     


= + +


  (1.27) 

Now use of the equation (1.23) in equation (1.27), results in: 

 

1
[ , ] k k k

d
H p

t i dt


  


= +


 (1.28) 
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Here, the first term on the right-hand side serves as a commutator between the 

Hamiltonian and the density operator. Next term represents the relaxation term. 

Considering the case of pure state, time derivation for the classical probability lying 

within quantum states tends to fade away i.e., for the case of phonon-electron interactions. 

Hence the equation (1.28), when the time derivative is replaced by relaxation time 

becomes: 

 

( )1
[ , ] ( )eqH

i
   
•

= − −  (1.29) 

Here, the decay rate defines the relaxation of   which is given by  into the 

equilibrium state ( )eq . 

1.5.3 Effective mass approximation 

The effective mass approximation involves treating bound electrons within a material as 

if they were free particles, but with a modified mass, denoted as “m*”. This approach 

focuses on representing the influence of the potential through the change in mass (from 

the original mass, “m”, to the effective mass, “m*”), rather than explicitly considering a 

potential energy, V. By permitting the mass of an electron to vary, we can approximate 

any dispersion relation using a plane wave. This modified mass is referred to as the 

“effective mass.” Within this approximation, we treat the electron as a classical particle, 

and numerous intricate phenomena are encapsulated by the concept of effective mass. 

The free electron relation for energy-wave vector is given by: 

 

2
2

2
k

m


 
=  
 

 (1.30) 
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The above equation is known as effective mass equation and the approximation is 

called as effective mass approximation. Here,   vs k is determined by the coefficient 

of 2k . Curvature is determined by the reciprocal of the mass i.e., 1/ m . When 

subjected to an applied electric or magnetic field within a periodic lattice, an electron 

behaves as though it possesses an effective mass, and this leads to its acceleration 

relative to the lattice. 

The group velocity is defined as: 

  1

g

d
v

dk

−=  (1.31) 

By differentiating the above equation, we get 

 

2 2
1 1

2
( )

gdv d d dk

dt dkdt dk dt

 − −= =  (1.32) 

Where  
dk F

dt
=  (1.33) 

Substituting equation (1.16) in equation (1.15), it is obtained: 

 

2

2 2

1
( )

gdv d
F

dt dk


=  (1.34) 

Hence  
2

2 2
( )

/

gdv
F

d dk dt
=  (1.35) 

As from Newton’s law of motion, the value of mass for an electron from equation 

(1.18) is equal to 
2

2 2
( )

/d dk
, hence the effective mass *m is given by: 
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2

* 2 2

1 1 d

m dk


=   (1.36) 

In an energy band, a single electron can exhibit either positive or negative effective 

mass. A positive effective mass indicates an upward curvature of the band, denoted by a 

positive 
2

2

d

dk


. Conversely, a negative effective mass signifies a downward curvature of 

the band, with a negative 
2

2

d

dk


 [45]. 

1.6 Optical properties 

When a photon interacts with a III-V semiconductor, it induces changes in its optical 

characteristics. Therefore, studying these optical properties provides valuable 

information about the semiconductor. The infrared spectra of various compounds can be 

utilized to obtain information about their binding energy, while the absorption of free 

carriers serves as supportive evidence for their effective mass. In terms of optical 

processes, there are three distinct types. At shorter wavelengths, photons interact with 

valence electrons, causing their excitation into the conduction band. This phenomenon 

is known as interband transition. On the other hand, longer wavelengths affect the 

semiconductor's optical properties through the interaction between photons and free 

carriers. Consequently, transitions occur either within the valence band or the 

conduction band, which are referred to as intraband transitions. Interband transitions, 

specifically between the conduction and valence bands, play a crucial role in most 

semiconductor devices. Bipolar devices, typically involving a p-n junction, operate 

based on these interband transitions. The relaxation time for such transitions is typically 

in the nanosecond range. A new category of devices, such as quantum cascade lasers, 
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relies on transitions occurring between bands within the conduction or valence bands. 

These transitions have a much shorter relaxation time, typically in the picosecond 

range. In contrast, intraband devices operate on transitions within a single band and are 

considered unipolar. These devices exhibit faster response times compared to interband 

devices. In this wavelength range, the optical properties are influenced by both the 

lattice structure and the presence of free carriers. Additionally, there is another type of 

intraband transition involving the transfer of a carrier from one subband to the same 

subband. This transition occurs through the absorption of a photon and the emission of 

a phonon, ensuring momentum conservation [46]. 

1.6.1 Interband transitions 

In indirect gap semiconductors, optical transitions at the band edge can only occur with 

the assistance of phonons to provide the necessary momentum. This is because the 

momentum conservation requirement cannot be satisfied by the electron and hole alone. 

However, in low-dimensional semiconductors, such as quantum dots or nanocrystals, 

electron and hole wave functions confinement in real space leads to enlargement of 

their wave functions in momentum space. As a result, radiative recombination or optical 

absorption can advance through direct transitions without any involvement of phonons 

[47]. In the case of direct no-phonon transitions, only vertical transitions are allowed, 

meaning the electron and hole transition directly between energy states without any 

change in their momentum. However, the efficiency of these no-phonon transitions is 

relatively low. On the other hand, in bulk silicon and germanium, interband transitions 

can only occur with the assistance of phonons because the conservation of total 

momentum is required during an optical transition. Phonon-assisted transitions, 

although involving phonons, remain more efficient than no-phonon transitions in a wide 
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range of nanocrystal sizes [48]. 

1.6.2 Intraband transitions 

In doped semiconductors in bulk materials, the transitions primarily involve only one 

type of carriers, allowing for the probing of the electronic structure in either the valence 

band or the conduction band. In bulk materials, this scenario is often treated as a system 

of free electrons. Since transitions must occur vertically in momentum space (k space), 

direct transitions between two states with different wave vectors are not possible. 

Instead, electron-phonon interactions play a role in facilitating these transitions. With a 

continuous succession of states, the carrier's transition can be perceived as an 

acceleration induced by the electromagnetic field resulting from the absorption of light 

by the carriers [49]. 

In quantum wells and quantum dots, the carriers are confined, and as a result, the 

optical absorption becomes dependent on the polarization of the incident light. Direct 

transitions are not permitted, and scattering mechanisms induced by phonons come into 

play. In quantum wells, intraband transitions occur between bound states and the 

continuum of states located above the barrier potential. These transitions are commonly 

employed in infrared detectors [50-52]. 

In quantum dots, due to confinement potential in all three spatial dimensions, intraband 

transitions can take place for any polarization of light without the need for scattering 

mechanisms [53]. Consequently, atomic-like selection rules can be applied to these 

optical transitions. 

Transitions are only allowed if there is a difference of ±1 in the quantum number “l” 
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between the initial and final states. Intraband transitions in nanocrystals are particularly 

interesting as they typically occur in the infrared spectral range and involve only one 

type of carrier. Moreover, these transitions strongly depend on the charge state of the 

quantum dot, which can be intentionally altered [54-56]. 

1.6.3 Optical rectification 

Electro-optic rectification, also known as optical rectification, is a nonlinear optical 

process that involves the generation of a quasi-DC polarization in a nonlinear medium 

when subjected to an intense optical beam. Optical rectification is a second-order 

phenomenon rooted in the inverse electro-optic effect [57]. This phenomenon can be 

understood by considering the symmetry properties of the nonlinear medium. The 

polarization does not change its sign simultaneously with the driving field. 

Consequently, if the driving field is represented as a sinusoidal wave, an average DC 

polarization is produced. When an applied electric field is delivered by a femtosecond 

pulse-width laser, the associated spectral bandwidth is extremely wide due to the short 

duration of the pulses. The mixing of different frequency components leads to the 

generation of a polarization that emits electromagnetic waves in the terahertz region. 

Zinc telluride is one of the materials capable of generating radiation in the 1mm 

wavelength range. Additionally, optical rectification occurs in low-dimensional 

semiconductor systems as second harmonic generation. Optical rectification serves as a 

significant mechanism for the generation of terahertz lasers [58]. 

1.7 Nonlinear optical processes 

The behavior of light in nonlinear media defines one of the fields of the optics known as 

Nonlinear optics, where the dielectric polarization P exhibits a nonlinear response to the 
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electric field E of the light. Generally, at tremendously high intensities this kind of 

nonlinearity is observed, where the values of electric field and interatomic electric fields 

are comparable, typically they are the order of 108 V/m. The initial demonstration of 

nonlinear properties in the optical region was achieved through the harmonic generation 

of light by Franken and colleagues [59]. Nonlinear optics encompasses a wide range of 

optical phenomena, including: 

I. Second harmonic generation: The process entails the production of light with a 

frequency doubled (wavelength halved) by annihilating two photons. This 

annihilation event leads to the creation of a single photon carrying twice the 

frequency.  

II. Third harmonic generation: The process involves the conversion of light into a 

higher frequency by tripling its frequency (reducing its wavelength to one-third) 

through the annihilation of three photons, resulting in the creation of a single 

photon with triple the frequency. 

III. And many other nonlinear effects. 

Nonlinear effects can be classified into two main categories: parametric and non-

parametric effects. Parametric nonlinearity denotes about those interactions where 

quantum state of the nonlinear material remains unchanged after interaction with the 

optical field. Consequently, these processes occur instantaneously. Energy and 

momentum conservation are crucial in the optical field, making phase matching and 

polarization dependence significant considerations in such interactions. 

When a dielectric medium is exposed to an electric field, it undergoes polarization 

unless the medium has a transition occurring at the frequency of the field. In such cases, 
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each individual molecule within the medium behaves as a dipole, possessing a dipole 

moment denoted by
iP . The dipole moment vector per unit volume, symbolized as P, 

can be expressed as follows: 

 
   iI

P P=    (1.37) 

The summation in the equation is performed over the dipoles present within the unit 

volume. The alignment or orientation of the molecular dipoles in response to the 

external field is influenced by both the properties of the medium and the strength of the 

field. Therefore, the effect can be expressed as [60]. 

 
(1)

0( )  ( ), P E   
→ →

=                   (1.38) 

The symbol
(1)  represents the polarizability or dielectric susceptibility of the medium. 

This relationship holds true for field strengths generated by conventional sources. 

However, the quantity 
(1)  is not constant but varies with frequency. It remains 

independent of the field strength ( E ) only in the sense that its magnitude is a function 

of the frequency. When dealing with highly intense laser radiation, the aforementioned 

relation becomes inadequate and needs to be generalized to a more comprehensive form 

given as: 

 

(1) (2) 2 (3) 3

0( )  ( ) ( ) ( ) ......  P E E E       
→ → → →

+


+





= + 


  (1.39) 

where (1)  is the same as  in Eq. (1.14) the coefficients (2) (3), ,.............   define the 

degree of nonlinearity and are acknowledged as nonlinear optical susceptibilities of the 

order of second and third. The medium in which the polarization is described by a 
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nonlinear relation is called a nonlinear medium [61,62].  

Here, 
(2) (2) 2( )P E 

→ →

= defines the second order nonlinear polarization and 

(3) (3) 3( )P E 
→ →

= represents the third order nonlinear polarization. 

1.7.1 Second order and third order harmonics 

The incident field on a medium is  

 
0 cosE E t=    (1.40) 

where 
0E  represents the amplitude of the field and  defines the angular frequency.  

Substitution of eq. (1.16) in eq. (1.15) leads to  

(1) (2) 2 2 (3) 3 2

0 0 0 0 0 0cos cos cos ..............P E t E t E t        = + + +   (1.41)        

Simplification of eq. (1.17) is written as:                  

(2) 2 (1) (3) 2 (2) 2 (3) 3 2

0 0 0 0 0 0 0 0 0

1 3 1 1
( ) cos cos2 cos ......

2 4 2 4
= + + + + +P E E E t E t E t                        

  (1.42) 

Here, the first term represents a constant term by which a dc field is being arise across 

the medium, having a comparatively little practical importance. External polarization is 

given by second term and is known as first or fundamental harmonic of polarization. 

The third term which is oscillating at a frequency of 2  is named as second harmonic 

of polarization. The fourth term is entitled as the third harmonic of polarization and so 

on [63]. The nonlinear susceptibility of mth order is obtained by using equation (1.42) 

and the density matrix as: 
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( ) ( )

0

1
( )

( )

m m

m
Tr er

N E t

 


=  (1.43) 

Where, 
0 is the primitivity of free space, N

is the charge carrier density and Tr 

denotes the trace or summation over diagonal elements of matrix ( )m er . Hence, we 

obtained [64-67]: 

Optical Rectification coefficient term is given as: 

 

2 21 1
013 2

(2) 2 2 2 2
0 01 012

2 20
01 012 2

2 2

1
(1 ) ( )( 1)

4
1 1

[( ) ][( ) ]

T T

N T T T

T T



 


  
    

+ + + −

= 

− + + +

 (1.44) 

Second harmonic generation term is represented by the formula: 

 

(2) 12 23 31

0 12 21 31 31( )(2 )

M M M

E i E i





  
=

− −  − − 
 (1.45) 

Third harmonic generation term is given as: 

 

4
(3) 01 12 23 30
3 3

10 20 30( )(2 )(3 )o o o

N e M M M M

i i i




     
=

− +  − +  − + 
 (1.46) 

Here, e  is representing electronic charge, and relaxation time is represented by 
1 2, &T T

o . ( ) /ij i jE E = − shows the frequency for the transition and matrix elements are 

given by
ij i jM er = ( , 0,1,2,3)i j =  

1.7.2 Absorption coefficient and Refractive index change 

On multiplying each and every element of equation (1.29) by
nu and 

mu , final 
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equation becomes: 

  

( )1
[ , ] ( )eq

nm nm nm nmH
i

   
•

= − −
 

(1.47) 

Where  
nm n mu u 

• •

=  (1.48) 

Now using equation (1.14) and equation (1.48), the equation that arises is given as: 

 

( )

0

1 1
[ , ] [ , ] ( )eq

nm nm I nm nm nmH H
i i

    
•

= + − −  (1.49) 

Now, using the value of ( , ) . ( )IH r t er E t= , where  represents the unit polarization 

vector and applying the eigen value equation, the equation (1.49) becomes 

 

( )( )
( ) ( )eq

nm nm ni im ni im nm nm

i

E t
i nm M M

i
      
•

= − + − − −  (1.50) 

Here, 
nmM represents the dipole matrix elements and transition frequency is given by

nm . When the expectation value of the matrix elements of ( , )IH r t  are comparable to 

energy spacing of eigenstates, then the solution of equation (1.50) is given as: 

 
(0) (1) (2) (2) (3) (3) ............      = + + + +  (1.51) 

Now, replacing
IH by 

IH using   as a positive number smaller than 1, signifying the 

smallness of 
IH , comparing the coefficients of   from equation (1.51) with equations 

(1.49) and (1.51), the obtained equation is 

 

(0)

(0) ( )( )eq

nm nm nm nm nmi    
•

= − − −  (1.52) 
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And for N=0,1,2,3……… 

 

( 1)

( 1) ( 1) ( 1)( )
( ) ( )

N

N N N

nm nm nm nm ni im im im

i

E t
i M M

i
    

+•
+ + += − + + −  (1.53) 

Now, for simplification involving higher orders of density matrix elements some 

substitutions were made in equation (1.53). the final equation obtained is given as: 

 

( ) '

( )(1) (0) (0)1
( ) ( ) ( ') '

nm nm

nm nm

i tt

i t

nm nj jm jm jm

j

t M M e E t e dt
i



  

+

− +

−

= −   (1.54) 

Absorption coefficient: The absorption coefficient governs the penetration of light 

having any particular wavelength into a material before its absorption. For the 

material’s which is thin & have low absorption coefficient, light is not absorbed 

properly also, it appears to be transparent to that wavelength. The absorption coefficient 

depends on the material as well as on the wavelength of light which is being absorbed. 

Semiconductor materials having a sharp edge within their absorption coefficient as the 

light having an energy below the band gap does not contains adequate energy to excite 

an electron into the conduction band from the valence band, hence, this light is not 

absorbed. Also, different semiconductor materials bag to have a different absorption 

coefficient: 

•  Materials having high absorption coefficients absorb a photon more readily and 

further excite an electron into the conduction band easily.  

•  The absorption coefficients of materials assist the engineers in the determination 

of the material to be used for their solar cell designs. 

The Fourier expansion of the electric field for an electromagnetic field for an interacting 



Chapter 1 

 37 

system is given as: 

 

( ) ( ) ji t

j

j

E t F e



−

=  (1.55) 

Solving equation (1.56) and (1.55) and applying the condition for off diagonal elements 

as well as trace, we obtained the formula for absorption coefficient and refractive index 

which is given as: 

  

(1.56)

 

 

 (1.57) 

Total absorption coefficient is given as: 

   (1.58)     

Refractive index: The refractive index or index of refraction denoted by n of any 

substance (optical medium) helps in describing the propagation of light, or any other 

radiation, through any medium.  

Using real part of the susceptibility, refractive index changes can be determined as: 

  (1.59) 
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  (1.60) 

 

(1.61) 

The total refractive index change is 

  

(1.62)

 

Where are the matrix elements of the dipole moment, 

are the Eigen functions, is the difference between two energy levels. is the 

frequency of Electromagnetic field, 
0 relaxation time.                                                    

1.8 Problem statement and objectives 

The principal objective of the present thesis is to explore the interaction between 

electrons-hole correlation and linear & non-linear optical properties in Quantum Dots 

(QDs) in the presence of hydrostatic pressure & temperature. Additionally, we aim to 

investigate how the third harmonic generation in QDs changes with variations in the 

Rashba SOI factor, magnetic field, hydrostatic pressure & temperature. We also 

investigated how optical rectification coefficient & optical absorption behaves in 

quantum well in the presence of electric field, hydrostatic pressure & temperature. 

Understanding the optical response in the presence of external perturbations in QD & 
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QW is not only fascinating but also holds significant potential for various applications 

such as quantum dot lasers, quantum information processing, photodetectors, and opto-

spintronics devices [68,69]. 

Furthermore, our study focuses on multiphoton transitions during optical excitation, 

which offer unique advantages over single-photon processes [70], particularly in 

biological and medical applications [71]. Multiphoton excitations play a crucial role in 

the development of ultra-sensitive quantum wells, infrared photodetectors, and 

Quantum Cascade Lasers (QCL) [72]. These devices rely on intraband transitions, 

which have also been utilized for wavelength conversion in QCL for near-infrared 

signals [73]. 

To investigate this dynamic problem involving the interplay of different external 

perturbations, such as the effect of electric field, magnetic fields, hydrostatic pressure & 

temperature and Rashba SOI in QDs & QW, we employed the powerful effective mass 

approximation & Density matrix theory for enhanced accuracy. These theories 

established a connection between the solution of the Schrödinger equation, considering 

a periodic Hamiltonian, and the solution of another equation with a time-independent 

Hamiltonian represented by an infinite matrix known as the Density matrix. This 

method, which has been successfully applied to various atomic systems and 

nanostructures in previous studies [74-77], offers the distinct advantage of 

simultaneously addressing discrete and continuous states within a single system. 
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CHAPTER 2 

MANIPULATING OPTICAL RECTIFICATION CO-

EFFICIENT WITH EXTERNAL PARAMETERS*
 

 

2.1 Introduction 

In the past two decades, there have been speedy developments in the field of 

nanoscience and nanotechnology. Hence the detailed study of all the aspects of the low-

dimensional semiconductor nanostructures becomes imperative. These nanostructures, 

namely, quantum dots (QDs), quantum wires and quantum wells exhibit unique 

electronic and optical properties, contrasting to macroscopic structures [1-4]. Because 

of these standalone properties, scientists have shown great interest in nanostructures, as 

they offer a wide area of research to understand them as well as the associated physics 

[5-7]. Charge carriers in various nanostructures are confined to one, two, and three 

dimensions in accordance with their structural dimensions. Out of these three classes, 

the class of zero-dimensional structures, also called as QDs, in which charge carriers are 

constrained in all the 3-dimensions, is the most extensively studied class of 

semiconductor structures. This quantum constriction of charge carriers leads to the 

peculiar changes such as discrete energy levels generation, increase in the density of 

states at some specific energies and the counterintuitive alteration in the optical 

absorption spectrum [8-12]. Also, the effect of confinement on the optical and 

electronic properties strengthens as we move from quantum wells to QDs. A 1D-

quantum dot is a nanostructure that can be considered as a small part of a 1D QW 

bordered by a two-wall potential. In 1D QW, the charge carriers are free to move along 

 
*  (Part of this work has been published in Physica E: Low-dimensional Systems and Nanostructures, 

118 (2020), 113918) 
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the wire whereas in 1D QD, the charge carriers are restricted from moving along the 

length [13-15]. 

Linear and nonlinear optical [16-18] properties such as the nonlinear ORC, optical 

absorption coefficient, and alteration in the refractive index have wide potential 

applications in optoelectronic and photonic devices such as photo-detectors, far-infrared 

laser amplifiers, and high-speed electro-optical modulators. Amongst all the nonlinear 

optical properties, the second-order nonlinear optical property has a vital role to play 

due to its simplest and the lowermost order nonlinear effect, as well as magnitude, 

being greater than all the other nonlinearities. Second-harmonic generation (SHG) and 

ORC are produced due to second-order nonlinear optical interaction of two incident 

fields with optical media. Xie and Bass et al. in 1962 performed initial work on OR [19, 

20] whereas Franken et al. reported the very first experimental observation of SHG 

[21].  The discovery of SHG leads to the beginning of the field of nonlinear optics [22]. 

As all the incident beams at frequency 𝜔 are transformed to frequency 2𝜔, the role of 

SHG becomes more efficient [23]. Baskoutas et al. studied the effect of exciton in OR 

for the case of semi-parabolic QDs for excitons in semi-parabolic potential [24]. Duque 

et al. also have investigated the combined effects of hydrostatic pressure, temperature, 

intense laser field, magnetic field, and applied electric field in the excitonic system [25-

29]. 

Many researchers have studied the interaction effect for the 2nd order nonlinear 

properties in 1-D semi-parabolic QDs [30-33]. By applying the method of analytical 

approximation, it is shown that the SHG and OR coefficients are affected by the effect 

of excitons. With the application of temperature and external hydrostatic pressure, band 
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structure and the semiconductor materials properties can be enhanced, which can be 

further used in the designing and preparation of a new generation of efficient 

semiconductor devices like heterostructure lasers, QLEDs, white light sources, etc. 

However, only a handful of works are available in the literature which has investigated 

the effect of excitons to study the nonlinearities of the QDs, quantum wells, or quantum 

wires. Further, not many studies are performed in this regard while taking the effect of 

pressure and temperature into consideration. Here we have considered the factors of 

hydrostatic pressure and temperature into consideration and investigated the ORC in an 

excitonic semi-parabolic QD. We obtained many interesting results wherein we have 

shown how external hydrostatic pressure, temperature and excitonic pairing interplay to 

shift the ORC peaks. We also observe how these parameters change the strength of the 

ORC peaks. In this chapter, a brief introduction is given in Section 1. In Section 2, 

exciton states are obtained by using the Eigenfunction and Eigen-energies. The 

numerical results for GaAs semi-parabolic QDs are presented in Section 3. Hence, the 

study of nonlinearities in QD’s by considering only the electron state is not appropriate. 

Finally, Section 4 draws the conclusions. 

2.2 Theory and Model 

In the framework of effective mass approximation, for a pair of electron-hole in 1D 

QDs, Hamiltonian with semi-parabolic confining potential is given by [13, 34]: 

 

2 2
2

* *
( ) ( )

2 2
h e

e e h

e hh e

e
H V z V z

z z

p p

m m 
= + + + −

−
     

(2.1) 

where (
ez ,

hz > 0). 
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Where 
*

hm and 
*

em respectively represents an effective mass of hole and electron. The 

background dielectric constant is given by , and the semi-parabolic potential is given 

by ( )lV z which is written as: 

 

* 2 2

0

1
, 0,

( ) 2

, 0 ( , )

i l l

l

l

m z z
V z

z l e h





= 
  =

      (2.2) 

The effective pressure and temperature variation are associated with the variation of 

hole and electron effective masses as [35-37]: 
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And           
* 3 5

0( , ) (0.09 0.20 10 3.55 10 )hm P T P T m− −= −  − 
                   

(2.5) 

Here Eg is in meV, P is in “kbar” and T is in “Kelvin.” 

The Hamiltonian is segmented into two terms considering, the relative motion and 

center of mass, respectively [37,38]: 

 e r cH H H= +   (2.6) 

Where 

2 2
2 2

0

1

2 2 ( , )
r r

r

p e
H z

P T z


 
= + − ,             (2.7) 

And 
2

2 2

0

1

2 2
c T T

T

P
H M Z

M
= +      (2.8) 



Chapter 2 

 50 

And for   

 T<200K, 
5 3(9.4 10 )( 75.6) 1.73 10( , ) 12.74 T PP T e
− − − + =       (2.9) 

And the coordinate of the centre of mass is given by: 

 

* *

h h e e
T

T

m z m z
Z

M

+
=     (2.10) 

Here, the complete mass is given by
* *

T h eM m m= + ; the relative coordinate is

r e hz z z= − , momentum operator is p
i

=  , and the reduced mass
* * /r h e Tm m M = . 

The exciton wave function and energy levels are obtained as 

 
( , ) ( ) ( )f h e r Tz z z Z  = ,                     (2.11) 

 r TT z ZE E E= +   (2.12) 

The term representing the centre of mass part can be considered as the problem for 1D semi-

parabolic oscillator where Hamiltonian is given by 
cH  and Eigen functions & Eigen energies 

are determined to be [39,40]: 

 

2 2

2 1

1
( ) exp( ) ( )

2
k T k T k TZ N Z H Z  += −    (2.13) 

And             0,

3
(2 )

2
kE k = + (0,1,2......),k =                            (2.14) 

Where ' 'H  is the Hermite Polynomial, 

 
( ) /TM P =    (2.15) 
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2 1/21
[ 2 (2 1)!]k

kN k


−= +                          (2.16) 

With        
3 4

0( ) / [1 2 (1.16 10 7.4 10 )]P P  − −= −  −                               (2.17) 

We analytically obtained the eigenvalues & wave function of the relative motion part in 

the strong and weak confinement regime. For the strong regime, 
rH   reduces to: 

 

2
2 2

0

1

2 2
rs r

p
H z


= +

 

 (2.18)               

Neglecting the coulomb term as per the strong confinement regime, ( )rz is determined 

as: 

 

2 2

2 1

1
( ) exp[ ] ( ),

2
r n r n rz N z H z  += −                  (2.19)            

And 0

3
(2 )

2
yE n = + ( 0,1,2,....),y =                  (2.20) 

Where,   

 
2 1/21

[ 2 (2 1)!]m

mN m


−= +     (2.21) 

 
( ) /P =     (2.22) 

Neglecting the confinement term in the weak confinement regime, 
rH  reduces to:  
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rw

r

p e
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P T z 
= −                 (2.23) 
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 And considering the relative-motion part as 1D hydrogenic type problem, ( )rz is 

determined as: 

 

2
( ) exp[ ] [ ,2, ],

1 1

r r
r x r r

z z
z C z F z

x x
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 = − −
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Where

2

2

e

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= , F is the confluent Hypergeometric function, and xC is the normalization 

constant. 

And 

4

2 2 22( 1)
x n

e
E E

n
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= = −

+
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Where ( 0,1,2,...)n =  

The nonlinear ORC for our 2-level system in 1D semi-parabolic QD is arrived at by 

applying a density matrix approach wherein perturbation expansions are used. It is 

given as [14, 33-35]: 
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When
01~   there is a peak value of 

(2)
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Where ( , 0,1)ij i r jz i j  = = are the matrix elements of the dipole moment, ( )i j  are 

the Eigen functions, 01 1 1 0 0r rz z    = − ,
1 0

01

E E


−
= , and  is the frequency 
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of the incident electromagnetic field,
s  is the electron density in the QDs, T2 is the 

transverse relaxation time, and T1 is the longitudinal relaxation time. 

For the regime of strong confinement, by considering relative coordinate electronic 

state, and energy levels, electronic wave functions are defined as 

 

2 2

2 1

1
exp[ ] ( )

2
k k r k rN z H z  += −

                 
(2.28) 

 
0

3
(2 )

2
kE k = + , with ( 0,1,2.....),k =             

(2.29) 

Where 
2 1/21

[ 2 (2 1)!]k

kN k


−= +
        

(2.30) 

Then the dipole matrix elements are obtained as 

 

0 1
01 0 1 2

4 2
( ) ( )

6
r r r

N N
z z z  

 
= = =

                                        

(2.31) 

 

2

0
00 0 0 2

2 2
( ) ( )r r r

N
z z z  

 
= = =     (2.32) 

 

2

1
11 1 1 2

72 3
( ) ( )r r r

N
z z z  

 
= = =     (2.33) 

Finally, from Eq. (2.21) to Eq. (2.29), the maximum ORC is 

 

3
(2) 1 2
0,max * 3/2

0

8 2
( )

3 ( )

s

e

e TT

m


 

  
=                  (2.34) 

2.3 Results and Discussion 
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We have considered the GaAs semiconductor material constants for our numerical 

results where T1= 1ps and T2= 0.2 ps, and we used the numerical parameters such as
*

em

=0.067
0m , 

*

hm =0.09
0m (

0m is the mass of a free electron), 
s = 245 10 m-3,  =12.53 

[14]. 

In figure 2.1 (a) & (b), we present the maximum ORC (2)

0,max ( )   as a function of 
0 , the 

semi-parabolic confinement frequency. In both the figures 2.1(a) & 2.1(b), the 

maximum ORC is enhanced when the excitonic effects are taken into consideration. 

Both the factors of pressure & temperature affect (2)

0,max ( )  through the alterations in 

effective mass & dipole matrix elements. Single electron state having energy levels and 

wave functions are given by Eq. (2.6) and Eq. (2.7), respectively, while for considering 

the case of without excitonic effect, the mass of the electron
*

em  instead of the total mass 

MT has been taken into consideration. From figure 2.1(a) & (b), we can observe that the 

maximum ORC (2)

0,max ( )  obtained is stronger when Excitonic effect is taken into 

account as compared to when no such effect is considered — this stretching due to the 

towering of the dipole matrix elements 
2

01 01  . Due to the EE, the charge distribution in 

the QD is distributed in a manner that the opposite polarity charge carriers are separated 

by a distance ( )e hz z− . This gives rise to stronger dipole matrix elements which in turn 

leads to enhance nonlinear effects. The same is manifested in the higher values of 

maximum ORC in case off EE as compared to WEE.  
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Figure 2.1: Maximum ORC as a function of frequency for (a) for EE &WEE for R= 10nm, 

P=150kbar and T=50K (b) for EE & WEE for R= 10nm, P=50kbar and T=150K   
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In figure (2.2), we present the results of the inclusion of excitonic effect on the second 

harmonic generation peaks when the temperature is varied from 50K to 100K. It is found 

that the excitonic effect blue shifts the optical rectification peaks for both the 

temperatures. When the nanostructure is kept at 50K temperature, the optical rectification 

peak blue shifts from 155meV to 275meV as the excitonic effects are included. At the 

same time, the peak height diminishes to a slightly lower value of 3.4*10-4 m/V from 

4.3*10-4 m/V. Similar effects are seen in the case when the ambient temperature is 

maintained at 100K. In this scenario, the peak position shifts from 160meV to 290meV as 

the excitonic effect comes into play. We also observe that as the temperature is increased, 

the peak heights value decreases. In both the cases of EE as well as WEE the ambient 

temperature plays an important role in shifting the peaks and reducing the peak height by 

affecting the energy band gap. The blue shift of the peaks occurring due excitonic effects 

is attributed to enhancement of the energy values of subsequent eigenstates because of the 

attractive interaction between the electron and hole. 

 

Figure 2.2: ORC as a function of incident photon energy for T=50K &100K keeping R&P 

constant at R=10nm and P=50kbar. 
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Figure 2.3 shows the variation of optical rectification by the nanostructure for two 

values of radii of the semi-parabolic QD at P=50kbar & T=50K. It can be observed that 

the peaks are blue shifted when the radius of the QD is reduced to 10nm from 15nm. 

This blue shift is the result of increase in the difference between subsequent energy 

states due to stronger confinement when radius is decreased. The consideration of 

excitonic effect for both the radii takes the peak position to higher values, viz. from 

60meV to 100meV where R=15nm & from 140meV to 255meV for R=10nm. The peak 

height is reduced when the radius is lowered to 10nm from 15nm. This occurs due to 

the diminishing of the dipole matrix element as the radiusis decreased. Further, the 

inclusion of EE enhances the optical rectification peaks by enhancing the matrix 

element. 

 

Figure 2.3: ORC as a function of photon energy for R=10nm &15nm keeping P&T constant at 

P=50kbar and T=50K 
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In figure 2.4, we present the changes in the peaks due to changing hydrostatic 

pressure while keeping the temperature fixed at 50K & radius at 10nm. We observe 

that the increase in hydrostatic pressure drags the optical rectification peaks to lower 

energy state. For the case, including the excitonic effects, the redshift with an 

increase in pressure from 50kbar to 100kbar is of 10meV, i.e., from 290meV to 

280meV whereas for the same change in pressure the shifting in the optical 

rectification peaks is of 15meV, i.e., from 135meV to 130meV when the excitonic 

effects are ruled out. The dependence of effective mass of the charge carrier’s 

interplays with the change in ( )P when pressure is changed to bring in these 

shifting in optical rectification peaks. 

 

Figure 2.4: ORC as a function of photon energy for P=50kbar&100kbar keeping R&T constant 

at R=10nm and T=50K 
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2.4 Conclusions 

The combined effects of correlation between the electron-hole pair, temperature, and 

hydrostatic pressure on the optical rectification in as semi-parabolic GaAs QDs is 

studied using the formalism of density matrix and the effective mass approximation. 

The results were calculated in the strong confinement regime. The obtained results 

show that the ORC is considerably magnified when exciton states in the QDs are taken 

into consideration. We found that the ORC peak positions are affected by both 

temperature & pressure where the blue shift and red shift are induced when temperature 

& hydrostatic pressure are changed. Moreover, the OR strength is also found to be 

strongly affected by radius, temperature & pressure. It is observed that the interplay of 

the variation of effective mass and ( )P induces varied alteration of the ORC of the QD 

for the case of exciton effect and without it. The variation of temperature & pressure 

can thus use as external parameters to control the OR from QD.  
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CHAPTER 3 

THIRD HARMONICS IN A QD WITH RASHBA SPIN ORBIT 

INTERACTIONS AS CONTROL FACTOR * 

 

3.1 Introduction 

As quantum confinement has become apparent in all spatial directions, ultra-small 

semiconductor heterostructures have gained the immense focus of researchers around 

the world. These heterostructures such as quantum heterostructure including quantum 

dot, quantum wire, etc. have many unique potential applications due to the confinement 

as the movement of charge carrier is restricted and hence leads to the development of a 

set of discrete energy levels where the carriers may exist. There are many 

microfabrication techniques including MBE, lithography, vapor deposition technique, 

etc. to fabricate these quantum heterostructures of different shapes and sizes. Explicitly, 

optical properties such as linear and nonlinear optical properties & susceptibilities have 

more scientific interest as they offer massive efficacy in understanding numerous 

semiconductor optoelectronic devices such as quantum LED’s, solar cells, quantum dot 

lasers, single-electron transistors & quantum computing computers, etc. [1-7].  

The role of externally applied fields, SOI (spin orbit interactions), temperature & 

hydrostatic pressure, etc. is very significant in altering the properties of the quantum 

heterostructures as any prominent change in the property can result in momentous 

changes in the working of the nano-scale device [8-11]. This dependence has often been 

used to externally alter the properties of these nano-scale devices to the operator’s own 

will and thus has been one of the most widely researched areas in recent times. On 

 
*  (Part of this work has been published in Physica E: Low-dimensional Systems and Nanostructures, 

147 (2023), 115620) 
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application of a perpendicular magnetic field to the plane of QD (quantum dot), energy 

levels are supplied with a supplementary structure as well as interacting electrons 

confined in QD results in correlation effect. Many different techniques have been 

utilized to study the electronic, optical and thermodynamic properties. Many authors 

have theoretically solved the 2-electron QD Hamiltonian with an enclosure of the effect 

of the magnetic field for obtaining the respective eigen energies and eigenstates of the 

QD-system [12-20] but to our sincere belief, the effect of external factors & SOI with 

doping is relatively a less discovered area.   

Second and third-order nonlinear optical interaction of 2- incident fields with optical 

media results in the generation of SHG (second harmonic generation) & THG (third 

harmonic generation) and ORC (optical rectification coefficient). Xie and Bass et al., in 

1962 performed initial work on OR [21], whereas Franken et al. were the first to report 

the experimental observation of SHG [22,23]. Baskoutas et al. investigated the impact 

of exciton in optical susceptibility for a semi-parabolic Quantum dot for a semi-

parabolic potential [24] whereas F. Ungan et al. focused on the impact of the Electric 

field on TAC (total absorption coefficient) and RIC (refractive index coefficient) of an 

asymmetric Quantum dot [25]. Xuechao Li et al. [26], focused on the outcome of the 

Magnetic field on TAC of an asymmetric Quantum dot and studied the distinctions 

including the parameters such as radius and magnetic field intensity. 

Many important factors including temperature, hydrostatic pressure, applied electric and 

magnetic fields and intense laser fields have a significant effect on the linear and 

nonlinear optical properties of QD’s. On the application of these external field factors, 

the band structure, and the optical nonlinearity of the QD system is controlled and 



Chapter 3 

 65 

altered. Hence, concluding that the geometry of systems, as well as external 

perturbations, are equally contributing significantly influencing the nonlinear optical 

properties of semiconductor structures. Unidimensional quantum dots have been studied 

immensely in recent times, but studies on the 2D semi-parabolic quantum dot with 

doping focusing on the dependence of its properties on external factors are scarce. In 

this study, we explored the variation of optical properties, such as THG on applied 

hydrostatic pressure, temperature, magnetic field, Rashba spin for InxGa1−xAs Quantum 

dot in the presence of SOI. The first section contains a crisp introduction of the topic, 

whereas the theory and the formulas have been mentioned in the second section. The 

third section consists of the obtained results and the graphs and is followed by the 

fourth section which contains well-drawn solutions. 

3.2 Theoretical model  

This section describes the detailed theory of 1-electron QD consisting of two parts 

given as equation (3.1) for QD Hamiltonian & equation (3.2) for exact diagonalization 

method for the InxGa1−xAs QD. 

Considering a 2-D InxGa1−xAs QD with a semi-parabolic confining potential as given in 

equation (3.3), with a vertical magnetic field given as B B k
→ 

= having a symmetric 

gauge as: ( , ,0) / 2A B y x= − , the Hamiltonian for a one-electron system within effective 

mass taking spin into account is given as [27-31]:                                                              

 

*1

2

R

ST ws so BH H H g B = + +   (3.1) 

Where 2

*

1
[ ( )]

2 ( , )
ws r

e
H P A r V

m P T c

→

= − +   (3.2) 
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And the potential is given as 

  * 2 2 2

0

1
( , ) ( )

2
rV m P T x y= +  (3.3) 

In eq. (3.1), 
*g represents the effective Lande factor for the semiconductor and electron 

spin z projection is given by 
1

2
  having  =  . Here up spin and down spin is 

represented by 1 = +  and 1 = − respectively. SOI term SOH  contains two parts (i) 

Dresselhaus SOI term, 
D

SOH  (ii) Rashba SOI term, R

SOH . As
R

SOH dominates over
D

SOH for 

the narrow gap, hence, neglecting
D

SOH , we have 
R

SOH as:  

 
[ ( ]R

SO z

e
H p A

c



→ → →

=  −  (3.4) 

The term  [ ( ]z

e
p A

c



→ → →

 − represents the spin-orbit coupling due to the inhomogeneous 

potential confining the electrons to the 2D plane and possible external gate voltages 

applied on the top of the dot.  The strength of this coupling is determined by these 

parameters with a variation in magnitude when external gate voltages are applied. Here, 

the Rashba coupling coefficient is given by  and is controllable by varying the applied 

gate voltage in  z direction, spinors and canonical momentum are represented by x & 

y and xp & yp  respectively.  

In effect. mass approx., total Hamiltonian STH  for the combination of wsH and
R

SOH is 

given as:  
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2 2 2
*

* * *

1
. [ ( ]

2 2 2
ST r B z

p e e A e
H A p V g B p A

m m m c


  

→ → →

= + + + + +  −
 

 (3.5a)

2 2 2
*

* * *

1
. [ ] [ ]

2 2 2
ST r B z z

p e e A e
H A p V g B p A

m m m

 
   = + + + + +  +    (3.5b) 

Here: 

*m  = represents effect. mass of charge carrier. 

o = confining potential strength corresponding to the size of the QD. 

The temperature and hydrostatic dependent Effect. mass of the electron for  is 

given as [32]: 

  (3.6a) 

with   

  (3.6b) 

Here Temperature and hydrostatic pressure-dependent energy gap for ,  is in 

meV,  is in “kbar” and  is in “Kelvin.” The pressure-dependent oscillator 

frequency is expressed as 

   
(3.6c) 

Eigenfunction of Hamiltonian in eq (3.1) is represented by Fock-Darwin states ,n l and 

is given as:  

 

1
( ) ( )

2

in

nl nlr R r e 
  =


 (3.7a) 

GaAs

* 17510 15020
( , ) [1 ]

( , ) 341 ( , )
e o

g g

m P T m
E P T E P T

−= + +
+

20.5405
( , ) [1519 10.7 ]

204
g

T
E P T P

T
= − +

+

GaAs
gE

P T

3 4

0( ) / [1 2 (1.16 10 7.4 10 )]P P  − −= −  − 
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 with  

 

2 2 2

2
2 12 2 2

2 (2 1)!
( ) exp( ) ( ) ( )

(2 1 )! 2

l
l

nl n

l

n r r r
R r L

c n l a a a
 +

+ −
= +

+ +
 (3.7b) 

Where 1/2

*
( )a
m

=


, 
2

2 2

4

c
o


 = + ,  = spinor function and 

*c

eB

m
 = ( cyclotron 

frequency). 

Eigen energies for eq. (3.1) is given as: 

* * 21
(2 3 / 2) ( )

2 2
nl c B oE n l l g B l m    = + + + + + , where 0,1,2,3......,m =

0, 1, 2.......l =    and 
2 * 2

2 2

4

c o c
o

l m


    
 = + +  (3.8) 

Also, 
 is influenced by Rashba SOI, resulting in an upsurge in the up-spin energy 

gap with diminution in spin-down energy. SOI also affects the energy term in such a 

way that at B=0 energy term becomes independent of the magnetic field and helps in 

uplifting spin degeneracy states. 

An analytic expression for THG related to an optical inter-subband transition can be 

obtained using the density matrix formalism and an iterative procedure [33–35]. The 

wavefunction ( )nl r  of the quantum dot with Rashba can be expanded in terms 

of an orthogonal and complete set of eigenvectors of 0H . The expansion takes the form 

[36] & hence, the Schrödinger equation H E = becomes: 

 

' '

' ' ' ' '

0 ,

, , , , ,
( ) ( ) 0n l n l Rn l nn ll n ll
E E C H C   

  
− + =  (3.9a) 

with  
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 nl nl nl nlC

   =   (3.9b) 

The matrix elements are given by: 

' '

' ' ' ' '

, ' ' ' '

, 1 1, , 1
( ) ( 1 2 )R n l R n n n n n n n nnn ll n l l l
H H a C C n l C C n C C n l C C n             

− −+
= =  + + − + + + −

 (3.10) 

The polarized electromagnetic field for an exciting system with frequency ω is given as:  

 
*( ) i t i tE t Ee E e −= +  (3.11) 

Also, relationship between the electronic polarization P(t) & polarized electromagnetic 

field are expressed by: 

 

1
( ) ( ) ( ) * ( )i t i t

o oP t Ee E e Tr M
V

       − −= + − =  (3.12) 

where   is density matrix for one-electron and V is the volume of the system,  

represents permittivity of free space, and the symbol (trace) denotes the summation 

over the diagonal elements of the matrix. 

The electronic polarization of the quantum dot can be expressed as: 

 
(1) (2) (2)( ) ( ) ( ) ( ) ......P t P t P t P t= + + +  (3.13) 

 
(1) (2) (3)

0 0 2 0 3( ) ( ) ( ) ( ) .......P t t E t E t       = + + +
 

 (3.14) 

Where 
(1) (2)

2,   and
(3)

3 are representing the susceptibilities such as linear, SHG and 

THG, respectively. THG relation is given as [17, 37-40]: 

 

4
(3) 01 12 23 30
3 3

10 20 30( )(2 )(3 )

o

o o o

n e M M M M

i i i


     
=

− +  − +  − + 
    (3.13) 

0

Tr
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Here, the system’s electron density is given as on , e is representing electronic charge, 

and relaxation time is represented by o . ( ) /ij i jE E = − shows the frequency for the 

transition and matrix elements are given by
ij i jM er = ( , 0,1,2,3)i j =  such as

' ' '

' ' '

01 0 1 .nl n l
M er where nl and n l 

   = = =   

3.3 Results and discussion 

In this section, the simultaneous effect of the magnetic field, Hydrostatic Pressure, 

Temperature, confining potential in the presence of SOI on THZ in InxGa1−xAs semi-

parabolic 2-D quantum dot is calculated. For this purpose, the physical parameters that 

have been used are given as follows: o =.66ps and 𝑚𝑒
∗ = 0.041𝑚0, where mass of a 

free electron 𝑚0. 𝜎𝑠 is taken as 5 × 1022 𝑚−3 , 𝜀𝑟 = 12.53, and g=-15 [41,42].  

Considering a QD system in semi parabolic potential having (0 0 –1) as ground state 

and (1 –1 –1) and (1 1 –1) as excited states having degenerate intermediate states, when 

both the magnetic field and spin are zero. This degeneracy can be wrecked by applying 

a magnetic field ‘B’ and introducing an “α”, and; hence, by using these two parameters 

some manipulation in the energy can be done. Figure 3.1. represents a Schematic 

conduction band energy level diagram (n l –1) for InxGa1−xAs semi-parabolic quantum 

dot having four possible routes.  

For THG, four possible routes having (0 0 –1) (nlσ) as ground state and their 

corresponding transition energies with potential confinement at ω = 10 meV, Rashba 

factor α = 10 meV nm, Pressure 10 kbar, temperature= 10 K and magnetic field B = 1 T 

is given in figure 3.1. Figure 3.2. represents four individual possible paths for transition 
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for the THG coefficients vs incident photon energy with confining potential keeping at 

ω = 10 meV, fixing the Rashba SOI parameter at α = 10 meV nm, Hydrostatic Pressure 

at 10 kbar, Temperature at 10 K and applying an external magnetic field, B = 1 T to the 

QD. As it can be observed from figure 3.2. that one, two, three-photon resonances are 

occurring at different photon energies due to the intermediate ladder states. Alteration in 

peaks as well as in peak heights can also be observed for different transition energies in 

each dissimilar path. According to the observation, two-photon resonance peaks are 

found to be stouter than one & three-photon resonance peaks as peak height 

corresponding to the strength of the dipole matrix element also increases with a 

significant increase in the coupling. 

 

Figure 3.1: Schematic conduction band energy level diagram (n l - ) for InxGa1−xAs quantum 

dot having four possible routes 
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Figure 3.2: Coefficient of THG vs photon energy for four possible routes (a) 1st route; (b) 2nd    

route; (c) 3rd route; (d) 4th route having ω = 10 meV, α = 10 meV nm, P=10 

kbar, T=10 K and B = 1 T. 

The magnetic field is having a significant effect in shifting the peaks as well as 

changing the magnitude of the peaks which is evident in fig. 3.3 where THG coefficient 

vs incident photon energy has been plotted for four different values of the magnetic 

field. As the energy levels are getting affected by the magnetic field hence in figures 

3.3a–3.3d, a 2-way shifting of different positions of resonance can be observed. Here, 

the cyclotron frequency term supports dropping the energy level as well as (-) l whereas 

the Zeeman term helps in boosting the energy. As B is independent of the sign of l i.e., 

whether l is + or -, it will always help in enhancing Ωσ. Same can be observed from the 

expression of eigen energy given in equation 3.8. Further, it is also observed from the 

figure that for 1st two paths, the three-photon resonance is having some significance on 

the right side of the highest peak while for the 3rd and 4th path, peaks are enhancing but 

three-photon resonances are not having much significant value due to involvement of –l 
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states in the resonance position which are independent of three photons resonances and 

hence shifting towards the lower energy side, whereas the involvement of +l states in 

the resonance positions helps in shifting the excited states to a state of higher photon 

energy. 

 

Figure 3.3: Coefficient of THG vs incident photon energy at diverse Magnetic field values 

keeping α = 10 meV nm, P=10 kbar, T=10 K and confining potential ω = 10 

meV. 

In fig. 3.4, THG Coefficient and photon energy for dissimilar values of the QD 

confinement potential (a) ω = 10 meV, (b) ω = 15 meV, (c) ω = 20 meV , (d) 

ω = 25 meV keeping B= 1T, P=10 kbar, T=10 K and α = 10 meV nm are plotted. 

From this figure it is concluded that both the blue/redshifts are observed for the resonant 

peaks of the THG i.e., some resonant peaks are moving toward lower photon energies 

exhibiting redshift and some are moving toward higher photon energies displaying blue 

shift with an increase in the confining potential. Due to the quantum confinement effect, 

an increased confinement potential roots towards the lesser radius of charge carriers in a 
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QD. Due to weak confinement, the energy separation between the states tends to 

decrease and hence, exhibits a blue shift in the peaks. It is also observed that the peaks 

are having unequal spacing with a difference in the number of photon resonance as they 

are belonging to different energy levels. 

 

Figure 3.4: Coefficient of THG vs incident photon energy for the diverse value of confining 

potential keeping B= 1T, P=10 kbar, T=10 K and α = 10 meV nm. 

Figure 3.5 represents a plot between THG coefficient and incident photon energy for 

different values of α at a confining potential of ω = 10 meV and B = 1 T, where α is 

increasing at a step of 5 meV nm. With an increase in α from a value of 10 meV nm to 25 

meV nm, a slight redshift can be observed in one and two-photon resonance peaks, whereas 

a shifting towards the higher energy end can be observed in three-photon resonance 

positions resulting in a blue shift. As α is playing a two-way role while handling the values 

of energy levels hence red/blue shifts are observed. Further, a decrease in peak height can 

also be observed with an increase in the value of the Rashba parameter.  



Chapter 3 

 75 

 

Figure 3.5: Coefficient of THG vs incident photon energy for the diverse value of Rashba SOI 

coupling factor keeping confining potential ω = 10 meV, P=10 kbar, T=10 K 

and B = 1 T. 

Figure 3.6(a) is showing the coefficient of THG vs incident photon energy for four 

diverse values of pressure fixing confining potential ω = 10 meV, T=10 K, α = 10 

meV nm and B = 1 T. With an increase in Hydrostatic Pressure, the magnitude of THG 

resonant peaks increases with a slight decrease in peak height as the peaks are shifting 

towards lower energy. It is observed that the change in the magnitude of the THG 

resonant peaks is directly correlated to the dipole matrix element term 01 12 23 30M M M M  

in the numerator as well as to the energy interval 10 , 20 and 30  in the denominator. 

Additionally, as dipole matrix elements are decreasing with an increase in pressure 

hence the red shift in resonant peaks is observed with an increase in hydrostatic 

pressure, as shown in fig. 3.6(b). This is explained by the fact that the quantum 

confinement becomes weak with the decrease in the energy interval with a rise in 

hydrostatic pressure. 
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Figure 3.6(a): Coefficient of THG vs incident photon energy for diverse value of pressure fixing 

confining potential ω = 10 meV, T=10 K, α = 10 meV nm and B = 1 T. 

 

Figure 3.6(b): Variation of dipole matrix element M01 vs Pressure 
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Figure 3.7(a). is showing a plot of THG and incident photon energy for four diverse 

values of temperature fixing confining potential ω = 10 meV, P=10 kbar, α = 10 meV 

nm and B = 1 T. Blueshift can be observed with an increase in the temperature as the 

resonant peaks are moving towards higher energy region with a significant increase in 

the peak height.  As one can see from fig. 3.7(b) that the dipole matrix element M01 gets 

enhanced with increase in temperature, consequently the peak height corresponding to 

(ω, 2ω) gets enhance along with its blueshift. The dipole matrix element M01’s value 

increases with temperature as the effective radius changes with an increment in 

temperature. However, the peak corresponding to 3ω at higher energy gets suppressed 

at higher temperature. This can be attributed to the fact that as temperature increases, 

the sharp resonances get fuzzy due to the thermal energy of the electrons.  

 

Figure 3.7(a): Coefficient of THG vs incident photon energy for diverse value of Temperature 

fixing confining potential ω = 10 meV, P=10 kbar, α = 10 meV nm and B = 1 

T. 
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Figure 3.7(b): Variation of dipole matrix element M01 vs Temperature 

3.4 Conclusions 

A detailed investigation for the THG coefficients for an InxGa1−xAs QD in THz laser 

field with Rashba SOI with the impact of the magnetic field in the vertical direction is 

carried out in the present study. To carry out the detailed investigation, energy levels 

with respective wave functions within the effect. mass approx. is being determined 

using the variational technique. The variation of THG coefficients vs incident photon 

energy is explored for various external parameters such as temperature, hydrostatic 

pressure, confining potential, the magnetic field in the presence of Rashba SOI strength.  

Results are signifying that with an upsurge in the Rashba SOI coefficient, a strong 

effect on the THG peak positions is observed. It can also be observed that the two-

photon resonance peaks are stronger than three-photon resonance peaks due to an 
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increase in the coupling of levels as the peak height corresponds to the strength of the 

dipole matrix element. The outcomes are displaying that for the detailed engineering of 

optical devices based on the QD’s, consideration of SOI is a must and optical properties 

of the optoelectronic devices are controllable using the tunable strength parameter.  
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CHAPTER 4 

TUNING NONLINEAR OPTICAL PROPERTIES OF A  

1-D QD WITH EXTERNAL FACTORS*
 

 

4.1 Introduction 

The semiconductor nanomaterials such as Quantum dots (QD), quantum wires and 

quantum wells have many applications in the generation of optoelectronic devices such as 

lasers, infrared and THz photodetectors, solar cells, biological imaging devices, 

photovoltaics, LEDs, etc., owing to their enchanting physical properties due to the 

quantum confinement effects in all spatial directions [1-5]. Out of all these 

nanostructures, quantum dots of various shapes, sizes and strong confinement of electron 

& holes have been given special attention as they possess interesting physics in terms of 

the unique electronic & optical properties. Quasi-zero-dimensional quantum dots can be 

considered as Nano crystalline structures that can provide limitless utility in the 

realization of many semiconductors’ optoelectronic devices such as quantum dot solar 

cells, spintronics and ultrafast quantum computers. Accordingly, unprecedented attention 

has been given to the semiconductor nanomaterials in the last few decades [6-13].  

The parabolic and semi parabolic confinement potential can allow various resonances, 

due to the constant spacing of the discrete energy levels which accounts for the 

enormous enhancement of the nonlinear optical susceptibilities, optical transitions 

within the valence and conduction band, and absorption properties [14-17]. 

Furthermore, the parabolic and semi parabolic potential confinement is more relevant 

when the zero-dimensional quantum dots are fabricated by using an etching process, ion 

implantation or electrostatic gates. We have found considerable investigations on the 

 
*  (Part of this work has been published in Nanosystems -Physics Chemistry Mathematics 15 (5) 

(2024) 1) 
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nonlinear optical and electronic properties such as Refractive Index (RI), Absorption 

Coefficient (AC) and Rectification Coefficient (RC) with photon energy and external 

factors such as temperature, hydrostatic pressure and dot size [18-20].  For photons 

having energies equal to that of inter-subband transition energies, host material finds a 

significant change in dielectric constant, thereby inducing changes in the nonlinear 

excitonic optical properties [21-24].  

Numerous investigations and interesting studies are done on the nonlinear optical 

properties of nanostructures especially Quantum dots under the influence of external 

factors such as electric field, magnetic field etc. [21-26]. Many authors studied the effect 

of excitons in one dimensional semi parabolic quantum dots [27-30]. Duque et al. studied 

the effect of external factors such as electric field, magnetic field, hydrostatic pressure, 

laser field and temperature on nonlinear properties in excitonic system [31-34]. Bejan et 

al. demonstrated the effect of electric field on the optical properties of a semi parabolic 

quantum dot in an excitonic system [35]. Kumar et al. further investigated the effect of 

hydrostatic pressure, temperature & spin on the optical & electronic properties of 

nanostructures [36-37]. To summarize, the interesting results of the ramifications of 

external factors such as hydrostatic pressure, temperature, electric field and magnetic field 

on the nanostructures bring out plethora of novel and exciting physical properties. 

The main objective of the present work is to investigate the effect of external factors such 

as temperature and hydrostatic pressure on the RI and AC of excitonic system in 1-D 

semi parabolic quantum dot. An excitonic system is a bound electron-hole pair with more 

closely matched effective masses that is formed by the electrostatic interaction between 

the electron and hole. Theoretically, this system can be related to the hydrogenic system 

and it possess discrete energies. A 1-D QD is principally a nanostructure which can be 
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assumed as a small portion of a 1-D QW which is bordered by a two-wall potential. The 

charge carriers are free to move along the wire in 1-D QW, whereas they are restricted to 

move along the spatial length in 1-D QD [27, 38-40]. The core study undertaken in this 

research chapter focuses on a one-dimensional semi parabolic quantum dot, which is 

strongly confined in the x & y direction and electrons & holes are confined by a semi 

parabolic potential along the z direction. We know that the hydrostatic pressure & 

temperature can alter the nonlinear properties such as the refractive index & absorption 

coefficient for excitonic effects (EE) as well as without excitonic effect (WEE). In order 

to keep the study concise and in line with the experimentally available results, we have 

restricted our studies to the two extreme limits of a temperature range 10K-100K where it 

is observed that the sharpest absorption peaks or transmittance dips are observed at low 

temperatures in the mentioned range or even lower than that. Furthermore, it is observed 

that as temperature increases above 100K, the value of the thermal excitation energy of 

the charge carriers, namely kT/2, attains significant values.  

In this work, we reported the effect of temperature and hydrostatic pressure on the optical 

rectification associated with the excitonic system in a semi-parabolic quantum dot [38]. It 

is highlighted that most available literature reports are primarily based on the nonlinear 

optical properties due to impurities or due to different shape of quantum structures. To 

our sincere understanding, there are no studies available where the hydrostatic pressure & 

temperature effects on the nonlinear optical properties of excitonic system in one 

dimensional semi parabolic quantum dots have been studied and explained. The present 

chapter is structured as follows: In the next section, theoretical analytical framework is 

presented to calculate the Eigen energies, Eigen functions & optical properties for the 

excitonic system. In the Results & Discussion section, we have presented our numerical 

results and discussion. In the last section of conclusion, we have summarized our results. 
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4.2 Theory and Model 

A theoretical model of the system taken is presented in Model 1. Here, the gate voltage 

in the model is used to control Rashba SOI where the effects of SOI are studied. In our 

case, we have kept the gate voltage to be Zero. The x-direction is kept to be very small 

i.e., about 2nm so that the charge carriers behave as a 2-D charge carrier gas. The y- 

length of the wire is in m range, so the charge carrier exhibit kye− wave function. The 

Z-directions breadth is determined by the potential strength and in our case the effective 

z-length turns out to be 5nm. Now, moving towards the mathematical calculations 

related to the system.  

Hamiltonian for a 1-D excitonic QD having semi-parabolic confining potential within 

the framework of effective mass approximation can be written as [25, 27, 28, and 38]: 

             (4.1) 

Where  

Here and  represents effective mass of hole and electron respectively,  

represents the background dielectric constant and last term represents the electrostatic 

Coulomb interaction term between electron and hole. The semi-parabolic confinement 

potential is written as: 

   (4.2) 

The Temperature and hydrostatic pressure dependent Effective mass of the electron for 

 is given as [38,40,41]: 
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   (4.3a) 

   
(4.3b)

 

with  

                 (4.4) 

Here Temperature and hydrostatic pressure dependent energy gap ,  is in meV, 

 is in “kbar” and  is in “Kelvin.” The pressure dependent oscillator frequency is 

expressed as: 

  
 (4.5)

 

 

Figure 4.1: Schematic diagram of an GaAs Quantum Dot
 

The Hamiltonian is segmented into two terms taking the relative motion and center of 

mass into consideration and is given by: 
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   (4.6) 

   (4.7) 

                                                                          (4.8) 

 the dielectric constant of GaAs is [38- 40] 

   (4.9) 

The coordinate of the centre of mass are written as: 

   (4.10) 

Here, total mass is ; the relative coordinate is

, momentum operator is , and the reduced mass is 

   (4.11) 

The excitonic wave function and energy levels are written as 

   (4.12) 

   (4.13) 

The term signifying the center of mass part is considered as the problem for 1D semi-

parabolic oscillator where the Hamiltonian is  and Eigen function & Eigen energies 

are [38]: 
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   (4.14) 

   (4.15) 

Where  
2 1 1kH +

is the Hermite Polynomial                                                                              

   (4.16) 

   (4.17) 

We analytically obtained the eigenvalues & wave function of the relative motion part in 

the strong and weak confinement regime. For the strong regime, reduces to: 

    (4.18) 

Neglecting the coulomb term as per the strong confinement regime,  is 

determined as: 

   (4.19) 

  (4.20) 

      (4.21) 

   (4.22) 

Our quantum dot interacts with electromagnetic field E(t) having a frequency ω, such 

that [41- 45]: 
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*( ) i t i tE t Ee E e −= +   (4.23) 

Upon such interactions, the time evolution equation for the matrix elements of one-

electron density operator, ρ, is given by: 
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where  represents the Hamiltonian of this system in the absence of the electromagnetic 

field , and electronic charge is given by , unperturbed density matrix operator is  

, and  is the phenomenological operator responsible for the damping due to the 

electron-phonon interaction, collisions among electrons, etc. It is assumed that  is a 

diagonal matrix and its elements are equal to the inverse of relaxation time 
0 . 

For solving Eq. (4.19), standard iterative method is being used and hence has been 

expanded as . Now, using this expansion in Eq. (4.19), density matrix 

elements can be obtained as shown below: 
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As the density matrix  has been obtained hence, the electronic polarization ( )eP t and 

susceptibility can be calculated as: 
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where   is density matrix for one-electron and V is the volume of the system,  

represents permittivity of free space, and the symbol (trace) denotes the summation 

over the diagonal elements of the matrix. 
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Now, using real part of the susceptibility, refractive index changes can be determined 

as: 

   (4.27) 

Within a two-level system approach, the linear and third order nonlinear optical absorption 

coefficient are obtained from the imaginary part of the susceptibility [25, 30, 41-47] as: 

   (4.28) 

(4.29)  

Total absorption coefficient is given as: 

   (4.30) 

The linear and nonlinear changes in the refractive index are written as [25, 30, 42-50]: 

  
(4.31)
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The total refractive index change is: 

   
(4.33)

  

Where are the matrix elements of the dipole moment, 

are the Eigen functions, is the difference between two energy levels. is the 

frequency of Electromagnetic field, 
0 relaxation time. 

4.3  Results and Discussion  

We have considered the GaAs semiconductor material constants for our numerical 

results. We used the numerical parameters such as [38, 40-44] =0.067  ,  =0.09
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Figure 4.2 (a, b): Represents the linear and nonlinear absorption coefficients with and without 

considering excitonic (EE & WEE) effects for T=10 K & 100 K and P=10 

kbar & P=100 kbar and I = 2000MWm−2 . 

  

Figure 4.2(c, d): Represents behavior of matrix element with pressure and temperature. 

To understand the effect of change in hydrostatic pressure and temperature on the Linear 

Absorption Coefficient (LAC) and third order (Nonlinear) Absorption coefficient (NAC), 

we present the same in figure 4.2 (a) & (b). Here we also have shown the effects of 

inclusion of Excitonic Effects (EE) on the LAC & NAC. One can observe that for the 

cases where [4.2 (a) & 4.2 (b)] the EE is not included, the NAC & LAC peaks occurred at 
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photon energies much lower than the cases of inclusion of EE in the study. This is 

attributed to the energy associated with the excitonic interactions between the electron & 

holes. Moreover, the peak heights, for both LAC & Total Absorption Coefficient (TAC), 

increased when excitonic effects are taken into account. This is a consequence of 

enhancement of the dipole moment due to the positive-negative charge separation of the 

electron-hole pair, which otherwise is not there in the case of Without Excitonic Effects 

(WEE). In figure 4.2 (a), shift from 60.28meV to 56.70meV when pressure is increased 

from 10kbar to 100kbar in case of WEE. Whereas for identical change in pressure, the 

LAC and NAC peaks are shifted from 91.78meV to 88.58meV for the case of EE. This 

shifting is accompanied by decrease in absorption LAC peak height from 0.35x105m-1 to 

0.32x105m-1 in case of WEE and from 0.80 x105m-1 to 0.72 x105m-1 for the EE case. 

Similar effects are also observed for the NAC. The LAC & NAC shifts towards the lower 

energy end of the spectrum as the pressure increases. This shifting is accompanied by a 

diminishing absorption peak height for both EE &WEE case. These effects are due to the 

counter affecting action of pressure on the confinement potential and energy band gap. 

The pressure increases the confinement strength but it also strongly alters the energy band 

gap. For GaAs, in the pressure range of 10kbar to 100bar, these two opposing effects 

results in a net red shift of the peaks as the pressure increases. Whereas, in figure 4.2 (b), 

one can see that the absorption peaks, LAC & NAC, moves from 60.28meV to 62.40meV 

and peak heights of LAC increases from 0.35x105m-1 to 0.39x105m-1 and NAC changes 

from -0.062 x105m-1 to -0.066 x105m-1 when temperature is increased from 10K to 100K, 

keeping P=10kbar. For the case of EE, the blue shift in peaks happen from 91.7meV to 

94.39meV and the LAC peak heights changes from 0.80 x105m-1 to 0.85 x105m-1 and the 

NAC peak enhances from -0.13 x105m-1 to -0.17 x105m-1 as the temperature is increased 

from 10K to 100K.  These effects, similar in nature for both EE & WEE, results from the 
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interplay complex second term of eqn. (5) & the direct dependence of  on the 

temperature. Physically, the change in the entropy of the charge carriers induces a change 

in the energy of the states. In figure 4.3 (a, b), we present the TAC as a function of 

incoming photon energy. Here, we observe similar effects of change in pressure & 

temperature on the TAC peaks as in the case of LAC & NAC. However, in TAC, the 

effects of LAC dominate the NAC for the light intensity of 2000 2/MW m . Furthermore, 

owing to the diametrically opposed behavior of the first and the third-order nonlinear 

ACs, a decrease in the total ACs is observed due to reduction in the effective mass of the 

electron with the intensification of the temperature. A close relationship between the peak 

values of the total ACs, the transition dipole element and the difference between energy 

levels E10 can be disclosed from the figure. Total ACs is influenced in opposite by the 

dipole matrix element 
2

10M to that of the energy difference E10. Hence, a blue shift is 

observed as a result of increase in temperature and red shift is observed when pressure is 

increased. This is happening due to increase/decrease in transition energy E10 on a 

significant increase in temperature/pressure. Upon increasing temperature/pressure, a 

drop/enhancement in the electron effective mass with an expansion/compression of the 

transition energy is observed due to dependency of the electron-photon interaction on the 

temperature/pressure. Hence, the blue/red shift is observed. Same can be observed from 

fig. 4.2 (c, d) that how matrix elements are getting varied with pressure and temperature. 

To compare our results in fig. 4.2 (b), we plotted the total absorption coefficient and 

compared with experimental data (Lourenc et al. 2007, Gurmessa et al. 2015) [51, 52] 

at T ≅ 10 K & 100 K. As it can be observed from the graph that a similar pattern is 

observed in both the experimental results as well as theoretical results but deviation can 

be observed in the theoretical prediction from the experimental data (Lourenc et al. 

*m
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2007, Gurmessa et al. 2015). At T=10 K, the quantitative value is similar to the 

experimental value but this is not same for the T=100 K.  Although, it can be observed 

from both experimental values as well as theoretical values that a blue shift is 

happening in the absorption coefficient on increasing the temperature. For example, for 

temperature between 0-20K and 40-100K peaks are shifting towards higher energy 

values for both the cases i.e., theoretical and experimental. But as there was not 

significant difference between the peaks ranging from 21-90K, hence, only values for 

20K and 100K have been presented in the theoretical graphs.   Several points can be 

thought of as a cause for this deviation in the quantitative value.  Some of these points 

are: (i) electronic transitions are not perfectly exact for the two-level system, (ii) several 

parameters such as dot size, intensity, σ, υ are temperature dependent but are here 

considered as temperature independent, (iii) calculations have been performed 

theoretically using numerical methods and these methods have some limitations, (iv) 

approximation have been taken into account for solving the equations (23-27).  
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Figure 4.3 (a,b): Represents total absorption coefficients with and without considering 

excitonic (EE & WEE) effects for T=10 K & 100 K and P=10 kbar & P=100 

kbar and I = 2000MWm−2 

As the interacting light changes the physical nature of the quantum dot material, it, 

therefore induces drastic changes in the refractive index of the QDs near the resonance 

energy. The same can be observed from the dispersion curves presented in fig. 4.4 (a, b) 

& fig. 4.4 (c, d). In fig. 4.4 (a), for WEE and hydrostatic pressure of 10kbar, the 

dispersion curve of Linear Refractive Index change (LRI) rises to a maximum value 

0.062 at photon energy 60.28meV and crosses over to the negative polarity region to 

reach -0.063 at photon energy 74.40meV. When the pressure is increased to 100kbar, this 

dispersion area of red shifts to 56.70meV (maxima of 0.059) and 64.86meV (minima of -

0.059). Further in fig. 4.4 (a), for pressure of 10kbar, when EE is taken into account the 

area of polarity change of the LRI shifts to higher photon energy, viz. reaches maximum 

at photon energy 91.7meV (maxima of 0.088) and crosses over to the negative values to 

reach the minimum value at 106.33meV (minima of -0.088). Again, for EE case, when 
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pressure is increased to 100kbar, the dispersion area red shifts to 88.58meV (maxima 

0.085) and 103.48 meV (minima -0.086). Similar effects are observed (fig. 4.4 (b)) for 

Nonlinear Refractive Index change (NRI) at the identical photon energies as in the case of 

LRI. However, in case of NRI, the polarity of the refractive index change first reaches a 

negative valued minima and then crosses over to a positive valued maximum. Opposite 

nature of shifting of the dispersion is observed when the temperature is changed from 

10K to 100K keeping P=10kbar [fig 4.4 (c, d)]. In figure 4.4 (c), it is obtained that the 

maximum value of the LRI (minimum value of NRI in figure 4.4 (d)) occurs at photon 

energy 60.28meV (maxima of 0.062) when the temperature is kept at 10K for the case of 

WEE. When the temperature is increased to100K, in case of WEE, the maximum value 

of the LRI (minimum of NRI, figure 4.4 (d)) shifts to a higher photon energy value of 

62.40meV. Whereas for the case of EE, the LRI (and NRI) maximum value (minima for 

NRI) shifts from 91.7meV to 94.39meV when temperature is increased to 100K from 

10K. These two-opposite natures of influences on the RI change of hydrostatic pressure 

& temperature are attributed to the fact that the increase in pressure strengthens the 

confinement whereas the temperature acts the other way.  
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Figure 4.4 (a,b,c,d): Represents the linear and nonlinear refractive index for with and without 

considering excitonic (EE & WEE) effects for T=10 K & 100 K and 

P=10 kbar & P=100 kbar and I = 2000MWm−2 
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In figure 4.5 (a, b), the total refractive index change is presented at two values of 

applied hydrostatic pressure (4.5a) keeping T=10 K and in (4.5b), the temperature is 

varied from 10 K to 100 K keeping P=10 kbar.  

 

 

Figure 4.5 (a,b): Represents the total refractive index for with and without considering 

excitonic (EE & WEE) effects for T=10 K & 100 K and P=10 kbar & P=100 

kbar and I = 2000MWm−2 

It can be observed that the magnitude of the change in refractive index with variation in 

hydrostatic pressure & temperature are different on the two scenarios, i.e., one with the 
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excitonic effect and the other without excitonic effects. This is the consequence of the 

fact that in case of WEE, the properties are determined by the effective mass of the 

electron whereas in case of EE, the properties are manifested from the reduced mass of 

the electron-hole pair. This is one of the major factors for variation in the optical 

properties in between EE & WEE, in addition to the fact of opposite polarity charges 

being involved in the case of EE. 

4.4 Conclusions 

We have reported the linear & nonlinear optical properties, viz. absorption coefficient 

& refractive index of a GaAs semi parabolic QD by employing the compact density 

matrix formalism. We have demonstrated that the absorption coefficient peaks and 

refractive index dispersion variation is blue shifted with the inclusion of excitonic 

effects. The increase in the pressure alters the optical properties of the QD by 

controlling the effective mass of electron, energy band gap and the dielectric constant. 

This intricate counter-balancing act results in a red shift in the nonlinear optical 

properties’ resonance position when the applied hydrostatic pressure is incremented, 

while augmenting the ambient temperature results in blue shifts of the LAC, NAC & 

TAC and refractive index change. Further, it is observed that the enhancing the pressure 

lowers the peak height of the absorption coefficient & refractive index dispersions 

curves. This is due to the diminishing of dipole moments of the QD by the reinforcing 

the confinement by hydrostatic pressure which results in shrinking of the orbital wave 

functions. To our best knowledge no such research work illustrating the effects of 

Hydrostatic Pressure and Temperature on the RI & AC (Linear & third order) of GaAs 

QD for a semi-parabolic system (excitonic as well as non-excitonic cases) has been 
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carried out earlier. According to our consideration, the obtained results can have 

important practical applications in fabricating optoelectronic devices and hence have a 

sound share in progressive product technology. The shifting of absorption peaks can 

specially be used in devices where optical switches can be turned on and off depending 

on absorption of incident radiation. Hydrostatic pressure and temperature can act as 

external parameters. Further, the same property may also be used to detect changes in 

temperature and pressure by observing the refractive index change and absorption of 

photons at particular wavelength. Analysis of the experimental results (Lourenc et al. 

2007, Gurmessa et al. 2015) and comparing with the theoretical results obtained, some 

disagreement is observed in the absorption coefficients. This variation with the 

experimental results is explained in previous section.  
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CHAPTER 5 

OPTICAL BEHAVIOR OF A FINITE WELL QD IN VARIED   

ELECTRIC FIELD, HYDROSTATIC PRESSURE & 

TEMPERATURE* 

 

5.1 Introduction 

The broad range of applications of nano-scale semiconductors has piqued the interest of 

scientists from various fields. It has applications in quantum computing, photonic 

computing, photovoltaics, biomedicine, and other fields. At nanoscales, the potential barrier 

can be used to confine electrons and holes inside the potential well. These quantum systems 

are classified into three types based on the degree of confinement. When an electron is 

confined in all three dimensions, it is referred to as a quantum dot. When electrons are 

confined in two dimensions, they form quantum wires, and when they are confined in only 

one dimension, they form quantum layers (quantum wells in one dimension). All of these 

systems cause interesting changes in the nonlinear optical properties. The quantum confined 

Stark effect is a well-known phenomenon that occurs when an electric field is added to a 

potential well. This phenomenon has piqued researchers to investigate the effect [1–4]. Two 

distinct characters of behavior have been revealed. The electric field first induces bending 

and tilting of the material energy band structure. This has a direct impact on lowering 

electron energy, resulting in a red shift. The electric field also causes excitons to polarize. 

The electron and hole are pushed back, reducing the Coulomb force of attraction and 

increasing the energy of the electron-hole pair. As a result, the demand for non-linear 

crystals is increasing [5]. The study of optical behavior in the presence of the electric field 

provides insight into the crystal controllability. This has prompted a slew of researchers to 

 
*  (Part of this work has been published in Nanosystems -Physics Chemistry Mathematics 14 (2023) 43) 
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investigate these properties, as well as the impact of the electric field [6, 7]. There were 

numerous studies that showed the effect of field strength, temperature, and pressure on non-

linear properties such as Optical Rectification Coefficient (ORC), Absorption Coefficient 

(AC), and change in Refractive Index (RI) in quantum dot systems including parabolic and 

semi-parabolic potentials [8, 9]. Observing these changes is crucial because these external 

factors can be used to tune and control nanoscale devices with quantum dots. The second 

harmonic generation was first reported experimentally by [10]. Since then, there were a 

plethora of simulation studies on these properties including different structures [5, 11, 12], 

and different potentials such as parabolic [14], semi-parabolic [13]. To the best of our 

knowledge, the work done on the study of non-linear optical properties, particularly for 

finite square well potential was not sufficient. The effect of an external electric field, 

pressure and temperature on optical rectification coefficient (ORC), Absorption coefficient 

(AC) and Refractive Index (RI) are discussed in 1D. The band gaps of semiconductor 

materials can also be determined by the material’s composition. The energy band of ternary 

semiconductors, for example, is determined by the composition of one of the elements in 

the compound. AlxGa1−xN is one of the well-established materials used for UV light 

emitters and detectors [15] because of its wide band gap, which may span a wide range of 

wavelengths in this region. These material’s band structures are also affected by 

temperature and pressure. These variables have a significant impact on the fundamental 

properties of these materials including the optoelectronic properties. Many 

semiconductor devices, such as QLEDs, Lasers, and white light sources, can benefit 

from the application of these external influences, which can improve the band structures 

of the material and, hence, boost efficiency [8]. The study starts with an overview of the 

methods used to run the simulations and compute the nonlinear features, as well as the 
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state’s wave functions and energy values. This section is followed by the problem’s 

theoretical formulation. Following that, we present the findings and discuss them in the 

next section. 

5.2 Theory and Method 

This work considers the quantum dot system of GaxAl1−xAs/GaAs. A 3D quantum well is 

created by sandwiching a nano cube of GaAs in a sea of GaxAl1−xAs/GaAs. It is formed as a 

result of GaAs having a lower barrier potential than the surrounding material, which in our 

case is GaxAl1−xAs. When an external electric field is applied to a quantum dot system, the 

electron’s energy tends to decrease. As a result, the allowed frequency of the light 

absorption or emission decreases. Correspondingly, drastic changes in nonlinear optical 

properties such as coefficient of absorptions and refractive index occur. Figure 5.1 (b) 

depicts the effect of the external electric field [16], E eFx= − . The potential level tilts by a 

slope of eF− in its application, where e  is the charge of the electron. 

  

Figure 5.1: (a) Potential well of the system with the effect of a linearly varying external electric 

field: no electric field is applied; (b) the application of the electric field 
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5.2.1 Schrodinger equation for the system  

Equation (5.1) gives the Schrodinger equation for the same system (considering only 

one dimension) in the presence of external electric field F for a single electron. 
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The effective mass of the electron is denoted by 
*

em . The pressure and temperature 

dependent effective electron mass has been calculated using the temperature and 

pressure dependent relation [17] for the GaAs region. It is expressed as:  
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 (5.3) 

The mass of the electron was calculated using eq. (5.4) for the region outside GaAs, 

which is the region of GaxAl1−xAs. The expression is a function of the fraction of 

Gallium mass in the semiconductor and the electron rest mass me [18]. For our 

investigation, the value of x has been set to zero.  

 
* (0.067 0.083(1 ))e em x m= + −

 
 (5.4) 

Similarly, the energy band gap for GaAs & GaxAl1−xAs was calculated using the 

pressure and temperature dependence relation [19] given in eq. (5.5).  
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Equation (5.1) is a special differential equation and its solution comes in the form of 

Airy functions [20]. The detailed derivation for the analytical solution of eq. 5.1 can be 

found in [21]. The final form of the solution is expressed in eq. (5.6):  

1 2

0 1 2

1 2

( ) ( ), 10 10 ;

( ) ( ), 10 .

( ) ( ), 10 .

i i

i i

i i

A A x A B x nm x nm

V B A x B B x x nm

C A x C B x nm x

+ −  


= +  −
 + −   

 (5.6) 

( ) & ( )i iA x B x  are the coefficients of the Airy functions. These coefficients are in 

integral form and henceforth, it becomes difficult to calculate exact solution and other 

parameter associated in the study. Due to this reason, numerical simulation was used to 

perform calculations. 

5.2.2 Non-linear optical properties  

The study takes into account non-linear properties such as change in refractive index 

and optical rectification coefficient. This study addresses these properties by utilizing a 

two-level system. The non-linear susceptibility is directly related to the coefficient of 

change in refractive index and optical rectification coefficient. Consider eq. (5.7) for the 

effective susceptibility with linear and non-linear terms. 

 
(1) (2) 2 (3) 3

eff E E E   = + +
 

 (5.7) 
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(1) (2) (3), &   are linear, the second order, and the third order susceptibility terms that 

depend on the frequency of the falling radiation. (2)  is made up of two terms: the 

optical rectification
(2)

0  and the second harmonic generation
(2)

   
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Equations (5.8) and (5.9) were derived by using the density matrix approach [22]. ijM  is 

the dipole transition element. It can be calculated by using the following expression: 

fi f iM e x = − where, &i j  are the initial and the final state wavefunction of the 

electron. The ijE  terms are the transition energy between ith to jth state. Finally, 

1 2, , &T T  are the electron charge density and relaxation time, respectively.  

 The change in RI can be given as the sum of linear and non-linear parts as shown in eq. 

(5.10). The linear part is given by eq. (5.11) and the non-linear term is expressed as eq. 

(5.12): 
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 (5.12) 

5.3 Method  

To solve the Schrodinger equation in 1D, we used the finite elements method with the 

help of COMSOL Multiphysics. In the regions of different materials and at the 

boundary, suitable conditions such as mass approximation and zero probability 

conditions were used. The wavefunction and the eigenenergy values for eq. (5.1) are 

shown in fig. 5.2. The thickness of the GaAs is set at 20 nm, with values ranging from 

10 to −10 nm. Using the finite element method, the numerical values of the 

wavefunctions were used to calculate the transition dipole matrix element. MATLAB 

simulation software was used to perform this calculation. 

 

Figure 5.2: Wavefunction of electron till 4th level. Here the y-axis shows the energy levels of the 

wave function 
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5.4 Results and Discussion  

This section presents the results of the simulations for varying electric fields, 

hydrostatic pressure and temperature at a fixed interval of 5k V/cm. Table 5.1, displays 

the list of fixed parameters as well as the values used to run the simulation. The values 

for relaxation time are as follows: 
31 21 / 2 =  . The transition dipole matrix elements 

were calculated using the numerical wavefunctions obtained from the simulation. The 

matrix is important because all of the simulation results are related to its elements. 

Table 5.1: Table for parameters and values 

Parameters Values 

Electron Charge Density ( )  22 32.8 10 m− −  

Incident Intensity (I) 6 24 10 Wm−  

Relative Refractive Index ( ( )r  3.2 

Relaxation Time 
21( )  10.5ps−  

 

Optical Rectification Coefficient (ORC), with the variation of the electric field in the 

interval of 25 kV/cm keeping temperature and pressure constant at 50 K and 100 kbar, 

respectively, for the system under consideration, is depicted in fig. 5.3(a). Figure 

5.3(b) demonstrates energy eigenvalues for different values of the external electric 

field F. It can be observed from the figure that while increasing the electric field 

strength, magnitude of ORC decreases and a shifting towards higher frequencies 

exhibiting a blue shift is observed. As we can observe from fig. 5.3(b) the increasing 

electric field strength leads to the increase of the energy eigenvalue, hence, an 

increase in the electric field leads to a increase of the difference between energy levels 

leading to the blue shift. 
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Figure 5.3: (a) ORC for different values of electric field strength keeping temperature and 

hydrostatic pressure constant. (b) Energy eigenvalue vs electric field strength 

Figure 5.4.(a) shows a plot of ORC vs temperature at three diverse values fixing P = 50 

kbar, electric field strength = 25 kV/cm. A blue shift is observed with an increase in the 

temperature as the resonant peaks move towards higher energy domain with a 

significant decrease in the peak height. As the transition energy goes to increase with 

the increase in temperature, the blue shift happens. Also, with an increase in 

temperature, a decrease in the effective radius of the quantum dot is observed due to an 

enhancement in the effective electron mass as well an increase in energy interval is 

observed with an increase in the temperature. 
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Figure 5.4: (a) ORC for diverse values of temperature keeping the strength of the field and 

hydrostatic pressure constant. (b) matrix element vs temperature 

  

Figure 5.5: (a) ORC for various values of hydrostatic pressure while maintaining constant 

electric field and temperature. (b) dipole transition M21 vs pressure 

Figure 5.5.(a) shows a plot of ORC vs pressure at three different values fixing T = 50 K, 

the electric field strength equals to 25 kV/cm. It is observed that with an increase in the 
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hydrostatic pressure the red shift is observed with the movement of resonant peaks 

towards higher energy domain with a substantial increase in the peak heights. This is 

due to the weakness of the quantum confinement with the decrease in the energy 

interval with a rise in hydrostatic pressure. 

In fig. 5.6.(a), the refractive index for various values of the field strength keeping the 

temperature and the pressure constant was plotted. The 1st order linear refractive index, 

as well as the total refractive index, show the same behavior with an increase in the 

electric field, as seen in the figs. 5.6.(a) & 5.6.(b), while the 3rd order non-linear term 

has no effect on the total refractive index due to its minimal contribution. It is observed 

that the magnitude of peaks is decreasing with an increase in the electric field while 

going towards a high energy state resulting in the blue shift.  

  

Figure 5.6: (a) 1st and 3rd order refractive index for various values of electric field keeping 

temperature and pressure constant. (b) Total refractive index for various values of 

strength of the electric field keeping Temperature and Hydrostatic Pressure 

constant 
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In Fig. 5.7.(a), the refractive index for various values of the temperature keeping the 

strength of the field & the hydrostatic pressure as constant, is plotted. It can be observed 

from fig. 5.7.(b) that the 1st order linear refractive index, as well as the total refractive 

index displays a quite similar behavior as we increase temperature but there is no 

noticeable change can be observed in the 3rd order non-linear term. Hence, here 

contribution from 1st order linear term and the total refractive index changes is taken 

into account due to neglecting the low contribution from the 3rd order non-linear term. A 

blue shift can be observed from the graphs as the peaks are moving towards a higher 

energy region with a significant increase in the peak height. 

  

Figure 5.7: (a) The 1st and the 3rd order refractive index for various temperature while 

maintaining the electric field and the hydrostatic pressure constant (b) The total 

refractive index at various temperature while the strength of the field and the 

hydrostatic pressure are held constant 

In fig. 5.8.(a), the refractive index was plotted for various values of the hydrostatic 

pressure while maintaining the field strength and the hydrostatic pressure as a constant. 

For figs. 5.8.(a, b) results are quite similar in behavior for both of the 1st order linear 
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refractive index as well as the total refractive index with a significant increase in the 

hydrostatic pressure without showing any alteration in the 3rd order non-linear term. 

Hence, we observe that the 1st order linear refractive index and the total refractive index 

are similar in magnitude as well as they exhibit the red shift with an increase in the 

magnitude of the peak’s intensity. 

  

Figure 5.8: (a) The 1st and the 3rd order refractive index for various hydrostatic pressure 

strengths while maintaining the electric field and the temperature constant (b) 

Total refractive index for various Hydrostatic pressure strengths while keeping the 

electric field and temperature constant 

5.5 Conclusions 

In the present chapter, we reported the variation of optical properties such as optical 

rectification coefficient and refractive index (first order linear & third order nonlinear) 

as a function of the external applied electric field, hydrostatic pressure and temperature. 

The results display that increasing the field strength causes a red shift in all of the 

studied optical properties as well as a surge can be noticed in the peak’s intensity with 
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an increase in the electric field. Furthermore, the simulation outcomes display that the 

rise in temperature causes a blue shift in the studied optical properties while a redshift 

can be observed while increasing the hydrostatic pressure. As a result, the hydrostatic 

pressure P, temperature T, and applied electric field E all are observe to have a 

significant impact on the system’s optical response. 
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CHAPTER 6 

SUMMARY AND SCOPE OF FUTURE WORK 

 

6.1 Summary & Important findings of the research work 

Now a days, quantum nanostructures, such as quantum wells, quantum wires, and quantum 

dots, have emerged as a new class of nonlinear materials for studying multi-photon 

phenomenon as well as nonlinear optical properties, and possess some unique potential 

applications in optoelectronic devices including optical switches, THz multi-photon 

quantum well infrared photodetectors, multi-photon bioimaging, and frequency up 

conversion, among others [1-5]. Moreover, there has been a shift in semiconductor physics 

towards exploring effect of external factors such as hydrostatic pressure, temperature, 

electric field, magnetic field as well as spin-dependent phenomena [6-12] as they offer vast 

potential applications in spin transistors, spin filters, and quantum computing. The study of 

spin-related effects in semiconductor nanostructures typically involves considering spin-

orbit interaction. Understanding effect of such external factors is crucial for investigating its 

impact on nonlinear optical processes in quantum nanostructures [13-18]. 

This thesis focuses on studying the linear and nonlinear optical properties of quantum 

nanostructures in the presence of external factors such as hydrostatic pressure, 

temperature, electric and magnetic fields, as well as considering the Rashba spin-orbit 

interaction [19-24]. Nonlinear processes require high laser intensities, necessitating the 

use of non-perturbative methods for their study.  

The principal objective of the present thesis is to explore the interaction between 

electrons-hole correlation and linear & non-linear optical properties in Quantum Dots 
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(QDs) in the presence of hydrostatic pressure & temperature. Additionally, we aim to 

investigate how the third harmonic generation in QDs changes with variations in the 

Rashba SOI factor, magnetic field, hydrostatic pressure & temperature. We also 

investigated the behavior of the optical rectification coefficient & optical absorption 

coefficient in quantum well in the presence of electric field, hydrostatic pressure & 

temperature. Understanding the optical response in the presence of external 

perturbations in QD & QW is not only fascinating but also holds significant potential 

for various applications such as quantum dot lasers, quantum information processing, 

photodetectors, and opto-spintronics devices [25-26]. 

To investigate this dynamic problem involving the interplay of different external 

perturbations, such as the effect of electric field, magnetic fields, hydrostatic pressure & 

temperature and Rashba SOI in QDs & QW, we employed the powerful effective mass 

approximation & Density matrix theory for enhanced accuracy. These theories 

established a connection between the solution of the Schrödinger equation, considering 

a periodic Hamiltonian, and the solution of another equation with a time-independent 

Hamiltonian represented by an infinite matrix known as the Density matrix. This 

method, which has been successfully applied to various atomic systems and 

nanostructures in previous studies [26-36], offers the distinct advantage of 

simultaneously addressing discrete and continuous states within a single system. 

Chapter 1 provides a brief introduction to nanostructures, spin-orbit interaction, linear 

& nonlinear properties, external perturbations and multiphoton processes. QW 

(quantum well) and QD (quantum dots) nanostructures along with their respective 

characteristics & unique properties, as well as a brief discussion about the material 
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taken and highlights of their exceptional properties are briefly described in chapter 1. 

Rashba spin-orbit interaction and other external factors such as electric field, magnetic 

field, hydrostatic pressure, temperature is also discoursed in this chapter. 

Firstly, the chapter discusses specific types of low-dimensional semiconductor 

structures, including quantum dots, quantum well. Each structure is defined and 

explained, highlighting their unique properties and characteristics. Then the chapter 

discusses about the compound semiconductor explicitly about III-V semiconductors. 

Properties and applications of GaAs, InGaAs & AlGaAs are also discussed in this 

chapter.  

The effects of external perturbations such as hydrostatic pressure, temperature, electric 

field, magnetic field & Rashba SOI on the behavior of low-dimensional semiconductors 

are also explained in the chapter. External perturbations can significantly impact the 

optical and electronic properties of these systems. Hence, understanding of these effects 

becomes crucial for studying the behavior of the system and their potential applications.  

The chapter then delves into the methods and approximations that have been used to 

solve the Hamiltonian as well to find out the eigenvalues & eigen energies of the 

system, which describes the behavior of particles in these systems. These 

approximations play a vital role in streamlining the complex calculations involved in 

studying the low-dimensional systems. 

Furthermore, the introduction section of Chapter I provides definitions and explanations 

of various optical properties and nonlinear optical properties. Optical properties refer to 

the behavior of materials when interacting with light, such as absorption, reflection, and 

transmission. Nonlinear optical properties, on the other hand, describe the response of 
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materials to intense light, where the relationship between the input and output light is 

nonlinear. 

Overall, Chapter I serves as an overview, setting the foundation for the subsequent 

chapters by introducing the key concepts, structures, and properties associated with 

low-dimensional semiconductors and their optical behavior. 

In Chapter 2, we investigate the optical rectification coefficient of a GaAs quantum 

dots under the influence of radius, hydrostatic pressure & temperature for an excitonic 

system. A detailed discussion about the mathematics to find out the eigenvalues and 

eigen-energies using density matrix approach under effective mass approximation is 

presented in chapter 2. Our findings indicate that an increase in the radius, hydrostatic 

pressure & Temperature as well as excitons strongly play role in affecting the peak 

position as well as blue/red shift is observed in optical rectification coefficient. The 

results are presented as functions of incident photon energy for different parameter 

values. Our findings reveal that the hydrostatic pressure causes a red shift in the ORC 

(optical rectification coefficient) peaks, while the temperature shift these peaks towards 

the blue end of the spectrum. Furthermore, an increase in the quantum dot radius is 

found to induce a red shift in the peaks.  

Chapter 3 of the study focuses on investigating the THG (third harmonic generation) 

coefficients of InxGa1−xAs quantum dots in the presence of THz laser fields with Rashba 

spin-orbit interaction, under the influence of a magnetic field. The authors employ the 

variational procedure within the effective mass approximation to determine the energy 

levels and wave functions. 
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The study discloses that the third harmonic generation coefficients depend on several 

factors, such as confining potential, magnetic field strength, Rashba SOI strength, and 

photon energy. The results demonstrate that increase in Rashba spin-orbit interaction 

coefficient has a strong influence in shifting the peak positions of THZ. Additionally, it 

is also observed that the THZ coefficient is significantly enhanced by increasing/ 

decreasing the magnetic field or the confinement potential. 

The authors emphasize that by adjusting the Rashba spin-orbit coupling factor and THz 

laser parameters, the average spin flip transition probability and multiphoton spin flip 

transitions can be enhanced. This feature makes them valuable for optical control in 

spintronics, indicating potential applications in spin photodetectors and ultra-sensitive 

spintronic devices. 

The study also uncovers interesting features such as dynamic Stark shift, power 

broadening, and hole burning on the breaking of excited level degeneracy as the electric 

and magnetic field strengths vary. The enhancement and power broadening observed in 

excited state probabilities due to increased external fields are directly linked to the 

emission spectra of quantum dots. These findings suggest potential applications in 

future bioimaging devices, utilizing the emission spectra of quantum dots. 

Overall, Chapter 3 provides a detailed investigation of the third harmonic generation 

coefficients in InxGa1−xAs quantum dots under the influence of THz laser fields with 

Rashba spin-orbit interaction and a magnetic field. The results highlight the importance 

of various parameters in controlling the spin dynamics and optical properties of 

quantum dots, paving the way for potential advancements in spintronics and bioimaging 

devices. 
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Chapter 4 of the study emphases on the investigation of the linear and nonlinear 

absorption coefficients, as well as the change in refractive index associated with inter 

subband transitions in a semi-harmonic potential spherical excitonic GaAs quantum dot 

(QD). Additionally, a detailed comparison for obtained theoretical results with 

experimental  data have been done  in this chapter. 

The density matrix formalism employed to obtain the linear and nonlinear optical 

properties of the quantum dots is discussed in the beginning of the chapter. This 

formalism allows for a detailed analysis of the effects of various parameters on the 

optical behaviour of the QD. 

The study investigates the linear and nonlinear absorption coefficients, as well as the 

refractive index change, under the influence of external hydrostatic pressure and 

temperature. Additionally, the influence of the excitons is also investigated, and a 

comparison is made between cases with and without excitonic effects. A detailed 

comparison between  theoretical and experimental absorption coefficient is also 

discussed in this chapter. 

The results are presented as functions of the incident photon energy for different 

temperature & hydrostatic pressure values. The findings disclose that an increase in 

hydrostatic pressure leads to a red shift in the absorption peaks, both for linear and 

third-order processes. On the other hand, temperature causes a shift of these peaks 

towards the blue end of the spectrum. Similar effects are observed in the dispersion 

regions of the refractive index change. 

In summary, Chapter 4 provides a detailed analysis of the linear and nonlinear 

absorption coefficients, as well as the refractive index change, in a GaAs excitonic 
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quantum dot under the influence of hydrostatic pressure and temperature. The results 

highlight the effects of these external parameters on the optical properties of the 

quantum dot and provide valuable insights into the behaviour of inter subband 

transitions. 

Chapter 5 delves into the investigation of the effect of transverse electric field, 

hydrostatic pressure & temperature on a quantum well with finite square well potential. 

We focus on determining the nonlinear optical rectification as well as nonlinear 

refractive index changes for a finite well. Our findings reveal that the transverse electric 

field as well as temperature blue shifts the peaks of the optical rectification coefficient 

as well as nonlinear refractive index changes, while hydrostatic pressure shift these 

peaks towards the red end of the spectrum. These findings suggest the potential to 

control the electronic and optical properties. 

In conclusion, this study is expected to stimulate both experimental and theoretical 

investigations, contributing significantly to the understanding of nonlinear optical properties 

in nanostructures with spin-orbit interaction. By investigating the influence of factors such 

as electric field, magnetic field, hydrostatic pressure & temperature and Rashba Spin Orbit 

interactions, the thesis explores the possibility of tuning the effective band gap and other 

material properties in the studied system. This tunability is particularly relevant for optical 

applications in devices utilizing narrow-bandgap semiconductors. 

The obtained results are expected to be highly beneficial for advancing optical 

applications in narrow-bandgap semiconductor devices. Furthermore, the outcomes of 

this research are anticipated to inspire further experimental studies in this field in the 

near future. 
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6.2 Future scope of the work 

➢ Study of Effect of impurity with hydrostatic pressure, temperature and electric 

field on the optical properties of Quantum Dot with SOI. 

➢ Study of Effect of impurity with hydrostatic pressure, temperature and magnetic 

field on the optical properties of Quantum Dot with SOI. 

➢ Electric field, Hydrostatic pressure, Temperature & impurity effect on SHG and 

linear and non-linear optical properties in 1-D QD under infinite square well 

potential. 

➢ Impurity, Electric field, Hydrostatic pressure & Temperature effect on THG in 1-

D QD under infinite square well potential.  
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Effects of temperature and hydrostatic pressure on the optical rectification 
associated with the excitonic system in a semi-parabolic quantum dot 

Suman Dahiya a, Siddhartha Lahon b,*, Rinku Sharma a 

a Department of Applied Physics, Delhi Technological University, Delhi, 110042, India 
b Physics Department, Kirori Mal College, University of Delhi, Delhi, 110007, India  

A B S T R A C T   

The optical rectification for a GaAs quantum dot with an excitonic system is investigated for the various applied hydrostatic pressure, ambient temperature, and 
different effective size. The dependence of Optical Rectification Coefficient (ORC) on the temperature, radius and hydrostatic pressure in the strong confinement 
regime for both excitonic as well as without excitonic effects has been studied. This work demonstrates the intricate dependence of ORC on electron-hole pair 
localization, temperature change, alteration in radius and variation in hydrostatic pressure.   

1. Introduction 

In the past two decades, there have been speedy developments in the 
field of nanoscience and nanotechnology. Hence the detailed study of all 
the aspects of the low-dimensional semiconductor nanostructures be
comes imperative. These nanostructures, namely, quantum dots (QDs), 
quantum wires and quantum wells exhibit unique electronic and optical 
properties, contrasting to macroscopic structures [1–4]. Because of these 
standalone properties, scientists have shown great interest in nano
structures, as they offer a wide area of research to understand them as 
well as the associated physics [5–7]. Charge carriers in various nano
structures are confined to one, two, and three dimensions in accordance 
with their structural dimensions. Out of these three classes, the class of 
zero-dimensional structures, also called as QDs, in which charge carriers 
are constrained in all the 3-dimensions, is the most extensively studied 
class of semiconductor structures. This quantum constriction of charge 
carriers leads to the peculiar changes such as discrete energy levels 
generation, increase in the density of states at some specific energies and 
the counter intuitive alteration in the optical absorption spectrum 
[8–12]. Also, the effect of confinement on the optical and electronic 
properties strengthens as we move from quantum wells to QDs. A 
1D-quantum dot is a nanostructure that can be considered as a small part 
of a 1D QW bordered by a two-wall potential. In 1D QW, the charge 
carriers are free to move along the wire whereas in 1D QD, the charge 
carriers are restricted from moving along the length [13–15]. 

Linear and nonlinear optical [16–18] properties such as the 
nonlinear ORC, optical absorption coefficient, and alteration in the 
refractive index have wide potential applications in optoelectronic and 

photonic devices such as photo-detectors, far-infrared laser amplifiers, 
and high-speed electro-optical modulators. Amongst all the nonlinear 
optical properties, the second-order nonlinear optical property has a 
vital role to play due to its simplest and the lowermost order nonlinear 
effect, as well as magnitude, being greater than all the other non
linearities. Second-harmonic generation (SHG) and ORC are produced 
due to second-order nonlinear optical interaction of two incident fields 
with optical media. Xie and Bass et al., in 1962 performed initial work 
on OR [19,20] whereas Franken et al. reported the very first experi
mental observation of SHG [21]. The discovery of SHG leads to the 
beginning of the field of nonlinear optics [22]. As all the incident beams 
at frequency ω are transformed to frequency 2ω, the role of SHG becomes 
more efficient [23]. Baskoutas et al. studied the effect of exciton in OR 
for the case of semi-parabolic QDs for excitons in semi-parabolic po
tential [24]. Duque et al. also have investigated the combined effects of 
hydrostatic pressure, temperature, intense laser field, magnetic field, 
and applied electric field in the excitonic system [25–29]. 

Many researchers have studied the interaction effect for the 2nd 
order nonlinear properties in 1-D semi-parabolic QDs [30–33]. By 
applying the method of analytical approximation, it is shown that the 
SHG and OR coefficients are affected by the effect of excitons. With the 
application of temperature and external hydrostatic pressure, band 
structure and the semiconductor materials properties can be enhanced, 
which can be further used in the designing and preparation of a new 
generation of efficient semiconductor devices like heterostructure la
sers, QLEDs, white light sources, etc. 

However, only a handful of works are available in the literature 
which has investigated the effect of excitons to study the nonlinearities 
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of the QDs, quantum wells, or quantum wires. Further, not many studies 
are performed in this regard while taking the effect of pressure and 
temperature into consideration. Here we have considered the factors of 
hydrostatic pressure and temperature into consideration and investi
gated the ORC in an excitonic semi-parabolic QD. We obtained many 
interesting results wherein we have shown how external hydrostatic 
pressure, temperature and excitonic pairing interplay to shift the ORC 
peaks. We also observe how these parameters change the strength of the 
ORC peaks. In this paper, a brief introduction is given in Section 1. In 
Section 2, exciton states are obtained by using the Eigenfunction and 
Eigen-energies. The numerical results for GaAs semi-parabolic QDs are 
presented in Section 3. Hence, the study of nonlinearities in QD’s by 
considering only the electron state is not appropriate. Finally, Section 4 
draws the conclusions. 

2. Theory and model 

In the framework of effective mass approximation, for a pair of 
electron-hole in 1D QDs, Hamiltonian with semi-parabolic confining 
potential is given by Refs. [13,34]: 

He¼
p2

h

2m*
h
þ

p2
e

2m*
e
þ VðzeÞ þ VðzhÞ �

e2

εjze � zhj
(1)  

where (ze, zh > 0). 
Where m*

h and m*
e respectively represents an effective mass of hole 

and electron. The background dielectric constant is given by ε, and the 
semi-parabolic potential is given by VðzlÞ which is written as: 

VðzlÞ¼

8
<

:

1
2

m*
i ω2

0z2
l ; zl � 0;

∞; zl � 0 ðl ¼ e; hÞ
(2) 

The effective pressure and temperature variation are associated with 
the variation of hole and electron effective masses as [35–37]: 

m*
eðP; TÞ ¼ mo

�

1þ
7510

EgðP;TÞ þ 341
þ

15020
EgðP; TÞ

�� 1

(3)  

With EgðP;TÞ¼
�

1519 �
0:5405T2

T þ 204
þ 10:7P

�

(4)  

And m*
hðP;TÞ¼

�
0:09 � 0:20� 10� 3P � 3:55� 10� 5T

�
m0 (5) 

Here Eg is in meV, P is in “kbar” and T is in “Kelvin.” 
The Hamiltonian is segmented into two terms considering, the 

relative motion and center of mass, respectively [37,38]: 

He¼Hr þ Hc (6)  

Where Hr ¼
p2

2μþ
1
2

μω2
0z2

r �
e2

εðP;TÞjzr j
; (7)  

And Hc¼
P2

2MT
þ

1
2
MT ω2

0Z2
T (8)  

And for T < 200K; εðP; TÞ¼ 12:74eð9:4�10� 5ÞðT� 75:6Þþ1:73�10� 3P (9) 

And the coordinate of the centre of mass is given by: 

ZT ¼
m*

hzh þ m*
e ze

MT
(10) 

Here, the complete mass is given by MT ¼ m*
hþ m*

e ; the relative co
ordinate is zr ¼ ze � zh, momentum operator is p ¼ ℏ

i r, and the reduced 
mass μr ¼ m*

hm*
e=MT. 

The exciton wave function and energy levels are obtained as 

ψf ðzh; zeÞ¼φðzrÞϕðZTÞ; (11)  

ET ¼Ezr þ EZT (12) 

The term representing the centre of mass part can be considered as 
the problem for 1D semi-parabolic oscillator where Hamiltonian is given 
by Hc and Eigen functions & Eigen energies are determined to be [39, 
40]: 

ϕkðZTÞ¼Nk exp
�

�
1
2
α2ZT

2
�

H2kþ1ðαZTÞ (13)  

And Ek ¼

�

2kþ
3
2

�

ℏω0; k ¼ ð0; 1; 2::::::Þ; (14)  

where ’H’ is the Hermite Polynomial, 

α¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
MT ωðPÞ=ℏ

p
(15)  

Nk ¼

�
1
α
ffiffiffi
π
p

22kð2k þ 1Þ!
�� 1=2

(16)  

With ωðPÞ¼ω0
��

1 � 2P
�
1:16� 10� 3 � 7:4� 10� 4�� (17) 

We analytically obtained the eigenvalues & wave function of the 
relative motion part in the strong and weak confinement regime. For the 
strong regime, Hr reduces to: 

Hrs¼
p2

2μþ
1
2

μω2
0z2

r (18) 

Neglecting the coulomb term as per the strong confinement regime, 
φðzrÞ is determined as: 

φðzrÞ¼Nn exp
�

�
1
2
β2zr

2
�

H2nþ1ðβzrÞ; (19)  

And Ey¼

�

2nþ
3
2

�

ℏω0 ðy¼ 0; 1; 2; ::::Þ; (20)  

where 

Nm ¼

�
1
β
ffiffiffi
π
p

22mð2mþ 1Þ!
�� 1=2

(21)  

β¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
μωðPÞ=ℏ

p
(22) 

Neglecting the confinement term in the weak confinement regime, Hr 

reduces to: 

Hrw¼
p2

2μ �
e2

εðP;TÞjzrj
(23) 

And considering the relative-motion part as 1D hydrogenic type 
problem, φðzrÞ is determined as: 

φðzrÞ¼Cxzr exp
h
�

γzr

xþ 1

i
F
�

� zr; 2;
2γzr

xþ 1

�

; (24)  

where γ ¼ μe2

εℏ2, F is the confluent Hypergeometric function, and Cx is the 
normalization constant. 

And Ex¼En ¼ �
μe4

2ðnþ 1Þ2ε2ℏ2 (25)  

where.ðn ¼ 0;1; 2; :::Þ
The nonlinear ORC for our 2-level system in 1D semi-parabolic QD is 

arrived at by applying a density matrix approach wherein perturbation 
expansions are used. It is given as [14,33–35]: 

S. Dahiya et al.                                                                                                                                                                                                                                  



Physica E: Low-dimensional Systems and Nanostructures 118 (2020) 113918

3

χð2Þ0 ¼ 4
e3σs

ε0ℏ2μ2
01δ01 �

ω2
01

�

1þ T1
T2

�

þ

�

ω2 þ 1
T2

2

��
T1
T2
� 1
�

��

ω01 � ω
�2

þ 1
T2

2

���

ω01 þ ω
�2

þ 1
T2

2

� (26)  

when ωeω01 there is a peak value of χð2Þ0 

χð2Þ0;max¼
2e3T1T2σs

ε0ℏ2 μ2
01δ01; (27)  

where μij ¼
�
�hψ ijzrjψ ji

�
�ði; j¼ 0;1Þ are the matrix elements of the dipole 

moment, ψ iðψ jÞ are the Eigen functions δ01 ¼ jhψ1jzrjψ1i � hψ0jzrjψ0ij

ω01 ¼
E1 � E0

ℏ , and ω is the frequency of the incident electromagnetic field, 
σs is the electron density in the QDs, T2 is the transverse relaxation time, 
and T1 is the longitudinal relaxation time. 

For the regime of strong confinement, by considering relative coor
dinate electronic state, and energy levels, electronic wave functions are 
defined as 

ϕk ¼Nk exp
�

�
1
2
α2zr

2
�

H2kþ1ðαzrÞ (28)  

Ek ¼

�

2kþ
3
2

�

ℏω0; with ðk¼ 0; 1; 2:::::Þ; (29)  

where 

Nk ¼

�
1
α
ffiffiffi
π
p

22kð2k þ 1Þ!
�� 1=2

(30) 

Then the dipolematrix elements are obtained as 

μ01 ¼ jhϕ0ðzrÞjzrjϕ1ðzrÞij ¼
4N0N1

α2 ¼
2
ffiffiffiffiffi
6π
p

α
(31)  

μ00 ¼ jhϕ0ðzrÞjzrjϕ0ðzrÞij ¼
2N2

0

α2 ¼
2
ffiffiffi
π
p

α (32)  

μ11 ¼ jhϕ1ðzrÞjzrjϕ1ðzrÞij ¼
72N2

1

α2 ¼
3
ffiffiffi
π
p

α (33) 

Finally, from Eq. (21) to Eq. (29), the maximum ORC is 

χð2Þ0;maxðωÞ¼
8
ffiffiffi
2
p

ℏe3T1T2σs

3ε0
�
m*

eπℏω
�3=2 (34)  

3. Results and discussions 

We have considered the GaAs semiconductor material constants for 
our numerical results where T1 ¼ 1ps and T2 ¼ 0.2 ps, and we used the 
numerical parameters such as m*

e ¼ 0.067 m0, m*
h ¼ 0.09 m0 (m0is the 

mass of a free electron), σs ¼ 5� 1024m� 3, ε ¼ 12.53 [14]. 
In Fig. 1(a) and (b), we present the maximum ORC χð2Þ0;maxðωÞ as a 

function of ω0; the semi-parabolic confinement frequency. In both Fig. 1 
(a) & (b), the maximum ORC is enhanced when the excitonic effects are 

Fig. 1. Maximum ORC as a function of frequency for (a) for EE & WEE for R ¼ 10 nm, P ¼ 150 kbar and T ¼ 50 K (b) for EE & WEE for R ¼ 10 nm, P ¼ 50 kbar and T 
¼ 150 K 

Fig. 2. ORC as a function of incident photon energy for T ¼ 50 K &100 K keeping R & P constant at R ¼ 10 nm and P ¼ 50 kbar.  
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taken into consideration. Both the factors of pressure & temperature 
affect χð2Þ0;maxðωÞ through the alterations in effective mass & dipole matrix 
elements. Single electron state having energy levels and wave functions 
are given by Eq. (6) and Eq. (7), respectively, while for considering the 
case of without excitonic effect, the mass of the electron m*

e instead of 
the total mass MT has been taken into consideration. From Fig. 1(a) and 
(b), we can observe that the maximum ORC χð2Þ0;maxðωÞ obtained is 
stronger when Excitonic effect is taken into account as compared to 
when no such effect is considered — this stretching due to the towering 
of the dipole matrix elements μ2

01δ01. Due to the EE, the charge distri
bution in the QD is distributed in a manner that the opposite polarity 
charge carriers are separated by a distance ðze � zhÞ. This gives rise to 
stronger dipole matrix elements which in turn leads to enhance 
nonlinear effects. The same is manifested in the higher values of 
maximum ORC in case off EE as compared to WEE. 

In Fig. 2, we present the results of the inclusion of excitonic effect on 
the second harmonic generation peaks when the temperature is varied 
from 50 K to 100 K. It is found that the excitonic effect blue shifts the 
optical rectification peaks for both the temperatures. When the nano
structure is kept at 50 K temperature, the optical rectification peak blue 
shifts from 155 meV to 275 meV as the excitonic effects are included. At 
the same time, the peak height diminishes to a slightly lower value of 
3.4*10� 4 m/V from 4.3*10� 4 m/V. Similar effects are seen in the case 
when the ambient temperature is maintained at 100 K. In this scenario, 

the peak position shifts from 160 meV to 290 meV as the excitonic effect 
comes into play. We also observe that as the temperature is increased, 
the peak heights value decreases. In both the cases of EE as well as WEE 
the ambient temperature plays an important role in shifting the peaks 
and reducing the peak height by affecting the energy band gap. The blue 
shift of the peaks occurring due excitonic effects is attributed to 
enhancement of the energy values of subsequent eigenstates because of 
the attractive interaction between the electron and hole. 

Fig. 3 shows the variation of optical rectification by the nano
structure for two values of radii of the semi-parabolic QD at P ¼ 50 kbar 
& T ¼ 50 K. It can be observed that the peaks are blue shifted when the 
radius of the QD is reduced to 10 nm from 15 nm. This blue shift is the 
result of increase in the difference between subsequent energy states due 
to stronger confinement when radius is decreased. The consideration of 
excitonic effect for both the radii takes the peak position to higher 
values, viz. from 60 meV to 100 meV where R ¼ 15 nm & from 140 meV 
to 255 meV for R ¼ 10 nm. The peak height is reduced when the radius is 
lowered to 10 nm from 15 nm. This occurs due to the diminishing of the 
dipole matrix element as the radius is decreased. Further, the inclusion 
of EE enhances the optical rectification peaks by enhancing the matrix 
element. 

In Fig. 4, we present the changes in the peaks due to changing hy
drostatic pressure while keeping the temperature fixed at 50 K & radius 
at 10 nm. We observe that the increase in hydrostatic pressure drags the 
optical rectification peaks to lower energy state. For the case, including 
the excitonic effects, the red shift with an increase in pressure from 50 
kbar to 100 kbar is of 10 meV, i.e., from 290 meV to 280 meV whereas 
for the same change in pressure the shifting in the optical rectification 
peaks is of 15 meV, i.e., from 135 meV to 130 meV when the excitonic 
effects are ruled out. The dependence of effective mass of the charge 
carriers interplays with the change in ωðPÞ when pressure is changed to 
bring in these shifting in optical rectification peaks. 

4. Conclusion 

The combined effects of correlation between the electron-hole pair, 
temperature, and hydrostatic pressure on the optical rectification in as 
semi-parabolic GaAs QDs are studied using the formalism of density 
matrix and the effective mass approximation. The results were calcu
lated in the strong confinement regime. The obtained results show that 
the ORC is considerably magnified when exciton states in the QDs are 
taken into consideration. We found that the ORC peak positions are 
affected by both temperature & pressure where the blue shift and red 
shift are induced when temperature & hydrostatic pressure are changed. 
Moreover, the OR strength is also found to be strongly affected by radius, 

Fig. 3. ORC as a function of photon energy for R ¼ 10 nm & 15 nm keeping P & 
T constant at P ¼ 50 kbar and T ¼ 50 K 

Fig. 4. ORC as a function of photon energy for P ¼ 50 kbar & 100 kbar keeping R & T constant at R ¼ 10 nm and T ¼ 50 K  
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temperature & pressure. It is observed that the interplay of the variation 
of effective mass and ωðPÞ induces varied alteration of the ORC of the QD 
for the case of exciton effect and without it. The variation of temperature 
& pressure can thus use as external parameters to control the OR from 
QD. 
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A B S T R A C T   

In the present case, nonlinear optical susceptibility for InxGa1− xAs 2-D semi-parabolic Quantum Dot with the key 
prominence given to the magnetic field, Hydrostatic pressure, confining potential and Temperature on THG in 
the presence of Rashba SOI is investigated. The main expression of THG is attained using a formalism of compact 
density matrix. Our results are showing that rise/diminution in the Rashba SOI coefficient strongly affects the 
THG peaks. Also, a blue/redshift is observed with an increase/decrease in external factors such as Hydrostatic 
Pressure, magnetic field, Temperature, confining potential & Rashba SOI with a corresponding increase/decrease 
in peak height. According to the observation, two-photon resonance peaks are found to be stouter than one & 
three-photon resonance peaks as with a significant increase in the coupling, the strength of the dipole matrix 
element also increases in correspondence to the peak height. The conclusions are demonstrating that for the 
comprehensive engineering of optical devices based on the QDs, SOI must be taken into consideration, and hence 
by tuning the strength parameter, the optical properties of the optoelectronic devices can be controlled.   

1. Introduction 

As quantum confinement has become apparent in all spatial di
rections, ultra-small semiconductor heterostructures have gained the 
immense focus of researchers around the world. These heterostructures 
such as quantum heterostructure including quantum dot, quantum wire, 
etc. Have many unique potential applications due to the confinement as 
the movement of charge carrier is restricted and hence leads to the 
development of a set of discrete energy levels where the carriers may 
exist. There are many microfabrication techniques including MBE, 
lithography, vapor deposition technique, etc. to fabricate these quantum 
heterostructures of different shapes and sizes. Explicitly, optical prop
erties such as linear and nonlinear optical properties & susceptibilities 
have more scientific interest as they offer massive efficacy in under
standing numerous semiconductor optoelectronic devices such as 
quantum LED’s, solar cells, quantum dot lasers, single-electron transis
tors & quantum computing computers, etc. [1–7]. 

The role of externally applied fields, SOI, temperature & hydrostatic 
pressure, etc. is very significant in altering the properties of the quantum 
heterostructures as any prominent change in the property can result in 
momentous changes in the working of the nano-scale device [8–11]. 
This dependence has often been used to externally alter the properties of 
these nano-scale devices to the operator’s own will and thus has been 
one of the most widely researched areas in recent times. On application 
of a perpendicular magnetic field to the plane of QD, energy levels are 
supplied with a supplementary structure as well as interacting electrons 
confined in QD results in correlation effect. The study of the electronic, 
optical and thermodynamic properties has been done by many different 
techniques. Theoretically, the 2-electron QD Hamiltonian with the in
clusion of the effect of the magnetic field has been solved by many au
thors for obtaining the respective eigen energies and eigenstates of the 
QD-system [12–20] but to our sincere belief, the effect of external fac
tors & SOI with doping is relatively a less discovered area. 

Second and third-order nonlinear optical interaction of 2- incident 
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fields with optical media results in the generation of SHG & THG and 
ORC. Xie and Bass et al., in 1962 performed initial work on OR [21], 
whereas Franken et al. were the first to report the experimental obser
vation of SHG [22,23]. Baskoutas et al. investigated the impact of 
exciton in optical susceptibility for a semi-parabolic Quantum dot for a 
semi-parabolic potential [24] whereas F. Ungan et al. focused on the 
impact of the Electric field on TAC and RICC of an asymmetric Quantum 
dot [25]. Xuechao Li et al. [26], focused on the outcome of the Magnetic 
field on TAC of an asymmetric Quantum dot and studied the variations 
with parameters such as radius and magnetic field intensity. 

Many important factors such that such as temperature, hydrostatic 
pressure, applied electric and magnetic fields and intense laser fields 
have a significant effect on the linear and nonlinearoptical properties of 
Q D’s. On the application of these external field factors, the band 
structure, and the optical nonlinearity of the QD system is controlled and 
altered. Hence, concluding that the geometry of systems, as well as 
external perturbations, are equally contributing significantlyinfluenc 
ing the nonlinear optical properties of semiconductor structures. Uni
dimensional quantum dots have been studied immensely in recent times, 
but studies on the 2D semi-parabolic quantum dot with doping focusing 
on the dependence of its properties on external factors are scarce. In this 
study, we explored the variation of optical properties, such as THG on 
applied hydrostatic pressure, temperature, magnetic field, Rashba spin 
for InxGa1− xAs Quantum dot in the presence of SOI. The first section 
contains a crisp introduction of the topic, whereas the theory and the 
formulas have been mentioned in the second section. The third section 
consists of the obtained results and the graphs and is followed by the 
fourth section which contains well-drawn solutions. 

1.1. Theoretical model 

This section describes the detailed theory of 1-electron QD consisting 
of two parts given as (1) QD Hamiltonian (2) exact diagonalization 
method for the InxGa1− xAs QD. 

Considering a 2-D InxGa1− xAs/InyAl1− yAs QD (see Fig. 1) with a 
semi-parabolic confining potential as given in equation (3), with a 

vertical magnetic field given as B→= Bk
∧

having a symmetric gauge 
as:A = B( − y,x,0)/2, the Hamiltonian for a one-electron system within 
effective mass taking spin into account is given as [27–31]: 

HST =Hws + HR
so +

1
2

g∗μBBσ (1)  

where 

Hws =
1

2m∗(P,T)

[
P −

e
c

A(r)
]

2→+ Vr (2) 

And the potential is given as 

Vr =
1
2

m∗(P, T)ω2
0

(
x2 + y2) (3)  

In eq. (1), g∗ represents the effective Lande factor for the semiconductor 
and electron spin z projection is given by 12 σ having σ = ±. Here up spin 
and down spin is represented by σ = +1 and σ = − 1 respectively. SOI 
termHSO contains two parts (i) Dresselhaus SOI term, HD

SO (ii) Rashba SOI 
term, HR

SO. As HR
SO dominates overHD

SO for the narrow gap, hence, 
neglectingHD

SO, we have HR
SO as: 

HR
SO =

α
ℏ

[
σ→×

(
p→−

e
c

A→
]

z
(4) 

The term αℏ
[

σ→×
(

p→− e
c A→

]

z 
represents the spin-orbit coupling due to 

the inhomogeneous potential confining the electrons to the 2D plane and 
possible external gate voltages applied on the top of the dot. The 
strength of this coupling is determined by these parameters with a 
variation in magnitude when external gate voltages are applied. Here, 
the Rashba coupling coefficient is given byα and is controllable by 
varying the applied gate voltage in z direction, spinors and canonical 
momentum are represented byσx& σy and px& py respectively. 

In effect. mass approx., total Hamiltonian HST for the combination of 
Hws andHR

SO is given as: 

HST =
p2

2m∗
+

e
m∗

A.p+
e2A2

2m∗
+Vr +

1
2
g∗μBBσ +

α
ℏ

[
σ→×

(
p→−

e
c

A→
]

z
(5a)  

HST =
p2

2m∗
+

e
m∗

A.p+
e2A2

2m∗
+Vr +

1
2
g∗μBBσ +

α
ℏ
[σ × p]z +

eα
ℏ
[σ × A]z (5b)  

Here: 
m∗ = represents effect. mass of charge carrier. 
ℏωo = confining potential strength corresponding to the size of the 

QD. 
The Temperature and hydrostatic dependent Effect. mass of the 

electron for GaAs is given as [32]: 

Fig. 1. Schematic diagram of an InxGa1− xAs Quantum Dot.  

S. Dahiya et al.                                                                                                                                                                                                                                  



Physica E: Low-dimensional Systems and Nanostructures 147 (2023) 115620

3

m∗
e(P, T)=mo

[

1 +
7510

Eg(P,T) + 341
+

15020
Eg(P, T)

]− 1

(6a)  

With Eg(P,T)=
[

1519 −
0.5405T2

T + 204
+ 10.7P

]

(6b)  

Here Temperature and hydrostatic pressure-dependent energy gap for 
GaAs, Eg is in meV, P is in “kbar” and T is in “Kelvin.” The pressure- 
dependent oscillator frequency is expressed as 

ω(P)=ω0
/ [

1 − 2P
(
1.16× 10− 3 − 7.4× 10− 4)] (6c) 

Eigenfunction of Hamiltonian in eq (1) is represented by Fock- 
Darwin states |n, l〉 and is given as: 

ψnlσ(r)=
1̅̅
̅̅̅̅̅

2Π
√ Rnl(r)einφχσ (7a)  

with 

Rnlσ(r)=
̅̅̅̅̅
2
cl

√ ̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅
(2n + 1)!

(2n + 1 + |l|)!

√

exp
(
− r2

2a2

)

+

(
r2

a2

)|l|

/

2

L|l|
2n+1

(
r2

a2

)

χσ (7b)  

Where a =
( ℏ

m∗Ω

)1/2, Ω2 = ω2
o +

ω2
c

4 , χσ = spinor function and ωc =
eB
m∗

(cyclotron frequency). 
Eigen energies for eq. (1) is given as: Enl = (2n + |l| + 3 /2)ℏΩ+

ℏ
2 lωc + σ

( 1
2g

∗μBB + lαm∗ω2
o
)
, where 

m= 0, 1, 2, 3......, l = 0,±1,±2....... and Ω2
σ = ω2

o +
ω2

c

4
+

σlαm∗ω2
oωc

ℏ
(8) 

Also, Ωσ is influenced by Rashba SOI, resulting in an upsurge in the 
up-spin energy gap with diminution in spin-down energy. SOI also af
fects the energy term in such a way that at B = 0 energy term becomes 
independent of the magnetic field and helps in uplifting spin degeneracy 
states. 

An analytic expression for THG related to an optical inter-subband 
transition can be obtained using the density matrix formalism and an 
iterative procedure [33–35]. 

The wavefunction ψnl(r) of the quantum dot with Rashba can be 
expanded in terms of an orthogonal and complete set of eigenvectors of 
H0. Theexpansion takes the form [36]: 

Hence the Schrödinger equation Hψ = Eψ becomes: 
(

E0
n,l,σ − E

)
Cσ

n,l +
∑

n,l,σ′ ∕=σ

(HR)
σ,σ′

nn′ ll′ C
σ′

n′ ll′ = 0 (9a)  

With ψnlσ =
∑

nlσ
Cσ

nlφnlσ (9b) 

The matrix elements are given by:   

The polarized electromagnetic field for an exciting system with fre
quency ω is given as: 

E(t)=Eeiωt + E∗e− iωt (11) 

Also, relationship between the electronic polarization P(t) & polar
ized electromagnetic field are expressed by: 

P(t)= εoχ(ω)Ee− iωt + εoχ(− ω)E ∗ e− iωt =
1
V

Tr(ρM) (12)  

Where χ(1)ω ,χ(2)2ω ,χ
(2)
o , and χ(3)3ω are representing the susceptibilities such as 

linear, SHG, OR and THG, respectively. THG relation is given as [17, 
37–40]: 

χ(3)
3ω =

noe4

ℏ3
M01M12M23M30

(ω − ω10 + iΓo)(2ω − ω20 + iΓo)(3ω − ω30 + iΓo)
(13)  

Here, the system’s electron density is given as no, e is representing 
electronic charge, and relaxation time is represented by Γo. 
ωij = (Ei − Ej)/ℏ shows the frequency for the transition and matrix ele
ments are given byMij =

⃒
⃒〈ψ i|er|ψ j〉

⃒
⃒(i, j= 0,1, 2, 3) such as M01 =

|〈ψnlσ |er|ψn′ l′ σ′ 〉|where 0 = nlσ and 1 = n′ l′ σ′

.

2. Result and discussion 

In this section, the simultaneous effect of the magnetic field, Hy
drostatic Pressure, Temperature, confining potential in the presence of 
SOI on THZ in InxGa1− xAs semi-parabolic 2-D quantum dot is calculated. 
For this purpose, the physical parameters that have been used are given 
as follows: Γo = 0.66ps and m∗

e = 0.041m0, where mass of a free electron 
m0. σs is taken as 5 × 1022 m− 3 , εr = 12.53, and g = − 15 [41,42]. 

Considering a QD system in semi parabolic potential having (0 0–1) 
as ground state and (1 –1 –1) and (1 1–1) as excited states having 
degenerate intermediate states, when both the magnetic field and spin 
are zero. This degeneracy can be wrecked by applying a magnetic field 
‘B’ and introducing an “α”, and; hence, by using these two parameters 
some manipulation in the energy can be done. Fig. 2 represents a 
Schematic conduction band energy level diagram (n l − 1) for InAlAs/ 
InGaAs semi-parabolic quantum dot having four possible routes. 

For THG, four possible routes having (0 0–1) (nlσ) as ground state 
and their corresponding transition energies with potential confinement 
at ℏ ω = 10 meV, Rashba factor α = 10 meV nm, Pressure 10 kbar, 
temperature = 10 K and magnetic field B = 1 T is given in Fig. 2. Fig. 3 
represents four individual possible paths for transition for the THG co
efficients vs incident photon energy with confining potential keeping at 
ω = 10 meV, fixing the Rashba SOI parameter at α = 10 meV nm, Hy
drostatic Pressure at 10 kbar, Temperature at 10 K and applying an 
external magnetic field, B = 1 T to the QD. As it can be observed from 
Fig. 3 that one, two, three-photon resonances are occurring at different 
photon energies due to the intermediate ladder states. Alteration in 
peaks as well as in peak heights can also be observed for different 
transition energies in each dissimilar path. According to the observation, 
two-photon resonance peaks are found to be stouter than one & three- 
photon resonance peaks as peak height corresponding to the strength 
of the dipole matrix element also increases with a significant increase in 
the coupling. 

The magnetic field is having a significant effect in shifting the peaks 
as well as changing the magnitude of the peaks which is evident in Fig. 4 
where THG coefficient vs incident photon energy has been plotted for 

four different values of the magnetic field. As the energy levels are 
getting affected by the magnetic field hence in Fig. 4a–d, a 2-way 
shifting of different positions of resonance can be observed. Here, the 
cyclotron frequency term supports dropping the energy level as well as 
(− ) l whereas the Zeeman term helps in boosting the energy. As B is 
independent of the sign of l i.e., whether l is + or -, it will always help in 
enhancing Ωσ. Same can be observed from the expression of eigen en
ergy given in equation (8). Further, it is also observed from the figure 
that for 1st two paths, the three-photon resonance is having some 

(HR)
σ,σ′

nn′ ll′ = 〈φσ
n,l|HR|φσ′

n′ ,l′ 〉= aδl′ ,l+1

∑(
C′↑

n C↑
n

̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅
n + l + 1

√
− C

′↑
n− 1C↑

n
̅̅̅
n

√
+C′↓

n C↓
n

̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅
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√
− C
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n
̅̅̅
n
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(10)   
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significance on the right side of the highest peak while for the 3rd and 
4th path, peaks are enhancing but three-photon resonances are not 
having much significant value due to involvement of –l states in the 
resonance position which are independent of three photons resonances 
and hence shifting towards the lower energy side, whereas the 
involvement of +l states in the resonance positions helps in shifting the 
excited states to a state of higher photon energy. 

In Fig. 5, THG Coefficient and photon energy for dissimilar values of 
the QD confinement potential (a) ℏ ω = 10 meV, (b) ℏ ω = 15 meV, (c) ℏ 
ω = 20 meV, (d) ℏ ω = 25 meV keeping B = 1T, P = 10 kbar, T = 10 K and 
α = 10 meV nm are plotted. From this figure it is concluded that both the 
blue/redshifts are observed for the resonant peaks of the THG i.e., some 
resonant peaks are moving toward lower photon energies exhibiting 
redshift and some are moving toward higher photon energies displaying 
blue shift with an increase in the confining potential. Due to the quan
tum confinement effect, an increased confinement potential roots to
wards the lesser radius of charge carriers in a QD. Due to weak 
confinement, the energy separation between the states tends to decrease 
and hence, exhibits a blue shift in the peaks. It is also observed that the 
peaks are having unequal spacing with a difference in the number of 
photon resonance as they are belonging to different energy levels. 

Fig. 6 represents a plot between THG coefficient and incident photon 
energy for different values of α at a confining potential of ω = 10 meV 
and B = 1 T, where α is increasing at a step of 5 meV nm. With an 

increase in α from a value of 10 meV nm to 25 meV nm, a slight redshift 
can be observed in one and two-photon resonance peaks, whereas a 
shifting towards the higher energy end can be observed in three-photon 
resonance positions resulting in a blue shift. As α is playing a two-way 
role while handling the values of energy levels hence red/blue shifts 
are observed. Further, a decrease in peak height can also be observed 
with an increase in the value of the Rashba parameter. 

Fig. 7(a) is showing the coefficient of THG vs incident photon energy 
for four diverse values of pressure fixing confining potential ℏ ω = 10 
meV, T = 10 K, α = 10 meV nm and B = 1 T. With an increase in Hy
drostatic Pressure, the magnitude of THG resonant peaks increases with 
a slight decrease in peak height as the peaks are shifting towards lower 
energy. It is observed that the change in the magnitude of the THG 
resonant peaks is directly correlated to the dipole matrix element term 
M01M12M23M30 in the numerator as well as to the energy interval ω10,

ω20 and ω30 in the denominator. Additionally, as dipole matrix elements 
are decreasing with an increase in pressure hence the red shift in reso
nant peaks is observed with an increase in hydrostatic pressure, as 
shown in Fig. 7(b). This is explained by the fact that the quantum 
confinement becomes weak with the decrease in the energy interval 
with a rise in hydrostatic pressure. 

Fig. 8(a) is showing a plot of THG and incident photon energy for 
four diverse values of temperature fixing confining potential ℏ ω = 10 
meV, P = 10 kbar, α = 10 meV nm and B = 1 T. Blueshift can be observed 

Fig. 2. Schematic conduction band energy level diagram (n l -σ) for InAlAs/InGaAs quantum dot having four possible routes.  

Fig. 3. Coefficient of THG vs photon energy for four possible routes (a) 1st route; (b) 2nd route; (c) 3rd route; (d) 4th route having ℏ ω = 10 meV, α = 10 meV nm, 
P = 10 kbar, T = 10 K and B = 1 T. 
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with an increase in the temperature as the resonant peaks are moving 
towards higher energy region with a significant increase in the peak 
height. As one can see from Fig. 8(b) that the dipole matrix element M01 
gets enhanced with increase in temperature, consequently the peak 
height corresponding to (ω, 2ω) gets enhance along with its blueshift. 
The dipole matrix element M01’s value increases with temperature as 
the effective radius changes with an increment in temperature. 

However, the peak corresponding to 3ω at higher energy gets suppressed 
at higher temperature. This can be attributed to the fact that as tem
perature increases, the sharp resonances get fuzzy due to the thermal 
energy of the electrons. 

Fig. 4. Coefficient of THG vs incident photon energy at diverse Magnetic field values keeping α = 10 meV nm, P = 10 kbar, T = 10 K and confining potential ℏ ω =
10 meV. 

Fig. 5. Coefficient of THG vs incident photon energy for the diverse value of confining potential keeping B = 1T, P = 10 kbar, T = 10 K and α = 10 meV nm.  
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Fig. 6. Coefficient of THG vs incident photon energy for the diverse value of Rashba SOI coupling factor keeping confining potential ℏ ω = 10 meV, P = 10 kbar, T 
= 10 K and B = 1 T. 

Fig. 7(a). Coefficient of THG vs incident photon energy for diverse value of pressure fixing confining potential ℏ ω = 10 meV, T = 10 K, α = 10 meV nm and B = 1 T.  
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3. Conclusion 

A detailed investigation for the THG coefficients for an InxGa1− xAs 
QD in THz laser field with Rashba SOI with the impact of the magnetic 
field in the vertical direction is carried out in the present study. To carry 
out the detailed investigation, energy levels with respective wave 
functions within the effect. mass approx. is being determined using the 
variational technique. The variation of THG coefficients vs incident 
photon energy is explored for various external parameters such as 
temperature, hydrostatic pressure, confining potential, the magnetic 
field in the presence of Rashba SOI strength. Results are signifying that 
with an upsurge in the Rashba SOI coefficient, a strong effect on the THG 
peak positions is observed. It can also be observed that the two-photon 
resonance peaks are stronger than three-photon resonance peaks due to 
an increase in the coupling of levels as the peak height corresponds to 
the strength of the dipole matrix element. The outcomes are displaying 
that for the detailed engineering of optical devices based on the QD’s, 
consideration of SOI is a must and optical properties of the optoelec
tronic devices are controllable using the tunable strength parameter. 
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ABSTRACT The present study is dedicated to study the effect of Temperature and Hydrostatic Pressure on the
absorption coefficient and refractive index of one-dimensional semi-parabolic excitonic GaAs QD’s by applying
the compact density matrix formalism. Calculations are performed to obtain the excitonic state wave functions
and energies in the strong confinement regime using the effective mass approximation. A significant depen-
dence of nonlinear optical refractive index and absorption coefficient on hydrostatic pressure and temperature
can be observed for excitonic and without excitonic case. Our investigations show that the peaks blue/red
shifts are substantial when the excitonic interactions are taken into account. The opposite effects caused by
temperature and pressure have substantial practical importance as they extend an alternative approach to tune
and control the optical frequencies resulting from the transitions. The comparative analysis of the analytical
optical properties of excitonic system facilitates the experimental identification of these transitions which are
often close. We have attempted a comparison of the absorption coefficient obtained in the present work with
experimental data at T ∼= 10 and 100 K and found that the theoretical prediction is in agreement for T ∼= 10 K
and it is in slight deviation from the experimental data for higher temperatures. The whole of these conclusions
may have broad implications in future designing of Optoelectronic devices.
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1. Introduction

The semiconductor nanomaterials such as quantum dots (QD), quantum wires and quantum wells have many appli-
cations in the generation of optoelectronic devices such as lasers, infrared and THz photodetectors, solar cells, biological
imaging devices, photovoltaics, LEDs, etc., owing to their enchanting physical properties due to the quantum confinement
effects in all spatial directions [1–5]. Out of all these nanostructures, quantum dots of various shapes, sizes and strong
confinement of electron and holes have been given special attention as they possess interesting physics in terms of the
unique electronic and optical properties. Quasi-zero-dimensional quantum dots can be considered as nano crystalline
structures that can provide limitless utility in the implementation of many semiconductors’ optoelectronic devices such
as quantum dot solar cells, spintronics and ultrafast quantum computers. Accordingly, unprecedented attention has been
given to the semiconductor nanomaterials in the last few decades [6–13].

The parabolic and semi parabolic confinement potential can allow various resonances, due to the constant spacing of
the discrete energy levels which accounts for the enormous enhancement of the nonlinear optical susceptibilities, optical
transitions within the valence and conduction band, and absorption properties [14–17]. Furthermore, the parabolic and
semi parabolic potential confinement is more relevant when the zero-dimensional quantum dots are fabricated by using
an etching process, ion implantation or electrostatic gates. We have found considerable investigations on the nonlinear
optical and electronic properties such as Refractive Index (RI), Absorption Coefficient (AC) and Rectification Coefficient
(RC) with photon energy and external factors such as temperature, hydrostatic pressure and dot size [18–20]. For photons
having energies equal to that of inter-subband transition energies, host material finds a significant change in dielectric
constant, thereby inducing changes in the nonlinear excitonic optical properties [21–24].

Numerous investigations and interesting studies are done on the nonlinear optical properties of nanostructures es-
pecially Quantum dots under the influence of external factors such as electric field, magnetic field etc. [21–30]. Many
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authors studied the effect of excitons in one dimensional semi parabolic quantum dots [31–34]. Duque et al. studied the
effect of external factors such as electric field, magnetic field, hydrostatic pressure, laser field and temperature on nonlin-
ear properties in excitonic system [35–38]. Bejan et al. demonstrated the effect of electric field on the optical properties
of a semi parabolic quantum dot in an excitonic system [39]. Kumar et al. further investigated the effect of hydrostatic
pressure, temperature and spin on the optical and electronic properties of nanostructures [40,41]. To summarize, the inter-
esting results of the ramifications of external factors such as hydrostatic pressure, temperature, electric field and magnetic
field on the nanostructures bring out plethora of novel and exciting physical properties.

The main objective of the present work is to investigate the effect of external factors such as temperature and hydro-
static pressure on the RI and AC of excitonic system in 1D semi parabolic quantum dot. An excitonic system is a bound
electron-hole pair with more closely matched effective masses that is formed by the electrostatic interaction between the
electron and hole. Theoretically, this system can be related to the hydrogenic system and it possess discrete energies. A
1D QD is principally a nanostructure which can be assumed as a small portion of a 1D QW which is bordered by a two-
wall potential. The charge carriers are free to move along the wire in 1-D QW, whereas they are restricted to move along
the spatial length in 1D QD [27, 42–45]. The core study undertaken in this research paper focuses on a one-dimensional
semi parabolic quantum dot, which is strongly confined in the x and y direction and electrons and holes are confined
by a semi parabolic potential along the z direction. We know that the hydrostatic pressure and temperature can alter the
nonlinear properties such as the refractive index and absorption coefficient for excitonic effects (EE) as well as without
excitonic effect (WEE). In order to keep the study concise and in line with the experimentally available results, we have
restricted our studies to the two extreme limits of a temperature range 10 – 100 K where it is observed that the sharpest
absorption peaks or transmittance dips are observed at low temperatures in the mentioned range or even lower than that.
Furthermore, it is observed that as temperature increases above 100K, the value of the thermal excitation energy of the
charge carriers, namely kT/2, attains significant values.

In our recent work, we have reported the effect of temperature and hydrostatic pressure on the optical rectification
associated with the excitonic system in a semi-parabolic quantum dot [46]. It is highlighted that most available literature
reports are primarily based on the nonlinear optical properties due to impurities or due to different shape of quantum
structures. To our sincere understanding, there are no studies available where the hydrostatic pressure and temperature
effects on the nonlinear optical properties of excitonic system in one dimensional semi parabolic quantum dots have been
studied and explained. The present paper is structured as follows: In the next section, theoretical analytical framework is
presented to calculate the eigen energies, eigen functions and optical properties for the excitonic system. In the Results
and Discussion section, we have presented our numerical results and discussion. In the last section of conclusion, we have
summarized our results.

2. Theory and model

A theoretical model of the system taken is presented in Fig. 1. Here, the gate voltage in the model is used to control
Rashba spin-orbit interaction (SOI) where the effects of SOI are studied. In our case, we have kept the gate voltage to be
Zero. The x-direction is kept to be very small i.e., about 2nm so that the charge carriers behave as a 2D charge carrier
gas. The y-length of the wire is in µm-range, so the charge carrier exhibit e−ky wave function. The z-directions breadth
is determined by the potential strength and in our case, the effective z-length turns out to be 5 nm. Now, moving towards
the mathematical calculations related to the system.

FIG. 1. Schematic diagram of GaAs Quantum Dot
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Hamiltonian for a 1D excitonic QD having semi-parabolic confining potential within the framework of effective mass
approximation can be written as [25, 27, 31, 42]:

He =
p2h

2m∗
h(P, T )

+
p2e

2m∗
e(P, T )

+ V (ze) + V (zh)− e2

ε |ze − zh|
, (1)

where ze, zh > 0.
Here m∗

h and m∗
e represents the effective mass of hole and electron, respectively, ε represents the background dielec-

tric constant and the last term represents the electrostatic Coulomb interaction term between the electron and the hole.
The semi-parabolic confinement potential V (zk) is written as:

V (zk) =


1

2
m∗

iω
2
0z

2
k, zk ≥ 0;

∞, zk ≤ 0 (k = e, h).
(2)

The temperature and hydrostatic pressure dependent effective mass of the electron for GaAs is given as [38, 40, 41]:

m∗
e(P, T ) = mo

[
1 +

7510

Eg(P, T ) + 341
+

15020

Eg(P, T )

]−1

, (3a)

m∗
h(P, T ) =

(
0.09− 0.20 · 10−3P − 3.55 · 10−5T

)
m0, (3b)

with

Eg(P, T ) =

[
1519− 0.5405T 2

T + 204
+ 10.7P

]
. (4)

Here temperature and hydrostatic pressure dependent energy gap GaAs, Eg is in meV, P is in “kbar” and T is in
“Kelvin”. The pressure dependent oscillator frequency is expressed as

ω(P ) = ω0/
[
1− 2P (1.16 · 10−3 − 7.4 · 10−4)

]
. (5)

The Hamiltonian is segmented into two terms taking the relative motion and the center of mass into consideration
and is given by:

He1 = Hr1 +Hc1, (6)

Hr1 =
p2

2µ
+

1

2
µω2

0z
2
r1 −

e2

ε(P, T ) |zr1|
, (7)

Hc1 =
P 2

2MT1
+

1

2
MT1ω

2
0Z

2
T1. (8)

For T < 200, the dielectric constant of GaAs is [38–40]:

ε(P, T ) = 12.74e(9.4·10
−5)(T−75.6)+1.73·10−3P . (9)

The coordinate of the centre of mass is written as:

ZT1 =
m∗

h(P, T )zh +m∗
e(P, T )ze

MT1
. (10)

Here, total mass isMT1(P, T ) = m∗
h(P, T )+m∗

e(P, T ); the relative coordinate is zr1 = ze−zh, the momentum operator

is pZT1
=

~
i
∇ZT1

, and the reduced mass is

µr1 = m∗
h(P, T )m∗

e(P, T )/MT1(P, T ). (11)

The excitonic wave function and energy levels are written as

ψf1(zh, ze) = φ(zr1)ϕ(ZT1), (12)

ET1 = Ezr1 + EZT1
. (13)

The term signifying the center of mass part is considered as the problem for 1D semi-parabolic oscillator where the
Hamiltonian is Hc1 and eigenfunction and eigenenergies are [42]:

ϕk1(ZT1) = Nk1 exp

(
−1

2
α2Z2

T1

)
H2k1+1(αZT1), (14)

Ek1 =

(
2k1 +

3

2

)
~ω0, k1 = (0, 1, 2......), (15)

where H2k1+1 is the Hermite polynomial

Nk1 =

[
1

α

√
π22k1(2k1 + 1)!

]−1/2

, (16)

α =
√
MT1ω(P )/~k. (17)
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We analytically obtained the eigenvalues and wave function of the relative motion part in the strong and weak con-
finement regime. For the strong regime, Hr1 reduces to:

Hr1s =
p2

2µ
+

1

2
µω2

0z
2
r1. (18)

Neglecting the coulomb term as per the strong confinement regime, ϕ(zr1) is determined as:

φ(zr1) = Nn exp

[
−1

2
β2z2r1

]
H2n+1(βzr1), (19)

Ey1 =

(
2n+

3

2

)
~ω0, (y1 = 0, 1, 2, ...), (20)

Nn =

[
1

β

√
π22n1(2n+ 1)!

]−1/2

, (21)

β =
√
µω(P )/~. (22)

Our quantum dot interacts with the electromagnetic field E(t) having a frequency ω, such that [47–49]:

E(t) = Eeiωt + E∗e−iωt. (23)

Upon such interactions, the time evolution equation for the matrix elements of one-electron density operator, ρ, is
given by

∂ρ

∂t
=

1

i~
[H0 − qxE(t)ρ]− Γ(ρ− ρ(0)), (24)

where H0 represents the Hamiltonian of this system in the absence of the electromagnetic field E(t), and electronic
charge is given by q, unperturbed density matrix operator is ρ0, and Γ is the phenomenological operator responsible for
the damping due to the electron-phonon interaction, collisions among electrons, etc. It is assumed that Γ is a diagonal
matrix and its elements are equal to the inverse of relaxation time τ0.

For solving Eq. (19), standard iterative method is being used and hence ρ has been expanded as ρ(t) =
∑
n

ρ(n)(t).

Now, using this expansion in Eq. (19), the density matrix elements can be obtained as shown below:

∂ρ
(n+1)
ij

∂t
=

[
1

i~
[H0, ρ

(n+1)]ij − Γijρ
(n+1)
ij − 1

i~
[qx, ρ(n)]ijE(t)

]
. (25)

As the density matrix ρ has been obtained, the electronic polarization P (t) and susceptibility χ(t) can be calculated
as:

P (t) = εoχ(ω)Ee−iωt + εoχ(−ω)Ee−iωt =
1

V
Tr(ρM), (26)

where ρ is the density matrix for one electron and V is the volume of the system, ε0 represents permittivity of free space,
and the symbol Tr (trace) denotes the summation over the diagonal elements of the matrix.

Now, using the real part of the susceptibility, refractive index changes can be determined as:

∆n(ω)

nr
= Re

[
χ(ω)

2n2r

]
. (27)

Within a two-level system approach, the linear and the third order nonlinear optical absorption coefficient are obtained
from the imaginary part of the susceptibility [25, 34, 45–51] as:

α(1)(ω) = ω

√
µ

εr

|M01|2N~Γ0

[(E10 − ~ω)2 + (~Γ0)]2
, (28)

α(3,I)(ω) = −2ω

√
µ

εr

(
I

ε0ηrc

)
|M01|4N~Γ0

[(E10 − ~ω)2 + (~Γ0)]
2

×

(
1− |M11 −M00|2

4 |M01|2

{
(E10 − ~ω)2 − (~Γ0)2 + 2E10(E10 − ~ω)

(E10)2 + (~Γ0)2

})
. (29)

Total absorption coefficient α(ω, I) is given as:

α(ω, I) = α(1)(ω) + α(3,I)(ω). (30)

The linear and nonlinear changes in the refractive index are written as [25, 30, 46–54]:

∆η(1)(ω)

ηr
=

1

2η2rε∂0
|M01|2

[
E10 − ~ω

(E10 − ~ω)2 + (~Γ0)2

]
, (31)
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∆η(3,I)(ω, I)

ηr
= − µc

4η3rε∂0
|M01|2

[
NI

[(E10 − ~ω)2 + (~Γ0)2]2

]
×

[
4(E10 − ~ω) |M01|2 −

|M11 −M00|2

(E10)2 + (~Γ0)2
{
E10(E10 − ~ω)×−(~Γ0)2(2E10 − ~ω)

}]
. (32)

The total refractive index change is

∆η(ω, I)

ηr
=

∆η(1)(ω)

ηr
+

∆η(3,I)(ω, I)

ηr
, (33)

where µij = |〈ψi|zT1|ψj〉|, (i, j = 0, 1) are the matrix elements of the dipole moment, ψi(ψj) are the eigenfunctions,

ω01 =
E1 − E0

~
is the difference between two energy levels, is the frequency of the electromagnetic field, τ0 is the

relaxation time.

3. Results and discussions

We have considered the GaAs semiconductor material constants for our numerical results. We used the numerical
parameters such as [38, 40–44] m∗

e = 0.067m0, m∗
h = 0.09m0 (m0 is the mass of a free electron), N = 3 · 1022 m−3,

ε = 12.53, τ0 = 0.2 ps−1, I = 2000 MW/m2.
To understand the effect of change in hydrostatic pressure and temperature on the Linear Absorption Coefficient

(LAC) and third order (Nonlinear) Absorption coefficient (NAC), we present the same in Fig. 2(a) and 2(b). Here we also
have shown the effects of inclusion of Excitonic Effects (EE) on the LAC and NAC. One can observe that for the cases
where (2(a) and 2(b)) the EE is not included, the NAC and LAC peaks occurred at photon energies much lower than the
cases of inclusion of EE in the study. This is attributed to the energy associated with the excitonic interactions between
the electron and holes. Moreover, the peak heights, for both LAC and Total Absorption Coefficient (TAC), increased
when excitonic effects are taken into account. This is a consequence of enhancement of the dipole moment due to the
positive-negative charge separation of the electron-hole pair, which otherwise is not there in the case of Without Excitonic
Effects (WEE). In Fig. 2(a), shift from 60.28 to 56.70 meV when pressure is increased from 10 to 100 kbar in case of
WEE. Whereas for identical change in pressure, the LAC and NAC peaks are shifted from 91.78 to 88.58 meV for the
case of EE. This shifting is accompanied by decrease in absorption LAC peak height from 0.35 · 105 to 0.32 · 105 m−1 in
case of WEE and from 0.80 · 105 to 0.72 · 105 m−1 for the EE case. Similar effects are also observed for the NAC. The
LAC and NAC shift towards the lower energy end of the spectrum as the pressure increases. This shifting is accompanied
by a diminishing absorption peak height for both EE and WEE case. These effects are due to the counter affecting action
of pressure on the confinement potential and energy band gap. The pressure increases the confinement strength but it also
strongly alters the energy band gap. For GaAs, in the pressure range of 10 kbar to 100 bar, these two opposing effects
results in a net red shift of the peaks as the pressure increases. Whereas, in Fig. 2(b), one can see that the absorption peaks,
LAC and NAC, moves from 60.28 to 62.40 meV and peak heights of LAC increase from 0.35 · 105 to 0.39 · 105 m−1

and NAC changes from −0.062 · 105 to −0.066 · 105 m−1 when the temperature increases from 10 to 100 K, keeping
P = 10 kbar. For the case of EE, the blue shift in peaks happen from 91.7 to 94.39 meV and the LAC peak heights change
from 0.80 · 105 to 0.85 · 105 m−1 and the NAC peak enhances from −0.13 · 105 to −0.17 · 105 m−1 as the temperature
increases from 10 to 100 K. These effects, similar in nature for both EE and WEE, result from the interplay complex
second term of Eq. (5) and the direct dependence of on the temperature. Physically, the change in the entropy of the
charge carriers induces a change in the energy of the states. In Fig. 3(a,b), we present the TAC as a function of incoming
photon energy. Here, we observe similar effects of change in pressure and temperature on the TAC peaks as in the case
of LAC and NAC. However, in TAC, the effects of LAC dominate the NAC for the light intensity of 2000 MW/m2.
Furthermore, owing to the diametrically opposed behavior of the first and the third-order nonlinear ACs, a decrease in the
total ACs is observed due to the reduction in the effective mass of the electron with the intensification of the temperature.
A close relationship between the peak values of the total ACs, the transition dipole element and the difference between
energy levels E10 can be disclosed from the figure. Total ACs is influenced in opposite by the dipole matrix element
|M10|2 to that of the energy difference E10. Hence, a blue shift is observed as a result of increase in the temperature
and the red shift is observed when the pressure increases. This happens due to increase/decrease in the transition energy
E10 on a significant increase in temperature/pressure. Upon increasing temperature/pressure, a drop/enhancement in the
electron effective mass with an expansion/compression of the transition energy is observed due to the dependence of the
electron-photon interaction of the temperature/pressure. Hence, the blue/red shift is observed. Same can be observed from
Fig. 2(c,d) that how matrix elements get vary with pressure and temperature.

To compare our results in Fig. 3(b), we plotted the total absorption coefficient and compared with experimental
data [55, 56] at T ∼= 10 and 100 K. As it can be observed from the graph, a similar pattern is observed in both the
experimental results as well as theoretical results but deviation can be observed in the theoretical prediction from the
experimental data [55, 56]. At T = 10 K, the quantitative value is similar to the experimental value but this is not the
same for the T = 100 K. Although, it can be observed from both experimental values as well as theoretical values that a
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(a)

(b)

(c) (d)

FIG. 2. (a,b) – the linear and nonlinear absorption coefficients with and without considering excitonic
(EE and WEE) effects for T = 10 and 100 K and P = 10 kbar and P = 100 kbar and I = 2000 MWm2;
(c,d) – behavior of matrix element with pressure and temperature

blue shift is happening in the absorption coefficient on increasing the temperature. For example, for temperature between
0 – 20 and 40 – 100 K peaks shift towards higher energy values for the both cases, i.e., theoretical and experimental. But
as there was no significant difference between the peaks ranging from 21 – 90 K, hence, only values for 20 and 100 K have
been presented in the theoretical graphs. Several points can be thought of as a cause for this deviation in the quantitative
value. Some of these points are: (i) electronic transitions are not perfectly exact for the two-level system, (ii) several
parameters such as dot size, intensity, σ, υ are temperature dependent but are here considered as temperature independent,
(iii) calculations have been performed theoretically using numerical methods and these methods have some limitations,
(iv) approximation have been taken into account for solving the Eqs. (23–27).

As the interacting light changes the physical nature of the quantum dot material, it, therefore induces drastic changes
in the refractive index of the QDs near the resonance energy. The same can be observed from the dispersion curves
presented in Fig. 4(a,b) and 4(c,d). In 4(a), for WEE and hydrostatic pressure of 10 kbar, the dispersion curve of Linear
Refractive Index change (LRI) rises to a maximum value 0.062 at photon energy 60.28 meV and crosses over to the
negative polarity region to reach −0.063 at photon energy 74.40 meV. When the pressure increases to 100 kbar, this
dispersion area shifts to 56.70 meV (maxima of 0.059) and 64.86 meV (minima of −0.059). Further, in 4(a), for pressure
of 10 kbar, when EE is taken into account the area of polarity change of the LRI shifts to higher photon energy, viz. reaches
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(a)

(b)

FIG. 3. Total absorption coefficients with and without considering excitonic (EE & WEE) effects for
T = 10 & 100 K and P = 10 & P = 100 kbar and I = 2000 MWm−2

maximum at photon energy 91.7 meV (maxima of 0.088) and crosses over to the negative values to reach the minimum
value at 106.33 meV (minima of −0.088). Again, for EE case, when pressure increases to 100 kbar, the dispersion area
red shifts to 88.58 meV (maxima 0.085) and 103.48 meV (minima −0.086). Similar effects are observed (Fig. 4(b))
for Nonlinear Refractive Index change (NRI) at the identical photon energies as in the case of LRI. However, in case of
NRI, the polarity of the refractive index change first reaches a negative valued minima and then crosses over to a positive
valued maximum. Opposite nature of shifting of the dispersion is observed when the temperature is changed from 10 to
100 K keeping P = 10 kbar (Fig. 4(c,d)). In Fig. 4(c), it is obtained that the maximum value of the LRI (minimum value
of NRI in Fig. 4(d)) occurs at photon energy 60.28 meV (maxima of 0.062) when the temperature is kept at 10 K for
the case of WEE. When the temperature increases to 100 K, in case of WEE, the maximum value of the LRI (minimum
of NRI, Fig. 4(d)) shifts to a higher photon energy value of 62.40 meV. Whereas for the case of EE, the LRI (and NRI)
maximum value (minima for NRI) shifts from 91.7 to 94.39 meV when the temperature increases to 100 from 10 K. These
two-opposite natures of influences on the RI change of hydrostatic pressure and temperature are attributed to the fact that
the increase in pressure strengthens the confinement whereas the temperature acts the other way.

In Fig. 5(a,b), the total refractive index change is presented at two values of applied hydrostatic pressure (5a) keeping
T = 10 K and in (5b), the temperature is varied from 10 to 100 K keeping P = 10 kbar. It can be observed that the
magnitude of the change in refractive index with variation in hydrostatic pressure and temperature are different on the
two scenarios, i.e., one with the excitonic effect and the other without excitonic effects. This is the consequence of the
fact that in case of WEE, the properties are determined by the effective mass of the electron whereas in case of EE, the
properties are manifested from the reduced mass of the electron-hole pair. This is one of the major factors for variation in
the optical properties in between EE and WEE, in addition to the fact of opposite polarity charges being involved in the
case of EE.
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(a)

(b)

(c)

(d)

FIG. 4. Schematic diagram of GaAs Quantum Dot.The linear and nonlinear refractive index for with
and without considering excitonic (EE & WEE) effects for T = 10 and 100 K and P = 10 kbar and
P = 100 kbar and I = 2000 MWm−2
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(a)

(b)

FIG. 5. The total refractive index for with and without considering excitonic (EE and WEE) effects for
T = 10 and 100 K and P = 10 kbar and P = 100 kbar and I = 2000 MWm−2

4. Conclusion

We have reported the linear and nonlinear optical properties, viz. absorption coefficient and refractive index of a
GaAs semi-parabolic QD by employing the compact density matrix formalism. We have demonstrated that the absorption
coefficient peaks and refractive index dispersion variation is blue shifted with the inclusion of excitonic effects. The
increase in the pressure alters the optical properties of the QD by controlling the effective mass of electron, energy band
gap and the dielectric constant. This intricate counter-balancing act results in a red shift in the nonlinear optical properties’
resonance position when the applied hydrostatic pressure is incremented, while augmenting the ambient temperature
results in blue shifts of the LAC, NAC and TAC and refractive index change. Further, it is observed that the enhancing
the pressure lowers the peak height of the absorption coefficient and the refractive index dispersions curves. This is due
to the diminishing of dipole moments of the QD by the reinforcing the confinement by the hydrostatic pressure which
results in shrinking of the orbital wave functions. To our best knowledge no such research work illustrating the effects of
Hydrostatic Pressure and Temperature on the RI and AC (Linear and third order) of GaAs QD for a semi-parabolic system
(excitonic as well as non-excitonic cases) has been carried out earlier. According to our consideration, the obtained
results can have important practical applications in fabricating optoelectronic devices and hence have a sound share in
progressive product technology. The shifting of absorption peaks can specially be used in devices where optical switches
can be turned on and off depending on absorption of incident radiation. Hydrostatic pressure and temperature can act
as external parameters. Further, the same property may also be used to detect changes in temperature and pressure by
observing the refractive index change and absorption of photons at particular wavelength. Analysis of the experimental
results [55, 56] and comparing with the theoretical results obtained, some disagreement is observed in the absorption
coefficients. This variation with the experimental results is explained in the previous section.



10 Suman Dahiya, Siddhartha Lahon, Rinku Sharma

References
[1] Jamieson T., Bakhshi R., Petrova D., Pocock R., Imani M., Seifalian A.M. Biological applications of quantum dots. Biomaterials, 2007, 28 (31),

P. 4717–4732.
[2] Salata O. Applications of nanoparticles in biology and medicine. J. Nanobiotechnol., 2004 2 (1), 3.
[3] Mocatta D., Cohen G., Schattner J., Millo O., Rabani E., Banin U. Heavily doped semiconductor nanocrystal quantum dots. Science, 2011,

332 (6025), P. 77–81.
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Chapter 58
Temperature and Hydrostatic Pressure
Effect on the Optical Rectification
in a Semi-Parabolic Quantum Dot
Associated with the Excitonic System

Suman Dahiya, Siddhartha Lahon, and Rinku Sharma

Abstract Here, we theoretically studied the optical properties of 1-DGaAs in semi-
parabolic quantum dot under the effect of temperature, effective radius and hydro-
static pressure for correlation of electron–hole in effective mass approximation using
the method of density matrix. The dependence of opt. rec. Coefficient on the temper-
ature, radius and hydrostatic pressure in the strong regime for excitonic as well as
without excitonic effect has been observed. The results shows blue/red shift with
decrease/increase of peak size also.

58.1 Introduction

In the past two decades, there have been speedy developments in the field of
nanoscience and nanotechnology. Hence the detailed study of all the aspects of the
low-dimensional semiconductor nanostructures becomes imperative. These nanos-
tructures which includes quantum dots (QDs), quantum wires and quantum wells
differ in size from the macroscopic structures and hence possess some interesting
and unique properties [1–3]. Because of these standalone properties, scientists have
shown great interest in the nanostructures, as they offer a wide area of research
to understand them as well as the associated physics. Linear and nonlinear optical
[3–5] properties such as the nonlinear Opt. Rect. Coefficient, optical absorption coef-
ficient, and alteration in the refractive index have some wide potential applications
in optoelectronic and photonic devices such as in photodetectors, far infrared laser
amplifiers, and high-speed electro-optical modulators.
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58.2 Theory and Model

In the framework of effective mass approximation, for a pair of electron–hole in 1D
QDs, Hamiltonian with semi-parabolic confining potential is given by [6–8]:

He = p2
h

2m∗
h

+ p2
e

2m∗
e

+ V (ze) + V (zh) − e2

ε|ze − zh| (58.1)

and the semi-parabolic potential V (zl) is given by which is written as:

V (zl) =
{ 1

2m
∗
i ω

2
0z

2
l , zl ≥ 0,

∞, zl ≤ 0 (l = e, h)
(58.2)

The nonlinear Opt. Rect. Coefficient for our 2-level system in 1D semi-parabolic
QDs is arrived at by applying a density matrix approach wherein perturbation
expansion are used. It is given as

χ
(2)
0 = 4

e3σs

ε0�2
μ2
01δ01 ×

ω2
01(1 + T1

T2
) + (ω2 + 1

T 2
2
)( T1T2

− 1)

[(ω01 − ω)2 + 1
T 2
2
][(ω01 + ω)2 + 1

T 2
2
]

58.3 Results

Figure shows the variation of optical rectification by the nanostructure for two
values of radii of the semi-parabolic QD at P = 100 kbar and T = 50 K. It can be
observed that the peaks are blue shifted when the radius of the QD is reduced to
10 nm from 15 nm. The consideration of excitonic effect for both the radii takes
the peak position to higher values, viz. from 60 to 100 meV where R = 15 nm and
from 140 to 255 meV for R = 10 nm. The peak height is reduced when the radius
is lowered to 10 nm from 15 nm. This occurs due to the diminishing of the dipole
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matrix element as the radius is decreased. Further, the inclusion of EE enhances the
optical rectification peaks by enhancing the matrix element.

58.4 Conclusion

We found that the opt. Rect. Peak positions are affected by both temperature and
pressure where the blue shift and red shift are induced when T and P are changed.
Moreover, the OR strength is also found to be strongly affected by R, T and P. It
is observed that the interplay of the variation of effective mass and induces varied
alteration of the opt. rect.
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Chapter 11
To Study Temperature and Hydrostatic
Pressure Effect on ORC
for a Semi-parabolic 1-D InAs Excitonic
System

Suman Dahiya, Siddhartha Lahon, and Rinku Sharma

Abstract In the present paper, we studied the combined effect of hydrostatic pres-
sure and temperature on ORC for a semi-parabolic 1-D InAs excitonic system is
investigated under effective mass approximation and density matrix formalism is
used to solve the Eigen function and Eigen energies. Effect of hydrostatic pressure
and temperature on the OR has been studied for excitonic as well as without exci-
tonic in the regime of strong confinement. The results showed a blue/red shift with
application of hydrostatic pressure/temperature.

11.1 Introduction

As semiconductor nanomaterials have many potential applications in the field of
electronics, photonics, and biological etc., hence they are provided with an excep-
tional consideration from the last few decades [1–4]. These nanostructures, espe-
cially quantum dots have been treated with special attention as they possess rare
and unique electronic & optical properties. Quantum dots are considered as nano
crystalline structures that are grown by using various physical & chemical methods.

Numerous investigations have been carried out to study the nonlinear optical
properties of nanostructures under the effect of external factors such as lasers, spin,
electric field, temperature etc. [5–8]. Effect of electron–hole correlation in quantum
dots is also studied by many authors [3, 9, 10]. But in our sincere belief, there are
no studies available on the effect of external factors in InAs semiconductor quantum
dots.

In the present paper we carried out an investigation for the study of effect of tempt.
and hydrost. pressure on the ORC of a 1-D InAs excitonic system in a semi-parabolic
quantum dot. In the first section we present the theory including Hamiltonian, Eigen
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functions, Eigen energies etc. In the next section we presented our results. In the final
section we concluded our results.

11.2 Theory

Hamiltonian for an excitonic system with semi-parabolic confining potential with
effective mass approximation in 1D QDs is given by [3, 8–10]:

He1 = p2h
2m∗

h(P, T )
+ p2e

2m∗
e(P, T )

+ V (ze) + V (zh) − e2

ε|ze − zh | (11.1)

where (ze, zh > 0).
The semi-parabolic potential is:

V (zk) =
{ 1

2m
∗
i ω

2
0z

2
k , zk ≥ 0,

∞, zk ≤ 0 (k = e, h)
(11.2)

Effective mass of the electron–hole dependent on temperature and pressure for
InAs semiconductor is given by [11–13]:

m∗
e(P, T ) = mo

[
1 + 7510

Eg(P, T ) + 341
+ 15020

Eg(P, T )

]−1

(11.3)

m∗
h(P, T ) = (

0.09 − 0.20 × 10−3P − 3.55 × 10−5T
)
m0 (11.4)

With Eg(P, T ) =
[
1519 − 0.5405T 2

T + 204
+ 10.7 P

]
(11.5)

Here Eg is in meV, P is in “kbar” and T is in “Kelvin”.
The Hamiltonian is segmented into two terms:

He1 = Hr1 + Hc1 (11.6)

Hr1 = p2

2μ
+ 1

2
μω2

0z
2
r1 − e2

ε(P, T )|zr1| (11.7)

and Hc1 = P2

2MT1
+ 1

2
MT1ω

2
0Z

2
T 1 (11.8)

Eigen wavefunction and eigen energies are:
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φk1(ZT 1) = Nk1 exp

(
−1

2
α2Z2

T 1

)
H2k1+1(αZT 1) (11.9)

Ek1 =
(
2k1 + 3

2

)
�ω0, (k1 = 0, 1, 2, . . .), (11.10)

The nonlinear ORC in 1D semi-parabolic QD given for 2-level system is given as

χ
(2)
0 = 4

σs

ε0�2
M2

01δ01 ×
ω2
01

(
1 + σs

T2

)
+

(
ω2 + 1

T 2
2

)(
T1
T2

− 1
)

[
(ω01 − ω)2 + 1

T 2
2

][
(ω01 + ω)2 + 1

T 2
2

] (11.11)

11.3 Result

IaAs semiconductor material constants have been considered in our calculations
where T1 = 1ps and T2 = 0.2ps, and m∗

e = 0.042m0, m∗
h = 0.023m0 where m0

is the mass of a free electron. σs is taken as 5 × 1022 m−3, εr = 12.53, and I =
109 W/m2 [8, 13].

In Fig. 11.1, results are presented for both of the cases by considering EE as
well as WEE on the SHG peaks when the temperature is varied from 10 to 100 K
keeping pressure constant at 50 kbar. As we can observe a blue shift in the peaks after
increasing the temperature in both the cases but it is more significant in the case of
excitonic effect. Also, we can observe peak height is also increasing as temperature
is affecting energy band gap.

In Fig. 11.2, we presented the results for EE as well as WEE on the SHG peaks
when pressure is varied from 10 to 100 kbar keeping temperature constant at 50 K. A

Fig. 11.1 ORC as a function of incident photon energy for T = 10 and 100 K keeping P constant
at P = 50 kbar
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Fig. 11.2 ORC as a function of incident photon energy for P= 10 and 100 kbar keeping T constant
at T = 50 K

red shift can be observed with decrease in size of the peaks with increase in pressure
as effective is depending on pressure.

11.4 Conclusion

Combined effect of correlation of electron–hole pair with external factors such as
temperature, and hydrostatic pressure on ORC in a 1-D semi-parabolic InAs QDs
has been studied under effective mass approximation and by using density matrix
approach eigen energies and eigenfunction in the regime of strong confinement has
been calculated. The results are showing that the ORC is extensively enlarged when
electron hole pair correlation has been considered in the QDs. It is also noticed that
inclusion of hydrostatic pressure and temperature affected the ORC peak positions in
a very significant way as changing the value of temperature and hydrostatic pressure
induced a blue shift/red shift.
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