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ABSTRACT 
This study evaluates the effectiveness of ensemble learning methods for 

classifying older people and kids, with a focus on Random Forest (RF) and AdaBoost 

with Decision Tree (DT) Estimator. Both age groups' set of labelled images will make 

up the training data and the evaluation dataset. The images will be utilized for training 

the models to identify features that set old people and kids apart. 

By merging several weak learners into a strong classifier, this study hopes to 

improve classification accuracy and robustness by leveraging the potential of 

ensemble approaches. While the AdaBoost method focuses on iteratively modifying 

the weights of misclassified instances to enhance model performance, the Random 

Forest approach builds a forest of decision trees and combines their predictions to 

achieve accurate classification. 

The first phase of this investigation entailed building a large dataset including 

images of both kids and older individuals. "Old People" and "Kids" were two separate 

classes created from the information. In order to ensure the dataset's inclusivity and 

representativeness, a variety of sources were used to gather a wide range of images.  

The dataset was subsequently divided into training and validation subsets using 

the proper technique to make sure the model could generalize successfully to new data. 

Preprocessing techniques were used to standardize the images once the dataset had 

been prepared. This required scaling the images to a constant resolution and 

normalizing the pixel intensities of the images. These preprocessing procedures are 

essential for creating a standardized input format and improving model performance. 

Following training, a variety of evaluation metrics, including accuracy, 

precision, recall, and F1-score, will be used to evaluate the models' performance. 

These metrics provide insight on the models' ability differentiate between old people 

and kids. The evaluation's findings will then be compared to determine which 

algorithm is better at identifying old people and kids. Which method is better suited 

for this particular task can be determined with the aid of this comparison. 

The evaluation metrics from the previous project are compared with those from 

Support Vector Machines (SVM) and Convolutional Neural Networks (CNN), 

including accuracy, precision, recall, and F1-score. The results demonstrate the 
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effectiveness of ensemble learning approaches, with Random Forest performing the 

best overall, demonstrating superior performance across all metrics. AdaBoost with 

Decision Tree Estimator also performed well and was competitive with Random 

Forest. 

These results demonstrate ensemble learning's potential for accurate 

classification tasks and offer insightful information for further study and use in a 

variety of fields. 
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CHAPTER 1 

INTRODUCTION 
Because the human face is considered as a particularly rich source of 

information, recognizing facial features has recently become one of the most exciting 

challenges in pattern recognition.  Age is face characteristics in particular that have a 

wide range of uses [1]. Age estimate is a significant issue in the fields of computer 

vision and pattern recognition, which have attracted a lot of attention recently. Age 

estimate aims to determine a person's chronological age from their appearance [2]. In 

several fields, such as ad serving, visual monitoring, ageing trend analysis, 

demographics analysis, and content-based research, age categorization from facial 

images is significant. Research in this area has produced impressive results. Age 

categorization in real-world applications encounter a number of difficulties, such 

differences in facial expressions, low-resolution images, lighting, multi-ethnicity, and 

various ageing patterns among people. Age categorization is still an important subject 

for study despite advances in computer vision, requiring the creation of precise 

algorithms that only use face images [3].  

Any living thing that wants to do an action has to be competent at it. People are 

able to differentiate one thing from another with easily in their daily tasks, starting in 

the morning. In order to make a computer as intelligent as a person, several methods 

have been devised. But no one categorization strategy has been shown to have the 

greatest accuracy across all data set types. The application of machine learning 

technologies has increased dramatically in several scientific domains in recent years. 

One definition of machine learning (ML) is a type of artificial intelligence (AI) made 

up of programmable machines that are accessible and can be educated without really 

being programmed. Machine learning algorithms are used to obtain useful information 

from datasets, identify hidden patterns, comprehend data structure, and generate 

predictions and automate decision-making. Machine learning algorithms fall into 

several categories and are applied to categorization tasks. Some popular techniques for 

implementing classification include ensemble learning, decision trees, and 

classification based on perceptron, support vectors, and statistical learning techniques. 

Several kinds of data categorization issues were resolved with the aid of machine 
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learning methods. A machine learning approach known as ensemble modelling 

combines several classifiers to increase precision and lower variance in decision-

making. Research suggests that combining machine learning algorithms with 

ensemble modelling approaches may create a robust classifier to produce more 

accurate predictions with the least amount of classification error risk [4][5].  

Two popular ensemble learning algorithms, Random Forest and AdaBoost, are 

well-known for the ability to integrate several weak learners, usually decision trees, to 

create a more powerful prediction model. Ensemble approaches are a useful tool for 

reducing overfitting and enhancing generalization performance because they use the 

variability of individual learners and aggregate their predictions [5]. 

This project's main goal is to determine how effectively the Random Forest and 

AdaBoost with Decision Tree estimator perform while classifying old people and kids 

based on visual characteristics from images. The effectiveness of ensemble models 

will also be compared to other traditional methods like Support Vector Machine 

(SVM) and Convolutional Neural Network (CNN), which have been used in 

previously for comparable classification tasks.  

The efficacy of the proposed ensemble learning techniques will be evaluated 

using standard evaluation metrics, including accuracy, precision, recall and F1-score. 

These measures enable a thorough comparison between several models by offering 

full insights into classification performance. We seek to offer important insights into 

the effectiveness of ensemble techniques for image classification tasks involving kids 

and older people by comparing the performance of ensemble learning methods with 

traditional classifiers like SVM and deep learning-based approaches like CNN. 
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CHAPTER 2 

LITERATURE REVIEW 
2.1 Machine Learning 

Artificial intelligence (AI) in the form of machine learning teaches computers to 

think like people by building on and learning from past experiences. It analyses data 

and detects trends with the least amount of human interaction. In the field of machine 

learning, several computer algorithms are available to address certain problems, and 

these algorithms continue to become better over time as long as the dataset remains 

high-quality. These techniques create a foundation model and then add a training 

dataset to it. Machine learning algorithms extract useful information from datasets, 

find hidden patterns, comprehend data structure, and generate predictions and 

automate decision-making [5][6].  

The objective of computer vision and machine learning is to provide computers 

the capacity to collect and comprehend data and make decisions based on past and 

current outcomes. The Internet of Things, Industrial Internet of Things, and human-

computer interfaces all depend on computer vision. Complex human activities in 

multimedia streams are recognized and tracked using computer vision and machine 

learning algorithms. There are three forms of learning for the data analysis and 

prediction task: semi-supervised, unsupervised, and supervised [6].  

Various methods of learning depend on the way algorithms extract more complex 

information from the raw input by using multiple layers. A number of methods for 

learning are shown in Figure 2.1. These learning approaches are becoming state-of-

the-art in computer vision applications such as association rules, object identification, 

text recognition from an image, and image segmentation [6]. 

 

Fig 2.1 Segmentation, Classification and Object Detection 
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2.2 Support Vector Machine 
The Support Vector Machine (SVM) technique is a supervised learning method 

that could be used for regression analysis and classification/prediction. It is trained as 

a function approximator and can be applied to comprehend the system's structure. Non-

linearly separable and linearly separable data may both be trained into an SVM. 

Known as support vectors, the SVM finds the most significant samples. The samples 

that are closest to the decision surface being generated are the support vectors, which 

come from both of the classes that are being examined [4][7].  

As can be seen in Fig. 2.2., the goal of SVM is to yield a single hyperplane 

decision surface that is equally spaced between two decision borders and has the 

largest margin possible to split the classes linearly. Finding data sets when there are 

insufficient training data and where using a lot of statistics normally cannot guarantee 

the best answer is the aim of assisting vector machine learning [4][7]. 

 
Fig 2.2 Margin and Support Vector 

Using a designated training set of data (administered learning), a Support Vector 

Machine (SVM) is a discriminative classifier that is formally defined by an isolated 

hyper plane. The ideal hyper plane that results from this computation is used to classify 

new models. This hyperplane in two dimensions is a line that divides a plane into both 

sides, which is referred to as the division of each class on each side [8]. 

The shortest line that connects the convex hulls of the two classes (dotted line) 

is orthogonal to the ideal hyper plane, and it intersects it halfway. A threshold b and a 

weight vector w exist such that [8],  
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𝑦𝑦𝑦𝑦 ∙ �(𝑤𝑤 ∙ 𝑥𝑥𝑦𝑦) + 𝑏𝑏� > 0                                    (1) 

w and b are rescaled so that the point or points nearest to the hyperplane fulfil, 

    |(𝑤𝑤 ∙ 𝑥𝑥𝑦𝑦) + 𝑏𝑏| = 1                     (2) 

we get the hyperplane's shape (w,b) with, 

𝑦𝑦𝑦𝑦 ∙ �(𝑤𝑤 ∙ 𝑥𝑥𝑦𝑦) + 𝑏𝑏� ≥ 1                            (3) 

The margin is equal to 2
‖𝑤𝑤‖

 when measured perpendicular to the hyperplane. Therefore, 

we must minimize ‖𝑤𝑤‖ in order to maximize the margin, according to eq (3). The least 

limit is found in the ideal hyperplane, which is defined as the one with the greatest 

edge of partition between the two classes that is displayed in Fig 2.3 [8]. 

 
Fig 2.3 Linearly Separable Samples 

SVM's primary goal is accurate classification of unseen data. Numerous fields 

have numerous applications for it. Applications for SVM are [4]: 

• Text identification: In the fields of image processing and machine learning, 

character identification is growing as a challenging and fascinating subject. 

SVM is one of the most often utilized techniques in many types of pattern 

recognition. It is never an easy task for a machine to identify letters, numbers, 

figures, or humans. Numerous methods in this field were also put forth. 

• Face identification and recognition: A square bordering might be generated 

around a face once certain areas of the image are identified as faces and non-

faces using an SVM classifier. 

• Disease diagnosis: By providing a fast and accurate means of diagnosing 
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diseases, SVM Classifiers have the potential to significantly impact the 

medical industry. Since identifying diseases is the most important function in 

the field of health care. Many lives are saved when an infection is discovered 

early. 

 

2.3 Convolutional Neural Network 
Deep CNNs have been effectively used in a variety of applications, including 

facial keypoint detection, speech recognition, face parsing, action categorization, and 

human posture estimation. The adaptability and efficiency of deep CNNs in the area 

of computer vision and pattern recognition are demonstrated by these applications. The 

tasks of age and gender categorization from unrestricted images are, however, a 

relatively new and untested use for them [9]. 

Deep neural networks, including CNNs, can process input that has had minimal 

preprocessing and can discover the best network configurations through training 

processes, in contrast to conventional machine learning techniques that rely on manual 

feature specification. As a unique kind of feed-forward network, CNNs are excellent 

at analyzing visual data and have demonstrated outstanding performance in tasks like 

image segmentation and classification [10]. As shown in Fig 2.4.  

 
Fig 2.4 The architecture of Convolutional Neural Network 

CNNs are one of the most significant neural network algorithms used in pattern 

recognition and machine learning. It is generally known that their dominance in terms 

of accuracy and quickness. The two main parts of CNNs, which are created expressly 

for image analysis, are feature extraction and classification. Convolutional layers and 



7 
 
 

pooling processes are used in the feature extraction process to extract relevant 

properties from the input data. In the following classification component, which 

consists of completely connected layers, predicted objects in the image are given 

probabilities, acting as a classifier [1]. 

Additionally, CNNs are constructed up of many layer types, such as convolutional, 

pooling, ReLU, and fully-connected (FC) layers. The input image is subjected to filters 

by the convolutional layer, which creates a feature map that emphasizes important 

patterns [1].  

The feature map's size is decreased by the pooling layer, improving computational 

efficiency. The network design has several iterations of these layers. After flattening 

the input and determining the probabilities for each feature, FC layers receive the 

outputs of the compact feature maps. The Rectified Linear Units (ReLU) layer 

introduces nonlinearity, increasing the ability of the network to recognize complicated 

linkages [1]. 

Layer types commonly used in Convolutional Neural Networks (CNNs) include 

convolutional layers, pooling layers, Rectified Linear Unit (ReLU) layers, and fully-

connected (FC) layers [9]. 

1. Convolutional Layers:  

The foundational units of CNNs are convolutional layers. Convolutions are 

carried out by applying a set of learnable filters (also known as kernels) to the 

input data. These filters aid in collecting spatial hierarchies and extracting 

specific features from the data. Layers using convolutional neural networks can 

recognize patterns in edges, textures, and shapes. Each filter generates a feature 

map that shows the learnt feature's presence or absence in various spatial areas. 

2. Pooling Layers:  

The spatial dimensions (width and height) of the feature maps produced by 

convolutional layers are decreased by pooling layers. They employ methods 

like maximum pooling or average pooling to aggregate local data. While 

average pooling determines the average value, max pooling takes the highest 

value obtained inside an area. Pooling increases computational efficiency by 
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reducing the number of parameters and improving the network's robustness to 

changes in the input. 

3. Rectified Linear Unit (ReLU) Layers:  

ReLU layers produce the network nonlinearity. They implement the ReLU 

activation function, which maintains the positive values while setting the 

negative values to zero. ReLU layers allow in the implementation of non-linear 

transformations to identify complex patterns in the data. Due to its ease of use 

and capacity to address the vanishing gradient issue, this activation function 

has gained acceptance. 

4. Fully-Connected (FC) Layers: 

All of the neurons in the current layer are connected to all of the neurons in the 

preceding layer through fully connected layers. These layers transform the 

high-level characteristics that the preceding layers obtained to the appropriate 

output classes after processing them. In a CNN design, FC layers frequently 

come after the convolutional and pooling layers. A softmax activation function 

is often used in the last FC layer to generate class probabilities.  

Researchers may now investigate age and gender categorization from 

unconstrained images by using the ability of deep CNNs, providing up new 

opportunities in areas like ad serving, demographics analysis, and content-based 

research. Deep CNNs may improve the accuracy and robustness of the outcomes from 

these challenges, advancing pattern recognition and computer vision techniques [11].  

2.4 Ensemble Learning 
In order to improve accuracy and decrease the model's variance, many models are 

trained on the same dataset using the ensemble learning approach. Ensemble models 

predicted leveraging the combined output of the basic classifiers, combining the 

capabilities of individual machine learning algorithms to increase accuracy [5][12]. 
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Fig 2.5 Framework for Ensemble Learning 

Ensemble learning uses techniques that expand and combine models to provide 

better outcomes. Base models, which offer higher prediction accuracy than a single 

trained model, are several models that are utilized as inputs for ensemble approaches 

in this learning. Ensemble Learning employs three distinct strategies [6]: 

• Boosting: A weight in boosting is assigned to every training pair. Multiple 

classifiers can be learned in sequence using iterative learning. Learning results 

in weight modifications for each classifier. The accuracy of each classifier 

determines its weight, which is then combined to create the final boosted 

classifier. 

• Bagging/Bootstrap Aggregating: Using this ensemble approach, a learning 

scheme's model ensemble is created, with each model providing an equally 

weighted prediction. 

• Stacking: There are two categories of input data: training and testing. The 

training dataset is used as input to build a meta classifier after being trained 

using several classifiers. The final trained model is the output of the meta 

classifier. After that, the testing dataset will be used to evaluate the classifier's 

(meta) prediction accuracy. 

Advantages of Ensemble learning [6]: 

• Ensemble techniques are more accurate predictors than individual models 

when compared to the majority of other ML types.  

• Ensemble techniques are quite helpful when a dataset comprises both linear 

and non-linear data types; many models may be connected to manage this sort 

of data.  
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• A model ensemble is always more stable and less noisy. 

• With ensemble techniques, bias and variance may be reduced 

• The model is usually neither underfitted nor overfitted. 

Disadvantages of Ensemble learning [6]: 

• It is challenging to learn ensemble learning, and a bad choice might lead to a 

model that predicts less accurately than an individual model.  

• The ensemble model requires a lot of time and storage. 

 

2.5 Decision Tree 
Quinlan (1987) was the one who first invented decision tree algorithms. Due to 

several advantages over other algorithms, the decision tree classification technique 

known as the Decision Tree technique is widely used. When processing tiny data, 

decision trees are a very easy way to comprehend and may also make simple 

judgements from complicated ones by converting them into simple ones. This method 

maintains the quality of the results obtained by utilizing the criteria for each node 

Another advantages, such as the potential for over-fitting of the target sample, biassed 

or unstable tree generation, etc. As a result, some actions, including determining the 

tree's maximum depth, applying an ensemble model, or balancing the dataset before 

utilizing the tree model, can be implemented [13][14]. Fig 2.6 illustrate a structure of 

Decision Tree. 

 

Fig. 2.6 Structure of Decision Tree 

One of the effective techniques that is frequently applied in many domains, 

including machine learning, image processing, and pattern recognition, is the decision 

tree. The approach builds a multiway tree by greedily determining the categorical 
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feature that will provide the most information gain for categorical targets for each 

node. After reaching their maximum size, trees are typically pruned in order to enhance 

their capacity to generalize to new data. A non-parametric supervised learning 

technique for classification is the decision tree. This is a standard classification 

technique that utilizes decision trees to train the model and the inductive process to 

provide legible rules before analyzing the fresh sample data. In general, the fitter the 

model and the more complicated the decision rules, the deeper the decision tree 

[13][15]. 

There are two ways for building a decision tree. Building a decision tree is the 

initial phase, which involves creating a decision tree using a training sample set. The 

decision tree's pruning is the second phase [13].  

The process of analyzing, fixing, and correcting the decision tree created in the 

earlier step is known as pruning. The decision tree generating procedure for data 

verification produces preliminary rules that exclude branches that might potentially 

impact the accuracy of the pre-balance [13].  

 

2.6 Adaboost 
The Adaboost technique is an iterative process that was first presented by Freund 

and Schapire in 1997. The Adaboost algorithm uses many classifiers in an iterative 

process. It trains several models (weak models) for the same training set, then 

combines these weak models to create a final, stronger model (strong model). The 

fundamental idea behind Adaboost is to fit a series of weak learners using boosting 

iterations that include distributing updated weights to each training sample on 

progressively altered copies of the data. The training instances whose weights were 

incorrectly categorized by the boosted model produced in the previous step are raised 

for each future iteration, whereas the weights of the training examples whose 

classifications were correct are decreased. The final classifier (strong model) is created 

by combining the results from each weak classifier using a weighted majority vote 

[13][16].  

The way the Adaboost algorithm operates is that it generates the output labels after 

first classifying the training input data. After that, it compares the output with the 
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findings and increases the weight if the output is incorrectly categorized. Once more, 

the same procedure is carried out, the weights are continuously updated, and 

misclassified data are arranged using the enhanced weights [16]. 

 

2.7 Random Forest 
Leo Breiman developed the machine learning algorithm known as Random Forest 

(RF) Breiman [17] in 2001. It combined the extended bagging approach known as the 

random subspace method with the integrated learning theory of bagging. The training 

and testing processes run simultaneously in a random forest due to every tree in the 

forest is independent of the other trees. A combination of tree-structured predictors 

and a detector is called a random forest. The predictions of several decision trees are 

combined into a single model using the random forest classifier [18][19][20]. 

A machine learning technique called the Random Forest classifier combines 

several tree classifiers. Each tree classifier creates a unit vote for the most prominent 

class in the tree in order to categorize an input vector [21].  

As seen in Fig. 2.7, Random Forest, one of the most used machine learning 

algorithms in classification research using various types of data, improves 

classification accuracy by generating several decision trees. Numerous studies have 

demonstrated that the Random Forest classifier is quick and resistant to overfitting, 

even when dealing with high data dimensionality and multi-linearity [21]. 

 

Fig. 2.7 The architecture of Random Forest Algorithm 

The fundamental principles of Random Forest classification are as follows: first, 

n decision tree models were constructed for each of the n samples to acquire n 

classification results; next, n samples are randomly selected using bootstrap sampling 
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(chosen randomly and with put-back from the training set of N training samples), each 

with the same sample size as the original training set; in the end, the overall 

classification of each record is established by a vote based on the n classification 

outcomes [18]. 

A random forest multi-way classifier is constructed up from numerous trees, each 

of which was produced by randomization in some way. The posterior distribution 

estimates across the image classes are used to identify the leaf nodes in each tree. Every 

internal node has a test that divides the space of data to be categorized as best it can. 

Sending images down each tree and aggregating the leaf distributions it reaches is how 

an image is classed. Two places in the training process where randomness might be 

introduced are when subsampling the training data to create each tree using a different 

subset and when choosing the node tests [22]. 

The scalable supervised techniques for handling high-dimensional data have been 

enhanced by random forests; they work very well with HSI data and may be applied 

to large-scale challenges. Moreover, there are very few parameters in random forests 

that need to be changed, which reduces the data's assumptions. Random forests do, 

however, have some disadvantages [19]:  

• The approach needs an enormous quantity of labelled data 

• It is not very good at handling the problem of an unequal number of target and 

background pixels, particularly when there are relatively few target samples. 
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CHAPTER 3 

PROPOSED METHODOLOGY 

  

Fig. 3.1 Proposed Flow Diagram 

 

3.1 Data Collection 
The first stage in creating a machine learning model for identifying old individuals 

and kids is dataset collection. This stage involves searching for and collecting a dataset 

from several sources that includes pictures of kids and older individuals. To ensure 

that all classes are well represented, the dataset should preferably contain a wide range 

of age variances.  It's necessary to make sure the dataset is varied and reflective of the 

target population. This involves offering illustrations of older people and kids from 

various ethnicities, gender, and cultural backgrounds. 

 

3.2 Data Preprocessing 
Apply a series of steps or techniques to the image dataset before using it to train 

or test the model. The goal of dataset preprocessing is to ensure that the dataset is in a 

Data Collection 

Dataset Preprocessing 

Feature Extraction 

Classification 

Evaluation of Classification 
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suitable, consistent, and ready-to-use format for the training and evaluation process. 

Steps involved in dataset preprocessing may include defining classes and identifying 

the location in which the data collection is stored. It enables navigating and organizing 

the directory structure of the dataset.  

Labels and images are loading where for feature extraction and further processing, 

reading pictures is essential. Labels are required in order to connect each image to the 

appropriate class and enable supervised learning. Furthermore, it requires labelling 

objects. A corresponding class label is assigned when an image is imported and 

processed. By mapping the retrieved characteristics to the corresponding classes, this 

phase makes supervised learning easier. Split into test and training sets where there are 

training and testing sets inside the data set. The machine learning model is trained on 

the training set, and its performance on unseen data is assessed on the test set. Splitting 

the data facilitates evaluating the model's capacity for generalization and identifies 

possible instances of overfitting. 

 

3.3 Dataset and Label Creation. 
With the dataset and labels created, we can use this data to train the model in a 

classification task, allowing the model to learn the patterns associated with age 

classification or class detection in the images. 

 

3.4 Dataset Splitting 
Dataset splitting refers to the process of dividing the dataset into two separate 

subsets, namely the training data and the validation data. The purpose of dataset 

splitting is to test and evaluate the performance of the trained model and determine 

the appropriate percentage split according to the requirements (e.g., 80% for training 

and 20% for validation). 

 

3.5 HOG Feature Extraction 
HOG (Histogram of Oriented Gradients) feature extraction is a technique used to 

transform an image into a simplified feature representation while still preserving 

important information related to the texture and shape of objects in the image. 
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In computer vision and image processing, the HOG (Histogram of Oriented 

Gradients) feature extraction technique is frequently used to extract useful 

characteristics from images. It succeeds in capturing the shape and texture of the items 

that are visible in the image. The HOG method works by calculating the gradient 

distribution in nearby image areas [23]. 

The following is the HOG feature extraction process [23]: 

1. Gradient computation: 

Computing the image's gradient is the first step in the extraction of HOG 

features. The edges and limits of things may be identified using gradients, 

which represent variations in pixel intensity. The image's horizontal and 

vertical intensity gradients are estimated by the use of gradient filters, such as 

the Sobel operators, to calculate the gradient. 

2. Cell formation: 

Each cell in the image appears small and overlaps another. Typically, each cell 

has a few pixels (8x8 or 16x16, for example). The image is divided into cells 

to capture local gradient and texture differences. 

3. Orientation Binning: 

The orientations of the gradients are quantized inside each cell into a 

predetermined number of orientation bins (such as 9 bins including 0 to 180 

degrees). The continuous gradient orientations transform into discrete values 

in this stage. Each orientation bin's contribution is determined by the size of 

the gradients. 

4. Histogram Calculation: 

The gradient magnitudes are added up into the relevant orientation bins for 

each cell, resulting in a histogram of the gradient orientations for that cell. The 

local image structure is shown by the histogram, which also summarizes the 

distribution of gradient orientations inside the cell. 

5. Block Normalization: 

Neighboring cells are grouped into blocks to allow for local changes in 

illumination and contrast. To make sure that the description is robust to 

variations in illumination, normalization is done inside each block. L1-norm or 

L2-norm normalization are frequent normalization techniques. 
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6. Descriptor Formation: 

The HOG description for a block is created in the final stage by combining the 

histograms from all the cells inside that block. The descriptor records the 

spatial organization of local gradient data and encodes the region's shape and 

texture details. 

 

3.6 Model Building 
- Random Forest model building 

Random Forest is a kind of ensemble learning technique. A decision tree is a 

structure that resemble a flowchart, with leaf nodes standing in for class labels 

or results, inside nodes for features, and branches for decision rules. From the 

training set of data, each decision tree in the Random Forest ensemble 

separately learns decision rules. 

• Configuration parameters to determine the behavior and performance 

of the Random Forest classifier. 

• The fit method takes the training data as input and trains the Random 

Forest model using the provided data. 

• Bootstrap sampling. Each Random Forest decision tree is trained using 

a bootstrapped sample of the training set during the training process. 

Using replacement data, bootstrap sampling selects samples at random 

from the training set. 

• Random feature subset. In a decision tree, only a random subset of 

characteristics is taken into consideration for splitting at each split. This 

randomization reduces overfitting and helps in the decorrelation of the 

trees in the ensemble. 

• Aggregation of prediction. To arrive at the final prediction, all of the 

decision trees' individual predictions are combined after training.  

- Adaboost model building based on Decision Tree estimator 

• Adaptive Boosting, or AdaBoost, is an ensemble learning technique 

that builds a robust classifier by combining several weak learners, or 

base estimators. 
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• Base estimator selection. As decision trees are simple models capable 

of identifying fundamental patterns in the data, they are frequently used 

as weak learners. 

• The AdaBoost classifier is initialized by specifying the base estimator 

and the number of estimators (decision trees) in the ensemble. 

• A preprocessing pipeline is defined to standardize the feature vectors 

using standard scaling. 

• The training data is used to fit the preprocessing pipeline and determine 

each feature's mean and standard deviation.  

• The preprocessed training data and corresponding labels are used to 

train the AdaBoost classifier. 

• The decision trees are constructed in sequentially, with each new tree 

focusing more on the instances that the previous trees misclassified. 

 

3.7 Evaluation of Classification 
One popular visualization technique in supervised learning is the confusion 

matrix. In the matrix, each row denotes events in the actual class, and each column is 

an example of the predicted class. Actual and predictable information regarding the 

classification system is contained in the confusion matrix [14]. 

Table 1 Confusion Matrix 

Actual Predicted Class 

Class Negative Positive 

Negative TN FP 

Positive FN TP 

 

Where, TP is True Positive, TN is True Negative, FP is False Positive and FN is 

False Negative. 

Predict on the validation data using the trained model and evaluate the 
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performance using evaluation metrics such as accuracy, precision, recall, and F1-score. 

Analyze the evaluation results and identify areas that need improvement or 

optimization. 

• Accuracy. Accuracy is defined as the ratio of correct estimations to total 

appraisals. It resolves errors in the data set and the quality of the data. The unit 

of measurement is the percentage (%) [20]. The expression of accuracy is given 

in equation (4). 

    𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝑦𝑦 = 𝑇𝑇𝑇𝑇+𝑇𝑇𝑇𝑇
𝑇𝑇𝑇𝑇+𝐹𝐹𝑇𝑇+𝑇𝑇𝑇𝑇+𝐹𝐹𝑇𝑇

                   (4) 

• Precision. Finding the percentage of results that the classifier indicates as 

belonging to a particular class actually belongs to that class is known as 

precision [24]. The expression of precision is given in equation (5). 

           𝑃𝑃𝐴𝐴𝑃𝑃𝐴𝐴𝑦𝑦𝑃𝑃𝑦𝑦𝑃𝑃𝑃𝑃 =  𝑇𝑇𝑇𝑇
𝑇𝑇𝑇𝑇+𝐹𝐹𝑇𝑇

                       (5) 

• Recall. Recall or sensitivity is defined as the ratio of the appraisal's true 

positives to the total number of true positives and false negatives. It is an 

indicator of well-perceived positive attributes. With relation to rate (%), it is 

approximated [20]. The expression of recall is given in equation (6). 

          𝑅𝑅𝑃𝑃𝐴𝐴𝐴𝐴𝑅𝑅𝑅𝑅 = 𝑇𝑇𝑇𝑇
𝑇𝑇𝑇𝑇+𝐹𝐹𝑇𝑇

                              (6) 

• F1-Score. The harmonic mean of recall and accuracy is the F1-score [24]. The 

expression of F1-score is given in equation (7). 

    𝐹𝐹1 𝑆𝑆𝐴𝐴𝑃𝑃𝐴𝐴𝑃𝑃 = 2×𝑇𝑇𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃×𝑅𝑅𝑃𝑃𝑃𝑃𝑅𝑅𝑅𝑅𝑅𝑅
𝑇𝑇𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃+𝑅𝑅𝑃𝑃𝑃𝑃𝑅𝑅𝑅𝑅𝑅𝑅

                         (7) 

 

3.8 Visualization of The Training Set Results 
An essential phase in the construction of the model is the visualization of the 

training set results. Gaining insights that can guide future modifications to the model 

or training procedure, as well as understanding the behavior of the model during 

training, are all improved by it. Visualization of the training set results is obtained from 

loading images from the dataset directory, organizes them by class, and then plots the 

first 10 images from each class. The resulting visualization shows a grid of images 

where each row corresponds to a different class, and each column represents an 

individual image within that class. 
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3.9 Visualization of The Test Set Results 
Visualization of the test set result involves displaying the images from the test set 

along with their corresponding labels in order to evaluate the performance of a 

machine learning model. Visualization of the test set results is obtained from plotting 

the first 10 images from the test set along with their corresponding class labels and 

providing a qualitative understanding of the dataset and model predictions. 

 

3.10 Model Comparison 
Several evaluation standards, including accuracy, precision, recall, and F1 score, 

are used in the model comparison process to evaluate the performance of different 

models.  

These metrics provide insight into how effectively the models manage issues like 

false positives and false negatives and accurately identify instances across various 

classes. We are able to determine which model performs better overall in terms of 

classification accuracy and resilience by comparing these metrics among a variety of 

models. By assisting in the process of choosing the best model for a particular job or 

dataset, this comparative analysis improves well-informed decision-making. 
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CHAPTER 4 

ANALYSIS RESULT 
Based on the analysis of the results, the collection of 100 datasets from various 

sources which includes old people and kids, each of which consists of 50 data. The 

dataset obtained involves presenting illustrations of parents and children from various 

ethnic, gender, and cultural backgrounds and contains wide variations.  

Following that, the dataset was split into 20% for validation and 80% for training. 

The training set comprised 80 data points used to train the model, while the remaining 

20 data points were used to evaluate the model's performance. This dataset split is 

crucial to avoid overfitting and ensure good generalization to unseen data. 
Total training data: 80 

Total validation data: 20 

A confusion matrix is then computed as an essential component in the model 

evaluation stage to evaluate how effectively the classification model performs. The 

accuracy to which the model can distinguish between two classes—the old people and 

the kids—is shown in detail in this confusion matrix. The confusion matrix of Random 

Forest model is represented in Fig 4.1. 

 

Fig. 4.1 Confusion Matrix of Random Forest Model 

The confusion matrix is a table of data that provides an overview of how 

efficiently a classification system distinguishes between old people and kids. There are 
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four component parts of the confusion matrix of Random Forest model: 

1. True Positive (TP): 19 

The quantity of instances (kids) that are truly positive and that the Random 

Forest model accurately predicts as positive. 

2. True Negative (TN): 19 

The quantity of instances (old people) that are truly negative and are the 

Random Forest model accurately predict as negative. 

3. False Positive (FP): 0 

The quantity of instances that the Random Forest model incorrectly predicts as 

positive while they are actually negative. 

4. False Negative (FN): 2 

The quantity of instances that the Random Forest model incorrectly predicts as 

negative while they are actually positive.  

The confusion matrix of AdaBoost Classifier model (Decision Tree estimator) is 

represented in Fig. 4.2. 

 

Fig. 4.2 Confusion Matrix of AdaBoost Classifier Model 

(Decision Tree Estimator) 

There are four component parts of the confusion matrix of AdaBoost Classifier 

model (Decision Tree estimator): 
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1. True Positive (TP): 19 

The amount of truly positive findings (kids) that the AdaBoost classifier model, 

which uses a Decision Tree estimator, accurately predicts as positive. 

2. True Negative (TN): 18 

The amount of truly negative findings (old people) that the AdaBoost classifier 

model, which uses a Decision Tree estimator, accurately predicts as negative. 

3. False Positive (FP): 1 

The amount of events that the AdaBoost classifier model, which uses a 

Decision Tree estimator, inaccurately predicts as positive, whereas in actuality 

the result is negative. 

4. False Negative (FN): 2 

The amount of events that the AdaBoost classifier model, which uses a 

Decision Tree estimator, inaccurately predicts as negative, whereas in actuality 

the result is positive. 

 

The confusion matrix of SVM model is represented in Fig 4.3. 

 

Fig. 4.3 Confusion Matrix of SVM Model     

There are four component parts of the confusion matrix of SVM Model: 

1. True Positive (TP): 14 

The quantity of instances (kids) that are truly positive and that the SVM model 

accurately predicts as positive. 
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2. True Negative (TN): 19 

The quantity of instances (old people) that are truly negative and are the SVM 

model accurately predict as negative. 

3. False Positive (FP): 2 

The quantity of instances that the SVM model incorrectly predicts as positive 

while they are actually negative. 

4. False Negative (FN): 5 

The quantity of instances that the SVM model incorrectly predicts as negative 

while they are actually positive.  

The confusion matrix of CNN model is represented in Fig 4.4.  

 

4.4. Confusion Matrix of CNN Model 

There are four component parts of the confusion matrix of CNN model: 

1. True Positive (TP): 17 

The amount of truly positive findings (kids) that uses the CNN model, 

accurately predicts as positive. 

2. True Negative (TN): 19 

The amount of truly negative findings (old people) that uses the CNN 

model, accurately predicts as negative. 

3. False Positive (FP): 2 

The amount of events that uses CNN model, inaccurately predicts as 
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positive, whereas in actuality the result is negative.  

4. False Negative (FN): 2 

The amount of events that uses the CNN model, inaccurately predicts as 

negative, whereas in actuality the result is positive.  

Next, evaluation parameters including accuracy, precision, recall, and F1-score 

values were used to the confusion matrix data to perform a further analysis. The 

evaluation results were based on the model's predictions on the validation data. The 

validation of Random Forest model is presented in Tab 2. 

Table 2 Evaluation Metrics of Random Forest Model 

Evaluation Metrics Evaluation Result 

Accuracy 0.95 

Precision 0.9547619047619047 

Recall 0.95 

F1-Score 0.95 

 

The evaluation metrics provide insights into the performance of the Random 

Forest model for the given classification task: 

- Accuracy: 0.95 

The total accuracy of the model's predictions across all classes is measured by 

accuracy. The accuracy of the Random Forest classifier is 95%, indicating that 

95% of the predictions made by the model are correct. 

- Precision: 0.9547619047619047 

The precision of a model is defined as the ratio of true positive predictions to 

all positive predictions. It measures how well the model avoids producing false 

positive results. the precision of the Random Forest classifier is approximately 

95.48%, indicating that when the model predicts a class, it is correct about 

95.48% of the time. 
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- Recall: 0.95 

The proportion of true positive predictions among the actual positive cases in 

the dataset is measured by recall, which is sometimes referred to as sensitivity. 

It measures the ability of the model to find every relevant instance of a 

particular class. the recall of the Random Forest classifier is 95%, indicating 

that the model correctly identifies 95% of the actual positive instances. 

- F1-score: 0.95 

The harmonic mean of recall and accuracy is known as the F1-score. It finds a 

balance between recall and accuracy, and it's frequently used as an 

independently performance measurement for models. The F1-score of the 

Random Forest classifier is 95%, indicating a balanced performance between 

precision and recall. 

The validation metrics of AdaBoost Classifier model (Decision Tree Estimator) is 

presented in Tab 3. 

Table 3 Evaluation Metrics of AdaBoost Classifier Model (Decision Tree 

Estimator) 

Evaluation Metrics Evaluation Result 

Accuracy 0.925 

Precision 0.9262499999999999 

Recall 0.925 

F1-Score 0.925046904315197 

 

The evaluation results indicate the performance of the trained model on the 

validation data. The evaluation metrics: 

- Accuracy: 0.925 

The accuracy of the classifier is 0.925, which means that it correctly predicted 

92.5% of the instances in the test set. 

- Precision: 0.9262499999999999  

The proportion of true positive predictions among all positive predictions is 
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shown by the classifier's precision, which is at 0.926. Stated otherwise, the 

accuracy of the classifier's predictions for positive classes is around 92.6%. 

- Recall: 0.925 

The percentage of true positive results that the classifier properly found is 

shown by its recall, which stands at 0.925. In this instance, the classifier 

correctly classified about 92.5% of the actual positive instances. 

- F1-score: 0.925046904315197  

Precision and recall are harmonic means, and the F1-score finds a balance 

between both. The classifier's F1-score of 0.925 shows that recall and precision 

are well-balanced. 

The validation metrics of SVM model is presented in Tab 4. 

Table 4 Evaluation Metrics of SVM Model 

Evaluation Metrics Evaluation Result 

Accuracy 0.825 

Precision 0.875 

Recall 0.7368421052631579 

F1-Score 0.7999999999 

 

The evaluation metrics provide insights into the performance of the Support 

Vector Machine (SVM) model for the given classification task: 

• Accuracy: 0.825 

This indicates the overall correctness of the model's predictions. An accuracy 

of 0.825 suggests that approximately 82.5% of the predictions made by the 

SVM model are correct. 

• Precision: 0.875 

Precision measures the accuracy of the positive predictions made by the model. 

A precision of 0.875 indicates that when the SVM predicts a positive class, it 

is correct about 87.5% of the time. 
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• Recall: 0.7368421052631579 

Recall, also known as sensitivity or true positive rate, represents the ability of 

the model to capture all positive instances. A recall of 0.7368 suggests that the 

model correctly identifies approximately 73.68% of all actual positive 

instances. 

• F1-score: 0.8 

The F1-score is the harmonic mean of precision and recall. It provides a 

balance between precision and recall. An F1-score of 0.8 indicates a good 

balance between precision and recall for the SVM model. 

The validation metrics of CNN model is presented in Tab 5. 

Table 5 Evaluation Metrics of CNN Model 

Evaluation Metrics Evaluation Result 

Accuracy 0.9 

Precision 0.8947368421052632 

Recall 0.8947368421052632 

F1-Score 0.8947368421052632 

 

The evaluation results indicate the performance of the trained model on the 

validation data. The evaluation metrics: 

• Accuracy: 0.9 

Accuracy is the ratio of correctly predicted samples to the total number of 

samples. In this case, the model achieved an accuracy of 0.9, indicating that it 

correctly predicted 90% of the samples in the validation data. 

• Precision: 0.8947368421052632  

The ratio of actual positives to the total of true positives and false positives is 

known as precision. It evaluates how well the model can categorize positive 

samples. The model has high precision for both classes (Old People and Kids), 

as seen by the weighted average precision of 0.8947368421052632. 
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• Recall: 0.8947368421052632  

The proportion of actual positives to the total of true positives and false 

negatives is known as recall. It measures how well the model can locate 

positive samples. The model accurately detected approximately 89.4% of the 

positive samples, as indicated by the recall score of 0.8947368421052632. 

• F1-score: 0.84769820971867  

The harmonic mean of recall and precision is known as the F1-score. It offers 

a combination between recall and precision. The model's F1-score of 

0.84769820971867 shows that recall and precision are generally well-

balanced. 

Visualization of the training set results is obtained from loading images from the 

dataset directory, organizes them by class, and then plots the first 10 images from each 

class. The resulting visualization shows a grid of images where each row corresponds 

to a different class, and each column represents an individual image within that class.  

 
Fig. 4.5 Visualization of Old People Class Training Set Images 

 

 
Fig. 4.6 Visualization of Kids Class Training Set Images 

Visualization of training set results allows to inspect and verify that the training 

data is loaded correctly and to get a sense of what the images look like in each class. 

Visualization of the training set results for old people and kids class are presented in 



30 
 
 

Fig 4.5 and Fig 4.6, respectively. 

Visualization of the test set results is obtained from plotting the first 10 images 

from the test set along with their corresponding class labels and providing a qualitative 

understanding of the dataset and model predictions. It's a helpful step for inspecting 

the quality of the data and verifying that the images are correctly labeled. Visualization 

of the test set results for old people and kids class are presented in Fig 4.7 and Fig 4.8, 

respectively. 

 
Fig. 4.7 Visualization of Old People Class Test Set Images 

 

 
Fig. 4.8 Visualization of Kids Class Test Set Images 

The analysis results were visualized through a table and a graph of the evaluation 

metrics. The evaluation metrics table and graph of RF, AdaBoost (DT), SVM and CNN 

model, including accuracy, precision, recall, and F1-score, are presented in Tab 6 and 

Fig 4.9, respectively.  
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Table 6 Evaluation Matrices of RF, AdaBoost (DT), SVM and CNN Models 

Classifier 

Models 

Accuracy Precision Recall F1-Score 

Random Forest 95% 95.47% 95% 95% 

AdaBoost (DT) 92.50% 92.62% 92.50% 92.60% 

SVM 82.50% 87.50% 73.68% 79.99% 

CNN 90% 89.47% 89.47% 89.47% 

 

 
Fig 4.9 Evaluation Metrices of RF, AdaBoost (DT), SVM and CNN 

This graph provides a clearer understanding of the model's performance based on 

the calculated evaluation metrics, allowing for better comparison and comprehension 

of the model's performance. 
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CHAPTER 5 

CONCLUSION AND FUTURE SCOPE 
5.1 CONCLUSION 

The following conclusions could be drawn in considering the findings from the 

comparison of different models including random forest, Adaboost (DT), SVM and 

CNN for the classification of old people and kids: 

1. Accuracy: With an accuracy of 95%, Random Forest proved the most accurate, 

closely followed by Adaboost (Decision Trees), at 92.50%. CNN and SVM 

had somewhat lower accuracy, at 90% and 82.50%, respectively. 

2. Precision: The highest precision resulted by Random Forest (95.47%), 

followed by Adaboost based on Decision Tree (92.62%). The precision scores 

obtained by SVM and CNN are 87.50% and 89.47%, respectively. 

3. Recall: Strong recall rates of 95% and 92.50%, respectively, were displayed by 

Random Forest and Adaboost (Decision Tree), demonstrating their ability to 

identify relevant instances. CNN outperformed SVM with a recall rate of 

89.47%, while SVM's recall rate was lower at 73.68%. 

4. F1-score: With an F1 score of 95%, Random Forest achieved the highest, 

demonstrating a balance between recall and precision. Adaboost, which uses a 

decision tree as its basis, came in second with an F1 score of 92.60%. With an 

F1 score of 79.99%, SVM demonstrated a trade-off between recall and 

precision. CNN received an 89.47% F1 score. 

Based on these parameters, it can be concluded that in terms of accuracy, 

precision, recall, and F1-score, the different models including Random Forest, 

Adaboost (Decision Tree), SVM, and CNN, performed an effective job of classifying 

old people and kids. On the other hand, it seems that Random Forest proves to be the 

most effective model for the given classification task, followed closely by Adaboost 

(Decision Tree), which performed admirably, showing competitiveness with Random 

Forest. while SVM exhibited comparatively lower performance, particularly in recall 

and F1 score, suggesting room for improvement, and CNN performed well but was 

slightly behind Random Forest and Adaboost (Decision Tree) in terms of accuracy and 
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F1 score. 

 

5.2 FUTURE SCOPE 
Several actions may be made in the future to enhance the model's performance in 

the task of detecting old people and kids. To ensure the representativeness and 

diversity of the data, it is important to begin by collecting wide and different data sets. 

Improve the dataset that the models' performance may be improved by consistently 

growing and varying the dataset. Increasing the number of old people and kids images 

collected from various sources, demographics, and backgrounds can assist enhance the 

models' generalization and accuracy. 

Using improved feature engineering approaches may help extract more insightful 

representations from the data and improve classification accuracy. Further 

performance gains might result from experimenting with different ensemble 

techniques like model stacking or gradient boosting machines. Another optimization 

method is hyperparameter tuning, where methods such as grid search or random search 

could be helpful in adjusting model parameters for optimal performance.  

To further improve the efficacy and applicability of ensemble learning in 

classifying older people and kids, further research should be conducted in the 

following areas: augmenting the dataset with synthetic samples, addressing class 

imbalance, improving model interpretability, deploying models for real-time 

inference, and evaluating cross-domain generalization. There is a great deal of 

potential for these efforts to make significant improvements to the field of machine 

learning. 
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	Following training, a variety of evaluation metrics, including accuracy, precision, recall, and F1-score, will be used to evaluate the models' performance. These metrics provide insight on the models' ability differentiate between old people and kids....
	The evaluation metrics from the previous project are compared with those from Support Vector Machines (SVM) and Convolutional Neural Networks (CNN), including accuracy, precision, recall, and F1-score. The results demonstrate the effectiveness of ense...
	These results demonstrate ensemble learning's potential for accurate classification tasks and offer insightful information for further study and use in a variety of fields.
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	CHAPTER 1
	INTRODUCTION
	Because the human face is considered as a particularly rich source of information, recognizing facial features has recently become one of the most exciting challenges in pattern recognition.  Age is face characteristics in particular that have a wide ...
	Any living thing that wants to do an action has to be competent at it. People are able to differentiate one thing from another with easily in their daily tasks, starting in the morning. In order to make a computer as intelligent as a person, several m...
	Two popular ensemble learning algorithms, Random Forest and AdaBoost, are well-known for the ability to integrate several weak learners, usually decision trees, to create a more powerful prediction model. Ensemble approaches are a useful tool for redu...
	This project's main goal is to determine how effectively the Random Forest and AdaBoost with Decision Tree estimator perform while classifying old people and kids based on visual characteristics from images. The effectiveness of ensemble models will a...
	The efficacy of the proposed ensemble learning techniques will be evaluated using standard evaluation metrics, including accuracy, precision, recall and F1-score. These measures enable a thorough comparison between several models by offering full insi...
	CHAPTER 2
	LITERATURE REVIEW
	2.1 Machine Learning
	Artificial intelligence (AI) in the form of machine learning teaches computers to think like people by building on and learning from past experiences. It analyses data and detects trends with the least amount of human interaction. In the field of mach...
	The objective of computer vision and machine learning is to provide computers the capacity to collect and comprehend data and make decisions based on past and current outcomes. The Internet of Things, Industrial Internet of Things, and human-computer ...
	Various methods of learning depend on the way algorithms extract more complex information from the raw input by using multiple layers. A number of methods for learning are shown in Figure 2.1. These learning approaches are becoming state-of-the-art in...
	2.2 Support Vector Machine
	The Support Vector Machine (SVM) technique is a supervised learning method that could be used for regression analysis and classification/prediction. It is trained as a function approximator and can be applied to comprehend the system's structure. Non-...
	As can be seen in Fig. 2.2., the goal of SVM is to yield a single hyperplane decision surface that is equally spaced between two decision borders and has the largest margin possible to split the classes linearly. Finding data sets when there are insuf...
	2.3 Convolutional Neural Network
	Deep CNNs have been effectively used in a variety of applications, including facial keypoint detection, speech recognition, face parsing, action categorization, and human posture estimation. The adaptability and efficiency of deep CNNs in the area of ...
	Deep neural networks, including CNNs, can process input that has had minimal preprocessing and can discover the best network configurations through training processes, in contrast to conventional machine learning techniques that rely on manual feature...
	2.4 Ensemble Learning
	In order to improve accuracy and decrease the model's variance, many models are trained on the same dataset using the ensemble learning approach. Ensemble models predicted leveraging the combined output of the basic classifiers, combining the capabili...
	Ensemble learning uses techniques that expand and combine models to provide better outcomes. Base models, which offer higher prediction accuracy than a single trained model, are several models that are utilized as inputs for ensemble approaches in thi...
	 Boosting: A weight in boosting is assigned to every training pair. Multiple classifiers can be learned in sequence using iterative learning. Learning results in weight modifications for each classifier. The accuracy of each classifier determines its...
	 Bagging/Bootstrap Aggregating: Using this ensemble approach, a learning scheme's model ensemble is created, with each model providing an equally weighted prediction.
	 Stacking: There are two categories of input data: training and testing. The training dataset is used as input to build a meta classifier after being trained using several classifiers. The final trained model is the output of the meta classifier. Aft...
	Advantages of Ensemble learning [6]:
	 Ensemble techniques are more accurate predictors than individual models when compared to the majority of other ML types.
	 Ensemble techniques are quite helpful when a dataset comprises both linear and non-linear data types; many models may be connected to manage this sort of data.
	 A model ensemble is always more stable and less noisy.
	 With ensemble techniques, bias and variance may be reduced
	 The model is usually neither underfitted nor overfitted.
	Disadvantages of Ensemble learning [6]:
	 It is challenging to learn ensemble learning, and a bad choice might lead to a model that predicts less accurately than an individual model.
	 The ensemble model requires a lot of time and storage.
	2.5 Decision Tree
	Quinlan (1987) was the one who first invented decision tree algorithms. Due to several advantages over other algorithms, the decision tree classification technique known as the Decision Tree technique is widely used. When processing tiny data, decisio...
	One of the effective techniques that is frequently applied in many domains, including machine learning, image processing, and pattern recognition, is the decision tree. The approach builds a multiway tree by greedily determining the categorical featur...
	There are two ways for building a decision tree. Building a decision tree is the initial phase, which involves creating a decision tree using a training sample set. The decision tree's pruning is the second phase [13].
	The process of analyzing, fixing, and correcting the decision tree created in the earlier step is known as pruning. The decision tree generating procedure for data verification produces preliminary rules that exclude branches that might potentially im...
	2.6 Adaboost
	The Adaboost technique is an iterative process that was first presented by Freund and Schapire in 1997. The Adaboost algorithm uses many classifiers in an iterative process. It trains several models (weak models) for the same training set, then combin...
	The way the Adaboost algorithm operates is that it generates the output labels after first classifying the training input data. After that, it compares the output with the findings and increases the weight if the output is incorrectly categorized. Onc...
	2.7 Random Forest
	Leo Breiman developed the machine learning algorithm known as Random Forest (RF) Breiman [17] in 2001. It combined the extended bagging approach known as the random subspace method with the integrated learning theory of bagging. The training and testi...
	A machine learning technique called the Random Forest classifier combines several tree classifiers. Each tree classifier creates a unit vote for the most prominent class in the tree in order to categorize an input vector [21].
	As seen in Fig. 2.7, Random Forest, one of the most used machine learning algorithms in classification research using various types of data, improves classification accuracy by generating several decision trees. Numerous studies have demonstrated that...
	The fundamental principles of Random Forest classification are as follows: first, n decision tree models were constructed for each of the n samples to acquire n classification results; next, n samples are randomly selected using bootstrap sampling (ch...
	A random forest multi-way classifier is constructed up from numerous trees, each of which was produced by randomization in some way. The posterior distribution estimates across the image classes are used to identify the leaf nodes in each tree. Every ...
	The scalable supervised techniques for handling high-dimensional data have been enhanced by random forests; they work very well with HSI data and may be applied to large-scale challenges. Moreover, there are very few parameters in random forests that ...
	 The approach needs an enormous quantity of labelled data
	 It is not very good at handling the problem of an unequal number of target and background pixels, particularly when there are relatively few target samples.

	CHAPTER 3
	PROPOSED METHODOLOGY
	3.1 Data Collection
	The first stage in creating a machine learning model for identifying old individuals and kids is dataset collection. This stage involves searching for and collecting a dataset from several sources that includes pictures of kids and older individuals. ...
	3.2 Data Preprocessing
	Apply a series of steps or techniques to the image dataset before using it to train or test the model. The goal of dataset preprocessing is to ensure that the dataset is in a suitable, consistent, and ready-to-use format for the training and evaluatio...
	Labels and images are loading where for feature extraction and further processing, reading pictures is essential. Labels are required in order to connect each image to the appropriate class and enable supervised learning. Furthermore, it requires labe...
	3.3 Dataset and Label Creation.
	With the dataset and labels created, we can use this data to train the model in a classification task, allowing the model to learn the patterns associated with age classification or class detection in the images.
	3.4 Dataset Splitting
	Dataset splitting refers to the process of dividing the dataset into two separate subsets, namely the training data and the validation data. The purpose of dataset splitting is to test and evaluate the performance of the trained model and determine th...
	3.5 HOG Feature Extraction
	HOG (Histogram of Oriented Gradients) feature extraction is a technique used to transform an image into a simplified feature representation while still preserving important information related to the texture and shape of objects in the image.
	In computer vision and image processing, the HOG (Histogram of Oriented Gradients) feature extraction technique is frequently used to extract useful characteristics from images. It succeeds in capturing the shape and texture of the items that are visi...
	The following is the HOG feature extraction process [23]:
	1. Gradient computation:
	Computing the image's gradient is the first step in the extraction of HOG features. The edges and limits of things may be identified using gradients, which represent variations in pixel intensity. The image's horizontal and vertical intensity gradient...
	2. Cell formation:
	Each cell in the image appears small and overlaps another. Typically, each cell has a few pixels (8x8 or 16x16, for example). The image is divided into cells to capture local gradient and texture differences.
	3. Orientation Binning:
	The orientations of the gradients are quantized inside each cell into a predetermined number of orientation bins (such as 9 bins including 0 to 180 degrees). The continuous gradient orientations transform into discrete values in this stage. Each orien...
	4. Histogram Calculation:
	The gradient magnitudes are added up into the relevant orientation bins for each cell, resulting in a histogram of the gradient orientations for that cell. The local image structure is shown by the histogram, which also summarizes the distribution of ...
	5. Block Normalization:
	Neighboring cells are grouped into blocks to allow for local changes in illumination and contrast. To make sure that the description is robust to variations in illumination, normalization is done inside each block. L1-norm or L2-norm normalization are...
	6. Descriptor Formation:
	The HOG description for a block is created in the final stage by combining the histograms from all the cells inside that block. The descriptor records the spatial organization of local gradient data and encodes the region's shape and texture details.
	3.6 Model Building
	- Random Forest model building
	Random Forest is a kind of ensemble learning technique. A decision tree is a structure that resemble a flowchart, with leaf nodes standing in for class labels or results, inside nodes for features, and branches for decision rules. From the training se...
	 Configuration parameters to determine the behavior and performance of the Random Forest classifier.
	 The fit method takes the training data as input and trains the Random Forest model using the provided data.
	 Bootstrap sampling. Each Random Forest decision tree is trained using a bootstrapped sample of the training set during the training process. Using replacement data, bootstrap sampling selects samples at random from the training set.
	 Random feature subset. In a decision tree, only a random subset of characteristics is taken into consideration for splitting at each split. This randomization reduces overfitting and helps in the decorrelation of the trees in the ensemble.
	 Aggregation of prediction. To arrive at the final prediction, all of the decision trees' individual predictions are combined after training.
	- Adaboost model building based on Decision Tree estimator
	 Adaptive Boosting, or AdaBoost, is an ensemble learning technique that builds a robust classifier by combining several weak learners, or base estimators.
	 Base estimator selection. As decision trees are simple models capable of identifying fundamental patterns in the data, they are frequently used as weak learners.
	 The AdaBoost classifier is initialized by specifying the base estimator and the number of estimators (decision trees) in the ensemble.
	 A preprocessing pipeline is defined to standardize the feature vectors using standard scaling.
	 The training data is used to fit the preprocessing pipeline and determine each feature's mean and standard deviation.
	 The preprocessed training data and corresponding labels are used to train the AdaBoost classifier.
	 The decision trees are constructed in sequentially, with each new tree focusing more on the instances that the previous trees misclassified.
	3.7 Evaluation of Classification
	One popular visualization technique in supervised learning is the confusion matrix. In the matrix, each row denotes events in the actual class, and each column is an example of the predicted class. Actual and predictable information regarding the clas...
	Where, TP is True Positive, TN is True Negative, FP is False Positive and FN is False Negative.
	Predict on the validation data using the trained model and evaluate the performance using evaluation metrics such as accuracy, precision, recall, and F1-score. Analyze the evaluation results and identify areas that need improvement or optimization.
	 Accuracy. Accuracy is defined as the ratio of correct estimations to total appraisals. It resolves errors in the data set and the quality of the data. The unit of measurement is the percentage (%) [20]. The expression of accuracy is given in equatio...
	𝐴𝑐𝑐𝑢𝑟𝑎𝑐𝑦=,𝑇𝑃+𝑇𝑁-𝑇𝑃+𝐹𝑃+𝑇𝑁+𝐹𝑁.                   (4)
	 Precision. Finding the percentage of results that the classifier indicates as belonging to a particular class actually belongs to that class is known as precision [24]. The expression of precision is given in equation (5).
	𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛= ,𝑇𝑃-𝑇𝑃+𝐹𝑃.                       (5)
	 Recall. Recall or sensitivity is defined as the ratio of the appraisal's true positives to the total number of true positives and false negatives. It is an indicator of well-perceived positive attributes. With relation to rate (%), it is approximate...
	𝑅𝑒𝑐𝑎𝑙𝑙=,𝑇𝑃-𝑇𝑃+𝐹𝑁.                              (6)
	 F1-Score. The harmonic mean of recall and accuracy is the F1-score [24]. The expression of F1-score is given in equation (7).
	𝐹1 𝑆𝑐𝑜𝑟𝑒=,2×𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛×𝑅𝑒𝑐𝑎𝑙𝑙-𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛+𝑅𝑒𝑐𝑎𝑙𝑙.                         (7)
	3.8 Visualization of The Training Set Results
	An essential phase in the construction of the model is the visualization of the training set results. Gaining insights that can guide future modifications to the model or training procedure, as well as understanding the behavior of the model during tr...
	3.9 Visualization of The Test Set Results
	Visualization of the test set result involves displaying the images from the test set along with their corresponding labels in order to evaluate the performance of a machine learning model. Visualization of the test set results is obtained from plotti...
	3.10 Model Comparison
	Several evaluation standards, including accuracy, precision, recall, and F1 score, are used in the model comparison process to evaluate the performance of different models.
	These metrics provide insight into how effectively the models manage issues like false positives and false negatives and accurately identify instances across various classes. We are able to determine which model performs better overall in terms of cla...

	CHAPTER 4
	ANALYSIS RESULT
	Based on the analysis of the results, the collection of 100 datasets from various sources which includes old people and kids, each of which consists of 50 data. The dataset obtained involves presenting illustrations of parents and children from variou...
	Following that, the dataset was split into 20% for validation and 80% for training. The training set comprised 80 data points used to train the model, while the remaining 20 data points were used to evaluate the model's performance. This dataset split...
	Total training data: 80
	Total validation data: 20
	A confusion matrix is then computed as an essential component in the model evaluation stage to evaluate how effectively the classification model performs. The accuracy to which the model can distinguish between two classes—the old people and the kids—...
	The confusion matrix is a table of data that provides an overview of how efficiently a classification system distinguishes between old people and kids. There are four component parts of the confusion matrix of Random Forest model:
	1. True Positive (TP): 19
	The quantity of instances (kids) that are truly positive and that the Random Forest model accurately predicts as positive.
	2. True Negative (TN): 19
	The quantity of instances (old people) that are truly negative and are the Random Forest model accurately predict as negative.
	3. False Positive (FP): 0
	The quantity of instances that the Random Forest model incorrectly predicts as positive while they are actually negative.
	4. False Negative (FN): 2
	The quantity of instances that the Random Forest model incorrectly predicts as negative while they are actually positive.
	The confusion matrix of AdaBoost Classifier model (Decision Tree estimator) is represented in Fig. 4.2.
	There are four component parts of the confusion matrix of AdaBoost Classifier model (Decision Tree estimator):
	1. True Positive (TP): 19
	The amount of truly positive findings (kids) that the AdaBoost classifier model, which uses a Decision Tree estimator, accurately predicts as positive.
	2. True Negative (TN): 18
	The amount of truly negative findings (old people) that the AdaBoost classifier model, which uses a Decision Tree estimator, accurately predicts as negative.
	3. False Positive (FP): 1
	The amount of events that the AdaBoost classifier model, which uses a Decision Tree estimator, inaccurately predicts as positive, whereas in actuality the result is negative.
	4. False Negative (FN): 2
	The amount of events that the AdaBoost classifier model, which uses a Decision Tree estimator, inaccurately predicts as negative, whereas in actuality the result is positive.
	The confusion matrix of SVM model is represented in Fig 4.3.
	There are four component parts of the confusion matrix of SVM Model:
	1. True Positive (TP): 14
	The quantity of instances (kids) that are truly positive and that the SVM model accurately predicts as positive.
	2. True Negative (TN): 19
	The quantity of instances (old people) that are truly negative and are the SVM model accurately predict as negative.
	3. False Positive (FP): 2
	The quantity of instances that the SVM model incorrectly predicts as positive while they are actually negative.
	4. False Negative (FN): 5
	The quantity of instances that the SVM model incorrectly predicts as negative while they are actually positive.
	The confusion matrix of CNN model is represented in Fig 4.4.
	There are four component parts of the confusion matrix of CNN model:
	1. True Positive (TP): 17
	The amount of truly positive findings (kids) that uses the CNN model, accurately predicts as positive.
	2. True Negative (TN): 19
	The amount of truly negative findings (old people) that uses the CNN model, accurately predicts as negative.
	3. False Positive (FP): 2
	The amount of events that uses CNN model, inaccurately predicts as positive, whereas in actuality the result is negative.
	4. False Negative (FN): 2
	The amount of events that uses the CNN model, inaccurately predicts as negative, whereas in actuality the result is positive.
	Next, evaluation parameters including accuracy, precision, recall, and F1-score values were used to the confusion matrix data to perform a further analysis. The evaluation results were based on the model's predictions on the validation data. The valid...
	The evaluation metrics provide insights into the performance of the Random Forest model for the given classification task:
	- Accuracy: 0.95
	The total accuracy of the model's predictions across all classes is measured by accuracy. The accuracy of the Random Forest classifier is 95%, indicating that 95% of the predictions made by the model are correct.
	- Precision: 0.9547619047619047
	The precision of a model is defined as the ratio of true positive predictions to all positive predictions. It measures how well the model avoids producing false positive results. the precision of the Random Forest classifier is approximately 95.48%, i...
	- Recall: 0.95
	The proportion of true positive predictions among the actual positive cases in the dataset is measured by recall, which is sometimes referred to as sensitivity. It measures the ability of the model to find every relevant instance of a particular class...
	- F1-score: 0.95
	The harmonic mean of recall and accuracy is known as the F1-score. It finds a balance between recall and accuracy, and it's frequently used as an independently performance measurement for models. The F1-score of the Random Forest classifier is 95%, in...
	The validation metrics of AdaBoost Classifier model (Decision Tree Estimator) is presented in Tab 3.
	Table 3 Evaluation Metrics of AdaBoost Classifier Model (Decision Tree Estimator)
	The evaluation results indicate the performance of the trained model on the validation data. The evaluation metrics:
	- Accuracy: 0.925
	The accuracy of the classifier is 0.925, which means that it correctly predicted 92.5% of the instances in the test set.
	- Precision: 0.9262499999999999
	The proportion of true positive predictions among all positive predictions is shown by the classifier's precision, which is at 0.926. Stated otherwise, the accuracy of the classifier's predictions for positive classes is around 92.6%.
	- Recall: 0.925
	The percentage of true positive results that the classifier properly found is shown by its recall, which stands at 0.925. In this instance, the classifier correctly classified about 92.5% of the actual positive instances.
	- F1-score: 0.925046904315197
	Precision and recall are harmonic means, and the F1-score finds a balance between both. The classifier's F1-score of 0.925 shows that recall and precision are well-balanced.
	The validation metrics of SVM model is presented in Tab 4.
	Table 4 Evaluation Metrics of SVM Model
	The evaluation metrics provide insights into the performance of the Support Vector Machine (SVM) model for the given classification task:
	 Accuracy: 0.825
	This indicates the overall correctness of the model's predictions. An accuracy of 0.825 suggests that approximately 82.5% of the predictions made by the SVM model are correct.
	 Precision: 0.875
	Precision measures the accuracy of the positive predictions made by the model. A precision of 0.875 indicates that when the SVM predicts a positive class, it is correct about 87.5% of the time.
	 Recall: 0.7368421052631579
	Recall, also known as sensitivity or true positive rate, represents the ability of the model to capture all positive instances. A recall of 0.7368 suggests that the model correctly identifies approximately 73.68% of all actual positive instances.
	 F1-score: 0.8
	The F1-score is the harmonic mean of precision and recall. It provides a balance between precision and recall. An F1-score of 0.8 indicates a good balance between precision and recall for the SVM model.
	The validation metrics of CNN model is presented in Tab 5.
	Table 5 Evaluation Metrics of CNN Model
	The evaluation results indicate the performance of the trained model on the validation data. The evaluation metrics:
	 Accuracy: 0.9
	Accuracy is the ratio of correctly predicted samples to the total number of samples. In this case, the model achieved an accuracy of 0.9, indicating that it correctly predicted 90% of the samples in the validation data.
	 Precision: 0.8947368421052632
	The ratio of actual positives to the total of true positives and false positives is known as precision. It evaluates how well the model can categorize positive samples. The model has high precision for both classes (Old People and Kids), as seen by th...
	 Recall: 0.8947368421052632
	The proportion of actual positives to the total of true positives and false negatives is known as recall. It measures how well the model can locate positive samples. The model accurately detected approximately 89.4% of the positive samples, as indicat...
	 F1-score: 0.84769820971867
	The harmonic mean of recall and precision is known as the F1-score. It offers a combination between recall and precision. The model's F1-score of 0.84769820971867 shows that recall and precision are generally well-balanced.
	Visualization of the training set results is obtained from loading images from the dataset directory, organizes them by class, and then plots the first 10 images from each class. The resulting visualization shows a grid of images where each row corres...
	Fig. 4.5 Visualization of Old People Class Training Set Images
	Fig. 4.6 Visualization of Kids Class Training Set Images
	Visualization of training set results allows to inspect and verify that the training data is loaded correctly and to get a sense of what the images look like in each class. Visualization of the training set results for old people and kids class are pr...
	Visualization of the test set results is obtained from plotting the first 10 images from the test set along with their corresponding class labels and providing a qualitative understanding of the dataset and model predictions. It's a helpful step for i...
	Fig. 4.7 Visualization of Old People Class Test Set Images
	Fig. 4.8 Visualization of Kids Class Test Set Images
	The analysis results were visualized through a table and a graph of the evaluation metrics. The evaluation metrics table and graph of RF, AdaBoost (DT), SVM and CNN model, including accuracy, precision, recall, and F1-score, are presented in Tab 6 and...
	Table 6 Evaluation Matrices of RF, AdaBoost (DT), SVM and CNN Models
	Fig 4.9 Evaluation Metrices of RF, AdaBoost (DT), SVM and CNN
	This graph provides a clearer understanding of the model's performance based on the calculated evaluation metrics, allowing for better comparison and comprehension of the model's performance.

	CHAPTER 5
	CONCLUSION AND FUTURE SCOPE
	5.1 CONCLUSION
	The following conclusions could be drawn in considering the findings from the comparison of different models including random forest, Adaboost (DT), SVM and CNN for the classification of old people and kids:
	1. Accuracy: With an accuracy of 95%, Random Forest proved the most accurate, closely followed by Adaboost (Decision Trees), at 92.50%. CNN and SVM had somewhat lower accuracy, at 90% and 82.50%, respectively.
	2. Precision: The highest precision resulted by Random Forest (95.47%), followed by Adaboost based on Decision Tree (92.62%). The precision scores obtained by SVM and CNN are 87.50% and 89.47%, respectively.
	3. Recall: Strong recall rates of 95% and 92.50%, respectively, were displayed by Random Forest and Adaboost (Decision Tree), demonstrating their ability to identify relevant instances. CNN outperformed SVM with a recall rate of 89.47%, while SVM's re...
	4. F1-score: With an F1 score of 95%, Random Forest achieved the highest, demonstrating a balance between recall and precision. Adaboost, which uses a decision tree as its basis, came in second with an F1 score of 92.60%. With an F1 score of 79.99%, S...
	Based on these parameters, it can be concluded that in terms of accuracy, precision, recall, and F1-score, the different models including Random Forest, Adaboost (Decision Tree), SVM, and CNN, performed an effective job of classifying old people and k...
	5.2 FUTURE SCOPE
	Several actions may be made in the future to enhance the model's performance in the task of detecting old people and kids. To ensure the representativeness and diversity of the data, it is important to begin by collecting wide and different data sets....
	Using improved feature engineering approaches may help extract more insightful representations from the data and improve classification accuracy. Further performance gains might result from experimenting with different ensemble techniques like model s...
	To further improve the efficacy and applicability of ensemble learning in classifying older people and kids, further research should be conducted in the following areas: augmenting the dataset with synthetic samples, addressing class imbalance, improv...
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