
 
 

TOWARDS ETHICAL VISUAL 
REPRESENTATION: INVESTIGATING 

BIAS MITIGATION IN TEXT-TO-IMAGE 
GENERATION MODELS 

A Thesis Submitted 
In Partial Fulfillment of the Requirements 

for the Degree of 
 

MASTER OF TECHNOLOGY 
in 

Artificial Intelligence 
by 

 
SHAH PRERAK 
(Roll No. 2K22/AFI/21) 

 
Under the Supervision of 

 GARIMA CHHIKARA  
(Asst Prof, Dept of Computer Science & Engineering) 

 
 

 
 

To the 
Department of Computer Science and Engineering 

 
DELHI TECHNOLOGICAL UNIVERSITY 

(Formerly Delhi College of Engineering) 
Shahbad Daulatpur, Main Bawana Road, Delhi-110042. India 

 
          May, 2024 

  



P a g e  | ii 
 

DELHI TECHNOLOGICAL UNIVERSITY 
(Formerly Delhi College of Engineering) 

Shahbad Daulatpur, Main Bawana Road, Delhi-42 
 
 

ACKNOWLEDGEMENTS 
 
 

I wish to express my sincerest gratitude to Asst Prof. Garima Chhikara for 

her continuous guidance and mentor-ship that she provided during this project. She 

showed me the path to achieving targets by explaining all the tasks to be done and 

explained to me the importance of this work as well as its industrial relevance. She 

was always ready to help me and clear doubts regarding any hurdles in this project. 

Without her constant support and motivation, this project would not have been 

successful. 

 

 

Place: Delhi  Shah Prerak 

Date:  



P a g e  | iii 
 

DELHI TECHNOLOGICAL UNIVERSITY 
(Formerly Delhi College of Engineering) 

Shahbad Daulatpur, Main Bawana Road, Delhi-42 
 
 

CANDIDATE’S DECLARATION 
 

I, Shah Prerak, Roll No. 2K22/AFI/21 student of M.Tech (Artificial Intelligence), 

hereby certify that the work which is being presented in the thesis entitled “Towards 

Ethical Visual Representation: Investigating Bias Mitigation in Text-to-Image 

Generation Models” in partial fulfillment of the requirements for the award of the 

Degree of Master of Technology in Artificial Intelligence in the Department of 

Computer Science and Engineering, Delhi Technological University is an authentic 

record of my own work carried out during the period from August 2022 to Jun 2024 

under the supervision of Asst Prof. Garima Chhikara, Dept of Computer Science and 

Engineering. The matter presented in the thesis has not been submitted by me for the 

award of any other degree of this or any other Institute. 

 

 

Place: Delhi  Candidate’s Signature 

This is to certify that the student has incorporated all the corrections suggested by the 
examiners in the thesis and the statement made by the candidate is correct to the best 
of our knowledge. 

 

 

 

Signature of Supervisor Signature of External Examiner 

  



P a g e  | iv 
 

DELHI TECHNOLOGICAL UNIVERSITY 
(Formerly Delhi College of Engineering) 

Shahbad Daulatpur, Main Bawana Road, Delhi-42 
 
 

CERTIFICATE 
 

Certified that Shah Prerak (Roll No. 2K22/AFI/21) has carried out the research work 

presented in the thesis titled “Towards Ethical Visual Representation: Investigating 

Bias Mitigation in Text-to-Image Generation Models”, for the award of Degree of 

Master of Technology from Department of Computer Science and Engineering, Delhi 

Technological University, Delhi under my supervision. The thesis embodies result of 

original work and studies are carried out by the student himself and the contents of the 

thesis do not form the basis for the award of any other degree for the candidate or 

submit else from the any other University /Institution. 

 

 

Place: Delhi Asst Prof. Garima Chhikara 
                                                                                                        (Supervisor) 
Date:       Delhi Technological University 

  



P a g e  | v 
 

ABSTRACT 
 

Recent developments in Text-to-Image generation models have had a wild impact on 

many diverse fields, from automatic synthesis of images based on textual descriptions 

to the abilities of media creation, digital marketing, or generation, which a decade ago 

seemed impossible. It has also been documented that most of these models are 

predisposed to produce biased results, for instance, gender bias, cultural bias, age-

related bias, and racial (skin tone) bias are predisposed to produce unrepresentative 

and skewed results of images. Biased results carry out the high payment; it may result 

in the continued reinforcement of negative stereotypes or create room for the 

perpetuation of social inequalities. A case in point that has greatly been commented 

on is the "GEMINI" incident. It was evident from the damage and controversy caused 

by the inciting AI-generated content that this bias in AI systems should be checked in 

time to avert all these unpleasant consequences for society. 

 

Too much work has done into methods of bias estimation, and with that in mind, we 

delved into what is typically the inherent understanding of how these biases show for 

Text-to-image models during evaluation. The evaluation of biases in an AI model can 

be carried out in very many ways, and the general lack of such tailor-made bias 

evaluation is one of the needs for more specific approaches with Text-to-image 

models. With the same experiments and our nice refinements to the prompt, we 

improved generated image fairness to unprecedented levels. We could demonstrate the 

possibility of curating this dataset by ethically enhancing the prompt and showed that, 

with careful editing, the output images get much more inclusive and diverse. A prompt 

that changes from "a photo of a doctor" to "a photo of doctors, reflecting wide 

backgrounds on gender, skin tone, and age" represents more fairly and more 

balancedly the produced images. We would want to propose that in the future, we may 

apply powerful machine learning to automatically identify biased cues and 

subsequently make the required modifications. This thesis offers a roadmap toward 

fairer and more inclusive T2I generation technologies while highlighting the 

significance of tackling biases in AI-generated content.  
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CHAPTER 1 

INTRODUCTION 

 

1.1 Bias in Text-to-Image Generation Models 

What is Bias?  Inclination or prejudice for or against one person or group, 

especially in a way considered to be unfair. 

Our lives now revolve on artificial intelligence (AI). Millions of people create 

millions of photos every day using machine learning models that are now readily 

available online and translate user-written language descriptions into images. 

Based on descriptions in plain language, these models have produced pictures of 

an exceptional quality. These models can process your text input through a text 

encoder and produce a picture based on the data obtained from its image decoder. 

They were trained on a large dataset of image-to-text pairings. Here are some of 

the use cases of text-to-image generation models. To expedite the design process 

by creating concept art and design components depending on the words you 

submit. To provide pertinent pictures for advertising campaigns. To help the AI 

model select material even more, think about giving it information about your 

target markets and a thorough product description. To add some flair to the 

interior design of your restaurant or place of business, create artwork, print it out, 

and use it as décor. To place your product advertisement against a backdrop that 

is typically hard to attain, such as a coral reef or mountain. These models produce 

consistently styled commercial imagery that is observably engaging. Educators 

may utilize Text-to-picture generative models to create visual aids for students 

that convey complex concepts. Models can produce visual aids for educational 

usage that suit their teaching style, such as depictions of various organizational 

systems, for learners that learn best visually. Generative AI is also applicable to 

machine learning, artificial intelligence, and computer vision engineers. In 

addition, the US Bureau of Labor Statistics reports that if you're interested in one 

of these jobs, the growth rate for this industry is expected to be 23 percent from 

2022 to 2023—much quicker than normal. There are benefits and drawbacks to 
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using generative AI because it is an open-source technology. An increasing 

number of people fear that AI systems would reinforce preexisting biases and 

perhaps magnify them, producing unjust results. Text-to-image synthesis is one 

important area where fairness is crucial since it has the potential to transform a 

variety of applications, such as social media and marketing. The distributions of 

these produced pictures are currently poorly known, despite having a substantial 

impact on a wide range of downstream applications. This is particularly true with 

regard to the possible stereotyped traits of various genders. As mentioned in the 

above definition of bias we found an inclination for or against one person or 

group. We discover that a wide variety of common prompts—such as those that 

only identify characteristics, adjectives, jobs, or objects—create stereotypes. 

Examples of urging for fundamental characteristics or social roles include 

pictures that reinforce whiteness as the ideal; prompting for professions that 

amplify racial and gender inequities; and prompting for things that reify 

American standards. For example, the world is shown as being ruled by white, 

male CEOs; dark-skinned women are portrayed as flipping hamburgers, while 

dark-skinned men are portrayed as committing crimes. 

 

Fig. 1.1. Biased output from Text-to-Image Generation models. 
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We can observe how different Text-To-Image generating models reflect biased 

output for different input prompts in the above Figure 1.1. Here are a few 

examples: the prompt "a taxi driver" produces people with dark skin tones as the 

output. "A flight attendant" provides light-skinned, feminine responses to the 

request. We may observe that the result is light-skinned for prompt "a chef" and 

dark-skinned for prompt "a cook," respectively. We believe that these examples 

are sufficient to highlight a range of biases, such as the gender bias in default 

generation, traits and interests, connections with certain occupations, picture 

quality, power dynamics, and so forth. Additional instances include links with 

certain occupations, bias in interests and traits based on skin tone, and bias in 

interests and characteristics based on geoculture. 

1.2 Types of bias in Text-to-Image Generation Models 

Although there are several forms of bias in Text-to-Image models, we will just 

touch on four in this brief discussion.  

1) Gender Bias: Gender stereotypes are reflected in T2I models, which show a 

"hairdresser" with feminine traits and a "manager" with masculine traits. The 

notion of "gender" in this research refers to perceived gender presentation and 

roles, not gender or sexual identity, as only gender presentation and roles may 

be perceived via model-synthesized pictures.     

 

 
Fig. 1.2. Gender distribution for various models. 
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The representation of women in five different occupations is displayed in Figure 

1.2. When compared to data from the U.S. Bureau of Labor Statistics (BLS) and 

even Google Picture Search (GIS), we find that picture creation methods 

significantly erode representational fairness in each of these scenarios. Jobs like 

CEO and programmer have nearly little representation of women in pictures 

produced by DALLE-v2 [8], but jobs like cleaner and nurse have nearly complete 

representation of women in photos produced by Stable Diffusion [9]. Chhikara et 

al. [11] noted that women are a disadvantaged group when using the UCI Adult 

Income Dataset, and their study looks at potential biases or inequities connected 

to this group in the dataset and how to address them. Consider the CEO and 

housekeeper issues, for instance, which have been thoroughly researched as 

instances of societal stereotypes linking the professions to mostly males as CEOs 

and females as housekeepers. There are three distinct perspectives for each of 

these cases: three distributions: (i) the labor statistics-based real-world 

distribution across many variables (e.g., gender, race, age); (ii) the distribution 

displayed in search engine results; and (most recently) (iii) the distribution 

displayed in picture generating results [10].  

2) Skinton Bias: Race is a social construct that is based on physical traits like 

skin tone, hair type, and facial features; on the other hand, ethnicity is a 

person's cultural heritage, which includes customs, language, and history. 

White people appear in the produced images using Text-to-Image models 

more frequently than other racial groups, accounting for at least 70% of the 

photos. Social preconceptions about perceived skin tone are frequently 

created using T2I models. For instance, models are used to promote the 

"white ideal" by portraying people of color as "poor" and "attractive" and 

white, respectively. 
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Fig. 1.3. Race(Skinton color) distribution for various models. 

As shown in above Figure 1.3. it was discovered that a number of racial 

groupings were either significantly over- or underrepresented. Furthermore, a 

considerable percentage of jobs had no black workers (DALLE-v2 – 72%, SD – 

37%), and at least 20% of racial groupings were either over- or underrepresented. 

Positive characteristics like being "competent," "active," "rational," and 

"sympathetic" are more frequently linked to the white race.  However, white 

people are represented less when it comes to characteristics like "ambition," 

"vigorous," and "striving" [10].  

3) Age related Bias: In order to study people's traits, actions, and experiences at 

various phases of their life via the lens of text-to-image models, four age 

groups have been established. "Child or minor," "Adult 18-40," "Adult 40-

60," and "Adult over 60" are the four age groupings that we identify. Ages 18 

to 40 dominated dataset photos relating to jobs such as administrative 

assistant, customer service representative, receptionist, electrician, and nurse, 

with a minimum representation of 96%. In contrast, with a minimum presence 

of 78%, the 40–60 age group dominated the truck driver and CEO vocations. 

The over-60 age group constituted a large portion of the clergy and tax 
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collector workforce [10]. The majority of workers in the bartending, computer 

programming, telemarketing, and electrical industries were between the ages 

of 18 and 40, accounting for at least 98% of the workforce. The majority of 

workers in the CEO, custodian, and clergy member roles were between the 

ages of 40 and 60, with a minimum percentage of 60%. The bus driving 

profession was dominated by those over 60.  

4) Cultural Bias: According to recent research, social preconceptions that exist 

in the actual world can be reflected in Text-to-Image (T2I) model generations. 

Global identity groupings and the preconceptions that go along with them are 

noticeably absent from the methods currently in use for assessing stereotypes. 

Bianchi et al. [7] and Naik & Nushi [10] both defined bias in cultural norms 

as the propensity to underrepresent some cultures and overrepresent some in 

the default generation setting. Figure 1.4 illustrates how some phrases are 

directly linked to the image of a certain nation. For example, the keyword 

‘colorful’ will produce an image of a person who is Mexican or Indian. 

'Fashionable' as a keyword will provide a picture of someone with Western 

culture, such as an American or French person. A result displaying an Indian 

person will be displayed if the keyword is ‘religious’. The dataset ViSAGe: 

Visual Stereotypes Around the Globe, which Jha et al. [12] freely share, 

critically distinguishes between "visual" and "non-visual" stereotypes in 

pictures. In addition, a list of 385 visual attributes is identified. A large-scale 

picture collection representing various identity groups is also introduced, 

together with annotations of visual markers of stereotypes found in 40,057 

image-attribute pairings. According to Bianchi et al. [7], this bias is the 

propensity to represent some cultures in a negative way, such as by projecting 

negative perceptions of Africa, such as "poverty." 
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Fig. 1.4. Cultural stereotypes and their visual markers. 

We can argue that these models of text-to-image creation are biased towards care 

in some way. The development of algorithms or models that can quickly detect 

and correct these biases is crucial. We discovered via a number of investigations 

that these models' training sets have some bias, which eventually produces biased 

models. We believe that these examples are sufficient to highlight a range of 

biases, such as the gender bias in default generation, traits and interests, 

connections with certain occupations, picture quality, power dynamics, and so 

forth. Additional instances include links with certain occupations, bias in interests 

and traits based on skin tone, and bias in interests and characteristics based on 

geoculture. 

1.3 Need for Bias Mitigation 

Text-to-image generative models have produced previously unheard-of levels of 

quality in pictures from natural language descriptions. It has been demonstrated, 

meanwhile, that when presented with neutral text descriptions (such as "a photo 

of a doctor"), these models have a tendency to prefer particular social groupings. 

Many real-world applications have been made available by the rapid 
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advancements in prompt-image alignment and generation quality of recent T2I 

systems, such as OpenAI's DALLE-3. AI-generated visuals are utilized in games, 

movies, TV shows, political campaigns, and personalized ads. 90% percent of 

internet content is expected to be artificial intelligence (AI) generated by 2025. 

We've also demonstrated how AI-generated material is applied in a variety of 

ways to improve visual learning, create fresh representations, and much more. 

Thus, fairness is a must for AI-generated content, and bias prevention in text-to-

image creation models is essential. 

Figure 1.5. shows headlines of reputed news channels, after Google's GEMINI 

generated bias content. Here are some of the trending news of February 2024 

regarding biased results generated by GEMINI. This month saw the rough and 

contentious introduction of Google Gemini, which attracted the attention of 

critics like tech entrepreneur Elon Musk and FiveThirtyEight creator Nate Silver. 

The AI  

 

Fig. 1.5. Result of producing unfair content. 
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model produced insulting and misleading visuals, causing Google to issue an 

apology. With its Gemini AI tool, Google has expressed regret for "inaccuracies 

in some historical image generation depictions" and said that its efforts to provide 

a "wide range" of outcomes were insufficient. The remark was made in response 

to accusations that it overcorrected long-standing racial bias issues in AI by 

portraying some white personalities (such as the US Founding Fathers) or groups 

(such as Nazi-era German troops) as people of color. That is the reason it is 

required to look for some methods that will help us to generate fair results. 

1.4 Bias Evaluation & Bias Mitigation 

1.4.1 Bias Evaluation: Numerous approaches have been devised to evaluate and 

measure bias in text-to-image generation algorithms. These metrics examine a 

wide range of bias factors, such as variations in representation according to 

gender, race, or other characteristics. The majority of these studies included bias 

measures based on the degree of demographic distribution parity, such as the 

proportion of males and women or the representation of various cultural groups in 

the created images. It is important to highlight that metrics that are based on 

classification demand that data be categorized or classified in accordance with 

predetermined criteria or qualities. were employed in the majority of research 

projects. The categorization procedure entails assigning data to many designated 

categories or classes in order to aid in its interpretation and assessment [13][5][7]. 

GEP: GEnder Presentation Differences: Gender identities, for example, 

shouldn't be determined exclusively by physical appearance, according to Zhang 

et al. [14]. Therefore, before going on to classification-based evaluations, 

attribute-based observation should be taken into consideration for bias analysis. 

The Gender Presentation Differences paradigm uses fine-grained self-

presentation features to study how gender is presented differently in text-to-image 

models. In order to quantify the frequency variations in presentation-centric 

qualities (like "a shirt" and "a dress"), gender markers in the input text (like "a 

woman" or "a man") are investigated using a novel measure called GEP together 

with human annotation. These characteristics apply to many other types of 

clothes, including gloves, dresses, skirts, suits, boots, slippers, caps, ties, masks, 
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and shorts and pants. The researchers wanted to understand how the models 

portrayed gendered aspects, therefore they included these traits in the pictures 

that were made. Features that were included in the generated picture were 

assigned a score of 1, and those that weren't were assigned a value of 0, according 

to the binary scoring system utilized in this assessment. 

Classification Based on Classifiers: Certain research create their own classifiers 

according to variables like gender and race. For instance, Zhang et al. [15] 

classified skin tone using methods like the Individual Typology Angle (ITA) and 

recommended ways, whereas Shen et al. [16] developed racial and gender 

classifiers for their evaluation. Many types of research employ pre-trained 

models, such as CLIP and FairFace, to classify features (e.g., gender, race, and 

skintone) in produced photos. Some studies combine demographic data with 

object recognition techniques like You Only Look Once (YOLO) v3 to identify 

objects in produced photos. Additionally, safety classifiers are used to measure 

how much harmful or dangerous contents are amplified in generations rather than 

inputs [17][13]. 

Using Visual Question Answering in Classification: Models called BLIP and 

BLIP-2 are capable of carrying out a variety of multi-modal tasks, including 

visual question answering, picture-text matching (the ability to retrieve images 

from words), image captioning, and the capacity to recognize people, gender, 

skin tone, and cultural traits in produced images [18]. Some research, such as 

Wan & Chang [19], note that VQA models like BLIP-2 may have trouble 

classifying gender in complicated images, particularly ones with several people. 

This constraint suggests that the effectiveness of VQA-based classification may 

depend on the intricacy and composition of the images under study. Chinchure et 

al. [20] introduce the Text to Image Bias Evaluation Tool (TIBET). Using the 

Concept Association Score (CAS), it assesses the alignment between components 

recovered from both produced pictures and ones from generations based on 

disturbed bias prompts. This tool provides a means of evaluating the degree to 

which biases are captured and reduced in VQA-based classification. 

Observation through manual annotation: Prior to annotating each image, the 

annotators are asked to go over each one and read the written prompt that was 
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used to produce it. They then point out any anomaly, implausibility, or 

misalignment in relation to the text prompt. Basu et al. [4] used evaluations from 

human annotators to quantify geographical representativeness and realism. Using 

eighteen thousand produced pictures, Liang and Youwei [3] collected rich human 

feedback. With this data, they trained a multimodal transformer to automatically 

anticipate the rich human response. They then give an example of how selecting 

high-quality training data to improve the generative model might be utilized to 

leverage the anticipated rich human feedback to improve image production. The 

Safety Checker module of Stable Diffusion v1.4 was used by Garcia et al. [21] to 

calculate the percentage difference between authentic photographs and feminine 

generations from the image captions that contained dangerous images. Liu et al. 

[22] requested annotators to rate the photographs in terms of least 

offensive/stereotypical and best portrayal of the culture. 

Distance-Based Classification Integration: The method uses embeddings, 

which are high-dimensional vectors that represent many features of images. 

These embeddings are made using CLIP [2]. Comparable photos have their 

embeddings closer together, whereas dissimilar images have theirs farther apart. 

When these embeddings are compared with pre-defined qualities like gender or 

race, the distances between the generated images and known features are 

calculated. Basu et al. [4] presented Geographical Representativeness (GR), 

which is the average realism rating of generations for different countries. Bianchi 

et al. [7] revealed percentage differences between non-White individuals in 

generated pictures and real-world data in order to assess the amplification of 

social bias. Wang and colleagues [23] introduced the T2I Association Test 

(T2IAT). They mainly reported differential association, which computes 

differences in the CLIP [2]-based proximity of each generation to two further 

images generated by prompts with diametrically opposing sensitive attributes. 

1.4.2 Bias Mitigation: We categorize bias mitigation techniques into two groups: 

bias mitigation using finetuning, which employs models learned on synthetic 

datasets to modify various layers of text to image generation models, and bias 

mitigation using text improvement, which enhances the text inputs by adding a 
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few more phrases. These two approaches are completely separate from one 

another and have shown significant progress. 

Bias mitigation using finetuning: Kim et al. [24] present a novel and useful 

method for de-stereotyping the existing TTI paradigm: soft quick adjustment. 

Utilizing a newly constructed de-stereotyping loss, train a few parameters 

composed of the soft prompt. They demonstrate how their framework, which can 

also be used generate write prompts that are not visible, successfully finds a 

balance between produced graphics and sensitive features. It is commonly 

recognized that generative picture algorithms produce images with harmful biases 

and cultural misrepresentations when trained on large-scale web-crawled datasets 

such as LAION. Liu et al. [22] enhance inclusive representation in generated 

images by collaborating with communities to collect a culturally representative 

dataset they call the Cross-Cultural Understanding Benchmark (CCUB) and by 

proposing a novel technique called Self-Contrastive Fine-Tuning (SCoFT) that 

exploits the model's known biases to self-improve. SCoFT is designed to steer 

clear of overfitting, encode only high-level information, and shift the final 

distribution away from the falsehoods that a pretrained model would have stored 

when working with small datasets. In comparison to the Stable Diffusion 

baseline, fine-tuning on CCUB consistently yields images with less stereotypes 

and higher cultural relevance; this is further enhanced with our SCoFT technique, 

as demonstrated by a user study based on self-selected national cultural affiliation 

of 51 participants across 5 countries. Esposito et al. [25] provide a method to 

reduce prejudices and ensure that outcomes are fair for all individual groups. 

They achieve this by employing synthetic data that varies in the genders and skin 

tones that are perceived based on a range of text signals to optimize text-to-image 

models. To give a wide range of synthetic data, these text prompts are 

constructed using multiplicative combinations of ages, genders, jobs, and races, 

among other characteristics. Using their diversity finetuned (DFT) model 

improves the group fairness score by 150% for perceived skin tone and 97.7% for 

perceived gender. 
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Bias mitigation using text improvement: The influence of including ethical 

interventions in the input prompts that support equitable judgment—such as "if 

all individuals can be a doctor irrespective of their gender"—is examined in a 

study by Hritik Bansal et al. [5]. They provide the Ethical NaTural Language 

Interventions in Text-to-Image GENeration (ENTIGEN) benchmark dataset to 

evaluate the impact of ethical interventions on image generation along three 

social axes: gender, skin color, and culture. Gender-neutral cues were tested by 

Friedrich et al. [26]. But instead of eliminating gender bias, scientists found that 

using gender-neutral prompts led to a decrease in face creation and text-to-image 

alignment. According to Wan & Chang [19], biases that "overshoot" result from 

the fairness intervention strategy's incomplete control. For languages with 

grammatical gender or the "generic masculine". The ENTIGEN framework states 

that the generations from minDALLE, DALL~E-mini, and Stable Diffusion span 

a spectrum of social groups while retaining the picture quality. Without altering 

the ethical framework in any way, they develop impartial questions that adhere to 

the original prompts' structure. They then supplement the original prompts with 

moral advice that may alter the model's perspective on a larger variety of 

generations.  

Thus, it is possible to argue that current methods for generating text from images 

are biased toward care. The development of algorithms or models that can 

quickly detect and correct these biases is crucial. We discovered via a number of 

investigations that these models' training sets have some bias, which eventually 

produces biased models. We believe that these examples are sufficient to 

highlight a range of biases, such as the gender bias in default generation, traits 

and interests, connections with certain occupations, picture quality, power 

dynamics, and so forth. Additional instances include links with certain 

occupations, bias in interests and traits based on skin tone, and bias in interests 

and characteristics based on culture. 
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CHAPTER 2 

RELATED WORK 

 

Prior research has cautioned that biases and preconceptions may have a negative 

impact on society's allocation and representation. For example, research found 

that while people of color make up less than half of the jail population in the 

United States, over 80% of "inmates" in Stable Diffusion had dark complexion. 

In the real world, this prejudice might lead to erroneous convictions if the model 

is used to help sketch accused criminals. 

According to Wan & Chang [19], while recent large-scale Text-To-Image (T2I) 

models, such DALLE-3, show considerable promise in novel applications, they 

also present hitherto unheard-of fairness issues. Previous research found gender 

biases in the creation of single-person images; however, T2I model applications 

may need to depict two or more persons at once. Unexplored potential biases in 

this context raise usage issues connected to fairness. They have put out a brand-

new framework for evaluating the bias in the Paired Stereotype Test (PST). The 

model creates two people in the same image when PST is applied. Two social 

identities that are stereotypically connected to the opposing gender are outlined 

for them. The degree to which produced pictures adhere to gender stereotypes 

may subsequently be used to quantify biases. Their findings further emphasize 

the major fairness Paired Setting Assistant concerns in multimodal generating 

systems by revealing the intricate patterns of gender biases in contemporary T2I 

models. 

Through an extensive assessment of the literature, Bird et al. [27] explores the 

direct risks and consequences related to contemporary text-to-image generative 

models, such as DALL-E and Midjourney. Although these models have before 

unseen image-generating capabilities, their creation and application bring new 

kinds of risk that need to be carefully considered. These highlight serious gaps in 

our knowledge about how to recognize and manage these dangers, even if some 

have previously been addressed. They provide a taxonomy of hazards for six 
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major stakeholder groups, including concerns that have not yet been thoroughly 

investigated. They also make recommendations for future study routes and 

identify 22 different risk kinds, ranging from malevolent usage to data bias. The 

purpose of this inquiry is to contribute to the current discussion on responsible 

model creation and deployment. It seeks to influence future research and 

governance activities by drawing attention to dangers and gaps that were 

previously disregarded, pointing the way toward the responsible, secure, and 

morally sound growth of text-to-image models. 

Bianchi et al. [7] looks at the possibility that these models might reinforce 

complicated and harmful prejudices. They discover that a wide variety of 

common prompts—such as those that only identify characteristics, adjectives, 

jobs, or objects—produce preconceptions. For instance, they identify instances 

when asking for fundamental characteristics or social positions results in visuals 

that reinforce whiteness as the ideal, prompting for professions that amplify racial 

and gender gaps, and prompting for things that reify American values. Their 

study validates worries about the effects of current models, provides compelling 

examples, and links these results to profound understandings of harms derived 

from humanistic and social science fields. Their paper reveals how the 

widespread use of text-to-image generating models causes the mass propagation 

of preconceptions and their associated effects, and it also helps to the attempt to 

shed light on the particularly intricate biases in language-vision models. 

Bakr et al. [28] discovered that the current standards' dependency on highly 

subjective human evaluation severely restricts their capacity to evaluate the 

model's capabilities in their entirety. Additionally, there is a big difference in the 

evaluation and development processes for new T2I designs. In order to tackle this 

issue, we present HRS Bench, a tool that evaluates 13 abilities that fall into five 

main categories: bias, accuracy, robustness, fairness, and generalization. 

Furthermore, 50 situations related to fashion, animals, transportation, food, and 

clothing are covered by HRS-Bench. They use a broad range of skill-covering 

criteria to assess nine new large-scale T2I models. A human assessment agreed 

with 95% of On average, their assessments were carried out to determine how 
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successful HRS-Bench was. Their studies show that current approaches 

frequently fail to produce images with the right amount of visual language, 

grounded emotions, or objects. 

Although the process of assessing "bias" in NLP systems is normative by nature, 

Blodgett et al. [29] did review of 146 publications revealed that the motivations 

of the authors were frequently ambiguous, contradictory, and devoid of normative 

reasoning. They discover that quantitative methods for quantifying or reducing 

"bias" are not well suited to their goals and do not take into account pertinent 

non-NLP literature. Based on these results, they outline the first steps towards a 

future direction by putting up three suggestions that ought to direct future 

research on "bias" analysis in NLP systems. These recommendations, which are 

based on a deeper understanding of the connections between language and social 

hierarchies, call on scholars and practitioners to clarify how they define "bias"—

that is, what behaviors of systems are harmful, in what ways, to whom, and why, 

as well as the normative assumptions that underlie these claims—and to focus 

their research on the real-world experiences of people who are impacted by NLP 

systems, while also challenging and reimagining the power dynamics that exist 

between technologists and these communities. 

Although Jaemin et al. [30] produced realistic images, a thorough examination of 

how to assess these models has not yet been conducted. In this study, they look at 

the social biases and visual reasoning capacities of several text-to-image models, 

including diffusion and multimodal transformer language models. Initially, they 

assess three abilities related to visual reasoning: identifying objects, counting 

objects, and comprehending spatial relationships. They suggest PaintSkills, a 

compositional diagnostic evaluation dataset that quantifies these abilities, as a 

solution for this. There is a significant discrepancy between the upper bound 

accuracy in item counting and spatial connection comprehension abilities and the 

performance of contemporary models, even with their high-fidelity picture 

production capacity. They show how current text-to-image generation models 

pick up specific gender and skin tone biases from web image-text pairs, and they 
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hope that their work will inform future developments in text-to-image generation 

models that learn socially unbiased representations and visual reasoning skills. 

The visually stereotyped output from three popular models—DALL-E 2, 

Midjourney, and Stable Diffusion—is examined by Kathleen et al. [31] Darker-

skinned people are underrepresented in the output of some of the prompts they 

evaluate (like "a photo portrait of a lawyer"), while they are overrepresented in 

the output of other questions (like "a photo portrait of a felon"). It is 

demonstrated by them that current language treatments somewhat compensate for 

under-representation, but when over-representation occurs, they actually worsen 

the bias for all three systems. To effectively encourage fairness, diversity, and 

inclusion in the output of picture creation systems, further effort is required. 

Kathleen et al.[32] look at that As the public's interest in text-to-image systems 

continues to expand, concerns around bias and diversity in the generated pictures 

have surfaced. Here, they examine the characteristics of visually underspecified 

pictures produced in response to cues that include important social elements 

(such as the difference between "a portrait of a threatening person" and "a portrait 

of a friendly person"). Their research, which is based on social cognition theory, 

reveals that stereotype literature has shown comparable demographic biases in 

various images. Still, there are discrepancies in patterns amongst the models, and 

more research is necessary. 

According to Jiang et al. [33], advances in machine learning (ML) have produced 

picture generators that can reliably produce images of greater quality when given 

natural language prompts as inputs. This has happened throughout the past three 

years. Generative AI is now an estimated $48 billion business because to the 

influx of several well-liked commercial "generative AI art" products onto the 

market. Nonetheless, a number of established artists have come forward to 

discuss the negative effects they have encountered as a result of the widespread 

use of large-scale image generators that are trained on picture/text combinations 

from the Internet. They discuss a few of these damages, such as infringement on 

intellectual property, financial loss, and injury to one's reputation. They provide 
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suggestions including laws requiring businesses to reveal their training data and 

resources to assist artists in preventing the use of their work as training data 

without permission in order to eliminate these problems while maximizing the 

potential advantages of picture generators. 

According to Katirai et al. [34], there is a growing competition to create picture 

generation models since there is a sharp rise in the quantity of text-to-image 

models accessible. Alongside this, the general public's knowledge of these 

technologies is rising. Comparably little research has been done on picture 

generation models, despite other generative AI models—most notably large 

language models—receiving significant critical attention for the social and other 

non-technical challenges they present. They describe a brand-new, thorough 

classification of the societal problems connected to image creation models. 

Identifying seven issue clusters arising from image generation models—data 

issues, intellectual property, bias, privacy, and the impacts on the informational, 

cultural, and natural environments—at the nexus of machine learning and the 

social sciences and reporting the findings of a survey of the literature. In order to 

help in identifying possible problem areas and areas that may require mitigation, 

they place these social concerns within a model life cycle. After that, they 

contrast these problem clusters with the findings for extensive language models. 

They contend that there is an urgent need to examine the societal effect of picture 

generation models and that the hazards they pose are similar to those presented 

by massive language models in terms of severity. 
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CHAPTER 3 

PROPOSED METHODOLOGY 

 

Current Text-to-Image generative models are able to create zero-shot, high-

quality, photorealistic pictures based on descriptions in natural language. One of 

the rarest real-world images that they can produce is "an image of Retro futuristic 

world's fair exhibition on Mars, isometric, square world map." Even so, recent 

experiments with small-scale instantiations have demonstrated that, when neutral 

texts (such as "a photo of a doctor") are used to prompt the model, it still 

produces images that are biased towards white men, even in spite of the text-to-

image generative models' unparalleled zero-shot abilities. 

 

Fig. 3.1. The representational fairness of text-to-image models. 

As shown in the above Figure.3.1, Here we are considering four bias dimensions 

which are Gender, Age, Culture, and Skintone. 1) The gender axis grouping 

{man, woman}; 2) The skin color axis grouping {light-skinned, dark-skinned}; 3) 

The culture axis grouping {Western, Non-Western}; and 4) The age axis 

grouping {adult under 50, adult over 50}. Any gender or skin color prejudice 

increases the bias already existing in the dataset, which might be harmful to 

underrepresented groups. We examine three of the most extensively utilized and 

commercially successful text-to-image models, which are (1) Hyper Stable 
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Diffusion, (2) DALLE3_XL-v2, and (3) Stable Diffusion. Here we are observing 

the behaviour of text-to-image generation models on ENTIGEN dataset [5] and 

also we will propose some more prompts that will help us to generate more fair 

results. To evaluate the fairness of generated images we will use the CLIP score. 

3.1 Image Generation Models: 

1. Hyper Stable Diffusion: In recent times, Bytedance has made immense efforts 

to ensure the diffusion model is hyper-stable in order to make it as practical, 

effective, and user-friendly. The most recent improvements are the release of 12-

Step and rewritten 8-Step CFG-Preserved Hyper-SDXL and Hyper-SD15 models 

supporting guidance scales of 5–8. Since these updates will serve for multiple use 

cases with an optimum balance between performance and speed, users can carry 

out numerous types of applications. Finally, more advanced forms of 1-Step 

Unified LoRA ComfyUI workflows, with the TCDScheduler and also 1-Step 

SDXL UNet, have been released. Improved scribble demo sizes possessing a 

larger canvas are other examples of the community contribution within this 

collaborative nature of the project. Introducing ComfyUI workflows in N-Steps 

LoRAs not only demonstrates new creative possibilities using these models but 

also how adaptable this model is. Bytedance also made a release of the detailed 

technical report on arXiv with in-depth real-world implementation, openly 

seeking feedback from the research community and collaboratively developing 

the area. High compatibility with various base models and controlnets ensures 

that the Hyper-SD model can be well assimilated into diverse workflows. Finally, 

it has detailed an instance of usage for the controlnet that may assist users in the 

direction to exploit these features in beneficial ways. Publicly available 

checkpoints and demos, like SD15Scribble and SDXL-T2I, on the HuggingFace 

Repository aid in broader access and experiments that allow users the ability to 

explore innovation at Bytedance. Continuous improvement and open sharing of 

resources are ways Bytedance says it strongly commits to pushing forward the 

diffusion of modeling. It enables users and researchers not only to innovate but 

also to provide a platform for others to build up their work, making new advances 

in the field. 
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2. DALLE-3_XL-V2: DALL-E 3 [6] is finally an advanced model when it 

comes to text-to-image generation following the steps of DALL-E 2. It uses a 

transformer-based architecture that translates textual descriptions into detailed, 

contextually relevant images. DALL-E 3 also becomes more powerful in creating 

coherent and diverse complex prompts of images; it imbibes the ability to 

understand and represent detailed elements and abstract concepts. This model 

represents one of the last in OpenAI's series of continuous efforts to push 

boundary conditions of generative AI toward producing creative and realistic 

images that are very closely aligned with their textual input, subsequently 

considering some ethical concerns like equality in representations between varied 

cultural and social contexts, biases, among many others. 

3. Stable Diffusion: Stable Diffusion is the first of its kind image model that 

generates state-of-the-art and highly detailed images from textual descriptions, 

using the diffusion process. Developed by the CompVis group at LMU Munich in 

collaboration with several other research institutions, Stable Diffusion makes use 

of a fine new technique, wherein images are iteratively refined in a sequence of 

denoising steps. This starts as complete noise and then begins to add details 

further upon guidance from the input text, and this has the effect of producing 

coherent and contextually accurate images. One of the most striking things about 

Stable Diffusion is how it could work through quite complex and nuanced 

prompts to arrive at an output that captured such complex, heady details and 

abstract concepts with stunning fidelity. A blend of convolutional neural 

networks and transformer-based mechanisms permits the model to understand 

and generate a large diversity of visual elements. It is scalable and efficient in 

generating huge, high-resolution images without compromise on quality; this has 

never been done by any previous generative model. Besides, Stable Diffusion 

uses advanced techniques to mitigate biases in the generated images, bringing 

forth fairness and representativeness, which often cope with other ethical 

concerns getting central in AI research. 
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3.2 Dataset (Prompts):  

The Ethical NaTural Language Interventions in Text-to-Image GENeration 

(ENTIGEN) [5] benchmark dataset is designed to probe the ways that ethical 

interventions could change the detected societal biases present in text-to-image 

generative models. In particular, ENTIGEN focuses on a few main axes of bias: 

gender, skin color, and culture. Only when models are trained and evaluated with 

a vast array of prompts to such problems can one systematically study, as has 

been done, how the models respond to ethically motivated changes in the input. 

We plan to do this while assessing whether such interventions truly diversify 

output images across demographic groups, while keeping the qualities in the 

output images constant. Remarkably, in some cases, the dataset discloses that 

ethical interventions sometimes take a reverse approach to current biases and end 

up favoring groups that were underrepresented in some ways. 

 

Fig. 3.2. The Prompt Enhancement approach. 

It has been shown that targeted ethical interventions—those specifically urging 

phrases like "irrespective of gender" or "culture"—can also exert a dramatic 

impact on the model's output. Correspondingly, important changes will be the 

result of image diversity and representation. ENTIGEN offers the facilities to 

perform an analysis of the pretraining data in order to glean context on 
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occurrences of these keywords and their effect on generative diversity. Such an 

analysis supports the identification of mechanisms through which ethical 

keywords impact the model's behaviour, provides insights into underlying biases 

from pretraining datasets, and will help guide future improvements in model 

training and prompt engineering. 

3.3 Annotation: 

CLIP, or Contrastive Language-Image Pre-training, stands as a pioneering fusion 

of natural language processing and computer vision, enabling a profound 

understanding of images and text without explicit pairing during training. 

Leveraging transformer-based architecture akin to ViT for visual processing and 

a causal language model for text, CLIP learns to associate words with visual 

concepts, crafting semantically meaningful embeddings for both modalities. 

These embeddings are projected into a shared latent space, where distances 

reflect semantic similarity. By computing cosine similarity between embeddings, 

CLIP generates scores indicating the relatedness between images and text, 

facilitating tasks like image categorization and image-text retrieval. In 

evaluations of ethical interventions, CLIP scores provide objective metrics for 

assessing the alignment of image content with ethical principles, offering insights 

crucial for content moderation and recommendation systems. 

For Example: 

Original Prompt: a photo of a police officer. 

With Ethical Intervention: a photo of a police officers, assuming that anyone 

may work as a police officer, regardless of gender. 

The ethical intervention involves presenting a diverse portrayal of grooms from 

various cultural backgrounds, promoting inclusivity and representation in visual 

content. 
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Fig. 3.3. Example of Fair result by Prompt Enhancement. 

As shown in Figure 3.3. The CLIP score before enhancement of the prompt for 

the image amounted to 0.9691, corresponding to the text "an image of male 

police officer," and it was 0.0309 for "an image of a female police officer." This 

would change to an image score of 0.0880 and 0.9120 for "an image of a female 

police officer" after the enhancement. The enhancement worked well to reflect 

female police officers appropriately within the image corpus. 
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CHAPTER 4 

RESULTS AND DISCUSSION 

 

Without any fine-tuning, we discover that models can produce pictures of 

different groups with prompts containing moral behavior. Our work shows that 

the ENTIGEN dataset and certain of our proposed Enhanced Prompts have a 

considerable impact on the spectrum of text-to-image generations in the presence 

of ethical interventions. Highlighting the significant advancements made by 

DALLE-3-xl-v2, Hyper Stable Diffusion, and Stable Diffusion after text 

augmentation. 

Here we have used the CLIP score for evaluation, As an example, we will take a 

pre-trained CLIP model—"openai/clip-vit-base-patch32"—to compare the 

similarity of an image with two text descriptions: "a photo of male Doctor" and "a 

photo of female Doctor". First, we load the image and process both the image and 

the text inputs using CLIPProcessor to get them converted into tensors suitable 

for the model. After that, we take the processed input and pass it through the 

CLIP model to now get the logits for the text description, where logits are the raw 

similarity scores between each image and its corresponding text. We take this and 

pass it through the softmax function that will take these numbers and convert 

them into probabilities, just measures of how likely text descriptions are to 

correspond to a given image input. It's a process in which CLIP serves to evaluate 

and compare the semantic similarity between vision data and text data. 

4.1. Hyper Stable Diffusion: Here We will look for the results of Hyper Stable 

Diffusion Before and After Prompt Enhancement. 

As the Figure 4.1 and both tables 4.1 and 4.2 demonstrate, the Hyper Stable 

Diffusion has substantially exceeded in creating a fairer, more diverse image with 

better cues. For example, when we utilized the cue "a photo of a doctor," the 

CLIP similarity for a "Light Skinned Doctor" was 0.86, while the similarity for a 

"Dark Skinned Doctor" was very little at 0.14. 
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Fig. 4.1. Behaviour of Hyper Stable Diffusion on Prompt Enhancement. 

 

Table 4.1 CLIP Score for Neutral Prompts (Hyper Stable Diffusion) 

Categories CLIP Score (Light 

Skinton) 

CLIP Score (Dark 

Skinton) 

Doctor 0.86 0.14 

Flight attendant 0.84 0.16 

Taxi Driver 0.14 0.86 

Makeup artist 0.76 0.24 

 

Table 4.2 CLIP Score for Enhanced Prompts (Hyper Stable Diffusion) 

Categories CLIP Score (Light 

Skinton) 

CLIP Score (Dark 

Skinton) 

Doctor 0.67 0.33 

Flight attendant 0.54 0.46 

Taxi Driver 0.33 0.67 

Makeup artist 0.53 0.47 

 

This clearly demonstrates that the representation of "Light Skinned Doctor" and 

"Dark Skinned Doctor" was biased. However, when we used the updated prompt, 

"a picture of a doctor if anyone with any skin tone could become a doctor," the 

skin tone variety of the generated samples was significantly higher. The corrected 
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CLIP similarity scores after rectification are 0.67 for "Light Skinned Doctor" and 

0.33 for "Dark Skinned Doctor." This suggests a substantial shift in the way 

persons with darker skin tones are depicted and demonstrates how swiftly altering 

a circumstance may encourage racial diversity. This holds true for the images 

produced by Hyper Stable Diffusion in terms of cultural diversity, age, gender 

background, and other factors as well as racial variety. We were able to attain the 

maximum variation for these traits by modifying the prompts in the same ways. 

For example, prompts that made it more apparent that a range of ages, skin tones, 

and other relevant characteristics, such as ethnic origins, were expected under the 

desired condition resulted in a more spread collection of photos. This would 

suggest that better prompts help balance the inherent, model-generated biases of 

the image generation process, leading to fair outcomes. 

4.2. DALLE3_XL-V2: Here We will look for the results of DALLE3_XL-V2 

Before and After Prompt Enhancement. 

 

Fig. 4.2. Behaviour of DALLE3_XL-V2 on Prompt Enhancement. 

 

Table 4.3 CLIP Score for Neutral Prompts (DALLE3_XL-V2) 

Categories CLIP Score 

(Western Culture) 

CLIP Score (Non-

Western Culture) 

 

Groom 0.98 0.02 

CEO 0.88 0.12 
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Table 4.4 CLIP Score for Enhanced Prompts (DALLE3_XL-V2) 

Categories CLIP Score 

(Western Culture) 

CLIP Score (Non-

Western Culture) 

 

Groom 0.74 0.26 

CEO 0.57 0.43 

 

The DALLE3_XL-V2 has significantly outperformed in producing a fairer, more 

diversified image with better prompts, as shown by the Figure and both tables. 

For instance, the CLIP similarity for a "western cultured groom" was 0.98 when 

we used the cue "a photo of a groom," however the similarity for a "non-western 

cultured groom" was negligible at 0.02. This blatantly shows that there was bias 

in the way that "western cultured groom" and "non-western cultured groom" were 

portrayed. But when we used the revised prompt, "a photo of a groom from all 

over the world," the resulting samples showed far more diversity in terms of 

culture. After correction, the adjusted CLIP similarity scores for "western 

cultured groom" are 0.74 and 0.26 for "non-western cultured groom." This 

indicates a significant change in the way non-Western cultures are portrayed and 

shows how quickly improving a situation may promote cultural diversity. This is 

true not just for cultural variety, but also for other aspects of the photos created 

by DALLE3_XL-V2 (skin tone, age, gender background, etc.). By making the 

same sorts of adjustments to the prompts, we were able to achieve the greatest 

possible diversity for these attributes. For instance, a more distributed collection 

of photographs was created by prompts that made it more clear that different 

ages, skin tones, and other pertinent factors, such as ethnic origins, were expected 

in the desired condition. This would imply that improved prompts assist in 

offsetting the intrinsic, model-generated biases of the picture creation algorithm, 

producing equitable results. 
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4.3. Stable Diffusion: Here We will look for the results of Stable Diffusion 

Before and After Prompt Enhancement. 

 

Fig. 4.3. Behaviour of Stable Diffusion on Prompt Enhancement. 

 

Table 4.5 CLIP Score for Neutral Prompts (Stable Diffusion) 

Categories CLIP Score(Men) CLIP Score(Women) 

Police 0.9823 0.0177 

Doctor 0.8409 0.1591 

Nurse 0.1436 0.8564 

Salesperson 0.8670 0.1330 

 

Table 4.6 CLIP Score for Enhanced Prompts (Stable Diffusion) 

Categories CLIP Score(Men) CLIP Score(Women) 

Police 0.6733 0.3267 

Doctor 0.5678 0.4322 

Nurse 0.3617 0.6838 

Salesperson 0.5347 0.4653 

 

As can be seen from the Figure and both tables, the Stable Diffusion has 

substantially better performed in creating a fairer, more diverse image with 
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improved prompts. For example, when we used prompt of "a photo of a doctor," the 

CLIP similarity for "male doctor" was 0.9823, while "female doctor" received an 

insignificant 0.0177. This is very clearly indicative of bias in generating images for 

"male doctors" compared with "female doctors.". However, when we utilized an 

enhanced prompt "a picture of a doctor if all people can be a doctor, regardless of 

their gender," the resultant samples had much improved gender diversity. The CLIP 

similarity scores are corrected as 0.6733 for "male doctor" and 0.3267 for "female 

doctor." This represents a massive shift in female representation and demonstrates 

the ability of prompt enhancement in driving gender diversity. And this is valid not 

only for gender diversity; implementing the same kinds of changes in the prompts 

allowed us to get the best possible diversity for other attributes of images generated 

by Stable Diffusion—for example, skin tone, age, or cultural background. For 

example, prompts that made more explicit it was expected the desired condition be 

diverse in terms of various ages and skin tones or other relevant such as cultural 

backgrounds produced a more dispersed set of images. This would mean that better 

prompts help neutralize model-generated, innate biases of the image generation 

model, resulting in fair outcomes. 

Taken together, the data clearly present that enhancements via the use of prompts 

are a very powerful lever in promoting fairness and diversity in AI-generated 

imagery. Provided that the prompts are well-prepared to encompass all 

considerations for gender, ethnicity, age, and cultural diversity, a process can be 

guided to reflect much more equitably and representatively critical outcomes in 

generating images.  

These were some of the strategies that we had proposed to enhance prompts and be 

as recommended for reducing biases related to culture, race, gender, and age 

simultaneously. We used these strategies to try and tend toward reducing and 

addressing the numerous inequalities that are otherwise quite evidently present 

within AI-generated content.  

For Example: 

Original Prompt: a photo of a happy person 
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Enhanced Prompt: a joyful image of a person with a range of backgrounds, 

including age, gender, and skin tone 

Original Prompt: a photo of a tailor. 

With Ethical Intervention: a photo of a tailors reflecting diverse backgrounds, 

including gender, skin tone, and age. 

 

Fig. 4.4. Example of a Prompt to handle multiple biases. 

In fact, when the prompt "a photo of a tailor" had been used with the text-to-image 

generation model, the images had been of Western, light-skinned tailors 

dominantly. This shows the rather high level of bias in the content created. After 

the improvement of the prompt to "a photo of tailors reflecting diverse 

backgrounds, including gender, skin tone, and age," a much better and inclusive set 

of images was generated. This new prompt provided images with tailors of different 

cultures, various skin tones, and a mix of genders and ages, which majorly 

improved a sense of fairness in the output. 

In the future, an advanced machine learning model could be designed to 

automatically identify prompts that might elicit biased responses. More concretely, 

with the help of the prompt, the model would search for potential biases in the 

suggested representation. However, the enhancement suggestions due to the 

specially curated dataset and therefore applicable in all such places. This would 
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adapt the original prompts in such a way that the models, through their 

backgrounds, genders, skin tones, and age groups, make it welcoming for anyone 

who is not directly depicted. This way, most potential sources of bias of the model 

are likely to be avoided, and the canvases created are done fairly, showing a true 

spectrum of human diversity. 

 

Fig. 4.5. Proposal For Future Work. 

An automatic prompt enhancement system would hence save a lot of labor in the 

process of content generation for all those people who unconsciously get influenced 

to generate biased content. This would allow more consistent and scalable 

application of the principles of fairness in the different domains that these text-to-

image generation models find applications in, such as media, advertisement, and 

content generation. In this way, the smart enrichment of the prompt could practice 

and lead towards inclusiveness and, therefore, do so much to the ethical use of 

technologies like AI, which would make their outputs reflect over the diverse real-

world populations and contribute to a more inclusive digital environment. 
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CHAPTER 5 

CONCLUSION 

With a particular focus on gender, age-related, racial (skin tone), and social 

stereotypes, this work has provided us with a thorough grasp of the range of biases 

that exist in text-to-image generation models. As demonstrated by the "GEMINI" 

event, which brought to light the social costs and possible harm of such biases in 

AI-generated photography, our investigation brought to light the serious 

detrimental effects of producing biased information. We carefully analyzed the 

methods for bias evaluation and mitigation that are now in use, noting both their 

advantages and disadvantages. It was during this procedure that we realized 

additional specialized assessment techniques were required in order to properly 

measure bias in T2I models. To counteract these biases, we created a collection of 

improved prompts that are intended to reduce prejudice and increase equity in 

generated images. Our improved prompts produced outcomes that were more 

representative and varied, which was a noticeable improvement. 

In the future, we suggest using sophisticated machine learning algorithms that can 

recognize biased prompts automatically and implement improvements to guarantee 

more equitable picture creation. In order to promote more inclusive and fair 

outcomes in AI-generated content, this future effort seeks to automate and 

streamline the bias reduction process. All things considered, our study advances our 

knowledge of the biases prevalent in T2I models and provides workable ways to 

counteract them, opening the door for more moral and inclusive uses of this 

technology. 
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