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ABSTRACT 

This thesis delves into the intersection of legal linguistics and gender bias, employing 

natural language processing (NLP) techniques for legal judgment prediction using 

transformer-based models. The research is centered on the Indian legal context, 

focusing on the performance and bias mitigation of various models, including BERT, 

XLNet, RoBERTa, DeBERTa, ELECTRA, and BigBird, evaluated on the ILDC-

single dataset. The analysis requires a complex legal language, characterized by 

keywords and archetypes, which pose significant challenges to traditional NLP 

models. 

Working in the Common Law system, Indian judiciary is characterized by complex 

and outdated legal documents, which lead to ambiguities and inconsistencies. These 

challenges require advanced NLP models to deal with the nuances of legal text. 

Transfomer-based models, with their self-focusing methods, offer promising 

solutions for providing comprehensive analysis of legal complexity. 

An important aspect of this thesis is to examine gender bias in legal proceedings, an 

important issue that affects the fairness of judicial outcomes. Gender bias manifests 

itself in a variety of ways, including discriminatory language contained in legal 

documents as well as biased judicial decisions. This study examines this bias with 

Law2Vec embeddings and proposes strategies to overcome and reduce bias. Methods 

such as projection into gender subspace, k-means clustering are used to measure bias, 

followed by Hard Debiasing algorithm to reduce it. The effectiveness of bias is 

evaluated through court decision prediction tasks to ensure semantic retention 

integrity in embeddings. 

The method involves applying six transformer-based models to the ILDC-single 

dataset, comparing their performance to predict court decisions BigBird-RoBERTa 

demonstrated superior performance at about 80% accuracy, which drew attention to 

its ability to process long sequences and extract relevant contexts. The study also 

includes a detailed analysis of Law2Vec embeddings, which identifies the gender 

bias and effectively reduces it. 

Despite the promising results, the thesis acknowledges the limitations of the current 

models, in particular the lack of explanation. The non-transparent decision-making 
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processes in these models pose challenges for regulatory professionals who need 

transparent and interpretable information. Future research will focus on integrating 

descriptive methods and extending the data sets to increase the robustness and 

generalizability of the models. 

The findings highlight the importance of prior domain-specific training and the need 

for continued efforts to address biases in legal NLP applications. With transformer 

architectures advanced with the use of advanced bias methods, this research can help 

in the development of more ethical, transparent, and effective AI tools for legal 

services, increasing its efficiency in the process. 

In conclusion, this thesis demonstrates the effectiveness of transformer-based models 

in predicting legal decision making and the critical importance of reducing gender 

bias in legal language models. The study contributes to future developments in legal 

NLP and provides a uniform and transparent judgement process. 

 

Keywords: Legal Linguistics, NLP, Transformer Models, Gender Bias, Legal 

Judgment Prediction, Indian Legal System, BERT, XLNet, RoBERTa, DeBERTa, 

ELECTRA, BigBird, ILDC Dataset, Law2Vec Embeddings, Hard Debiasing, 

Explainability in AI, Legal Language Models, Bias Mitigation, Court Judgment 

Prediction, Ethical AI in Law 
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CHAPTER 1 

INTRODUCTION 
 
1.1 Legal Linguistics using NLP 

 
Legal linguistics is a field in which several aspects of law and linguistic cross paths 

in order to comprehend and examine language used in legal texts. The evolution of 

NLP has brought about massive changes by enabling the automation and analysis of 

numerous quantities of legal documents. This convergence between NLP and legal 

linguistics has seen major advancements made in areas such as contract analysis, 

automated document drafting, legal judgement prediction, and legal information 

retrieval. 

Complex, systematic and precise legal language is often difficult to understand 

because it sometimes contains some special terminology, old-fashioned words, 

different grammar styles (especially archaic). This makes it challenging to apply 

NLP in the field of legal linguistics. The traditional NLP models which were 

created for language processing generally do not perform well on legal texts. For 

example, transformer-based models [1] have outperformed classical NLP 

techniques in the area of law. Such models employ self-attention mechanisms to 

comprehend every term, sentence or precedent within any given legal document. As 

a result, this kind of approach enables intricate analysis of complicated legal 

narratives. Transformers are different from typical models like RNNs [2] and 

LSTMs [3], which struggle to process complicated legal texts; instead, they analyze 

documents continuously rather than sequentially. As a result, legal statutes and 

precedents are better understood. 
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Fig 1.1 Types of Legal NLP tasks 
 

1.2 Indian Judiciary 
 
The Indian judicial system operates within the framework of the Common Law 

system, relying heavily on the legacy of British colonial rule. This system enables 

the law to change over time because it mostly relies on earlier court rulings to 

determine how matters should be decided in the present. The judiciary is organized 

hierarchically, with the Supreme Court of India at the top, which interprets the 

Constitution, hears appeals, and decides disputes between the states and the central 

government. Below the Supreme Court are the High Courts, each serving one or 

more states, for civil and criminal cases. District courts are the primary courts for 

most civil and criminal cases in each district. The judicial system is completed by 

special courts such as family courts and consumer courts, as well as subordinate 

courts including Magistrate and Sessions Courts for criminal matters. 

 
Indian legal writings are difficult for the general public and lawyers to understand 

due to their complexity and outdated terminology. Legal system contradictions and 

inconsistent results come about because several legislations have ambiguous and 

overlapping provisions. The legal environment gets more complicated when there is 

a lot of unstructured court filings. It means that some laws continue to exist while 

being outdated, unable to accommodate changes in either technological 

advancements or society at large since statutory amendment moves slowly. Multiple 

case backlogs have led to delays which undermine public confidence and 
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compromise the quick dispensation of justice. This uneven application due to the 

judge’s cross-country policies has built up perceptions of unfairness and inequality 

among many people out there. To address these issues, it is essential to reduce the 

backlog of cases, streamline the legal system, and make major changes in 

legislation. In order for judiciary systems to enforce law and administer justice 

effectively, improving readability of legal documents as well as coherence may lead 

to more successful intervention by courts in India. 

 

1.3 Gender bias in legal context 
 
Gender discrimination in law refers to discrimination or unfair treatment of people 

based on their sex, which can take many forms in the legal system acts, decisions by 

courts, legislative strategies and general legal language is an example of this bias. 

This fosters bias and can lead to inequitable justice, potentially influencing the 

outcome of court proceedings and public perceptions of the impartiality of the 

justice system. 

 

Family laws have been known to be a good example of gender bias which dates 

back in history. For a long time, mothers were given the custody of their children 

after separation on the premise that women are naturally better nurturers than men 

in what was a myth. This not only seemed to be best for women but also helped 

maintain the notion that men are less likely to provide love and care. On the other 

hand, women who disclose abuse in domestic violence cases often face doubt and 

mistrust, thereby leaving them with no enough protection and assistance from the 

judiciary. But mostly victims will always bear the burden of proof that propagates 

exploitation as well as silence over and over again. 

 
The criminal justice system suffers from gender bias. Research has shown that 

women tend to receive lighter sentences than men for comparable offenses; This 

phenomenon is also known as the "chivalry hypothesis." This tolerance is based on 
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the assumption that women are more flexible and less threatening than men. But 

because they are seen as inconsistent with social and legal norms, women who 

commit crimes against gender norms—violent crimes—such as that—will be 

severely punished. 

 
Gender bias may exist in the legal text itself. The use of masculine pronouns in 

traditional legal documents and statutes sometimes implies the exclusion of women 

and nonbinary persons. Although still opposed in many countries, efforts are 

underway to incorporate gender-neutral language into legal proceedings. This 

linguistic bias reflects and perpetuates profound gender inequalities. To address this 

bias, efforts must be constantly made to confront and change all forms of 

discrimination, so that the legal system is fair and equal for all, regardless of 

gender. 

 
1.4 Legal Language Models 

 
A legal language model is an advanced AI system designed to understand, interpret, 

and generate human speech legally. This example uses natural NLP techniques to 

analyze complex legal issues such as statutes, case law, and contracts. Training with 

large legal documents allows them to understand the unique characteristics of legal 

language, including key vocabulary and complex sentence structure This enables 

them to efficiently search relevant court cases, compile records and extract 

important information. 

 

The development of this model has been greatly enhanced by transformer-based 

architectures such as BERT [4] and GPT. Specialized translations such as Law2Vec 

[5], Legal-BERT [6] and InLegalBERT [7] are tailored to specific legal contexts, 

increasing the ability to understand legal concepts and arguments. Legal language 

models offer many advantages provide, such as helping to create law and evaluate 

documents and time and effort when conducting legal research. Defenders can 
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provide initial pleadings and agreements, reduce errors by equalizing assurances, 

and also ensure that the documentation complies with legal requirements. 

 

 
 

Fig 1.2 Legal Text Analysis Framework 
 

 
Despite the capabilities of legal language models, there are limitations, especially 

when it comes to training data quality and bias. Historical biases can be revealed in 

legal texts and reinforced by examples. To minimize these biases, it is important to 

ensure that the training data are representative and diverse. These models must also 

be transparent and reasonable in order to preserve public confidence in the legal 

system. To address these problems, researchers have attempted to redefine these 

models. All things considered, legal language models are a major step forward in 

the application of AI to the legal field, with the potential to revolutionize legal 

practice and enhance access to justice. 

 
This section briefly introduced the topic. Chapter 2 will provide a review of the 

existing work that was referred for this work. Chapter 3 will get into the details of 

our methodology. Chapter 4 will state the results and discuss them. Chapter 5 will 

point out the limitations of this work. Finally, Chapter 6 concludes this work.  
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CHAPTER 2 

LITERATURE REVIEW 
 

Particularly in a highly populated nation like India, the volume of digital legal 

documents is growing, which emphasizes the necessity for sophisticated techniques to 

effectively search and manage this data. This literature review focuses on the relevant 

work which was taken into consider for our current study. This includes, the task of 

CJPE [8] considering documents from the Indian Supreme Court, enhancing its 

performance using jurisdiction-specific pre-trained language models. In addition to 

these, we have also considered work done in the legal sector to reduce gender bias in 

judicial documents. 

 
In order to facilitate the development of systems for anticipating and interpreting court 

judgements, the paper [8] presents the ILDC, a dataset of 35,000 Indian Supreme Court 

cases annotated with court rulings and expert-provided explanations. The task of CJPE, 

which involves predicting case outcomes and offering lucid justifications, is put out in 

the study. After experimenting with several models, the researchers discovered that a 

hierarchical model that included XLNet [9] and BiGRU [10] worked best, achieving an 

accuracy of 78% as opposed to 94% for human experts, emphasising the task's 

difficulty. This study shows how important it is to explain what is behind legal artificial 

intelligence, presents an outline about how we can account for it through hierarchical 

occlusion, and observes that there are several key differences between the logic followed 

by the system under discussion on the one hand, and the one used by people who 

practice law every day on the other. 

 
In association with three other researchers, the group in [7] has created a new BERT-

based model known as CustomInLawBERT. In this model, we focus on the Indian 

context by incorporating an Indian-specific legal vocabulary into it. Furthermore, it has 

re-trained LegalBERT [6] and CaseLawBERT [11] using a considerable proportion of 

nearly 5.4 million Indian legal documents due to its large corpus. In order to evaluate 
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these models, LSI [12], Semantic Segmentation of Judgments [13, 14] and Court Appeal 

Judgment Prediction [8] were performed. Specifically, inLegalBERT was much better 

compared with the earlier ones, showing that designing country-oriented legal PLMs can 

enhance their efficiency. These findings underscored the importance of domain-based 

prior work as well as the disadvantages involved in applying ordinary language models 

which for instance are based on BERT in particular case laws. 

 

In the investigation in the [15] study by the writers (Smith et al 2019), it was discovered 

whether there exists some sort of bias towards gender within legal texts as well as 

recommendations on how to minimize it. Its gender biases significantly affect fairness in 

legal decision-making processes as noted by the authors. A variety of word embedding 

models including Law2Vec were employed for measuring & removing gender bias using 

training datasets with legal texts across different countries; these included those models 

such as Law2Vec among others.Methods such as clustering and cosine distance 

uncovered the level of gender bias, while a new metric, CriBias, was created to measure 

bias with respect to criminal activities. De-biasing methods were found capable of 

reducing bias effectively, while preserving the semantic coherence within the 

embeddings. These findings stress the need for redressing any form of preconceived 

gender stereotypes within legal NLP systems so as to ensure ethical and fair use of the 

laws. 

 
In this paper [16], we investigate if transformer-based language models employed by 

legal products or services are biased towards any particular gender using innovative 

measurement techniques. To address this issue, one can utilize sophisticated models that 

are equipped with comprehensive knowledge concerning gender neutrality as among 

others legal aspects such as Named Entity Recognition (NER), from which the 

experiment will be conducted. Additionally, these complex models exhibit unique facets 

of bias compared to previous works that focused on plain static embeddings. The authors 

propose a new method of assessing bias in BERT-based models which is known as 

BEC-Cri". This method uses terminology related to crime to assess gender prejudice. 
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They also suggest a way to fine-tune the debiasing process using an ECtHR corpus, 

which guarantees that the models' semantic integrity is maintained after debiasing. Their 

strategy differs from other approaches in that it highlights the necessity of domain-

specific debiasing strategies that are tailored for legal scenarios. They also demonstrate 

notable advancements in bias reduction without sacrificing model performance. Table 2.1 

highlights the key findings of our literature review. 

 
 

Table 2.1 Review of literature associated with prior works 
 

Year, 
Ref. 

Model/Method 
Used 

Best 
Performance 

Dataset Pros Cons 

2021,
[8]  

Classical 
Models(LR,SVM,
RF), Sequence 
Models(BiGRU+
Attn), transformer 
models (BERT, 
DistilBERT, 
RoBERTa, 
XLNet), and 
hierarchical 
transformer 
models   

F1 Score of 
78% using 
XLNet+BiGR
U  

ILDC 
curated 
from 35K 
court 
cases from 
the 
Supreme 
Court of 
India  

The 
temporal 
features 
and 
explainabil
ity of the 
models 
employed 
are the 
main topics 
of this 
study. The 
aim is to 
shed light 
on these 
models' 
predicted 
performanc
e across 
different 
time 
frames by 
investigati
ng how 
they 
manage the 
passage of 
time in 
court 

The 
accuracy of 
the model's 
predictions 
and those of 
human 
experts 
differs 
significantly
. The model 
performs 
much worse 
than human 
experts, 
with an 
accuracy 
rate of only 
78%, while 
human 
experts 
reach an 
incredible 
94% 
accuracy 
rate. There 
is a 
significant 
difference 
between the 
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cases. The 
models are 
also 
anonymous
ly 
designed, 
so the 
results are 
not 
influenced 
by any 
identifiable 
informatio
n. This 
method not 
only 
improves 
the results' 
objectivity 
but also 
tackles 
important 
ethical 
issues with 
privacy 
and justice 
in the 
judicial 
system. 

legal 
experts' 
explanation
s and the 
ones 
produced by 
the machine 
models. 
This 
disparity 
emphasises 
how 
difficult it is 
to match the 
complex 
and 
contextualis
ed 
interpretatio
ns that legal 
experts 
offer with 
machine-
generated 
insights. 
These 
discrepancie
s highlight 
the need for 
better 
explainabilit
y models. 

2022,
[15] 

Law2Vec, 
Law2VecNew, 
UK2Vec, 
EU2Vec, 
AU2Vec, 
CAN2Vec, 
JAPAN2Vec,  
Hard Debiasing 
applied on 
Projections, 
Clustering, 

Works best on 
the projection 
method as all 
the bias values 
are reduced to 
10-8 

HUDOC 
Dataset, 
which is 
made up 
of ECtHR 
judgement
s. It is 
used to 
forecast 
court case 
decisions 

The study 
provides a 
worldwide 
comparativ
e analysis 
by 
introducing 
the CriBias 
metric, 
which uses 
numerous 

The 
difficulty in 
obtaining 
the original 
Law2Vec 
corpus 
limits 
replication 
and 
additional 
research. 
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CriBias, kNN, 
EEC 

in order to 
evaluate 
the 
semantic 
utility of 
the 
debiased 
embeddin
gs. It 
contains 
cases that 
were 
available 
on the 
HUDOC 
website as 
of 
September 
11, 2017. 

measuring 
techniques 
to assess 
bias in 
legal texts. 
Through 
the use of 
POS 
Tagging 
and CJP, it 
is made 
sure that 
the models 
maintain 
semantic 
utility. The 
results of 
the study 
are 
validated 
by the 
comprehen
sive data 
collection 
and unique 
legal 
embedding
s 
(Law2Vec
New). 

The failure 
of debiasing 
for 
JAPAN2Ve
c can be due 
to the 
massive 
computation
al resources 
needed to 
gather, 
analyse, and 
train 
embedding 
models 
from large 
legal 
corpora. 
Although 
debiasing 
techniques 
are helpful 
in 
eliminating 
gender bias, 
it is unclear 
whether or 
not they can 
be applied 
to other 
domains or 
types of 
biases. 
Semantic 
utility 
verification 
is still in its 
early stages 
and requires 
more 
thorough 
analyses 
with a 
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larger 
number of 
tasks and 
datasets. 
Other 
biases, such 
as racial or 
ethnic bias, 
go 
unnoticed 
because of 
the 
emphasis on 
gender bias. 

2023, 
[16] 

BERT-based 
models, 
LegalBERT-
Small, and 
debiasing 
methods 
(LCD(proposed), 
GAP, GPD) 

LCD showed 
the most 
effective 
reduction in 
gender bias 

The 
ECtHR 
corpus, 
BEC-Cri 
for bias 
measurem
ent, and 
LexGLUE 
benchmar
k for 
evaluating 
debiased 
models 

The paper 
introduced 
BEC-Cri, a 
legal-
specific 
bias 
evaluation 
corpus 
using 
crime-
related 
words, 
ensuring 
relevant 
bias 
assessment 
in the legal 
context. It 
developed 
a novel 
LCD 
method 
that 
significantl
y reduced 
gender bias 
in BERT-
based 
models 

Although 
the work 
presents a 
novel 
debiasing 
algorithm 
and corpus, 
there may 
be gaps 
between 
experimenta
l conditions 
and 
practical 
applications
, making it 
unclear how 
effective 
these 
methods 
will be in 
actual legal 
settings. 
Large 
transformer 
models like 
BERT can 
be difficult 
to fine-tune 
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while 
maintainin
g semantic 
utility. The 
debiased 
models 
were 
evaluated 
using the 
LexGLUE 
benchmark
, 
confirming 
that 
debiasing 
did not 
compromis
e 
performanc
e on legal 
NLP tasks. 
Additionall
y, the 
paper 
proposed 
an 
innovative 
bias-
penalized 
performanc
e metric to 
emphasize 
the impact 
of gender 
bias on 
model 
performanc
e 

for 
debiasing 
due to their 
complexity 
and 
computation
al expense, 
which can 
be 
especially 
difficult for 
smaller 
businesses 
or those 
with 
constrained 
computing 
capabilities. 
Furthermore
, the 
evaluation 
metrics 
employed in 
the study 
are 
primarily 
focused on 
gender bias, 
which may 
result in the 
neglect of 
other 
significant 
biases 
associated 
with race, 
ethnicity, or 
socioecono
mic class 
that may 
exist in 
legal texts. 
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2023, 
[7] 

BERT, 
LegalBERT, 
CaseLawBERT,  
InLegalBERT 
and 
InCaseLawBERT 
retrained on 
Indian legal 
corpus, 
CustomInLawBE
RT pretrained on 
Indian specific 
legal vocabulary 

F1 score-64.58 
for 
InLegalBERT 
for ILSI 
dataset and 
75.88 using 
InLegalBERT 
for ECtHR-B 
dataset in 
Legal Statute 
Identification, 
F1 score of 
68.98 using 
InLegalBERT 
for ISS data,  
61.54 using 
InLegalBERT 
for UKSS 
dataset for 
Semantic 
Segmentation 
of judgements, 
F1 score-83.09 
forInLegalBE
RT for IDLC 
dataset for 
Court 
Judgement 
Prediction  

ILSI(65K 
examples 
from SCI 
and 6 
High 
Courts), 
ECtHR-
B(11K 
examples 
from the 
European 
Court of 
Human 
Rights), 
ISS(50 
document
s from 
SCI 
labeled 
with 7 
rhetorical 
roles), 
UKSS(50 
document
s from 
U.K. 
Supreme 
Court 
labeled 
with 7 
rhetorical 
roles), 
ILDC-
multi(35K 
cases from 
the SCI) 

Domain-
specific 
retraining 
on Indian 
dataset 
makes sure 
the models 
are better 
adapted to 
the 
peculiaritie
s of the 
Indian 
legal 
language,  
training a 
new model 
from 
scratch 
with a 
custom 
vocabulary 
tailored for 
Indian 
legal texts 
presents an 
innovative 
approach 
to handling 
domain-
specific 
challenges 
in NLP  

Best 
performanc
e for 
semantic 
segmentati
on of court 
judgements 
on Indian 
data 
performs 
worse than 
the baseline 
models 
even 
though 
model 
retraining 
was 
specially 
done on 
Indian legal 
data, 
customized 
vocabulary 
tailored 
from Indian 
legal texts 
should 
have 
performed 
the best but 
didn't due 
to fewer 
iterations(la
ck of 
resources) 
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CHAPTER 3 

METHODOLOGY 
 
3.1 Requirement Specifications 

 
Our work, which mostly consists of executing various pre-trained models, was 

carried out in Google Colab due to lack of computational power in the default 

system and also to ensure faster execution. Table 3.1 specifies the settings in which 

the work was carried out. 

 
 

Table 3.1 Requirement Specifications 
 

Requirements Details 

Hardware NVIDIA A100 Tensor Core GPU 

Software Google Colab Pro 

Programming Language Python (version 3.x) 

Framework PyTorch 

Hardware NVIDIA A100 Tensor Core GPU 

 
 
3.2 Dataset 

 
For the purpose of solving the Court Judgement Prediction and Explanation (CJPE) 

problem, annotated cases from the Indian Supreme Court were used to construct the 

ILDC dataset. Although this dataset is not publicly accessible, it can be acquired by 

submitting a Google form with a request to the authors. 

 
There are three sections to the dataset: 

• ILDC-multi: This collection of 35K Supreme Court of India cases contains those in 

which the same petitioner filed multiple petitions. Because it demands the prediction 

of numerous, possibly different outcomes from the same case, this dataset poses a 
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considerable difficulty. 

• ILDC-single: Only instances with a single petition filed are included in this subset 

of the ILDC-multi dataset. 

• ILDC-expert: This set of 56 documents, which is annotated with expert 

explanations for the judgements made, is used to assess the degree to which 

judgement prediction algorithms are able to both anticipate outcomes and offer 

reasons that are consistent with expert thinking. 

This task can be treated as a classification problem, where our case descriptions, 

after being tokenized will be treated as input features and the predicted judgement(1: 

if petition was accepted, 0: if the petition was rejected) will be the output. 

For this work, we have used the ILDC-single dataset. It is a subset of the ILDC-

multi dataset, and has details of 7593 cases, out of which 80% is used for training 

the models and rest 20% for testing. 

 

3.3 Contributions in this work 
 
Our work has majorly been divided into 2 major parts: 
 

 Six Transformer-based models, namely bert-base-uncased [17], xlnet-base-

cased [18], roberta-base [19], deberta-large [20], electra-large-discriminator 

[21] and bigbird-roberta-base [22] were applied on the above dataset and 

their performances were compared.  The first 3 models were already used in 

a prior work, while the later 3 models were utilised in this work. Best 

performance accuracy of 80% was achieved by the bigbird-roberta-base 

model. 

 A list of 40 different words related to the Indian crime scene was created (see 

Section 4.2). Using the pre-trained Law2Vec embeddings, the bias in these 

words was shown using two methods – projection in gender subspace and k-

means clustering algorithm. After this, the Hard Debiasing algorithm was 
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applied to mitigate the bias and effects of this debiasing was checked again 

using the above two methods. Furthermore, to check that debiasing of word 

embeddings doesn’t tamper with the model performance, we carried out the 

task of court judgement prediction, using Law2Vec embeddings and SVM 

classifier, before and after debiasing, and compared their performances. 

 

3.4 Details of models/embeddings/algorithms used 

 

3.4.1 Hyper-parameters for CJP 
 
Only the last 512 tokens from the case descriptions found in the dataset's "text" 

column were used to create the embeddings and train the model. This was done 

because prior research has indicated that court decisions typically appear towards 

the end of case descriptions, making it more effective to use the final 512 tokens 

for this purpose. Table 3.2 provides specifics on the hyper-parameters that were 

utilised to train each model while taking into account resource constraints and 

the optimal results attained after validating accuracies were checked. 

 
Table 3.2 Hyper-parameters set for training 

Model Learning 
rate 

Number of 
epochs 

Batch-size 

BERT  
 
 
 

5e-6 

 
 
 
 
3 

16 

XLNet 16 
RoBERTa 16 
DeBERTa 8 
ELECTRA 16 

Big Bird 8 
 
 

3.4.2 Model Details 
 
A company called Hugging Face offers NLP-related tools and technology. It is 

most known for its 'Transformers' library, which is used by the AI community as 
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a standard to create sophisticated algorithms for a wide range of NLP tasks. 

Table 3.3 provides details of the models used for this work. 

 
Table 3.3 Specifics of the models used 

Model Layers Attn -
heads 

hidden -
units 

Params Features 

 
 
 
 
 
 
 
 
 
 
 
bert-base-
uncased 

 
 
 
 
 
 
 
 
 
 
 

12 

 
 
 
 
 
 
 
 
 
 
 

12 

 
 
 
 
 
 
 
 
 
 
 

768 

 
 
 
 
 
 
 
 
 
 
 

110M 

In order to ensure 
that it can process 
text consistently 
regardless of 
capitalization, this 
model concentrates 
on activities that do 
not require 
sensitivity to letter 
case. The model has 
been trained using 
two main methods: 
NSP, which helps 
the model grasp the 
link between 
successive phrases, 
and MLM, which 
predicts masked 
words inside a 
sentence to assist the 
model understand 
context. [4] 

 
 
 

 
 
 
 
 
 
 
 
 
xlnet-
base-cased 

 
 
 
 
 
 
 
 
 
 
 
 
 

12 

 
 
 
 
 
 
 
 
 
 
 
 
 

12 

 
 
 
 
 
 
 
 
 
 
 
 
 

768 

 
 
 
 
 
 
 
 
 
 
 
 
 

110M 

By taking into 
account various 
word ordering within 
a sentence, 
permutation-based 
training allows this 
model to learn from 
bidirectional 
contexts. Its capacity 
to comprehend word 
associations and 
context more 
thoroughly is 
improved by this 
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method. It also uses 
methods from 
Transformer-XL, 
which helps it handle 
long-range 
dependencies in text 
more efficiently. 
This combination 
ensures correct text 
processing and 
understanding where 
capitalization counts, 
making the model 
especially well-
suited for jobs 
requiring sensitivity 
to letter case. [9] 

 
 
 

roberta-
base 

 
 

12 

 
 

12 

 
 

768 

 
 

125M 

This model adjusts 
the original BERT 
training process by 
eliminating the NSP 
task, which 
simplifies the 
training procedure 
and allows for a 
more focused 
approach to 
understanding 
sentence-level 
contexts. 
Additionally, it 
trains with larger 
mini-batches, which 
enhances the 
efficiency of the 
learning process and 
contributes to better 
generalization. It 
also uses a 
substantially larger 
data set for training 
the model, making 
possible a range of 
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varied linguistic 
patterns and other 
kinds of language, 
and thus enhancing 
both its performance 
and robustness. [23] 

 
 
 

 
 
 
 
deberta-
large 

 
 
 
 
 
 
 

24 

 
 
 
 
 
 
 

16 

 
 
 
 
 
 
 

1024 

 
 
 
 
 
 
 

304M 

This model 
introduces an 
innovative 
disentangled 
attention 
mechanism, which 
differentiates 
between content-
based attention and 
position-based 
attention. By 
separating these two 
types of attention, 
the model can more 
effectively capture 
and utilize the 
meaning of the 
words (content) and 
their positions within 
the sentence, leading 
to a more nuanced 
understanding of the 
text. Additionally, 
during the pre-
training phase, the 
model employs an 
enhanced mask 
decoder, which 
improves its ability 
to predict masked 
tokens with greater 
accuracy. This 
enhancement allows 
the model to better 
learn and represent 
complex linguistic 
patterns. [24] 
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electra-
large-
discrimina
tor 

 
 
 
 
 
 
 
 
 
 
 
 

24 

 
 
 
 
 
 
 
 
 
 
 
 

16 

 
 
 
 
 
 
 
 
 
 
 
 

1024 

 
 
 
 
 
 
 
 
 
 
 
 

335M 

This model has a 
special way of 
teaching where it 
teaches both a 
generator and a 
discriminator at the 
same time. The 
generator usually 
makes ‘fake’ tokens, 
that are then 
discriminated by the 
discriminator who 
can distinguish them 
from the ‘real’ ones. 
This creates 
competition in 
learning for the 
model, so in some 
way it improves its 
accuracy in 
recognizing tokens 
as well as generating 
new ones. In 
addition to that, the 
reason this method 
improves the 
efficiency of 
learning is that the 
model uses all input 
tokens during 
training as opposed 
to concentrating only 
on masked ones, 
which helps us 
achieve high 
accuracy levels by 
incorporating more 
useful data in our 
decision-making 
processes. 
Consequently, the 
entire dataset is 
understood better 
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with respect to 
language or any 
other kind of text 
because this way 
more extensive 
information can be 
derived while 
drawing upon it as 
whole, thus 
providing more 
efficient results at 
large since the AI is 
able to know so 
much about topics 
covered in such texts 
during interpretation. 
[25] 

 
 
 
 
 
 
 
 
 
 
bigbird-
roberta-
base 

 
 
 
 
 
 
 
 
 
 
 

12 

 
 
 
 
 
 
 
 
 
 
 

12 

 
 
 
 
 
 
 
 
 
 
 

12 

 
 
 
 
 
 
 
 
 
 
 

125M 

The model involves 
the rock-solid design 
of RoBERTa with 
BigBird by Google 
Research. By using 
sparse attention, this 
technique allows 
passage of sequences 
easily past the usual 
512-token boundary 
seen in regular 
transformers. By 
combining local, 
random, and global 
attention patterns, 
the model can 
efficiently handle 
and analyze long-
range dependencies 
within the text. This 
innovative approach 
ensures that the 
model can capture 
both fine-grained 
details and broader 
contextual 
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information, making 
it exceptionally well-
suited for tasks 
involving lengthy 
documents and 
complex contextual 
relationships. [26] 

 

3.4.3 Law2Vec embeddings 
 
This focused method betters tasks such as document classification, 

summarization, and legal information retrieval, capturing intricate links and 

meanings in legal vocabulary. Applying context to discriminate between distinct 

meanings of terms based on how they are used, Law2Vec boosts performance in 

different NLP tasks within the legal arena. The training of Law2Vec is the 

process in which different legal texts are gathered, preprocessed and then vector 

representations are created based on word co-occurrence patterns using 

Word2Vec or GloVe algorithms by fine-tuning the embeddings on specific sub-

domains, one can improve on exact tasks performance. 

 

Applications of Law2Vec are used include achieving more perfect results in legal 

research tools, upgraded search outcomes, document classification, extraction of 

information among others, and even forecasting the legal outcome. The greater 

research skills, improved information extraction and exact document 

classification that legal experts have are among what contributes to an enhanced 

intellectual property field. 

 
3.4.4 Projections to calculate bias 

 
This method of measuring bias draws from the method of [27]; which uses 

cosine distances as well as projections of word vectors on given gender factors. 

In that way, gender biases are measured by creating a sub-space for gender 

within word embeddings. Gender subspaces are usually constructed using pairs 
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of words known to have gender connotations like “man-woman” and “he-she.” 

 
The first thing one must do is to locate pairs of words that have gender 

perspective. These pairs make sure that a vector can be generated, which is set 

aside for gender. Once a word vector has been identified, it should be projected 

in the direction of this «gender» vector, that is situated in «genderized» space. 

The rest of the vector of whatever word belongs to gender can be assessed 

pursuant to its projection onto the direction of the gender sub space. 

 
The projection is calculated as the inner product between the vector for gender '𝑔 

' and that of target word ‘𝑤’ where ‘𝜃’ is the angle between the two. 

 
𝑔 . 𝑤 = |𝑔||𝑤| cos 𝜃……………………..(i) 

 
 
To adapt this method to the legal domain, a list of 40 words (Section 4.2) was 

taken to reflect terms commonly found in Indian legal texts. This adaptation 

ensures that the evaluation of bias is relevant to the context in which these 

embeddings will be applied. By projecting legal-specific word vectors onto the 

gender subspace, the authors can quantify the gender bias present in legal 

corpora. 

 
3.4.5 Clustering to calculate bias 

 
This is a version of the projection method described above. The same set of 

words—which are believed to be gender-neutral but still have significant bias 

projections—is utilised, and the k-means technique is employed to do 

unsupervised clustering on the data. The degree to which the resulting clusters 

adhere to gendered expectations is examined through analysis. Without 

identifying words as male or female, the clustering method enables researchers to 

examine established gender biases. Through the method's observation of word 

clusters, socially marked gender biases can be identified. For example, words 



24 
 

with comparable gender biases tend to be adjacent to each other in the 

embedding space. The approach can measure gender bias even when it is not 

evident in the clusters directly. 

 
3.4.6 Hard Debiasing algorithm 

 
By identifying and eliminating the gender subspace within the embeddings, the 

Hard Debiasing described in [28] seeks to eradicate or drastically reduce gender 

bias in word embeddings. There are two primary steps in this process: Neutralise 

and Equalize. 

 
First, the gender subspace is found by using principal component analysis (PCA) 

to the gender pair words' difference vectors. For gender pair words like "he-she" 

and "man-woman," the difference vectors are computed. After calculating the 

principal components of these vectors, the gender subspace is represented by the 

first principal component, which primarily captures the gender information. 

 
The component of each word vector 𝑤 which lies in the gender subspace is 

calculated and then subtracted from the original word vector during the 

Neutralize step; thus this for every word in the model’s vocabulary, the 

embeddings corresponding to gender neutral words will have no component 

along this line with one to three words; This operation is achieved by projecting 

we onto the space spanned by a set of basis vectors{𝑏ଵ, 𝑏ଶ, … , 𝑏ெ} which forms 

the gender subspace: 

 
𝑤ఉ   =  ∑ 〈𝑤, 𝑏〉ெ

ୀଵ 𝑏…………………………..(ii) 
 

where 〈. , . 〉 denotes the inner product. The neutralized word vector 𝑤′ is then 

obtained by subtracting 𝑤β from 𝑤 and normalizing it: 

 

wᇱ =  
୵ି୵ಊ

||୵ି୵ಊ||
…………………………………..(iii) 
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During the Equalize step, a set containing equality pairs such as “man-woman” 

and “king-queen” will be used. We calculate the average Euclidean distance per 

pair for every pair of words from each other pair before adjusting all pairs so that 

they will be equidistant from this average distance ensuring that they lie within 

the zero subspace maintained at all times. 

 
3.4.7 SVM in CJP 

 
A versatile machine learning algorithm known as the SVM is widely used for 

court judgement prediction. It does this by finding a decision boundary which 

best separates data points in outcomes of different legal options. By maximizing 

the margin between classes, it makes it possible for the model to generalize well 

on new instances. In this context, support vectors are important since they 

determine where and how the hyperplane should be located with respect to the 

decision boundary. 

  

SVM finds out which one is appropriate by solving a convex optimization 

problem during training. When data is not linearly separable in its original 

feature space, SVM employs the kernel trick to map data into a higher-

dimensional space where it becomes linearly separable. Common kernels include 

linear, polynomial, and RBF, each providing flexibility to handle various types 

of legal data. This capability is particularly effective in high-dimensional spaces, 

making SVM suitable for court judgment prediction where features like legal 

arguments, case facts, and precedents are numerous. 
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Fig 3.1 Steps to predicting court rulings 

 

 
 

Fig 3.2 Visualizing SVM  
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CHAPTER 4 

RESULTS AND ANALYSIS 

 

4.1 Prediction of Court Judgements 
 
The prior studies employed the Transformer models BERT, XLNet, and RoBERTa; 

on the ILDC-single dataset, the combination of XLNet and BiGRU produced the 

best results (the publication reported an accuracy of 76%). In this work, we 

compared the performance of the newer models—DeBERTa, ELECTRA, and Big 

Bird—with that of the older versions. The AdamW optimizer was utilised to train 

our models, and binary cross-entropy was employed to calculate the loss. Metrics 

including macro-F1 (mF1), accuracy, macro-precision (mP), and macro-recall (mR) 

were used to track the performance of the model (Table 4.1). 

 
Table 4.1 Performances of different models on CJP 

Model mP (%) mR (%) mF1 (%) Accuracy (%) 
BERT 66.78 66.74 66.76 67.94 
XLNet 68.77 66.85 67.16 69.65 

RoBERTa 73.04 69.17 69.62 72.61 
DeBERTa 77 75.80 76.22 77.49 
ELECTRA 77.56 77.16 77.33 78.08 

Big Bird 82.40 79.15 79.15 80.97 
 
The aforementioned table indicates that bigbird-roberta-base exhibits the maximum 

accuracy of 80.97%, which is roughly 4% higher than the results reported in the 

original work. The model produced a mF1 score of 79.15%, which is roughly 3% 

higher than the 76.55% score reported in the original work. 

 
Out of all the models used in this work, bigbird-roberta was able to provide the 

greatest results in terms of accuracy, precision, recall, and F-1 score. However, only 

its base version was utilised, and it was only ran for a batch-size of 8, which is half 

that used for the predecessors. Additionally, this model performed better than its 
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equivalents, the DeBERTa and ELECTRA models, which were based on the 'large' 

category and hence included a significantly higher number of parameters. 

 
This result shows how well the bigbird-roberta architecture naturally extracts 

relevant details from the data. Bigbird-Roberta's proficiency at processing lengthy 

sequences (beyond the standard 512 tokens in other models) may account for some 

of this outperformance by enabling a thorough contextual analysis. Furthermore, 

combining BigBird with RoBERTa's pretraining approach may enhance 

representational learning capabilities. Lastly, there's a chance that the smaller batch 

and model sizes had an unintentional regularising effect that prevented overfitting 

and improved generalisation. It is important to investigate these options more in 

order to fully comprehend why such a result was obtained. 

 
4.2 Bias Calculation and Reduction in Law2Vec 
 

4.2.1 Using projections 
 
The projections provided in the table below measure the bias associated with 

each word, with negative values indicating ‘bias towards males’ and positive 

values indicating ‘bias towards females’. After debiasing, the projections should 

ideally be close to zero, indicating reduced bias. 

 
Table 4.2 Outcomes before and after debiasing using projections 

 
Word in Indian CriList Projection before 

debiasing 
Projection after 

debiasing 

crime -0.1497 1.2x10-8 

offense -0.0008 1.3x10-8 

accused 0.0155 4.8x10-8 

victim -0.6096 -2.6x10-8 

case 0.2478 3.8x10-8 

police 0.1780 4.3x10-8 
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evidence 0.1791 -4.4x10-8 

arrest -0.3599 1.8x10-8 

suspect -0.3204 1.8x10-8 

witness 0.0024 4.9x10-8 

court 0.3171 0.5x10-8 

trial 0.3016 -0.4x10-8 

sentence 0.2909 3.2x10-8 

conviction 0.0789 1.5x10-8 

bail 0.0049 1.0x10-8 

charge 0.0733 -0.4x10-8 

report 0.1869 1.9x10-8 

testimony -0.0001 1.0x10-8 

lawyer -0.2493 -6.4x10-8 

judge 0.3453 1.8x10-8 

jury 0.1435 2.4x10-8 

detention -0.3256 -0.2x10-8 

prosecution -0.0162 2.2x10-8 

defense 0.4121 -13.5x10-8 

law -0.2115 0.9x10-8 

order 0.1693 4.6x10-8 

statement 0.3332 -0.01x10-8 

forensic -0.1714 -1.4x10-8 

inquiry 0.1925 1.4x10-8 

raid -0.4983 -0.7x10-8 

custody -0.5281 1.9x10-8 

hearing 0.3384 1.4x10-8 

allegation -0.1531 2.7x10-8 

confession -0.1481 -2.2x10-8 

documentation -0.1339 0.5x10-8 
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interrogation -0.0758 1.8x10-8 

Search -0.1809 -0.25x10-8 

Surveillance -0.1207 0.3x10-8 

Remand -0.0428 1.5x10-8 

Seizure 0.1078 2.2x10-8 

 
We can see that before debiasing, words like ‘victim’ (-0.6096), ‘arrest’ (-

0.3599), ‘suspect’ (-0.3204), ‘detention’ (-0.3256), and ‘custody’ (-0.5281) have 

significant negative projections, indicating a strong bias towards males while 

words like ‘court’ (0.3171), ‘judge’ (0.3453), ‘defense’ (0.4121), ‘statement’ 

(0.3332), and ‘hearing’ (0.3384) have notable positive projections, indicating 

bias towards females. 

 
The number line below also shows that the word ‘victim’ has the most 

‘maleness’ whereas ‘defense’ has the most ‘femaleness’. 

  

 
 

Fig 4.1 Biases of words plotted in number line 
 
After debiasing, the majority of words show projections very close to zero, such 

as "crime" (1.2x10^-8), "offense" (1.3x10^-8), "accused" (4.8x10^-8), "case" 

(3.8x10^-8), and "police" (4.3x10^-8), indicating that the debiasing process was 

effective in reducing bias. Additionally, the consistency observed across words 

like "court" (0.5x10^-8), "trial" (-0.4x10^-8), "sentence" (3.2x10^-8), and 

"prosecution" (2.2x10^-8) further supports the effectiveness of the debiasing 

method. 
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The initial projections reveal inherent biases in the Law2Vec embeddings, with 

words associated with crime and legal processes showing varying degrees of 

bias, reflecting potential underlying prejudices in the training dataset. For 

example, "victim" had a strong negative projection, indicating possible bias 

against victims, while "defense" had a strong positive projection, suggesting bias 

in favor of the defense. Nevertheless, the reduction in most words’ projection  

towards zero after debiasing suggests that these biases were successfully 

neutralized. This suggests that the applied debiasing techniques effectively 

mitigated the biases in the Law2Vec embeddings, leading to a more balanced 

representation of terms related to the Indian criminal justice system. 

 
4.2.2 Using clustering 

 
The initial bias in the Law2Vec embeddings was calculated using clustering 

techniques and visualized with 2D plots, which highlighted the noticeable biases 

in the grouping of gendered words. This clustering analysis revealed distinct 

clusters of words typically associated with male and female stereotypes, 

indicating significant bias in the word representations. This can be seen in Figure 

4.1. 

 

 



 

Fig 4.2
 
From Figure 4.2

clustering of gendered words was significantly less pronounced, indicating a 

reduction in bias. However, some semantic distortions were observed, where 

certain words lost some of their contextual meani

 

Fig 4.
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Fig 4.2 Clusters of gender-neutral words before debiasing

From Figure 4.2, it can be observed that after applying hard debiasing, the 

clustering of gendered words was significantly less pronounced, indicating a 

reduction in bias. However, some semantic distortions were observed, where 

certain words lost some of their contextual meanings. 

Fig 4.3 Clusters of gender-neutral words after

 

neutral words before debiasing 

fter applying hard debiasing, the 

clustering of gendered words was significantly less pronounced, indicating a 

reduction in bias. However, some semantic distortions were observed, where 

 
ter debiasing 
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4.2.3 Confirming effectiveness of debiasing with CJP 

 
The debiasing technique applied to Law2Vec embeddings seems to have a slight 

positive impact on the accuracy of the classifier, suggesting a potential 

improvement in its overall performance. 

However, the other metrics (macro-precision, macro-recall, and macro-F1) 

remain unchanged, indicating that the improvement in accuracy does not 

translate into better precision, recall, or F1 score. The values are noted in the 

table below. 

 
Table 4.3 Outcome on CJP before and after debiasing 

 
Law2Vec 

embeddings 
with SVM 

as classifier 

Accuracy Macro-
Precision 

Macro-Recall Macro-F1 

With bias 0.63 0.62 0.62 0.62 

Without 
bias 

0.64 0.62 0.62 0.62 

 
The results show that the debiasing process does not significantly alter the 

usefulness of legal word embeddings for high-level NLP tasks, such as CJP. The 

accuracy scores obtained using debiased embeddings are generally very close to, 

or the same as, those obtained using biased embeddings. Reducing gender bias 

without sacrificing the embeddings' semantic value is the main goal of debiasing. 

The conclusion that the semantic structure is well-preserved post-debiasing is 

supported by consistent performance on tasks such as CJP. Debiasing is done to 

make embeddings ethically sound without sacrificing their usefulness in real-

world applications. The goal is to ensure that debiased embeddings function on 

par with original embeddings while minimising bias. 
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CHAPTER 5 

LIMITATIONS AND FUTURE SCOPE 

 

Although we worked on a small scale here, there is room for growth. This thesis part 

identifies some of the shortcomings in our findings and makes recommendations for 

further investigation. 

i) Lack of explainability: Despite having decent prediction accuracy, the models 

used in this work lack inherent explainability techniques, which cause opacity in 

their decision-making. The outputs of the models may become less trustworthy 

for legal professionals who require precise explanations and reasoning in 

important situations due to this lack of transparency. Subsequent research ought 

to concentrate on incorporating explainability methods like attention 

visualisation, feature importance scoring, and natural language explanations 

straight into the model architecture. It will be essential to create explainability-

specific models employing techniques like rule-based systems, LIME [29], and 

SHAP []. Further refining of the models can be guided by performing user-

centric assessments with legal professionals to evaluate the effectiveness and 

clarity of the explanations. This will help to ensure that the models satisfy the 

practical demands of legal practitioners. 

ii) Enhancing Dataset and Model Capabilities:  For the present study, ILDC-single 

was used, which is a shorter version of the main ILDC-multi dataset. The 

generalizability and robustness of the models will be improved by increasing the 

dataset's inclusion to include additional instances from different Indian courts. 

By making the dataset available to the public, more research and validation 

activities will be possible, improving the reproducibility of results. Performance 

could be further enhanced by investigating sophisticated transformer layouts and 

hybrid models that incorporate transformer and non-transformer technologies. To 

improve the performance of the model, extensive hyperparameter optimisation 
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and fine-tuning—possibly with more computer resources—will also be essential. 

The original work [8] has also incorporated additional layers of BiGRU and 

attention, which we would also like to address in the future. 

iii) Dealing with other kinds of biases: The primary focus of this work was gender 

bias in legal language models; however, since other types of bias, such racial, 

ethnic, and socioeconomic prejudices, can also have an impact on the fairness 

and dependability of AI models in legal contexts, it is essential to expand the 

scope of debiasing efforts. The creation of techniques to recognise and lessen 

these extra biases would guarantee more just results and improve the moral use 

of AI in the legal sector. Furthermore, thorough analyses and improvements to 

these debiasing methods are required to preserve the models' semantic integrity 

while reducing bias in all its manifestations. 

iv) Use of contextualized embeddings:  This work has used Law2Vec, which is 

static and the bias calculations methods are also distance based. Implementing 

contextualized embeddings, such as those derived from models like BERT, and 

their legal-specific counterparts (LegalBERT, InLegalBERT etc) can 

significantly enhance the understanding of complex legal texts. These 

embeddings capture the nuanced meanings of words based on their context 

within a document, providing more accurate representations compared to static 

embeddings. Due to this, we have to implement different methods for bias 

calculation and reduction. Such techniques have already been dealt with in [16], 

but not in the Indian context, and we plan to take this into consideration as well. 

More details about these methods are mentioned in the Appendix. 
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CHAPTER 6 

CONCLUSION 
 

This thesis explored the intersection of legal linguistics and gender bias within NLP 

models tailored for legal judgment prediction, leveraging transformer-based models like 

BERT, XLNet, RoBERTa, DeBERTa, ELECTRA, and BigBird, evaluated on the ILDC-

single dataset. BigBird-RoBERTa demonstrated superior performance in accuracy, 

precision, recall, and F1 score due to its capacity to process longer sequences and extract 

relevant contextual information. Additionally, we examined gender bias in legal 

language models, particularly focusing on Law2Vec embeddings. Using projection and 

clustering techniques, significant biases were identified and effectively mitigated with 

the Hard Debiasing algorithm, achieving near-zero projections post-debiasing while 

maintaining semantic integrity. This debiasing process did not compromise model 

performance in court judgment prediction tasks. Therefore, legal professionals will have 

a problem, in the future, which they will solve by combining interpretability into their 

models because such models do not currently provide any. Expanding the dataset and 

incorporating advanced transformer architectures could further improve robustness and 

generalizability. To ensure that fairness and reliability are upheld in legal AI models, it 

is important to deal with other biases such as racial ones. In other words, introducing 

contextualized embeddings and developing comprehensive debiasing methods tailored 

to the Indian legal system will advance this field. To sum it up, this thesis shows how 

effective transformer-based models can be in predicting legal judgments; and the 

importance of mitigating gender bias in legal language models for more ethical, 

transparent and efficient AI tools applicable to legal industry. On the other hand, there 

can be no explanation of how these systems work by lawyers who must incorporate 

them within their own practices. Therefore, future incorporation of explainability 

techniques is warranted given that these simple opaque models cannot be easily 

explained by law practitioners. It may also necessitate expanding the dataset or including 

more robust architectures like transformer in order to make those systems more reliable. 
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Legal AI should also shun all kinds of societal biases (e.g., racial) so as to guarantee that 

fairness as well as dependability is maintained within it. Additionally, implementing 

contextualized embeddings and developing comprehensive debiasing methods designed 

specifically for India’s legal system would be an advancement of the field itself. This 

definitely demonstrates the efficiency of transformer-based model in predicting judicial 

decisions legally resulting from mitigation of gender prejudice within language 

modelling meant for law thereby giving rise to fairer and improved artificial intelligence 

tools used in law practice today. 
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APPENDIX 

A. Evaluating and Reducing Discrimination Based on Gender in 
Legal Contextualised Language Models 

Transformer-based contextual language models have revolutionized NLP work, 

including work in law. Despite the improvements, these models often have human-like 

biases in training data, causing serious ethical concerns especially in law. Previous 

studies have shown gender bias in law static embeddings such as Law2Vec and 

contextualized NLP models (LegalBERT). These biases can affect the fairness and 

accuracy of applications, making it crucial to develop methods to measure and mitigate 

such biases. In the legal domain, where decisions can have profound impacts on 

individuals' lives, eliminating these biases is particularly important. Thus it is important 

to focus on evaluating and reducing gender bias in BERT-based models applied to legal 

text processing. Our present research has not considered this but it is a potential research 

gap for us, where would like to address with respect to the Indian judiciary. 

Bias Evaluation 

The bias measurement process is mainly based on the MLM properties of BERT-based 

models, which allow estimation of probability values of words covered in a sentence. 

This exercise requires the construction of a new bias assessment corpus drawn by BEC-

Cri focuses on legal applications and includes template judgments with criminal 

information from the FBI database. Example sentences from the BEC-Cri included 

gender-related target words (e.g., 'she', 'he') and crime-related words (e.g., 'murder', 

'embezzlement'). The method uses BERT's MLM feature to quantify gender bias, 

estimating the probability of a gender-specific pronoun or nouns occurring in a 

particular context to identify a model dependent on gender. This covers target words in a 

sentence to count how gender pronouns occur in that context. 

The process begins with preparing a sentence with a target and an attribute. The target 

word is then masked, and the model predicts the probability that the target word will 
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appear in that location. Then, the words and the target word are masked, and the model 

predicts the probability of the target word occurring in this new context. An association 

score is determined by comparing these probabilities, indicating how much the presence 

of the attribute affects the probability of the target term. 

To ensure a thorough analysis, the average associaiton score starts at zero and is updated 

as each sentence in the corpus is analyzed. For each sentence, the likelihood is 

calculated that the target word appears first in the masked sentence. Then, the 

probability is recalculated by overlapping the target and attribute words. The difference 

between these possibilities yields an association score for the sentence. This score is 

summed across all sentences to update the association score. The final mean association 

score is calculated by averaging the accumulated scores and it shows how much the 

language model was biased towards associating gendered words with particular crime-

related terms. Hence, this procedure helps to show how a language model can have 

gender bias in legal texts through counting how often it associates between gendered 

terms and specific law attributes 

Bias Calculation Techniques 

 GAP 
 
The GAP debiasing method aims to bring gender information in the model into a 

state of equilibrium by means of fine-tuning. The GAP corpus, developed by 

[31], comprises 8,908 human-annotated gender-ambiguous pronoun-name pairs 

taken from Wikipedia. This dataset is used in a coreference resolution task where 

the model acquires the ability to correctly associate gender-ambiguous pronouns 

with their respective names. To tackle bias on account of gender, this method 

tries to expose the model to an equal number of male and female targets. Again, 

further balancing the dataset involves performing counterfactual data substitution 

(CDS) on it such as swapping some words that are gender-specific in nature. The 

fine-tuning process employs this balanced corpus for adjusting the parameters of 
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the model aimed at reducing its inclination towards associating certain genders 

with specific contexts. This enables encoding more balanced gender information 

in the model leading to decreased gender bias in predictions made by models. 

 

 GPD 
 
The GDP method, advanced by [32] is a way of biasing untrained contextualized 

models while keeping gender information that is necessary. The present approach 

employs the News-Commentary-v15 corpus and extracts numerous sentences 

with feminine, masculine and gender-stereotypical words. These words are 

grouped into categories of attributes and targets, thereby creating different sets of 

sentences for each category. The GPD method minimizes the dependency of the 

embedding for target words with respect to gender attributes using a similarity 

based loss term. This is done by deriving the non-contextualized word 

embedding for each attribute and target word and employing them to adjust the 

target word embeddings. In order to preserve original information in the 

embeddings so as not to have great information loss during debiasing, a 

regularizing loss is included in this method. However, despite these 

interventions; there have been mixed results on GPD which exhibits some 

decrease in bias while in other instances its bias scores remain high or even 

increase further. 

 

 LCD 
 

Following a particular technique, the LCD method [16] was created in order to 

combat gender bias across domain-specific legal contextualized language models 

like LegalBERT-Small. This implies that biases may be deeply embedded within 

context-dependent embeddings generated by BERT-like transformer models. In 

this respect, the LCD method involves training the model through a fine-tuning 

process using a curated gender-neutral legal corpus. Specifically, the fine-tuning 
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dataset consists of court cases from the ECtHR where equal number of male and 

female applicants have been manipulated into it. The aim of fine-tuning is to 

ensure that the model can accurately identify cases that are characterized with 

gendered contexts without being influenced by gender bias itself. By utilizing 

this balanced dataset, LCD method effectively mitigates any subconscious 

preference for specific genders in the model’s predictions hence resulting into 

more unbiased and fair decisions made by it. This way, it makes it possible to 

keep most of what was learned about core semantic knowledge preserved while 

greatly reducing its gender-related aspect which is necessary for maintaining 

performance in legal language understanding tasks at hand. 
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